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The axisymmetric electrostatic problem of a thin, unclosed ellipsoidal shell and disk is solved.
The capacitance coefficients are calculated for a representative set of values of the
geometrical parameters of the conductors. ©1999 American Institute of Physics.
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The necessity of calculating the capacitance of a sys
of conductors of various configuration arises in the solut
of a number of problems which engineers and scientists
the most diverse specializations must contend. The aim
the present work is to solve the axisymmetric electrost
problem for a thin, unclosed ellipsoidal shell and disk a
calculate the capacitance coefficients for a representative
of values of the geometrical parameters of the conducto

Let us consider the axisymmetric problem of finding t
potential of the electrostatic field of a system of conduct
consisting of a thin, unclosed prolate ellipsoidal shellSand a
circular disk G of radius a ~the axial cross section of th
conductors is shown in Fig. 1!. The shellS is located on the
surface of the prolate ellipsoid of revolutionS1 , whereb and
d are the large and small semi-axis of the ellipse, resp
tively, and c5Ab22d2 is half the interfocal distance. To
solve the problem, we locate the origin of the cylindric
coordinates$r,z,w% at the pointO ~Ref. 1!:

x5r cosw, y5r sinw, z5z

~0<r,`, 0<w<2p, 2`,z,`!,

and the degenerate ellipsoidal coordinates$a,b,w% at the
point O1 ~Ref. 1!

x5c sinha sinb cosw; y5c sinha sinb sinw;

z5c cosha cosb~0<a,`, 0<b<p, 0<w<2p!.

The conducting bodies under discussion are now
scribed as

S5H a5a05cosh21
b

c
, 0<b<b0,p, 0<w<2pJ ,

G5$0<r<a, 0<w<2p, z50%.

We denote the distance between the pointsO andO1 as
h and arbitrarily divide all spaceE3 by the ellipsoidS1 and
the planez50 into three regions:D1(z,0), D2(a,a0),
and D35E3\(D1øD2). We denote the electrostatic pote
tial in the regionsD j asU j , j 51,2,3. The electrostatic po
tential U j should satisfy the Laplace equationDU j (M )50
in the regionsD j , j 51,2,3, and the boundary conditions

U3~M !5uMPS5Vs2const, ~1!

U3~M !uMPG5Vd2const ~2!
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and the boundary condition at infinity

U j~M !→0 as M→`, j 51,3, ~3!

whereM is any point in space.
In addition, the following continuity conditions on th

potential and the field must be satisfied:

U2ua5a0
5U3ua5a0

, U1uz505U3uz50 , ~4!,~5!

]

]a
U2U

a5a0 ,b.b0

5
]

]a
U3U

a5a0 ,b.b0

, ~6!

]

]z
U1U

z50,r.a

5
]

]z
U3U

z50,r.a

. ~7!

We seek the electrostatic potentialU j in the form of a
superposition of cylindrical and ellipsoidal harmon
functions1,2 such that the boundary condition at infinity~3! is
fulfilled

U1~r,z!5E
0

`

B~l!exp~lz!J0~lr!dl in D1 , ~8!

FIG. 1.
© 1999 American Institute of Physics
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U2~a,b!5 (
n50

`

bn

Pn~cosha!

Pn~cosha0!
Pn~cosb! in D2 , ~9!

U35U3
~1!~r,z!1U3

~2!~a,b! in D3 , ~10!

where

U3
~1!~r,z!5E

0

`

A~l!exp~2lz!J0~lr!dl, z.0,

U3
~2!~a,b!5 (

n50

`

an

Qn~cosha!

Qn~cosha0!
Pn~cosb!, a.a0 ,

Pn(cosha) andQn(cosha) are the Legendre functions of th
first and second kind, respectively,Pn(cosb) are the Leg-
endre polynomials, andJ0(lr) is the zeroth-order Besse
function of the first kind.1,3–6

The unknown coefficientsan and bn and the functions
A(l) and B(l) are to be determined from conditions~1!–
~7!. To satisfy conditions~1!, ~4!, and ~6!, we expand the
potentialU3

(1)(r,z) in the ellipsoidal harmonic functions in
the coordinate system with origin atO1 , utilizing the
formula2

J0~lr!exp~7lz!5 (
n50

`

~6 i !n~2n11! j n~ icl!

3Pn~cosha!Pn~cosb!,

where i is the imaginary unit andj n( icl) are the spherica
Bessel functions.3–6

Thus,

U3
~1!~a,b!5 (

n50

`

dnPn~cosha!Pn~cosb!, ~11!

where

dn5 i n~2n11!E
0

`

A~l!exp~2lh! j n~ icl!dl. ~12!

Taking representations~9!, ~10!, and ~11! into account
and imposing the boundary condition~1! on the surface of
the unclosed ellipsoidal shellS and the conditions of conti
nuity ~4! and~6!, we obtain a pair of summation equations
the Legendre polynomials of the form

(
n50

`

anPn~cosb!5Vs2 (
n50

`

dnPn~cosha0!Pn~cosb!,

b,b0 ,

(
n50

`
anPn~cosb!

sinha0Pn~cosha0!Qn~cosha0!
50, b.b0 .

~13!

To satisfy boundary condition~2! on the diskG, we
expand the potentialU3

(2)(a,b) in cylindrical harmonic
functions in the coordinate system with origin atO, applying
the integral representation2,6
Qn~cosha!Pn~cosb!5cinE
0

`

j n~ icl!J0~lr1!

3exp~lz1!dl, z1,c.

Then

U3
~2!~r,z!5E

0

`

d~l!exp~lz!J0~lr!dl, ~14!

where

d~l!5c exp~2lh! (
n50

`
i nj n~ icl!

Qn~cosha0!
an . ~15!

Using the representations for the potentials~8!, ~10!, and
~14! and imposing boundary condition~2! and the conditions
of continuity ~5! and ~7!, we obtain a pair of integral equa
tions of the form

E
0

`

A~l!J0~lr!dl5Vd2E
0

`

d~l!J0~lr!dl, r.a,

E
0

`

lA~l!J0~lr!dl50, r.a. ~16!

To solve the paired summation equations~13!, we intro-
duce a new functionw(t), w(t)PC[0,b0]

(1) , which is related to

the coefficientsan by the equation

an5~2n11!sinha0Pn~cosha0!Qn~cosha0!

3E
0

b0
w~ t !cosS n1

1

2D tdt. ~17!

Thus, the paired summation equations~13! transform
into a Fredholm integral equation of the second kind7

w~x!2E
0

b0
K~x,t !w~ t !dt

5
2

pFVs cos
x

2
2 (

n50

`

dnPn~cosha0!

3cosS n1
1

2D xG , 0<x<b0 , ~18!

where

K~x,t !5
2

p (
n50

`

gn cosS n1
1

2D t cosS n1
1

2D x, ~19!

gn512(2n11)sinha0Pn(cosha0)Qn(cosha0), and gn→O
3(n22) asn→`.

To solve the pair of integral equations~16!, we introduce
the functionv(t), related to the functionA(l) by the equa-
tion

A~l!5E
0

a

v~ t !cosltdt. ~20!

After some manipulations8 we obtain
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v~ t !5
2

pFVd2E
0

`

d~l!cosltdlG
or, according to representation~15!,

v~ t !5
2

pFVd2 (
n50

`
an

Qn~cosha0!
Bn~ t !G , ~21!

where

Bn~ t !5cinE
0

`

exp~2lh! j n~ icl!cosltdl. ~22!

Substituting the coefficientsan from Eqs.~17! into the
right-hand side of Eq.~21!, we establish a relationship be
tween the functionsv(t) andw(x):

v~ t !5
2

pFVd2sinha0E
0

b0
S~ t,x!w~x!dxG , ~23!

where

S~ t,x!5 (
n50

`

~2n11!Pn~cosha0!Bn~ t !cosS n1
1

2D x.

~24!

Taking representations~12! and ~20! successively into
account, we can transform the Fredholm equation of the
ond kind ~18! into the form

w~x!2E
0

b0
K~x,t !w~ t !dt

5
2

pFVscos
x

2
2

1

cE0

a

S~u,x!v~u!duG . ~25!

Now, we eliminate the functionv(u) from the right-
hand side of Eq.~25! with the help of the representation~23!
and finally obtain a Fredholm integral equation of the seco
kind for the functionw(x) of the form

w~x!2E
0

b0
@K~x,t !1K1~x,t !#w~ t !dt

5
2

pFVs cos
x

2
2

2

pc
VdF~x!G , 0<x<b0 , ~26!

where

K1~x,t !5
4 sinha0

p2c
E

0

a

S~u,x!S~u,t !du,

F~x!5E
0

a

S~ t,x!dt.

The charges on the thin, unclosed ellipsoidal shellSand
disk G are calculated from the solution of the Fredholm
tegral equation of the second kind~26! via the respective
formulas

Qs54p«dE
0

b0
w~x!cos

x

2
dx, ~27!
c-

d

Qd54p«F 2

p
aVd2

2

p
sinha0E

0

b0
F~x!w~x!dxG , ~28!

where« is the dielectric constant of the medium.
The capacitance coefficientsCik can be calculated in

terms of the charges on the conductors by the formulas9

C115Qs~Vs5Vd51!, C225Qd~Vs5Vd51!,

C125Qs~Vs50, Vd521!,

C215Qd~Vs521, Vd50!, C125C21.

Table I displays the normalized capacitance coefficie
Cik/4p«, calculated for the following geometrical param
eters of the conductors:b/d52, d/a51, h/b52, b0

530,60,90,120,150°. The Legendre functionPn(x) was cal-
culated using the recursion formula3

Pn11~x!5
1

n11
@~2n11!xPn~x!2nPn21~x!#

with the starting valuesP0(x)51, P1(x)5x.
The Legendre functionsQn(x) were calculated in terms

of the hypergeometric function2F1(a,b,c,x) according to
the formula3

Qn~x!5
Apn!

G~n11,5!~2x!n11

32F1S 21n

2
,

11n

2
,

312n

2
, x22D ,

where

2F1~a,b,c,x!5 (
k50

`
~a!k~b!k

k! ~c!k
xk, ~29!

G(x) is the gamma function and (a)k5a(a11) . . . (a1k
21) is the Pochhammer symbol.3–5

Employing the series expansion of the spherical Bes
function3–5

j n~ icl!52ni n(
s50

`
~n1s!!

s! ~2s12n11!!
~cl!2s1n

and the integral10

E
0

`

xa21 exp~2px!cosbxdx5
G~a!

~b21p2!a/2
cosS a tan21

b

pD ,

the improper integral~22! Bn(x) is converted into the sum

TABLE I. Values of the normalized capacitance coefficients
Cik

4p«
for b/d

52, d/a51, h/b52.

b0 , deg C11

4p«

C22

4p«

C12

4p«

30 0.3086 0.6033 0.0374
60 0.6287 0.5633 0.0832
90 0.9016 0.5189 0.1361
120 1.0782 0.4785 0.1889
150 1.1508 0.4542 0.2258
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Bn~x!5~22!n(
s50

`
~n1s!! ~2s1n!!

s! ~2n12s11!! S c

Ax21h2D 2s1n11

3cosF ~2s1n11!tan21
x

h G . ~30!

The Fredholm integral equation of the second kind~26!
was transformed into a finite system of linear algebraic eq
tions using Simpson’s rule with a step equal to 0.1. T
infinite sums~19!, ~29!, and~30! were calculated with accu
racy to 1025. The calculations were performed with the he
of the software package MathCAD 6.0~Ref. 11!.

If b05p ~the unclosed shellSgoes over to the ellipsoid
S1), then instead of the integral equation~26! we have a
Fredholm integral equation for the functionv(x) of the form

v~x!2
2

pcE0

a

L~x,t !v~ t !dt5
2

pFVd2Vs

B0~x!

Q0~cosha0!G ,
0<x<a, ~31!

where

L~x,t !5 (
n50

`

~2n11!
Pn~cosha0!

Qn~cosha0!
Bn~x!Bn~ t !.

In the preceding integral equation~31! we make the fol-
lowing substitutions: x5ta, t5sa, v(t)5(p/2)v(x),
v(s)5(p/2)v(t), d5a/d, h5d/b, andm5b/h,1. Then
the integral equation~31! takes the form

v~t!2
2hd

A12h2E0

1

L~t,s!v~s!ds5Vd2Vs

B0~t!

Q0~cosha0!
,

0<t<1, ~32!

where

L~t,s!5 (
n50

`

~2n11!
Pn~cosha0!

Qn~cosha0!
Bn~t!Bn~s!,

Bn~t!5~22!n(
s50

`

(
k50

`
~21!k~n1s!!

s! ~2n12s11!!

~2s12k1n!!

~2k!!

3~thd!2k~12h2!
2s1n11

2 m2k12s1n11.

The charge on the prolate ellipsoidS1 is calculated using
the formula

Q154pc«
a0

Q0~cosha0!
54pb«a0M , ~33!

where

M5
A12h2

cosh21
1

h

, a05Vs2
2

p

hd

A12h2E0

1

B0~s!v~s!ds.

The charge on the disk is calculated in terms of the
lution of the integral equation~32! according to the formula

Qd58a«E
0

1

v~t!dt. ~34!
a-
e

-

If the geometrical parameterm is sufficiently small
(mn'0 for n>4), then it is possible to obtain a solution o
the integral equation~32! in the form of a series in the sma
parameterm ~Ref. 8!:

v~t!5Vd2VsMm1
2

p
VdhdMm2

1F ~thd!22
1

3
~12h2!2

2

p
hdM GVsMm31 . . . .

Substituting this expansion into the formulas for t
charge on the disk~34! and the charge on the ellipsoid~33!,
we obtain the following expressions for the charges on th
conducting bodies in the form of a series in the small para
eter

v~t!5Vd2VsMm1
2

p
VdhdMm2

1F ~thd!22
1

3
~12h2!1

2

p
hdM GVsMm31 . . . ,

Q154p«bH VsM2
2hd

p
VdMm1

2hd

p
VsM

2m2

2
2hd

p F1

3
~12h2!1

2hd

p
M

2
1

3
~hd!2GVdMm31 . . . J .

The electrostatic problem for an oblate unclosed ellips
dal shell and disk is solved in a similar way.
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Electron-impact excitation cross sections of atomic silver
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The method of extended crossed beams is used to measure excitation cross sections of atomic
silver. The results, together with theoretical data on the transition probabilities of AgI,
are used to calculate the excitation cross sections of the energy levels of the silver atom and the
contribution of cascade population of states. It is found that the dependence of the cross
sections on the principal quantum number of the upper level for five spectral series can be
expressed as a power law. ©1999 American Institute of Physics.@S1063-7842~99!00202-0#
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INTRODUCTION

A study of inelastic collisions of electrons with silve
atoms is of significant interest for a number of reasons. F
of all, the silver atom has one electron above the filled she
similar to atoms of alkali metals. However, in contrast to t
latter, in the silver atom the preceding completely filled sh
consists of tend electrons, not sixp electrons as for the alkal
metals. In this case, excitation of one of thed electrons can
take place at a comparatively low energy of the incom
electron, so there is a significant overlap of the shifted a
unshifted terms. Second, laser generation in silver vapor
been achieved~see, e.g., Ref. 1!. Here pumping, as a rule, i
carried out by an electron beam, and information about
corresponding electron–atom collisions is needed in orde
understand the mechanisms of creation of a population in
sion in silver-vapor lasers.

So far, theoretical studies of inelastic collisions of ele
trons with silver atoms are lacking. Experimentally, su
collisions have been investigated in works by only one
search group. Reference 2 reported a study of excitatio
the singly charged silver ion from the ground state of
atom, and Ref. 3 reported a study of excitation cross sect
of the silver atom. The information reported in these tw
works is extremely limited due to imperfections of the e
perimental technique and the extremely small quantity
available silver. After removing these obstacles, a more
tailed study was published4 on excitation of autoionizing
states of AgI. In the present study the method of exten
crossed beams was used to carry out a more detailed stu
excitation of normally excited~unshifted! terms of the silver
atom.

EXPERIMENT

A detailed description of the method of extended cros
beams has been presented more than once in the literatu5–7

therefore its repetition in the present paper would not
useful. Let us dwell here only on some circumstances wh
are relevant specifically for experiments with silver.

Because of the need to conserve the metal as muc
possible, its evaporation was carried out from a tubular m
lybdenum crucible suspended in vacuum from thin molyb
1371063-7842/99/44(2)/4/$15.00
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num cross-beams. The outer surface of the crucible
heated by an electron beam expanded to provide a more
form temperature field. The geometry of the crucible and
surrounding panels and screens ensured that the secon
emitted and scattered beam electrons would be local
around the crucible in the space bounded by the exit d
phragm adjacent to it. This precluded bombardment of
atomic beam by primary and secondary beam electro
Since the ground state of the silver atom 4d105s2S1/2 has
only one level and is separated from the nearest excited l
by an interval of almost 30 000 cm21, thermal population of
excited levels is essentially excluded, and all of the silv
atoms in the beam are found in the ground state before t
interaction with the monoenergetic electrons.

At a crucible temperature of 1300 K the density of silv
atoms in the intersection region of the atomic beam with
electrons reached 1.231010cm23 and was lowered by more
than an order of magnitude in order to examine the lead
resonance lines. The current density of the electron beam
not exceed 1.0 mA/cm2 anywhere in the working energ
range. In contrast to Refs. 2 and 3, to set up a scale
absolute cross section values, as the reference radiatio
tensity ~or, more accurately, directly as the reference cr
section! we used spectral lines of the helium atom. To ca
brate the absolute values of the cross sections, helium wa
into the chamber at an unknown pressure, instead of si
vapor, while the remaining conditions of the experime
were kept the same as far as possible. Cross section va
were recorded for four HeI lines which were measured
Ref. 8 with an error of 9% at an electron energy of 50 e
The error of the relative values of the cross sections in
present study is 5–12%, and the absolute values were d
mined with an error of623 to 630%. A more detailed
description of the experiment and technique with analysis
error sources is contained in Ref. 6.

RESULTS AND DISCUSSION

More than 200 lines of the silver atom were recorde
located in the spectral range 200–850 nm. As I noted in
earlier paper,4 a significant fraction of the low-intensity line
of the silver atom have not been classified; therefore, wit
© 1999 American Institute of Physics
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TABLE I. Excitation cross sections of doublet levels of atomic silver.

Term J E, cm21 Configuration (Q50* , 10218 cm2 z (Q50 , 10218 cm2 (Q8, 10218 cm2 q, 10218 cm2 (Q8

(Q50
,%

6s2S 1/2 42556 4d106s 39.6 1.000 39.6 11.4 28.2 28.8
7s2S 1/2 51887 4d107s 16.9 1.435 25.3 3.17 22.1 12.5
8s2S 1/2 55581 4d108s 6.56 1.545 10.2
9s2S 1/2 57425 4d109s 4.18 1.565 6.55 0.29 6.26 4.43
10s2S 1/2 58478 4d1010s 2.17 1.575 3.42
11s2S 1/2 59136 4d1011s 1.461 1.540 2.24
12s2S 1/2 59575 4d1012s 0.841 1.513 1.27
5p2P0 1/2 29552 4d105p 743.9 93.5 650.4 12.6

3/2 30473 1254.4 173.2 1081.2 13.8
( 1998.3 266.7 1731.6 13.3

6p2P0 1/2 48297 4d106p 5.98 14.53 (28.5) 242.
3/2 48501 13.28 23.93 (210.6) 180.
( 19.3 38.4 (219.1) 199.

7p2P0 1/2 54041 4d107p 3.643 (23.64)
3/2 54121 1.62 6.243 (24.62) 385.
( 1.62 9.88 (28.26) 611.

8p2P0 1/2 56618 4d108p 3.27 1.353 1.92 41.2
3/2 56660 7.14 2.143 5.00 30.0
( 10.41 3.49 6.92 33.5

9p2P0 1/2 – 4d109p 0.443 (20.44)
3/2 58027 0.38 0.713 (20.33) 187.
( 0.38 1.15 (20.77) 302.

5d2D 3/2 48744 4d105d 41.52 1.0001 41.5 4.28 37.2 10.3
5/2 48764 55.22 1.00002 55.2 1.01 54.2 1.83
( 96.7 5.29 91.4 5.47

6d2D 3/2 54203 4d106d 20.0 1.23 24.6 1.22 23.4 4.07
5/2 54214 26.5 1.23 32.6 0.44 32.2 1.35
( 57.2 1.66 55.5 2.90

7d2D 3/2 56700 4d107d 10.92 1.395 14.7 0.54 14.2 3.68
5/2 56706 11.8 1.41 16.6 0.16 16.4 0.96
( 31.3 0.70 30.6 2.24

8d2D 3/2 58050 4d108d 6.58 1.415 9.30 0.54 8.76 5.80
5/2 58053 7.10 1.585 11.25 11.25
( 20.55 0.54 20.0 2.63

9d2D 3/2 58862 4d109d 4.372 1.545 6.44 0.38 6.06 5.91
5/2 58865 4.84 1.565 7.56 0.10 7.46 1.32
( 14.0 0.48 13.5 3.43

10d2D 3/2 59389 4d1010d 2.47 1.605 3.96
5/2 59391 2.70 1.685 4.55
( 8.51

11d2D 3/2 59751 4d1011d 1.69 1.59 2.68
5/2 59752 1.95 1.61 3.14
( 5.82

4 f 2F0 5/2,7/2 54205 4d104 f 0.39 0.25 0.14 64.1
5 f 2F0 5/2,7/2 56709 4d105 f 0.13 0.25 (20.12) 192.
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the framework of the present work dozens of spectral line
AgI have been classified using information about the lines
the silver atom contained in Ref. 9 and later confirmed
Ref. 10. Simultaneously, typographical errors discovered
these works, and also in the ground-breaking work
Shenstone,11 have been corrected. The main spectrogra
were recorded at an electron energy of 50 eV, as a co
quence of which, along with the atomic lines, around 1
lines of the singly charged silver ion were also recorded.

Although the electron–atom scattering experiments
which the optical signal of the excited atoms is recorded g
information about excitation cross sections of the spec
lines Qki , more useful for comparison with theoretical stu
ies and for practical purposes is information about the e
tation cross sections of the energy levelsqk . These two
f
f

n
in
f
s
e-

0

n
e
al

i-

quantities are related by the well-known formula

Qki5S qk1(
l

QlkD Aki

(mAkm
, ~1!

whereAki andAkm are the probabilities of the radiative tran
sitionsk→ i andk→m, respectively; the sum in parenthes
gives the total cross section of the radiative transitions p
ticipating in the cascade population of the levelk, and the
fractional factor on the right takes account of branching
transitions from the levelk.

Using the equality

Qki

Qkm
5

Aki

Akm
, ~2!
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which interrelates the cross sections and the transition p
abilities, one can write relation~1! in the form

qk5(
m

Qkm2(
l

Qlk . ~3!

Relation ~3! is useful because it allows us to calcula
the excitation cross sections of energy levels completely
the basis of the experimental data on the excitation cr
sections of the spectral lines. At the same time, the us
equality ~2! allows us to take into account a wider group
lines in the not-infrequently encountered situation in wh
the excitation cross sections of some transitions with a c
mon upper level cannot be measured but the radiation c
stants for these transitions are known from independ
sources.

Just such a situation arises in the study of the excita
of the valence electron of the silver atom. The one-elect
transition 4d105s2S1/2→4d10nl2LJ takes place, where
l 5s,p,d f ; levels of the silver atom with higher values of th
angular momentum have not yet been found experimenta

FIG. 1. Energy level diagram of atomic silver~unshifted terms!, with the
uninvestigated transitions indicated.
b-

n
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At the same time, the authors of Ref. 12 calculated the pr
abilities of radiative transitions from the levelsns2S1/2 and
nd2D3/2,5/2, where for the levels withn<12 they took into
account all possible allowed transitions in this system
terms. It should also be borne in mind that, so far, bo
theory and experiment, as a rule, allow one to determine
radiation constants with a higher accuracy than the cross
tions.

Results obtained on the basis of cross section meas
ments by the method of extended crossed beams with a
cation of data on the probabilities of radiative transitio
from Ref. 12 are listed in Table I. Here(Q50* is the sum of
cross sections measured in the present work,z5Atot /Avar is
a correction factor taking into account the branching fact
of all the known transitions from the level in question a
cording to the data of Ref. 12. We have used the follow
notation for the total excitation cross section of the levek
~without subtracting out the contribution of the cascade tr
sitions!:

(
m

Qkm5z( Q508 5( Q50. ~4!

The superscripts on some of the numerical values den
the following: 1 — The transition 5p2P1/2

0 211s2S1/2 ~337.9
nm! is blinded out by the 338.3 nm line, which exceeds it
intensity by three orders of magnitude, the transiti
5p2P1/2

0 212s2S1/2 ~332.995 nm! is blinded out by the
332.948 nm line. In both cases the cross sections of
5p2P1/2

0 211,12s2S1/2 transitions were calculated from th
measured cross sections of the more intense componen
the 5p2P3/2

0 2ns2S1/2 doublets; the ratio of the cross sectio
Q(3/2)/Q(1/2) for n<10 is 1.69. 2 — The contribution of
the transitions to the shifted levels 4d95s2 2D, not consid-
ered in Ref. 12, were subtracted from the values ofQ50* given
in Table I, before multiplying these latter values by the c
efficientz. 3 — The cross sections of the cascade transiti
populating the levelsnp2P0 with n>6 were determined
from the branching factors from the2S and2D levels accord-
ing to Ref. 12; in the present work only cascade transitio
from the 5p2P1/2,3/2

0 level were recorded.

TABLE II. Excitation cross sections of transitions from thenp2P0 levels of
AgI.

l, nm Transition J
EH ,
cm21

EB ,
cm21

Q50 ,
10218 cm22

206.117 5s2S26p2P0 1/223/2 0 48501 13.3
206.983 5s2S26p2P0 1/221/2 0 48297 5.77
328.068 5s2S25p2P0 1/223/2 0 30473 1250.
338.289 5s2S25p2P0 1/221/2 0 29552 742.
359.806 5s2 2D29p2P0 5/223/2 30242 58027 0.38
378.418 5s2 2D28p2P0 5/223/2 30242 56660 0.76
418.664 5s2 2D27p2P0 5/223/2 30242 54121 1.62
456.402 5s2 2D28p2P0 3/221/2 34714 56618 0.38
533.362 5p2P026p2P0 1/221/2 29552 48297 0.21
547.538 5s2 2D26p2P0 5/223/2 30242 48501 3.61
553.707 5s2 2D26p2P0 5/221/2 30242 48297 0.23
708.810 6s2S28p2P0 1/223/2 42556 56660 6.38
710.95 6s2S28p2P0 1/221/2 42556 56618 2.91
725.153 5s2 2D26p2P0 3/223/2 34714 48501 0.83
735.996 5s2 2D26p2P0 3/221/2 34714 48297 1.69
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An energy-level diagram of the silver atom is shown
Fig. 1. All of the levels of the configuration 4d10nl2L con-
sidered in Ref. 12 are shown. The 10p2P0 levels are not
considered in the present work, because of the extrem
small values of the associated cross sections, and likewis
the 12d2D levels. Transitions from the latter levels to th
5p2P0 levels, like the previously mentioned transition fro
the 11s2S1/2 level, are blinded out by the leading resonan
lines of AgI.

Transitions from thenp2P0 levels were not investigate
in Ref. 12, nor could analogous information be found
other sources. Therefore, branching is taken into accoun
the np2P0 levels only on the basis of the experimental da
of the present work, presented in Table II. As can be se
the only measured transition from the 7p2P0 levels is to the
metastable shifted term 4d95s2 2D. Transitions from the
7p2P0 levels to the 6s2S1/2 level are located in the infrare
around 870 nm, and to 5s2S1/2 ~resonance transitions!—in
the vacuum ultraviolet. Because of the shift into the vacu
ultraviolet, resonance transitions from the higher-lyi
np2P0 levels were also not examined. So as not to com
cate the energy-level diagram, only those transitions not
corded in the present work and not investigated in Ref.
are indicated.

As follows from the data of Table I, for the majority o
ns2S and nd2D levels, the contribution of cascade popul
tion is around 10% or less; only for the 6s2S1/2 level does it
approach 30%. Despite the incompleteness of the data
cascade population of these levels, it is highly unlikely th
taking them completely into account will lead to a significa
increase in the cascade contribution. For the majority
np2P0 levels the situation is the reverse: the cascade co
bution is taken fairly completely into account whereas
available information is clearly insufficient for an account
branching. This latter situation leads to the result that for

FIG. 2. Dependence of cross sections onn for spectral series of AgI:s —
5p2P1/2

0 2ns2S1/2 , 1 — 5p2P3/2
0 2ns2S1/2 , L — 5p2P1/2

0 2nd2D3/2 ,
h — 5p2P3/2

0 2nd2D5/2,3/2, D — 5s2 2D5/22np2P3/2
0 .
ly
for

e

or

n,

i-
e-
2

on
t
t
f

ri-
e

e

2P0 levels with n56,7,9, the calculated cascade populati
cross sections turn out to be larger than the measured
excitation cross section of the level, and the contribution
cascade population exceeds 100%. Note that the calcula
take into account the transitions involving shifted terms m
sured in the present study and contributing mainly to casc
processes.

As is well known ~see, e.g., Ref. 13!, in unperturbed
spectral series the excitation cross sections vary with
principal quantum numbern of the upper level according to
a power-law dependence

Q5Ai•n2a i, ~5!

whereAi and a i are constants having characteristic valu
for each of the spectral series.

The dependenceQ5 f (n) for five spectral series of the
silver atom is plotted in Fig. 2 using data obtained in t
present work. Power-law dependences on a log–log s
show up as straight lines whose slopes allow one to de
mine the constanta i . This latter constant characterizes th
rate of variation of the cross sections in each of the spec
series. The other constantAi5Q for n51; since the cross
section forn51 has no real meaning, the constantAi can be
considered only as a conversion factor. Numerical values
Ai anda i for the investigated series for the silver atom a
given in Table III.

Comparison of these data with the results of theoret
calculations is impossible in view of the absence of pu
lished works on the theoretical determination of the exc
tion cross sections of atomic silver.
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TABLE III. Values of Ai and a i for spectral series of atomic silver. 2.5
(213)52.51310213.

Series n a i Ai , cm2

5p2P1/2
0 2ns2S1/2 6210 5.47 2.51(213)

5p2P3/2
0 2ns2S1/2 6212 5.64 6.17(213)

5p2P1/2
0 2nd2D3/2 5211 4.16 2.70(214)

5p2P3/2
0 2nd2D5/2,3/2 5211 4.14 5.13(214)

5s2 2D5/22np2P3/2
0 629 7.58 6.46(212)
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Proceeding from the Onsager principle of minimum energy dissipation, we find the dimensions,
charges, and total number of daughter bubbles emitted during an instability of a highly
charged bubble in a dielectric liquid. ©1999 American Institute of Physics.
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In diverse problems of applied physics, one encoun
the instability of bubbles in a liquid dielectric relative to the
self-surface charge or the surface charge induced on the
an external field. In particular, such a problem is of sign
cant interest for the theory of the breakdown of a liqu
dielectric.1–5 The breakdown process is related to the appe
ance, growth, and decay of a gas microbubble near the c
ode. One possible scenario of the development of breakd
involves the release of the self- or polarization charge a
consequence of the development of an instability of the b
ble’s surface.6,7 The instability of a gas bubble in an extern
electric field was investigated in detail experimentally in R
1, where the electrostatic decay of a bubble in a dielec
was recorded photographically. During decay of the par
bubble, small daughter bubbles are thrown off, forming t
agglomerations — one each in the vicinity of each emitt
protrusion at the vertices of a spheroidal bubble~the equilib-
rium shape of a gas bubble in a uniform external elec
field is a spheroid!. The present study presents a theoreti
analysis of the electrostatic decay of a highly charged bub
~according to the scheme employed earlier in Refs. 8 an
to examine the decay of charged drops! as the first step of a
study of the regularities of the decay of bubbles which
unstable to their self-charge or an induced charge.

1. Let us consider an initially spherical bubble of radi
R in a liquid dielectric possessing a large specific heat~by
virtue of which we will neglect variation of the temperatu
of the system during decay!, where this bubble has on it
surface a chargeQ ~the gas–liquid interface! which is a bit
larger than its limiting value in the sense of Rayleigh stab
ity. Two paths of development of the bubble instability a
possible: in the one the volume of the bubble will increa
until the condition of pressure balance is satisfied, and in
second, thanks to exponential growth of the amplitudes
the capillary waves associated with the thermal motion of
molecules of the liquid medium, the bubble can experie
an instability similar to the Rayleigh instability of a free
highly charged drop.8,9 In this case, the parent bubble
stretched into a shape close to a spheroid of revolution w
eccentricitye1 ~in Ref. 1 it was found thate1

2'0.7). Follow-
ing this, daughter bubbles are formed on opposite vertice
the bubble, joined by narrow necks to the parent bub
1411063-7842/99/44(2)/4/$15.00
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After rupture of the necks, the daughter bubbles change t
volume, contracting or expanding in synchrony with chang
in the balance of pressures created by variation of the sh
of the daughter bubbles after detachment from the pa
bubble. Thanks to viscous dissipation of kinetic energy
the daughter bubbles and the braking influence of the elec
field of the daughter bubbles emitted earlier, opposite
vertices of the spheroidal parent bubble, agglomerations
daughter bubbles are formed at a distanceL5ma (a is the
length of the semimajor axis of the parent bubble! from the
vertices of the parent bubble. In the discussion that follo
within the framework of the above qualitative analysis,
simplify the calculations we replace the electric field of t
agglomeration of daughter bubbles by the field of an equi
lent point charge located a distanceL from the vertex of the
parent bubble and having charge equal to the total charg
the previously emitted daughter bubbles.

We assume by virtue of the symmetry of the proble
that as a result of thenth emission event two daughte
bubbles with equal chargesqn (qn!Q) and equal radiir n

(r n!R) are formed. We also assume that thenth daughter
bubble, finding itself in the field of the parent bubble and t
field of the agglomeration of daughter bubbles, has the sh
of an ellipsoid of revolution with eccentricitye2 ~Ref. 10!,
which we then determine by an iteration procedure. Dur
decay the energy of the system varies. This variation is co
posed of the variation of the free energy of the forces
surface tension, the variation of the electrostatic self-ene
of the bubbles and the energy of the electrostatic interac
of the bubbles, and also the work performed in contraction
expansion of the bubbles due to a nonproportional varia
of the electric pressure and the Laplace pressure in
bubbles upon emission.

We assume that a daughter bubble contains gas and
rated vapor, whose partial pressures are constant and e
respectively toP2

g and Pv. Taking the temperature of th
liquid, the total electric charge, and the radius of the par
bubble to be constant, it is not hard to find from the charge
the daughter bubble the variation of the energy of the sys
in the linear approximation as a result of then th decay
© 1999 American Institute of Physics
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DU58psr n
2A~e2!22Qn21qn

B~e1!

R
1qn

2 B~e2!

r n

12qnQn21

K~nn!

R
12

qn

L (
k51

n21

qk2
8p

3
r n

3P2
g

3 lnF r n

r n
bG 3

1
8p

3
Pv@~r n

b!32r n
3#;

A~ei !5
1

2F ~12ei
2!1/21

sin21ei

ei
G~12ei

2!21/s; i 51,2;

B~ei !5
~12ei

2!1/3

ei
tanh21~ei !; i 51,2;

nn5S 11
jn

a2D 1/2

;

K~nn!5
~12e1

2!1/3

e1
tanh21S e1

nn
D , ~1!

s is the coefficient of surface tension of the liquid–gas
terface,Qn21 is the charge of the parent bubble before
nth decay,jn is the ellipsoidal coordinate of thenth daughter
bubble, andr n

b is the radius of the daughter bubble imme
ately before contraction or expansion.

In expression~1! the first term is the surface energy
the two daughter bubbles, the second term is the variatio
the electrostatic self-energy of the parent bubble, the t
term is the electrostatic self-energy of the daughter bubb
the fourth is the interaction energy of the daughter bub
with the parent bubble, the fifth is the interaction energy
the agglomeration of bubbles with annth-generation daugh
ter bubble, the sixth is the work of the gas during isother
variation of the volume of the daughter bubbles, and
seventh is the work of the vapor during isobaric variation
their volume. The appearance of the last two terms has t
with the fact that the surface charge density at the emit
protrusions during separation of a daughter bubble is la
while the gas pressure inside the entire system is of the s
order as the pressure in the parent bubble. After formatio
a daughter bubble, because of its ability to change its
ume, a balance of pressures at the surface of the bubble
be established in a short time.

It is clear that, as in the problem of the breakup o
highly charged drop,8,9 the process of division of a bubb
will continue until the Coulomb force tearing off a daugh
bubble exceeds the Laplace force 2psr * (r * is the neck
radius! holding it in place. Assuming that the field strength
the breakoff point is determined by the field of the par
bubble and by the field of the previously separated daug
bubbles, it is not hard to obtain the condition for breakaw
of a daughter bubble from the parent bubble8,9

aXn~12e2
2!1/s

8
<WYnH F122(

k51

n

YkG ~12e1
2!2/3

~nn
22e1

2!

2
~12e1

2!2/3

m2 (
k51

n21

YkJ , ~2!
-
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d
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s
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whereYk5qk /Q andXk5r k /R (k51,2,. . . ,n) are respec-
tively the dimensionless charge and radius of thekth daugh-
ter bubble,a5r * /bn , bn is the length of the semiminor axi
of the nth daughter bubble, andW5Q2/(16psR3) is the
Rayleigh parameter of the initial parent bubble before
first decay.

Note that the instability of the bubble is realized forW
1b>1, whereb5(Pg1Pv)R/2s, Pg is the partial pressure
of the gas in the parent bubble before breakup whereas
instability of a drop is realized forW>1 ~Ref. 11!. In Eq.~2!
the first term in braces characterizes the electric field stren
of an nth-generation daughter bubble created by the pa
bubble at the breakoff point, and the second term takes
count of weakening of the field by the agglomeration
daughter bubbles formed earlier.

We require by virtue of the Onsager principle of min
mum energy dissipation that its variation be extremal, i
that the condition ](DU)/]qn50, ](DU)/]r n50 be
fulfilled.12 Finding the partial derivative of expression~1!
with respect toqn and r n , we obtain two more equations i
addition to Eq.~2! for the three unknownsXn , Yn , andnn :

FIG. 1.

FIG. 2.
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Yn

B~e2!

Xn
1F122(

k51

n21

YkG @K~nn!2B~e1!#

1
~12e1

2!1/3

m (
k51

n21

Yk50, ~3!

XnA~e2!2WYn
2 B~e2!

Xn
2

2hbXn
250,

h5
P2

g1Pv

Pg1Pv
. ~4!

2. By solving the system of equations~2!–~4! numeri-
cally, it became clear that the presence in the vicinity of
emitting protrusions of clouds of previously emitted daugh
bubbles has a substantial effect on the characteristics o
breakup process. This can be seen in Figs. 1 and 2, w
plot the dependence of the dimensionless radiusX ~curve1!,
dimensionless chargeY ~curve2!, and the dimensionless spe
cific chargeZ ~curve3! for the daughter bubbles, and also t
Rayleigh parameterW for the parent bubble~curve 4! as
functions of the ordinal number of the emitted bubblen for
W51, e1

250.7, a50.9, h51.1, b50.5, m51 ~Fig. 1! and
m@1 ~Fig. 2!. The valuea50.9 adopted in the calculation
was chosen on the basis of data on the decay of hig
charged drops, since the best agreement of experiment
theory is noted for this value.9 The values of the eccentrici
ties of the daughter bubbles in all cases is exceedingly sm
i.e., the shape of the daughter bubbles differs very little fr
spherical.

To illustrate the possible trends of variation of th
breakup parameters, Figs. 3 and 4 show plots of the num
of emitted bubblesn ~curve1!, the relative charge loss by th
parent bubblej5DQ/Q ~curve 2!, the relative mass los
z5DM /M ~curve 3!, and the Rayleigh parameter for th
remnant of the parent bubbleW ~curve 4! as functions of
the undetermined parametera for W51, e1

250.7, h51.1,
b50.5, m51 ~Fig. 3! andm@1 ~Fig. 4!.

In a number of situations the case can be realized
which the charge of the parent bubble is several times gre

FIG. 3.
e
r
he
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ly
nd

ll,

er
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ter

than the critical charge for realization of instability. For th
case, we calculated the dimensionless radiiX ~curve 1!,
chargesY ~curve2!, and specific chargesZ ~curve3! for the
daughter bubbles, and the Rayleigh parameterW for the par-
ent bubble~curve4! as functions of the decay numbern for
W510, e1

250.7, a50.9, h51.1, b50.5, m51 ~Fig. 5!
and m@1 ~Fig. 6!. It can be seen that an increase in t
initial value of W leads to an increase in the number
daughter bubbles and a decrease in their characteristic li
dimensions and charges.

3. The fact that the last two terms in Eq.~1! describe the
variation of the size of a daughter bubble as a conseque
of equalization of the pressures on its surface causes u
ask just how large is this change in the size of the daug
bubble. If we repeat the above calculations but without th
two terms, then we can find the dimensionless radius
charge of the daughter bubble immediately before its volu
changes as a result of equalization of pressure. The cond
of equality of pressures for a spherical bubble in dimensio
form is easily written:

q2

8pr 4
1~P2

g1Pv!2
2s

r
50. ~5!

It can be rewritten in dimensionless form as

FIG. 4.

FIG. 5.
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WY2

X4
1hb2

1

X
50. ~6!

In these equations the first term is the electric press
the second term is the total pressure of the gas and va
and the third is the Laplace pressure. Calculating Eqs.~2!–
~4! numerically without allowance for the last term in E
~4!, which describes the contribution to the variation of t
energy from the variation of the volume, we can find t
dimensionless radii and charges of the daughter bubbles.
charges found in this way were substituted into Eq.~6!, from
which we found the dimensionless radii of the daugh
bubbles after the establishment of balance of pressures.
dimensionless radiusX of the daughter bubble before expa
sion ~curve1! and the change in its radius for two differe
values of the ratio of the pressure inside the daughter bu
to the pressure inside the parent bubble@DX2 for h50.11
~curve2! andDX3 for h51.1 ~curve3!# are plotted in Fig. 7
as functions of the ordinal number~decay number! of the
daughter bubblen for e1

250.7, a50.9, W51, b50.5, and
m51. It is not hard to see that the bubble always expan
and the change in its radius depends on the decay num
and the ratio of the pressure inside the daughter bubble to
pressure inside the parent bubble. But the change in the
dius is two orders of magnitude smaller than the radius its

FIG. 6.
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4. In conclusion we note the following. We have calc
lated the decay parameters~size, charge, and number o
daughter bubbles! of a highly charged parent bubble in
dielectric liquid. In comparison with the situation of decay
a highly charged drop, the number of emitted daugh
bubbles is roughly an order of magnitude less. The integra
characteristics of decay~total charge and mass loss of th
parent bubble! are roughly the same as for a drop.
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Generation of electromagnetic waves by a rotating plasma
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Generation of electromagnetic waves by an annular shell of plasma rotating in crossed radial
electrostatic and axial magnetic fields in a cylindrical resonator is investigated
theoretically. Dispersion relations are obtained describing the interaction of the waves with the
plasma. It is shown that generation of waves by a narrow plasma shell is possible due to
a cyclotron resonance, Cˇ erenkov resonance, or plasma resonance. Here we consider a Cˇ erenkov
resonance, where the velocities of the plasma components and the phase velocities of the
waves are perpendicular to the constant magnetic field. The frequencies and growth rates of the
waves are found under conditions of the above-mentioned resonances in a uniform and in
a nonuniform plasma shell. Advantages and disadvantages of wave generation under various
conditions are noted. ©1999 American Institute of Physics.@S1063-7842~99!00402-X#
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INTRODUCTION

A number of theoretical works~see Refs. 1–4 and th
literature cited therein! have investigated the instabilitie
arising in a rotating plasma, i.e., in a plasma located in c
stant electrostatic and axial magnetic fields. The source
the instabilities examined in these works was the rela
azimuthal motion of various components of the plasma
radial oscillations of the ions in a strong radial electrosta
field. The interaction of the rotating plasma~i.e., of its com-
ponents! with the natural oscillations of the resonator fille
with the plasma~the metal cylinder in which the plasma
located! remained outside of consideration. A study of th
interaction is of both theoretical and practical interest, sin
it can be used to generate electromagnetic waves. It turns
that an instability can also arise when relative azimuthal m
tion of different components of the plasma is absent, e.g
a one-component plasma. The experimental work, Ref
describes a generator whose operation is based on the
action of the natural oscillations of a cylindrical resona
with a rotating ring of electrons confined by the radial ele
trostatic field. The use of a rotating plasma instead of a
tating shell of electrons can substantially increase the ou
power of the generator.

The present paper investigates generation of electrom
netic waves~natural oscillations of the cylindrical resonato!
by an annular shell of rotating plasma.

BASIC EQUATIONS

As the resonator, we consider a cavity unbounded in
z direction ~we use the cylindrical coordinate systemr ,w,z)
bounded only by metal walls forming the cylindrical surfac
r 5a andr 5b (a<r<b). The potential difference betwee
the central rod (r ,a) and the sheath (r .b) creates a con-
stant radial electrostatic fieldE0(r ) (]E0 /]w50, ]E0 /]z
50). A constant axial magnetic fieldB can be created
by azimuthal currents flowing in coils surrounding the res
nator.
1451063-7842/99/44(2)/6/$15.00
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The density of charged particles~plasma components!
na , when unperturbed by an electromagnetic field, depe
only on the coordinater

na~r !Þ0 for r 2,r ,r 1 ,

na~r !50 for r<r 2 and r>r 1 ,

a,r 2,r 1,b, dr 5r 12r 2!r 2 . ~1!

Assuming that the fields and the perturbations of
density and velocity of the charged particles do not dep
on the axial coordinatez and that the dependence of the
quantities on the azimuthal coordinatew and time t is ex-
pressed by the complex exponential factor exp$i(mw2vt)%,
we obtain from the linearized equations of motion of t
charged particles

V ar
~1!52

ea

mawa
H 2 i v̄maS Er1

Va

c
HzD1S vca12

Va

r DEwJ ,

~2!

V aw
~1!5

ea

mawa
H S vca1

]Va

]r
1
Va

r D S Er1
Va

c
HzD1 i v̄maEwJ ,

~3!

where

Va52
vcar

2 H 12S 12
4eaE0

mavca
2 r

D 1/2J ,

v̄ma5va2
mVa

r
, va5v1 ina , Re~v!.0,

wa5v̄ma
2 2S vca12

Va

r D S vca1
]Va

]r
1
Va

r D , ~4!
© 1999 American Institute of Physics
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vca5Bea /mac is the gyrofrequency of particles of speci
a; ea and ma are the charge and mass of the particles
speciesa; na is the effective collision frequency of particle
of speciesa with other particles;c is the speed of light;Er ,
Ew , andHz are the components of the electric and magne
fields of the wave;V ar

(1) andV aw
(1) are the components of th

perturbation of the velocity of the particles of speciesa by
the wave field;m is a nonzero integer; andVa is the velocity
of rotation of the particles of speciesa, unperturbed by the
wave field.

The linearized equations of continuity yield the follow
ing expressions for the perturbations of the densityna of
particles of speciesa:

na
~1!5

1

rvma
H mnaV aw

~1!2 i
]

]r
~rnaV ar

~1!!J , ~5!

wherevma5v2mVa /r .
Substituting Eqs.~2!, ~3!, and~5! into the expressions fo

the perturbations of the charge densityr5(aeana
(1) and the

radial current densityj r5(aeanaV a
(1)r , we obtain from

Maxwell’s equations an equation for the azimuthal comp
nent of the electric field of the wave fieldEw in the region
r 2,r ,r 1

d

drH «r
d

dr
~rEw!1mr(

a

Va
2

wavma
S vca12

Va

r DEwJ
5m(

a

Va
2

wavma
S vca12

V̄a

r
D d

dr
~rEw!

1m2H «2(
a

Va
2

wavma
2 S Va

r
2

]Va

]r D
3S vca12

Va

r D J Ew , ~6!

«512(
a

Va
2

wa

v̄ma

vma
, ~7!

2V̄a5S 11
v̄ma

vma
DVa1S 12

v̄ma

vma
D r

]Va

]r
, ~8!

Va5$4pea
2na(r )/ma%1/2 is the Langmuir frequency of the

particles of speciesa.
In the regions of vacuuma<r<r 2 and r 1<r<b the

components of the electromagnetic field satisfy the equat

Er52
mc

vr
Hz , Ew52 i

c

v

]Hz

]r
,

1

r

]

]r S r
]Hz

]r D1S v2

c2
2

m2

r 2 D Hz50. ~9!

DISPERSION RELATION

It is convenient to write the solutions of the last of Eq
~9! in the form

Hz5A2J~kr !1B2N~kr ! for a<r<r 2 , ~10!
f

c

-

ns

.

Hz5A1J~kr !1B1N~kr ! for r 1<r<b, ~11!

where k5v/c, and J(x)5Jumu(x) and N(x)5Numu(x) are
Bessel and Neumann functions, andA7 andB7 are integra-
tion constants.

It is impossible to find the solutions of Eq.~6! analyti-
cally in the general case. However, in the case under con
eration of a narrow shell of plasma Eq.~6! can be solved
approximately by invoking the smallness of the parame
dr /r 2 . If terms higher than the first order of smallness
this parameter are neglected, Eq.~6! yields~a similar method
is used in Refs. 6–8!

r 1Ew~r 5r 1!2r 2Ew~r 5r 2!5E
r 2

r 1dr

r«H S r
]

]r
~rEw! D U

r 5r 2

2mr(
a

Va
2

wavma
S vca12

Va

r DEwJ , ~12!

S r
]

]r
~rEw! D U

r 1

2S r
]

]r
~rEw! D U

r 2

5mE
r 2

r 1

drH (
a

Va
2

wavma
S vca12

V̄a

r
D 1

«r

3F S r
]

]r
~rEw! D

r 2

2mr(
b

Vb
2

wbvmb
S vcb12

Vb

r DEwG
1mF «2(

a

Va
2

wavma
2 S Va

r
2

]Va

dr D S vca12
Va

r D GEwJ .

~13!

With the help of Eq.~9! the boundary conditions~12!
and ~13! reduce to the form

Hz~r 5r 1!2Hz~r 5r 2!5l
]Hz

]r U
r 2

1b̄Hz~r 5r 2!,

~14!

]Hz

]r U
r 1

2
]Hz

]r U
r 2

5ā
]Hz

]r U
r 2

1¸Hz~r 5r 2!, ~15!

where

ā52
dr

r 2
2

m

r 2
E

r 2

r 1dr

« (
a

Va
2

wavma
S vca12

Va

r D , ~16!

b̄5mE
r 2

r 1 dr

r« (
a

Va
2

wavma
S vca12

V̄a

r
D , ~17!

l5E
r 2

r 1

drH «2
1

«(a,b

Va
2Vb

2

wawbvmavmb

3S vca12
V̄a

r
D S vcb12

Vb

r D
2(

a

Va
2

wavma
2 S vca12

Va

r D S Va

r
2

]Va

]r D J , ~18!
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¸5
m2

r 2
E

r 2

r 1 dr

r«
, uvu!

umuc
r 2

. ~19!

Substituting expressions~8! and ~9! into the boundary
conditions ~14! and ~15! and taking into account that th
electric field componentEw is equal to zero at the boundar
with the metal walls of the cavity (r 5a, r 5b), it is possible
to eliminate the integration constantsA7 andB7 and obtain
the dispersion relation

N8~x2!J8~x1!2N8~x1!J8~x2!1
p

2
xN8~x2!J8~x1!

3H kdr ~2N8~x!J8~x!2J~x!N9~x!2N~x!J9~x!!

1~ ā2b̄ !~J~x!N8~x!1N~x!J8~x!!

22klN8~x!J8~x!12
¸

k
N~x!J~x!J

1
p

2
xJ8~x1!J8~x2!H kdr ~N~x!N9~x!2N82~x!!

2~ ā2b̄ !N~x!N8~x!1klN82~x!2
¸

k
N2~x!J

1
p

2
xN8~x1!N8~x2!H kdr ~J~x!J9~x!2J82~x!!

2~ ā2b̄ !J~x!J8~x!1klJ82~x!2
¸

k
J2~x!J 50,

~20!

where f 8(x)5] f /]x, f 9(x)5]2f /]x2, x5kr2 , x15ka, and
x5kb.

Obviously, the first two terms in Eq.~20! are large in
comparison with the remaining terms. It would be hard
analyze the dispersion relation~20! without making any as-
sumptions about the arguments of the Bessel functio
Therefore we restrict the discussion to the case of prac
importance in which the conditions

uxu!1, ux2u@m2/2 ~21!

are fulfilled.
Then the dispersion relation reduces to the form

v~1!1 in2Dn2Ddr1
px1

umu11v~0!

22umu11umu! ~ umu21!! h3umu21x2

3H umuklxumu22~h2umu21!22
¸xumu

umuk ~h2umu11!2

2~ ā2b̄ !xumu21~h4umu21!J 50, ~22!

where

Ddr52
pv~0!x1

2umu21kdr

22umu11~ umu21!! umu! h2umu11x2

3~4umu h2umu112h4umu!,
s.
al

h5r 2 /a.1, v (1)5v2v (0), uv (1)u!v (0), n.0, andv (0)

is the natural frequency of the resonator with the rod in
absence of the plasma shell and in neglect of losses to ra
tion from the resonator and dissipation of the electrom
netic field in the walls of the resonator.

If conditions ~21! are met, the natural frequency of th
resonator satisfies the equation

p~v~0!a/c!2umu

22umuumu! ~ umu21!!
1tanS v~0!

c
b2xmD 50,

xm5
p

4
1

p

2
umu, ~23!

which yields

v~0!.
c

b
~np1xm!, ~24!

wheren is an integer; according to the second of conditio
~21! n@m2/2p.

In Eq. ~22! we have introduced the termsin and2Dn .
The termin phenomenologically allows for losses to radi
tion from the resonator and absorption of the energy of
waves by the resonator walls, and the term2Dn allows for
the frequency shift associated with these losses. The co
bution of the plasma shell to the dispersion relation is tak
into account by the coefficientsā, b̄, l, ¸. These coeffi-
cients grow dramatically when the denominators of expr
sions~16!–~19! are close to zero. The plasma then intera
most efficiently with the electromagnetic field. The zeros
the denominators of expressions~16!–~19! are expressed by
the relations

wa50, vma50, «50. ~25!

The first of Eqs.~25! corresponds to the cyclotron reso
nance in a rotating plasma9 for particles of speciesa, and the
second — to the Cˇ erenkov resonance for particles of spec
a. In this case, the angular velocity of rotation of the pa
ticles of speciesa coincides with the angular phase veloci
of the wave. Finally, the third of Eqs.~25! is the condition of
a plasma resonance at which the frequency of the wav
equal to the frequency of the local natural oscillations of
plasma in the laboratory reference frame.

CYCLOTRON RESONANCE

In our consideration of the cyclotron resonance we w
assume that the condition

U(
a

Va
2v̄ma

wavma
U!1, «.1 ~26!

is satisfied, since only in this case does the cyclotron re
nance lead to enhancement of the interaction of the wa
with the particles.

Condition ~26! implies that the plasma should not b
dense, and the collision frequencyna should be sufficiently
large. Taking into account the relation

wa.0, ~27!
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we obtain from the dispersion relation~22!

Im~v!52n2
pcx1

2umu

22umu~~ umu21!! !2h2umubr2

3E
r 2

r 1

drFvma6vca62Va /r

vma

1h2umu vma7vca72Va /r

vma
G2

3
Va

2vmana

~Rewa!214vma
2 na

2
. ~28!

The upper sign inside the brackets of expression~28!
corresponds to positive values ofm, and the lower sign to
negative values. It follows from relation~28! that an insta-
bility occurs (Imv.0) whenvma,0 andn is not too large.
Consequently, for generation of electromagnetic waves
der conditions of a gyroresonance it is necessary that
angular velocity of the charged particles exceed the ang
phase velocity of the wave. If condition~27! is satisfied in a
narrow region of the plasma shell, expression~28! for the
growth ~damping! rate of the wave reduces to

Im~v!52n2
p2cx1

2umusign~vma!

22umu11~~ umu21!! !2h2umubr2

3F Va
2

vma
2 u]~Reva!/]r uGU

r 5r ca

Fvma6vca

62
Va

r
1h2umuS vma7vca72

Va

r D G2U
r 5r ca

,

~29!

where the pointr 5r ca satisfies the equation

Re~wa~r 5r ca!!50. ~30!

The growth rate defined by relation~29! does not depend
on the collision frequencyna .

ČERENKOV RESONANCE

Under conditions of Cˇ erenkov resonance and plasm
resonance, dissipative effects in the plasma, in particular
lisions of charged particles, do not have as substantia
effect on the interaction of waves with the plasma as in
case of a cyclotron resonance. Therefore in what follows
set

na50, va5v, v̄ma5vma , V̄a5Va . ~31!

When the angular phase velocity of the wave is near
angular velocity of the particles of speciesa (vma.0), the
dispersion relation~22! can be written as

vma
3 1~ in2D!vma

2 2D2
2vma2D3

350, ~32!

where
n-
e

ar

l-
n

e
e

e

D.Dn1v~0!2
mVa

r 2
, ~33!

D2
252

m

umu
px1

2umu~h4umu21!c

22umu~~ umu21!! !2h2umubr2

3E
r 2

r 1dr

«

Va
2

wa
S vca12

Va

r D , ~34!

D3
35

px1
2umu21~h2umu21!2v~0!

22umu11~~ umu21!! !2h2umu11b

3E
r 2

r 1

drH 1

«FVa
2

wa
S vca12

Va

r D G2

1
Va

2

wa
S vca12

Va

r D S Va

r
2

]Va

]r D J . ~35!

In the last three relations and in what follows, we a
sume that the quantitiesr , Va(r ), and ]Va /]r vary only
slightly in the plasma shell (r 2,r ,r 1).

Equation~32! is an equation of third degree invma . The
imaginary part ofvma coincides with the imaginary part o
v and, consequently, is the growth~damping! rate of the
wave.

If u in2Du!uD3u, oscillations growing in time arise if
the condition

uD3
3/D2

3u.2/33/2 ~36!

is satisfied.
For D3

3Þ0 the more stringent condition~36!

uD3
3u@uD2

3u ~37!

is easily satisfied.
Then the dispersion relation takes the form

vma
3 .D3

3 . ~38!

One of the three roots of Eq.~38! always corresponds to
oscillations increasing in time. The growth rate in this case
maximum~proportional to the cube root of the small param
eterdr /b).

For large losses or detuning of the resonance, when
conditions

uD2
2u!uD3

3/2~ in2D!1/2u, uD3u!u in2Du ~39!

are satisfied, the solution of Eq.~32! has the form

vma.6S D3
3

in2D D 1/2

. ~40!

One of the roots of Eq.~40! corresponds to oscillation
growing in time.

It follows from what has been said that a Cˇ erenkov reso-
nance, i.e., efficient exchange of energy between the w
and a component of the plasma, is also possible when
velocities of the charged particles and the phase velocity
the wave are transverse to the constant magnetic field,
vided the velocity of this component is close to the pha
velocity of the wave.
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PLASMA RESONANCE IN A UNIFORM SHELL

According to Eqs.~25!, a plasma resonance occurs in t
region where the condition

«~v,r !50 ~41!

is fulfilled.
If the plasma density grows abruptly from zero to

maximum value nearr 5r 2 , remains practically constan
(]Va /]r .0) in the region r 2,r ,r 1 , and then falls
abruptly to zero nearr 5r 1 , the plasma resonance conditio
~41! can be approximately satisfied over the entire thickn
of the narrow plasma shell. The dispersion relation~22! then
reduces to a quadratic equation indv5v2vp , wherevp is
a root of Eq.~41!. The solution of this quadratic equation h
the form

dv5
1

2
$Dp2 in6~~Dp2 in!224q!1/2%, ~42!

where

Dp.Dn1v~0!2vp ,

q52
px1

2umuc dr

22umu11~~ umu21!! !2umubr2t
Fh2umu11

2
m

umu ~h2umu21!(
a

Va
2

wavma
S vca12

Va

r 2
D G2

, ~43!

t5
]«

]v U
v5vp

52(
a

Va
2

wa
2

vma . ~44!

The imaginary part ofdv is the growth~damping! rate
of the wave. As follows from Eq.~42!, an instability occurs
when q.0, and, consequently, according to Eqs.~43!, t
,0. Under ordinary conditions, the velocities of rotation
the various plasma components differ by an amount sign
cantly less than the velocities themselves. Therefore, in
case under consideration, when the conditions of Cˇ erenkov
resonance are not fulfilled (vmaÞ0), the values ofvma have
the same sign for all of the particles. Taking this into acco
together with Eq.~44!, we arrive at the conclusion that und
plasma resonance conditions, oscillations can grow in t
whose angular phase velocity is less than the angular ve
ity of rotation of the plasma.

For a large detuningDp or large losses to radiation from
the resonator or to dissipation of energy in the walls,
wave growth rate according to Eq.~42! is given by

Im~v!.
qn

Dp
21n2

, ~45!

from which it follows that an increase in the detuning or
the losses leads to a decrease of the growth rate. Howe
for Dp

2.4q it is the losses (nÞ0) that are responsible fo
wave generation.

PLASMA RESONANCE IN A NONUNIFORM SHELL

Obviously, under experimental conditions it is very d
ficult to get the plasma density in the shell to depend wea
s

-
e

t

e
c-

e

er,

ly

on r @](Va
2)/]r .0#. Therefore, it is advisable to examin

the possibility of generating electromagnetic waves un
conditions of plasma resonance in a nonuniform plasma.

Let the plasma density grow smoothly from zero at t
point r 5r 2 to some maximum value and then fall smooth
to zero at the pointr 5r 1 . A plasma resonance will occur in
the vicinity of the pointsr 5r 1 and r 5r 2 (r 2,r 1,r 2

,r 1) satisfying Eq.~41! vp(r 1)5vp(r 2).v. It should be
noted that in the case of a plasma resonance in a nonuni
plasma shell the method we have used, which assumes
the time dependence of all the perturbations and fields n
the pointsr 5r 1 and r 5r 2 is expressed by the complex ex
ponential factor exp(2ivt), with ]v/]r 50, is inapplicable
and we must resort to the Laplace transform in time.8 How-
ever, it is also possible to obtain a valid result using o
method if in the calculation of the integrals on the right-ha
sides of Eqs.~16!–~19! the contour is taken around the zer
in the denominator as if the imaginary part of the frequen
v were positive. Thus the dispersion relation~22! reduces to
an equation of first degree inv (1), which yields the follow-
ing expression for the growth~damping! rate Im(v):

Im~v!52n2
p2x1

2umuch

22umu11~~ umu21!! !2h2umub r2

3H Fh2umu112
m

umu ~h2umu21!

3(
a

Va
2

wavma
S vca12

Va

r D G2

3signS (
a

Va
2vma

wa
2 D J U

r 5r 1 or r 2

, ~46!

whereh5u]«/]r ur 5r 1

21 1u]«/]r ur 5r 2

21 .

It follows from Eq. ~46! that as in the case of a uniform
plasma shell, growth in time of the electromagnetic wa
occurs when the angular frequency of rotation of the plas
is greater than the angular phase velocity of the wave. If
velocities of rotation of the various plasma components d
fer substantially, the condition of instability, according to E
~46!, is satisfaction of the inequality

H (
a

Va
2vma

wa
2 J U

r 5r 1

.H (
a

Va
2vma

wa
2 J U

r 5r 2

,0.

The second condition of growth of the electromagne
wave is that losses to radiation from the resonator and d
pation of energy in the walls of the resonator be insignifica
in other words, the second term on the right-hand side of
~46! should be greater than the first in magnitude.

Note that wave generation by a nonuniform plasma sh
under conditions of plasma resonance does not require s
faction of exact resonance conditions as in the case o
cyclotron resonance or a Cˇ erenkov resonance or a plasm
resonance in a uniform shell. It is sufficient that there sho
be a region in the plasma shell where«(v,r ),0.
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Since under conditions of a plasma resonance in a n
uniform shell the wave energy grows due to a resonant
teraction not with the entire plasma but only with the plas
that is found in the vicinity of the pointsr 5r 1 andr 5r 2, the
growth rates here are smaller than for a plasma resonan
a uniform shell.

CONCLUSION

It follows from the foregoing discussion that wave ge
eration in the system under discussion is possible due
cyclotron resonance, Cˇ erenkov resonance, or plasma res
nance.

Cyclotron resonance is efficient when dissipative effe
in the plasma are large, but the plasma density is small. Cˇ er-
enkov resonance~coincidence of the velocity of rotation of
plasma component with the phase velocity of the wave! in
this case leads to an efficient interaction of the wave with
plasma when the plasma velocity and the phase velocit
the wave are perpendicular to the constant magnetic fi
Under conditions of Cˇ erenkov resonance the wave grow
rate can reach its maximum value when, in accordance w
relations~35! and ~38!, it is proportional to the cube root o
the small parameterdr /b. In the case of a plasma resonan
in a uniform shell, according to Eqs.~42! and~43!, the maxi-
mum value of the growth rate is proportional to the squ
root of dr /b.

Under conditions of a plasma resonance in a nonunifo
shell, the growth rate, according to Eq.~46!, for small losses
to radiation from the resonator and energy dissipation in
walls, is proportional to the first power of the small para
eter h/b. However, wave generation due to a plasma re
nance in a nonuniform shell possesses a number of ad
tages. By transferring energy to the wave, the plas
n-
-
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in

to
-

s

e
of
d.

th

e

e
-
-
n-
a

component changes its velocity and radius. This leads
violation of the conditions of Cˇ erenkov resonance an
plasma resonance in a uniform shell. The conditions
plasma resonance in a nonuniform shell in this case are
violated as long as there exists a region in the shell wh
«,0.

In the cases of Cˇ erenkov resonance and plasma res
nance in a uniform shell, the frequencies of the growing a
decaying waves are similar. Therefore, weak nonlinear
fects can transform the wave from a growing wave into
decaying wave. Under conditions of plasma resonance
nonuniform shell, the dispersion relation~22! for v1 has one
solution. Therefore, in this case weak nonlinear effects pr
ably cannot hinder the amplification of waves. Also note th
as a result of a plasma resonance in a nonuniform sh
many waves can be amplified simultaneously.
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Experimental and computational study of the passage of an electron beam through
the curvilinear element of the Drakon stellarator system in a tenuous plasma

V. V. Kondakov, S. F. Perelygin, and V. M. Smirnov

Moscow State Engineering Physics Institute (Technical University), Moscow, Russia
~Submitted July 23, 1997!
Zh. Tekh. Fiz.69, 22–26~February 1999!

Results are presented from the first stage of studies on the passage of an electron beam with
energy 100–500 eV in a magnetic field of 300–700 Oe through the curvilinear solenoid of the
KRÉL unit, the latter being a prototype of the closing segment of the Drakon stellarator
system, in the plasma–beam discharge regime. The ion density at the end of the curvilinear part
of the chamber,ni'8310821010 cm23, the electron temperatureTe'4215 eV, and the
positions at which the beam hits the target for different distances from it to the electron source
are determined experimentally. The motion of the electron beam is computationally
modeled with allowance for the space charge created by the beam and the secondary plasma.
From a comparison of the experimentally measured trajectories and trajectories calculated
for different values of the space charge, we have obtained an estimate for the unneutralized ion
density of the order of 53107 cm23. © 1999 American Institute of Physics.
@S1063-7842~99!00502-4#
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INTRODUCTION

Recent years have witnessed an active search for a
native schemes of magnetic confinement of plasma for
purposes of controlled nuclear fusion, including the Drak
stellarator system proposed in Russia in 1981.1 The Drakon
plasma trap is a tandem of ‘‘probkotron’’ mirrors interco
nected by curvilinear elements~KRÉL! in the form of sole-
noids with a three-dimensional axis. Theoretical and exp
mental studies2,3 have demonstrated the potential of such
system. Further study of this magnetic trap requires the
ation of a full-scale setup. One faces the problem of filli
this complicated element~the closing segment! of the Dra-
kon system with plasma.

PLASMA EXPERIMENTS IN THE KRÉ L MAGNETIC FIELD

As the closing element of the Drakon system we us
the KRÉL unit, which consists of two periods of a five
period helical torus whose axis is a geodesic line on a re
ence torus with major radius 40 cm and minor radius 12 c
The geometrical axis of the three-dimensional solenoid in
form of a geodesic line affords very smooth modulation
the curvature and twist coefficients of the axis.2 Figure 1
gives an overall view of the KRE´ L unit. The coil of the
three-dimensional solenoid was assembled by laying flex
copper wire in six layers on the bellows~vacuum! chamber,
with outer diameter 100 mm. The solenoid of the mag
system of the device, of length 1830 mm, consists of th
parts: the main, curvilinear part (Lc51480 mm), and two
rectilinear parts: left (Ll5250 mm) and right (Lr

5154 mm). The source of the electron beam is located
the left part at a distance of 80 mm from the start of that p
A diagram of the arrangement of these segments of the m
netic system and the main elements of the device is show
1511063-7842/99/44(2)/5/$15.00
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Fig. 2. A current of 100, 150, and 200 A was sent throu
the coil, which produced a magnetic field with field strengt
P5320, 480, and 640 Oe.

In our experiments, to obtain plasma we used a gas

FIG. 1. Overall view of the KRE´ L unit.
© 1999 American Institute of Physics
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charge in a longitudinal magnetic field. The source of
electron beam was a tungsten cathode~a ring of diameter 10
mm!, which was heated by a current of 17–18 A. The he
ing power reached 50–60 W. An accelerating voltageU of
from 100 to 500 V was applied between the chamber and
cathode. The electrons interacted with the neutral resid
gas~pressure 2310242431024 Torr). Thus, in the experi-
ment we maintained the conditions of a stationary discha
regime.

Plasma diagnostics were performed by means of pr
measurements. A diagram of the diagnostic system~carriage
with diagnostic apparatus! is shown in Fig. 3. The single
probe consisted of a tungsten rod 2 mm in diameter and
mm in length. It was located in that part of the carriage t
faced the electron source, in the direction of the local cen
of curvature of the geometrical axis of the chamber. Beyo
the probe was located an electron collector which was
vided into three segments to facilitate vacuum pumping. T
segments on the carriage were arranged so as to prec
direct transit of the particles and to prevent reflected e
trons from falling onto the probe. The current on the pro
and collector was measured with a resistance of 10V. The
device for moving the carriage along the chamber, wh
design in described in detail in Ref. 3, ensured reliable
entation of the probes relative to the principal normal to
geometrical axis of the device.

The position of the charged particle beam was de
mined at six stations along the curvilinear part of the so
noid, spaced at a distance ofl 518 cm ~Fig. 2!. The plasma
formed in the beam-plasma discharge was investigated
the help of the current–voltage characteristics~CVC! at the
last two stations, namely the fifth and sixth, at a separa
from the electron source of 107 and 125 cm, respectively,
U5100, 200, 300, 400, and 500 V andH5320 and 640 Oe.

According to estimates forH5320 Oe, based on mea
surements of the electron temperatureTe and electron den-
sity ne , in the region of the fifth and sixth stations, the D
bye radius of the plasma was 1.53102221.031021 cm,
and the electron Larmor radius was 2.13102224.1
31022 cm, i.e., i.e., the electrons in the system were m
netized. Since the inequalityTi!Te is always satisfied in a

FIG. 2. Diagram showing the arrangement of the main components o
device and the measurement region of the plasma parameters:1 — coil of
the magnetic system;2 — bellows-type vacuum chamber;3 — electron
beam source;4 — movable carriage with diagnostic instrumentation;I
2VI — numbers of the stations at which measurements are made.
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gas-discharge plasma, the ion saturation current was ca
lated according to the Bohm formula. Graphs of the CV
had pronounced branches of the electron and ion satura
currents. At all boundaries of the measurements for vari
values of the magnetic field and accelerating voltage the
tilinear part of the transitional segment of the CVC was
dicative of a Maxwellian electron velocity distribution.

The floating potential for various values ofU for H
5320 Oe at the fifth station varied from240 to250 V, and
the plasma potential varied from115 to 125 V. A twofold
increase in the magnetic field lifted their values by rough
10%. On passing to the sixth station the floating poten
dropped by roughly 15% and the plasma potential by 1
15%. The electron temperatureTe at both stations varied
weakly with variation ofU: Te'4215 eV. The ion density
ni at these stations was 8310821010 cm23.

From the ratio of the collector currentI k to the emission
currentI em at all six measurement stations for variousU and
H we estimated the scattering of the electron beam in
device ~Fig. 4!. Between the first and third stations the d
crease in the ratioI k /I em was not large, and after the thir
station we even noticed an increase. This paradox has a
simple explanation. Position 3 is located in the middle of t
curvilinear segment of the KRE´ L magnetic field. One pecu
liarity of our spatial configuration is that it compensates

FIG. 3. Carriage with diagnostic instrumentation:1–3 — collector seg-
ments;4 — framework of the carriage;5 — single probe;6 — guide bars
guiding movement of the carriage; the arrow at left indicates the directio
the electron flux.

FIG. 4. Electron scattering along chamber as a function ofH, Oe: 1, 2 —
320; 3 — 480; 4, 5 — 640; and ofU, eV: 1 — 100,2–5 — 200.
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roidal drift of the charged particles. A physical picture of th
process can be formed as follows. At the start of the KR´ L
unit, an electron moving along the axis of the solenoid
periences toroidal drift and, consequently, moves away fr
the axis. In the middle of the KRE´ L unit this drift reaches its
largest value. As a consequence of the rotational transfor
tion of the magnetic field lines, the particle drift changes
direction and the electrons start to approach the axis of
solenoid.4 Such a particle drift effect is ensured by spec
design of the magnetic system. The electron beam in
region of station 3 approaches very close to the cham
wall. Near this station the curvature of the geometrical a
takes its maximum value, and the electron collector separ
slightly from the wall. A portion of the beam falls into th
gap thus formed and misses the collector. As the carri
moves further into the chamber, the axis of the device slo
more gently, the gap closes, and the fullest beam captu
regained. One peculiarity of curves4 and5 is that the direc-
tion of the current in the solenoid is different under the sa
conditions. This is the cause of the opposite direction
electron drift in the KRE´ L.

It should be noted that the electron beam is shifted
ward the local center of curvature of the geometrical axis
the system over the entire length of the chamber. This
clearly visible from the trace left by the beam in the colle
tor: its larger part is found at electrode1, a small part at
electrode2, and at electrode3 no trace is seen at all~Fig. 3!.
This phenomenon illustrates the ability of a curvilinear ma
netic field to shift the magnetic axis toward the local cen
of curvature of the geometrical axis.

COMPUTATIONAL STUDY OF THE PASSAGE
OF AN ELECTRON BEAM THROUGH KRÉ L

Under the conditions of our experiment, a monoen
getic electron beam propagates in a neutral gas at a pre
p051310242531024 Torr along a magnetic fieldH
53502700 Oe in the equipotential space between me
walls; the entrance parameters of the beam are as follo
electron energy U51002500 eV, beam radius R0

50.4 cm, and beam currentJ50.121.0 mA. The beam
length L5342148 cm. As was shown in Ref. 5, when a
electron beam with density

n0,n* 5
v i

2Ls i~u!u
, ~1!

propagates through a gas, wherev i is the mean velocity of
the ions formed in the ionization of the gas by the be
electrons;u is the velocity of the beam electrons~in our case
u55.9310821.33109 cm/s); s i(u) is the ionization cross
section of the gas by the beam electrons, and the gas con
only fast electrons and the neutralizing ions.

The beam potentialw relative to the chamber walls, t
which we assign the potentialw50, is negative. Forn0

>n* the beam will have positive potential relative to th
walls and consist of three components: fast beam elect
with density n1 ~in our case n159.6310522.1
3107 cm23), ions with densityni and temperatureTi , and
slow ~secondary! plasma electrons with densityne and tem-
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peratureTe . Here, depending on the density and energy
the latter, two fundamentally different regimes of propag
tion of the beam in the gas are distinguished.

The first regime is observed when the density of t
secondary electronsne is small in comparison withn1 . Here
the main ionization channel of the gas is ionization by be
electrons.

The second regime is observed when the density of
secondary electrons is greater than or comparable to the
sity of beam electrons. When the beam interacts with suc
plasma, a beam instability develops, and in the electrom
netic fields of the oscillations excited by the instability th
plasma electrons heat up to ionization energies. As a re
collisions of the plasma electrons with the atoms of the n
tral gas give rise to an avalanche breakdown process. Th
the regime that is realized in our experiment.

Nezlin5 gives a simplified treatment of the case when t
rate of ion formation is greater than or equal to the rate
escape of ions through the end faces of the system for
spreading and the contribution to ionization of the gas by
secondary electrons is substantial~assuming that the elec
trons have a Maxwellian velocity distribution, and ignorin
the energy removed by radiation and also the energy
moved by plasma particles transverse to the magnetic fie!.
He obtained

ew

Te
5

1

2
lnS e

8p

mi

me
D , ~2!

gn1u
meu

2

2
52Tene lnS e

8p

mi

me
DA1

e

Te

mi
, ~3!

wheree52.7 . . . , e is the charge of the electron,me is its
mass,mi is the ion mass, andg is the transformation coef
ficient of the beam energy into oscillations of the elect
magnetic fields.

We determinene from the condition of electron balanc
in the beam

dne

dt
5ni~n02ne!s i~u!u1ne~n02ne!smv̄ee

« i

Te

2ane
222neA1

e

Te

mi

1

L
. ~4!

Here the first term on the right-hand side is the contribut
to ionization of the gas by the electron beam, the sec
term is the contribution to ionization of the gas by second
electrons (sm is the maximum ionization cross section of th
gas,« i is the ionization energy, and

v̄e5A8

p

Te

me

is the mean velocity of the plasma electrons!. The third term
defines the loss of plasma electrons due to recombinationa
is the recombination coefficient!, and the fourth term define
the loss of electrons through the beam end face opposit
its entrance. In equilibriumdne /dt50. Thus, assuming tha
ne!n0 and ignoring recombination, we obtain
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Te

meu
2

2

5
g

lnS e

8p

mi

me
D S 1

n0s i~u!L

2
1

2

sm

s i~u!
A8e

p

mi

me
e

« i

TeD , ~5!

ne

ni
5

g

2 lnS e

8p

mi

me
D

meu
2/2

Te

u

A1

e

Te

mi

. ~6!

Introducing the dimensionless quantitiesx5« i /Te ,

j5
meu

2/2

« i
, a05

lnS e

8p

mi

me
D

g
,

b05
1

n0s i~u!L
, c05

1

2

sm

s i~u!
A8e

p

mi

me
,

we can rewrite Eq.~5! in the form

a0 /j

x
5b02c0e2x, ~7!

whereb0 andc0 depend weakly onu.
It can be shown that ifa0 /j.0, b0.0, andc0.0, Eq.

~7! will always have a unique solution forx.0. In our case
(meu

2)/251002500 eV, L5100 cm, n053.23101221.6
31013 cm23, s i(u)'sm'10216 cm2, « i'20 eV, for air
mi /me'5.323104,

lnS e

8p

mi

me
D'8.65, A8e

p

mi

me
'6.053102.

According to Ref. 5, the fraction of energy transferred by
beam lies within the limits 1/3 to 3/4~depending on the
geometry of the problem!, and is equally distributed betwee
the thermal energy of the plasma electrons and the elec
static energy of the oscillations. Following Ref. 5, we seg
51/4. Then j55225, a0534.6, b056.25231.25, c0

5302.5. Solving Eq.~7!, we obtainx0'2.2924.18. Thus,
in the steady-state regimeTe'4.828.7 eV; hence from for-
mulas ~2! and ~6! we find thatne'7.03108 cm23 and ew
'21238 eV. The calculated values ofTe andne agree with
the corresponding experimentally measured values, wh
makes it possible to use this simple model in further cal
lations.

The theory we use here5 ignores the influence of the
radial electric field on the motion of the electron beam. W
assume that to first order it is similar to the field of a straig
uniformly charged~with density r) cylinder of radiusR0 ,
i.e.,

E5Er~r !er52prerH r→0<r ,R0 ,

R0
2

r
→r>R0 , ~8!

wherer is the distance from the axis of the cylinder.
On the basis of a program which calculates the motion

an electron in the KRE´ L magnetic field by a third-orde
e

o-

h
-

e
t,

f

Runge–Kutta method, where the KRE´ L unit is modeled by a
field of 40 thin current rings of radiusa53.75 cm, uni-
formly spaced along the KRE´ L axis of length 178 cm, we
created a program which calculates the trajectory of the c
ter of the beam from the trajectories of four electrons start
from the points (n5R0 , b50), (n52R0 , b50), (n50,
b5R0), and (n50, b52R0) in the cross section of the
fourth loop~start of the equilibrium segment! and moving in
the space-charge field of the beam. Heren is the normal and
b is the binormal to the geometrical axis of the system. T
beam potential has the form@recall that the potential of the
walls is taken to be equal to zero,w(a)50]

w~r !5prR0
25 112 lnS a

R0
D2

r 2

R0
2
→0<r ,R0 ,

2 lnS a

r D→R0<r<a.
~9!

Thus, the potential on the beam axis relative to t
chamber

FIG. 5. Electron beam trajectories in (nb) coordinates forr50 ~1!, 25
3107ueu ~2!, 153107ueu ~3!, and experimentally determined beam trac
~denoted by crosses! for beam currentJ50.3 mA, beam radiusR0

50.4 cm, forU5300 eV andH5350 ~a!, 525 ~b!.
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dw5prR0
2S 112 lnS a

R0
D D . ~10!

Figure 5a and b displays typical electron beam trajec
ries, calculated in (nb) coordinates forr50 ~curve1!, 25
3107ueu ~curve 2!, 153107ueu ~curve 3!, and also experi-
mentally determined beam traces~denoted in the figures by
crosses! at four measurement stations (L1534 cm, L2

552 cm,L35106 cm,L45124 cm, whereL is the distance
along the KRE´ L axis, reckoned from the entrance to th
electron beam system!. From a comparison of the exper
mental data with the calculated trajectories, it is possible
conclude that a plasma–beam discharge is observed in
experiments having positive equilibrium potentialw'20 V.
Hence, from formulas~2! and ~6! we find thatTe'4.6 eV
andne'1.531010 cm23, which agree with the values ofTe

andne measured experimentally by the probe technique.

CONCLUSION

The experimental studies reported here of a plasm
beam discharge in the magnetic field of the thre
dimensional solenoid of the KRE´ L unit show that a Max-
wellian electron velocity distribution is observed in th
plasma formed in this device. Using the method of pro
measurements, we have determined the ion density at the
of the curvilinear part of the chamberni'83108

21010 cm23 and the electron temperatureTe'4215 eV.
The plasma has a positive equilibrium potentialw'1(15
225) eV relative to the walls.
-

o
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–
-
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nd

The simplified model of propagation of an electron bea
in a gas in the stationary regime proposed in Ref. 5 is ap
cable to the conditions of our experiment. It gives go
agreement, which justifies its use in further calculations.

We have computationally modeled the motion of
electron beam with allowance for the space charge cre
by the beam and the secondary plasma for various value
the electron energyU, magnetic fieldH, and equilibrium
potentialw. From a comparison of experimentally measur
trajectories with the calculated ones for different values
the space charge we have obtained an estimate for the
neutralized ion density of 53107 cm23, which corresponds
to a secondary electron temperature of around 5 eV an
secondary electron density of 1010 cm23.

This work was supported by the Russian Fund for Fu
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Phase transformations induced by mechanical stresses in powders of oxide solid
solutions

V. M. Timchenko, G. Ya. Akimov, and N. G. Labinskaya
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The influence of cold isostatic pressing to 2.0 GPa on the phase transformations in powders of
ZrO2-Y2O3 solid solutions andg-Al2O3 is investigated. The cold isostatic pressing of
ZrO2-Y2O3 is shown to lead to conversion of the tetragonal modification into a monoclinic
phase. The extent of conversion decreases as the Y2O3 content and the particle size increase. In the
case ofg-Al2O3 powders, cold isostatic pressing at 1.5 GPa leads to lowering of the
temperature at which thea phase appears by 100 K in comparison to ag-Al2O3 powder subjected
to cold isostatic pressing at 0.1 GPa. A quantitative model, which accounts for the
experimental results discovered, is proposed. ©1999 American Institute of Physics.
@S1063-7842~99!00602-9#
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1. INTRODUCTION

It is known that phase transformations can be initiated
crystals by mechanical action.1,2 One standard method fo
applying mechanical action to crystal particles is treatmen
mills of various kinds.3 An alternative method is cold isos
tatic pressing, during which self-deformation of the partic
takes place according to scribing, self-indentation, comp
sion, twisting, bending, and other mechanisms. These s
deformation processes are accompanied by a temperatu
crease in the contact zone. Cold isostatic pressing is the m
effective method of mechanical treatment, since the pres
can reach many gigapascals and acts on the system b
pressed uniformly in all directions.4

The present work is devoted to an investigation of
influence of cold isostatic pressing on phase transformat
in powders of ZrO2-Y2O3 solid solutions andg-Al2O3 .

2. STARTING MATERIALS AND EXPERIMENTAL METHOD

The starting materials used were powders of ZrO2-Y2O3

solid solutions containing 3 or 6 wt % Y2O3, which were
obtained by coprecipitation of the hydroxides from aqueo
solutions of the salts followed by annealing for 1 h at
1000 °C, by the sol-gel method with annealing for 1 h at
800 °C, and by plasma-chemical synthesis followed by
nealing for 1 h at1000 °C. Theg-Al2O3 powders were ob-
tained by annealing aluminum hydroxide at 1000 °C.

The cold isostatic pressing was carried out in a UVD
laboratory press. The residence time of the powders un
high-pressure conditions was 123 min. Pressing pressure
from 0.1 to 2.0 GPa were used. After cold isostatic press
the powdered compacts were removed from the latex sh
used to eliminate contact between the powder and the liq
conveying the pressure and ground by a diamond disk.
samples of the ZrO2-Y2O3 solid solutions were not pro
cessed further. Some of theg-Al2O3 samples were anneale
for 20 min at temperatures from 900 to 1600 °C~V. V.
1561063-7842/99/44(2)/5/$15.00
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Storozh and I. V. Gorelik participated in some of the expe
ments withg-Al2O3). The samples were placed in a pr
heated oven.5

The phase transformations were investigated by x-
powder diffraction analysis of compacts after cold isosta
pressing and, in the case of Al2O3 , after annealing. The
powder diffraction investigations were performed on
DRON-3M diffractometer using CuKa radiation. A quanti-
tative powder diffraction analysis of the ZrO2-Y2O3 solid
solutions was performed according to the method descri
in Ref. 6.

3. RESULTS AND DISCUSSION

Figure 1 presents the dependence of the content of
monoclinic phase of the ZrO2-Y2O3 solid solutions on press
ing pressure. Raising the pressing pressure leads to a
crease in the extent of conversion. In addition, the exten
conversion increases as the Y2O3 content and the annealin
temperature are lowered.

Figure 2 presents the dependence of the areas of
x-ray peaks ofa-Al2O3 samples treated by cold isostat
pressing at 0.1 and 1.5 GPa on annealing temperature.
seen that the temperature at which thea phase appears de
creases by 100 K when the pressing pressure is increas

At normal pressure the monoclinic phase of pure ZrO2 is
stable up to 117021200 °C, and the tetragonal phase
stable from 1200 to 2300 °C.7,8 The tetragonal phase ca
become stable at room temperature when the crystal siz
diminished,9 solid solutions are formed,7,8 and the external
pressure is raised to a high level~in the range 4.0
212.0 GPa, according to different data7!.

Since two factors which raise the stability of the tetra
onal phase, viz., a small crystal size, which is equal to 3
21000 Å ~Ref. 10!, and the formation of a solid solution
act simultaneously in the present case, the tetragonal p
of the ZrO2-Y2O3 solid solutions should be considered the
modynamically stable. Then, to effect the tetragon
© 1999 American Institute of Physics
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monoclinic transformation it is first necessary to bring ea
crystal into a metastable state, for example, by removing
oxide stabilizer from the bulk of the crystal~an increase in
crystal size during cold isostatic pressing is a virtually i
possible process!.

The alternative, i.e., the assumption that the tetrago
phase of the solid solution is metastable, is incorrect, sinc
precludes explaining the increase in the extent of conver

FIG. 1. Dependence of the content of the monoclinic phase (m-ZrO2) in
compacts of powders of ZrO2-Y2O3 solid solutions on preliminary cold
isostatic pressing pressure:1 — ZrO2-3 wt % Y2O3 , coprecipitation, an-
nealing for 1 h at 1000 °C; 2 — ZrO2-3 wt % Y2O3 , plasma-chemical
synthesis followed by annealing for 1 h at 1000 °C; 3 — ZrO2-6 wt %
Y2O3 , sol-gel method, annealing for 1 h at 800 °C;4 — ZrO2-6 wt %
Y2O3 , coprecipitation, annealing for 1 h at1000 °C.

FIG. 2. Dependence of the integrated intensity of x-ray reflections
a-Al2O3 on the annealing temperature of theg-Al2O3 powders:1 — pre-
liminarily cold isostatic pressing at 1.5 GPa,2 — 0.1 GPa.
h
e
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with decreasing annealing temperature, i.e., decreasing c
tal size, since a smaller crystal size corresponds to gre
stability of the tetragonal phase.

A decrease in the amount of Y2O3 in the bulk of a crys-
tal can occur during the cold isostatic pressing of a pow
of a ZrO2-Y2O3 solid solution as a result of the diffusion o
Y31 ions from the bulk of the crystal to the surface or t
redistribution of Y31 ions in the bulk of the crystal under th
action of a mechanical stress. Such a process is simila
some extent to the Gorsky effect discovered in 1934.11

Let us estimate the probability of the diffusion Y31 ions
in a crystal of a ZrO2-Y2O3 solution during elastic deforma
tion. For this purpose we must solve the Wagner equatio12

which expresses the flux of diffusing particles in the field
an electrochemical potential

Jk52
Kk

qk
2 ~¹mk1qk¹w!, ~1!

whereJk is the flux of particles of speciesk, Kk is the partial
specific conductance,qk is the charge carrier density, andmk

andw are, respectively, the chemical and electric potentia
The quantityKk , in turn, can be expressed in the follow

ing manner:

Kk5gS Nk•qk
2

kT D •ck~12c!zka
2n0 expS DS

k D
3expS 2

Em

kTD ~¹mk1qk¹w!, ~2!

where g is the geometric correlation coefficient,Nk is the
number of particles of speciesk per unit volume,k is the
Boltzmann constant,T is the temperature,ck is the atomic
fraction of particles of speciesk in the intrinsic sublattice,
(12c)zk corresponds to the number of free sites, i.e.,zk is
the coordination number of the particles of speciesk in the
intrinsic sublattice, (12c) corresponds to the relative con
centration of vacancies in sublatticek, a is the jump length,
n0 is the vibrational frequency of the particles in lattice site
DS is the entropy change upon diffusion, andEm is the ac-
tivation energy for diffusion~the activation energy for va
cancy migration!.

With consideration of~2!, the Wagner equation~1! can
be written in the following manner:

Jk52g
Nk

kT
ckcvzka

2n0 expS DS

k D
3expS 2

Em

kTD ~¹mk1qk¹w!, ~3!

wherecv is the relative concentration of vacancies in subl
tice k.

Let the crystal be deformed by bending. Then a co
pressive stress1s0 acts on one of the surfaces of the cryst
and a tensile stress2s0 acts on the opposite surface. If w
apply the linear approximation of the theory of elasticity a
assume that the stress varies linearly across the thickne
the crystal, we obtain

f
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¹mk5
kT

Nk

]Nk

]x
1

2Vs0
2

Er S 2x

r
21D , ~4!

whereV is the volume,E is Young’s modulus,r is the linear
dimension of the crystal, andx is the coordinate, which var
ies from 0 tor .

We assume that

kT

Nk

]Nk

]x
!

2Vs0
2

Er S 2x

r
21D

~we presume that the components are distributed unifor
in the original crystal!. Then~3! is written as

Jk52g
Nk

kT
ckcvzka

2n0 expS DS

k D
3expS 2

Em

kTD2Vs0
2

Er S 2x

r
21D . ~5!

Plugging the values13 of the quantities appearing in Eq
~5! into this equation and performing the calculations,
find that sufficient values for the fluxes of the intrinsic ca
ions appear only at temperatures exceeding 500 °C.

Now, let us consider to what extent the values of t
fluxes vary in response to the diffusion of Y31 impurity ions.
On the basis of~5!, ck andEm should vary. The value ofck

is uniquely specified by the composition of the solid so
tion. To calculate the values ofEm , we examine the crysta
structure and determine how elementary acts of diffusion
cur for Y41 and Y31 ions in ZrO2 . For simplicity, we as-
sume that ZrO2 has a cubic crystal lattice@the tetragonality
equals 1.016~Refs. 7!# with a structure of the sphalerit
(CaF2) type8 and a unit-cell parameter equal to 5.08 Å.7 The
ionic radii of oxygen, zirconium, and yttrium, according
Belov and Boki�14 with the corrections given by Zachariase
and Pauling15 for the coordination number and valence a
r O2251.286 Å, r Zr4150.844 Å, and r Y3150.998 Å. On
the basis of the structure of ZrO2 , migration of a Zr41 cation
first into an interstitial position of the intrinsic sublattice fo
lowed by passage into a regular vacant lattice site should
regarded as the most likely mechanism for the diffusion
these ions~Fig. 3!.

The activation energy for diffusion is most probably t
sum of two components, viz., a mechanical compone
which is associated with deformation of the local enviro
ment of the diffusing ion upon formation of the activate
state, and an electrostatic component, which is associ
with the alteration of the electrostatic interaction of the d
fusing ion with its environment in the activated state in co
parison to the original state.

The minimum length of the diagonal of an oxyge
square deformed by a Zr41 ion upon the formation of the
activated state is 4.26 Å. The length of the diagonal of
oxygen square in the absence of such deformation is 3.5
Therefore, the strain of the oxygen square accompanying
formation of the activated state is«50.1866295 Å. For sim-
plicity, we shall assume that the deformed volume is a squ
prism with a height equal to the diameter of an oxygen
and with a length of a side of the base equal to 2.54•(1
1«) Å, where « is the strain, which varies from 0 to
ly
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0.1866295. Performing the necessary calculations, we
that the value of the mechanical component of the activa
energy for the diffusion of cations in ZrO2 is at least
46.3 kJ/mol.

When Zr41 ions are replaced by Y31 ions in ZrO2 , one
oxygen vacancy appears for every two Y31 ions to conserve
the electroneutrality of the crystal.11 It follows from the re-
quirement for electroneutrality of any microvolume in th
crystal that the vacancies must be located near the Y31 ions.
In the limit, the oxygen vacancy is located in the first coo
dination sphere of one of the two Y31 ions.16

As a result of such formation of Y31 –oxygen-vacancy
clusters, the activated state for the diffusion of Y31 will most
probably correspond to the positioning of a Y31 ion in an
intrinsic first coordination sphere~the Y31 ion occupies the
site of the missing oxygen ion; see Fig. 4!. Since the radius
of Y31 is smaller than the radius of O22, the mechanical
component of the activation energy is equal to zero, a
therefore, the value of the activation energy will be reduc
by 46 kJ/mol in comparison to the activation energy for se
diffusion. As a result, the values of the Y31 fluxes are 2
23 orders of magnitude greater than the values of the flu
of the intrinsic Zr41 ions ~at 5002700 °C).

Significant ion fluxes can be expected only at tempe
tures exceeding 500 °C. The temperature of the ZrO2-Y2O3

powders can rise for several reasons. First, the cold isos
pressing of powders is accompanied by friction process
which can raise the temperature by many hundreds
degrees.3,17 Second, the phase transformation to the mo
clinic phase occurs with a high rate; therefore, conversion

FIG. 3. Proposed dependence of the energy of the system on reaction
dinate for the diffusion of an intrinsic ion (Zr41) and positions of the dif-
fusing ion corresponding to extremum energy values in the ZrO2 crystal
lattice.
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the enthalpy of the phase transformation into thermal ene
should cause a large increase in the temperature of the
terial. The corresponding temperature increase for Z2

amounts to 250 K,13 i.e., when ZrO2-Y2O3 powders are sub
jected to cold isostatic pressing, the temperature can ea
reach 500 °C or more, especially on the contacts.3,17

The estimates given~the necessity of heating to 500 °C
are valid provided only elastic deformation of the cryst
occurs during cold isostatic pressing. If dislocation multip
cation and motion also take place during cold isostatic pre
ing, they can only facilitate the phase transformation. Tak
into account the high value of the temperature and the
chanical stress, as well as the plastic properties of the tet
onal phase of ZrO2 ,18 we can expect a high mobility fo
dislocations in the crystals. A moving dislocation will b
stopped when it encounters a Y31 ion along its path. Being
in the region of a dislocation core, the Y31 ion can diffuse
along the dislocation tube to the surface of the crystal. If,
the other hand, the Y31 ion remains in the region of the
dislocation core in the bulk of the crystal, its mechanic
effect on the crystal structure, i.e., its stabilization of t
tetragonal phase of ZrO2 , can decrease significantly or van
ish entirely. Therefore, when dislocation motion and mu
plication occur, the phase transformation becomes poss
even at considerably smaller cation fluxes~for example, a
small increase in the temperature of the crystal is suffic
for the transformation!.

Under the proposed mechanism for the phase trans
mation, the step limiting the entire process is the diffus
removal of Y31 ions from the bulk of the crystal, which
leads to the transition of the tetragonal phase of the s
solution into a metastable state. According to~5!, the diffu-

FIG. 4. Proposed dependence of the energy of the system on reaction
dinate for the diffusion of an impurity ion (Y31) and positions of the dif-
fusing ion corresponding to extremum energy values in the ZrO2 crystal
lattice.
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sion of Y31 ions becomes more efficient as the size of t
crystals decreases, as is manifested by the increase in
extent of conversion as the annealing temperature is lowe
~Fig. 1!. On the other hand, such diffusive removal of the
ions is most probably efficient when their content
;5 at. % ~compare the extent of conversion in Fig. 1 f
ZrO2-Y2O3 solid solutions containing 3 and 6 wt % Y2O3).

With respect to the phase transformations of Al2O3 ,
g-Al2O3 has a spinel structural type~in which the Al31 ions
have coordination numbers equal to 4 and 6!, while in thea
and u modifications of Al2O3 the coordination number o
Al31 equals 6~Ref. 5!. Since, according to the availabl
data,5 there is still no certainty regarding the filling order o
Al31 ions in the structure ofg-Al2O3 , i.e., for transforma-
tion of the g modification of Al2O3 into the u or a phase,
from 25 to 37.5% of the Al31 ions must change their coor
dination number. On the one hand, such a percentage is
cessively high, and, on the other hand, the Al31 ions are
intrinsic ions, rather than heterovalent substitutional ions.
a result, only the formation of nuclei or even potential nuc
of the a phase of Al2O3 takes place upon the self
deformation ofg-Al2O3 during cold isostatic pressing.

4. CONCLUSION

It has been shown experimentally that the se
deformation occurring during the cold isostatic pressing
ultradispersed powders of ZrO2-Y2O3 solid solutions leads
to the tetragonal-monoclinic transformation. The extent
conversion decreases with increasing Y2O3 content and crys-
tal size.

The cold isostatic pressing ofg-Al2O3 powders leads to
lowering of the temperature of theg→a transformation by
100 K.

A quantitative model, which attributes the phase tra
formation to the diffusion of ions in a field of mechanic
stresses, has been proposed. It has been shown that th
fusion of heterovalent substitutional ions proceeds more e
ily ~with a smaller value of the activation energy! than that of
the intrinsic ions.

We thank V. G. Vereshchak for theg-Al2O3 powders
supplied, which were obtained by the sol-gel method a
plasma-chemical synthesis, A. G. Belous for theg-Al2O3

powders obtained by coprecipitation, and I. M. Belov f
Al2O3 powders, as well as I. Yu. Prokhorov for a constru
tive remark.
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Complete reorganization of the mode structure of the wave function of a channeled
electron in a crystal with a superlattice
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~Submitted July 17, 1997!
Zh. Tekh. Fiz.69, 32–37~February 1999!

The dynamics of relativistic electrons subjected to planar channeling in distorted crystals is
investigated using step-by-step numerical integration of the Schro¨dinger equation. It is shown that
periodic distortion of a planar channel~the formation of a ‘‘superlattice’’! can cause
complete reorganization of the mode structure of the wave function. In the limit of weak
perturbations of the crystal lattice, the simulation results are consistent with the analytical results
from perturbation theory. The position of each line in the spontaneous emission spectrum
in the case of resonant distortions depends on the length of the superlattice period. ©1999
American Institute of Physics.@S1063-7842~99!00702-3#
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1. INTRODUCTION

The channeling of relativistic charged particles in sing
crystals has been the subject of numerous theoretical
experimental studies, which were reviewed in Refs. 1–3,
continues to arouse the interest of investigators.4–6 Some ex-
perimental results cannot be interpreted within the exist
theories of the channeling of relativistic electrons and ch
neling radiation.1–3 Such phenomena include the weak orie
tational dependence of the bremsstrahlung and induced
dioactivity in single-crystal targets subjected to irradiation
a low-divergence beam of relativistic electrons.7 Channeling
should lead to an increase in the yield of nuclear reacti
and bremsstrahlung, but no orientational dependence of t
phenomena was detected in experiments on the axial c
neling of 50-MeV electrons7 and the planar channeling o
electrons with energies of 28–104 MeV.8 On the other hand
the generation of radiation has been detected du
channeling,8 indicating the occurrence of electron chann
ing. In experiments with a silicon single crystal doped w
1% chromium, the appearance of an unidentified strong
of x radiation was noted in the case of axial channeli
while the high-energy lines vanished.4 These effects can b
caused both by the instability of the motion of channe
electrons in real crystals and by the initial evolution of t
electron beam in the near-surface region, where the m
structure of the electronic wave functions has not yet b
shaped. As follows from the results of the investigation
the influence of defects in the form of crystal-pla
displacements,9 such defects can lead to significant distorti
of the initial population of states for transverse electron m
tion. The treatment of channeling and the emission of rad
tion during channeling in crystals with periodic strains as
a strained-layer ‘‘superlattice’’ is noteworthy. The appe
ance of such strains is often observed during the fabrica
of various multilayer semiconductor crystal structures
molecular epitaxy~see, for example, Ref. 10!. The radiation
of electrons during axial channeling in crystals with a ‘‘s
perlattice’’ was previously treated by theoretical methods
1611063-7842/99/44(2)/5/$15.00
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Ref. 11 for small perturbations of the crystal. The two-wa
approximation was used in the theoretical treatment of e
tron channeling in Ref. 11, and it was shown that in t
resonance case, in which the difference between the two
ergy levels of transverse motion is a multiple of 2p\c/T (T
is the superlattice period!, splitting of the total electron en
ergy spectrum occurs. The degeneracy with respect to
longitudinal electron momentum is then removed.

The main purpose of this work was to study the infl
ence of periodic deformation of the channel, which simula
a strained-layer superlattice, on the dynamics of the bo
states of 5-MeV electrons during planar channeling in
Si~110! crystal without the explicit use of the mode approx
mation for the wave functions and simplifications~which are
unavoidably inherent to analytical methods!, such as the two-
wave approximation, neglect of variations in the form of t
averaged potential, confinement of the range of parame
considered, etc.

2. THEORY

The motion of a relativistic particle in a potentialV(z,r )
can be described by an equation resembling the Schro¨dinger
equation.12 For the amplitudec(z,r ) of the wave function

C~z,r !5c~z,r !exp~ ikzz!,

of an electron moving at a small angle to the 0z axis such
that kz'uku, this equation has the form

2ikz]c/]z1D'c5kz
2V8~z,r !c~z,r !. ~1!

Here k is the wave vector of the electron;V8(z,r )
5V(z,r )2gm0 /(\2kz

2), where r5(x,y) denotes the trans
verse coordinates;m0 is the electron rest mass; andg is the
Lorentz factor.

It was assumed during the derivation of~1! that

u]2c/]z2u!kzu]c/]zu.

We shall henceforth assume that the potential fluct
tions dV have a Gaussian distribution and ared-correlated
© 1999 American Institute of Physics
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along the direction of motion of the electron. Then, af
averaging~1! over the fluctuation statistics for the amplitud
^c&, we have the~Dyson! equation

2ikz]^c&/]z1D'^c&2kz
2^V8~z,r !&^c&2 ikz

2V9~r !^c&50,

c~r ,z50!5c0~r !, ~2!

where

V9~r !5
kz

4 E
2`

1`

^dV8~0,r !dV8~z,r !& dz.

Equation ~2! describes the coherent component of t
wave function without consideration of nuclear recoil. A d
tailed discussion of the physical aspects of the approxi
tions made, as well as a calculation of the imaginary par
the potentialV9(r ) can be found in Ref. 13.

Let an electron impinge on a single crystal at a sm
angle to several crystal planes. Then the complex poten
V81 iV9 can be averaged along crystal planes. In this c
the dependence on the transverse coordinatey in Eq. ~2!
vanishes, and its numerical solution is simplified sign
cantly.

The numerical method for solving Eq.~2!, which was
previously employed to study the motion of channeled el
trons in ideal single crystals14,15 and the reflection of posi
trons from an oblique single-crystal cut,16 calls for the step-
by-step calculation of the transverse wave functionc(x,z)
on the basis of its initial value atz50.

When an electronic wave propagates along thez axis, the
transverse wave functionc(x,z) undergoes oscillations at
fixed value ofx:

c~x,z!;exp~ iEnz/~\c!!,

where$En% is the set of eigenvalues of the transverse ene
of motion of the electron.

Hence it is seen that the spectrum of transverse ener
can be obtained by taking the Fourier transform ofc(x,z)
with respect to the coordinatez and then integrating the spec
trum over the channel width.

3. CALCULATION RESULTS

A crystal superlattice was simulated by a series
crystal-plane displacements~each of which did not excee
1/32 of the interplanar distance! in accordance with the for
mula U(x,z)5U0(x1a sin(2pz/T)). HereT is the superlat-
tice period, anda is the displacement amplitude, the value
a being taken in the range from 1/32 to 5/32 of the interp
nar distance. Thus, there were from 2 to 10 crystal-pl
displacements per lattice period. The case of a nondiver
electronic plane wave with an energy of 4.5 MeV impingi
on the crystal surface at a zero angle to the channeling p
was considered.

Channeled 4.5-MeV electrons in the planar potential o
Si~110! crystal have two bound states with the transve
energies E058.41 eV and E1519.2 eV, and the third
~above-barrier! level has the energyE2521.6 eV. The depth
of the potential well U0521.22 eV. The valuez0

52p\c/(E12E0).1160 Å can be taken as the character
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tic length of the phase fluctuations. The values ofa and T
were chosen so that the maximum angle of inclination o
bent channel relative to theZ axis would not exceed the
Lindhard angle. Figures 1–3 present the spectra for th
different values ofT: in the first caseT@z0, in the second
caseT;z0, and in the third caseT,z0. The deformation
amplitude was taken equal toa53/32. Figure 4 presents th
wave eigenfunctions corresponding to Fig. 2. The dep

FIG. 1. Spectrum of transverse electron energies for a planar-channe
tortion periodT522 000 Å. The distortion amplitudea53/32d0, and the
depth of the potential well of the undistorted channelU0521.22 eV.

FIG. 2. Spectrum of transverse electron energies for a planar-channe
tortion periodT51300 Å anda53/32d0.
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FIG. 3. Spectrum of transverse electron ene
gies for a planar-channel distortion periodT
5800 Å, a53/32d0, andU0521.22 eV.
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dence of the position of the spectral lines on superlat
period is presented in Fig. 5.

As was shown by the calculations in the rangeT
520 000230 000 Å, which corresponds to the case ofT
@z0, the spectrum of transverse energies consists of
levels~the third is an above-barrier level!, which correspond
to the levels of an undistorted channel. Just as in the cas

FIG. 4. Mode structure of the wave function corresponding to the spect
shown in Fig. 2~dependence of the probability density on transverse co
ponent!: 1a, 1b — fundamental states at energies of 6.8 and 12.3 eV;2, 3 —
at 16.3 and 20.8 eV.
e

o

of

the results obtained using perturbation theory,11 each level
has two small satellites, the energy difference between
fundamental level and the satellite corresponding exactly
the channel distortion period

uE2Esu52p\c/T. ~3!

In the case of large periods (T.30 000 Å! the first funda-
mental level gradually vanishes~because of the parity of the
wave function!, and the satellites approach the fundamen
lines and become smaller. Thus, the spectrum tends to
spectrum of an undistorted channel.

m
-

FIG. 5. Dependence of the transverse electron energy spectrum on th
tortion period of the planar channel:a53/32d0, U0521.2 eV;1–4 — de-
pendences for a distortion period equal to 1300 Å, which correspond to
modes represented in Fig. 4 by curves1a, 1b, 2, and3; dot-dashed curve —
dependence for the equivalent channel distortion energy 2p\c/T; dashed
curves — low-intensity states.
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As the period is diminished (T52000220 000 Å!, the
satellites move away from the fundamental lines in acc
dance with~3!, and they become stronger. The approach
the satellites of the first and second fundamental levels le
to numerous splittings of both the fundamental lines and
satellites and to the appearance of new lines in the spect
As a result, for the lines near the potential barrier it is i
possible to distinguish between the fundamental line and
satellites already whenT,5000 Å. However, for each spec
tral line it is always possible to find a counterpart which
such that the relation~3! will be satisfied.

The range of periodsT580022000 Å ~Fig. 5! can be
considered resonant, sinceT;z0 here. In this case all the
lines in the spectrum are comparable in strength. The
dashed line shows the dependence of 2p\c/T, which depicts
the dependence of the effective energy corresponding to
riodic distortions. Obviously, as the channel distortion a
plitude decreases, the energy spectrum should approxim
the spectrum of a straight channel. An analysis of the dep
dence of the transverse spectrum ona for T51160 Å shows
that as the distortion amplitude increases, levels 0, 1, an
descend into the potential well as a consequence of the
ering of the potential barrier as the potential of the bent ch
nel is averaged alongz ~Ref. 17!. For the averaged potentia
the presence of a bend in the channel is equivalent to
increase in the effective amplitude of the atomic vibratio
and it can be shown forT;z0 that the lowering of the po-
tential barrier

U02U;a2 for T;z0 . ~4!

At the same time, an increase in the amplitude of
periodic disturbance of the superlattice leads to enhancem
of the 0b level.17 In the regionT,z0 ~the superlattice period
has a lower bound because of the channeling conditioT
>2pa/a l) the spectrum shows only a single above-barr
level. This can be either because in this range of valuesT
the maximum angle of inclination of the channel 2pa/T
;a l and the channeling effect is weakly expressed or
cause the depth of the potential is reduced. In general, if
distortion amplitude is not excessively small (2pa/T<a l)
and the periodT>2p\c/U, where U is the depth of the
potential well, oscillatory motions of electrons with a larg
period cannot appear at all because of the constant dep
ing.

Thus, the dependence of the spectrum on the superla
period can be divided into three regions:A — the region of
large values ofT, where the spectral lines coincide with th
lines of the undistorted crystal and have satellites;B — the
resonance-interaction region, which is characterized by s
eral bound states that differ significantly from the spectr
of the undistorted crystal;C — the region of small values o
T, which is characterized by one above-barrier level. T
boundaries of these regions are set by convention and
pend, in particular, on the parametera, which characterizes
the amplitude of the channel distortions. For example, w
T51160 Å ~Fig. 5!, regionB transforms into regionA as the
amplitude is increased.17 This is associated with an increas
in the angle of inclination of the channel up toa l when a
56/32.
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The transverse mode structure of the wave function o
channeled electron in a periodically distorted channel
shown in Fig. 4 for the case ofT;z0. In this case the fun-
damental level breaks up into two levels, viz., 0a and 0b. For
comparison, we note that there is only one 0 level of bou
motion forT,z0. It follows from the form of the eigenfunc-
tions presented in Fig. 4 that the dipole moments for the
→0a and 1→0b transitions are both nonzero, and, as can
seen from Fig. 5, the energy of the quantum of spontane
radiation becomes dependent on the crystal deformation
riod.

A qualitative explanation for the results obtained can
given with consideration of the removal of the degenera
with respect to the longitudinal momentum as a result
deformation of the channel. The appearance of distorti
leads to the appearance of a longitudinal scale of the orde
the distortion period, to which the oscillation period of a
electron in the channel, which is rigorously related to t
transverse energy, should be related. This is an analo
Bohr quantization. It can be seen in the example in Fig.
where the dot-dashed line is a plot of the equivalent ene
corresponding to distortions with a periodT, that at small
distortion periods in the vicinity ofT5800 Å level 1 corre-
sponds to oscillations with a period significantly exceed
T. In this case the oscillation energy of the state is measu
downward from the top of the channel. Therefore, the wa
function does not complete a regular oscillation within t
characteristic period, and the state does not form. WheT
increases and the equivalent energy 2p\c/T decreases ac
cordingly, decreases in the oscillation frequencies of thea
and 0b states amounting roughly to the distortion frequen
times 2 and 1, respectively, are observed.

The width of the spontaneous emission lines can be
termined using the complex potentialV9(r ) in Eq. ~2! ac-
cording to the method proposed in Ref. 18:

G i j 5
1

\c (
n5 i , j

^nu E ^dV~0,r'!dV~z8,r'!& dz8un&

or, with allowance for the averaging of the expression forG i j

over the channel distortion period

Ḡ i j 5
1

T E G i j dz.

Since the values of the scattering potential differ sign
cantly from zero only near an atomic plane, a bending str
will lead only to a slight decrease in the width of the ev
eigenstates of the channeled particles and a slight increa
the width of the odd states and have little influence on

total value of Ḡ i j , which determines the width of the ob
served emission lines during channeling.

It follows from the investigations performed that com
plete reorganization of the wave function of a channe
electron in a crystal takes place with the superlattice par
eters chosen. The weak influence of channel distortions
the broadening of a spectral line and the dependence o
radiation frequency on deformation period allow us to ho
to experimentally detect the radiation from channeled re
tivistic electrons in single-crystal superlattices. Variation
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the orientation of a crystal with a ‘‘superlattice’’ relative t
the electron beam with a fixed angle of incidence relative
the channeling planes, which is equivalent to variation of
superlattice period, will lead to transformation of the o
served emission spectrum.
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The development of instability on a contact interface between steel objects is detected
experimentally when it is loaded by an oblique shock wave. It is shown that disturbances form
in the stage of shock-wave loading (Dt,1ms, DU.1mm/ms) when the layers turn and
the metals pass into a quasiliquid state. Then, at a relative slip velocityDŪ'0.1 mm/ms the initial
disturbances grow according to an exponential law and are ‘‘frozen’’ when the rarefaction
wave reaches the contact interface~when the contact zone of the metal ‘‘escapes’’ from the plastic
state!. © 1999 American Institute of Physics.@S1063-7842~99!00802-8#
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The investigation of the hydrodynamic instability of a
interface between two media is of great theoretical and p
tical interest. This is the reason for the increased atten
which is being focused on the study of this process. Th
types of instability of an interface have been distinguish
traditionally: Rayleigh–Taylor instability, which appea
when an interface between media of different density is s
jected to acceleration with a vector that is perpendicular t
and is directed from the material of lower density into t
material of higher density;1 Richtmyer–Meshkov instability,
which appears when a stationary shock wave, whose pr
gation direction is perpendicular to an interface between
terials of different density, passes through that boundary~the
boundary is abruptly accelerated on the shock-wave fr
and then moves without acceleration!;2 and Kelvin–
Helmholtz instability ~shearing instability!, which appears
when there is an offset in the tangential component of
velocity field.3

The laws governing the development of Rayleigh
Taylor and Richtmyer–Meshkov instability have been t
subject of numerous analytical and experimental studies4–7

The studies in which attempts were made to take into
count the effect of the strength of the media on the deve
ment of instability can be singled out.8,9 Kelvin–Helmholtz
instability has been studied quite thoroughly for the id
case~analytically for an ideal incompressible fluid10,11 and
experimentally for liquids and gases12!. Kelvin–Helmholtz
instability can be described in its simplest form by the re
tions

Uy5U for y,0; ry5r for y,0;

Uy5U8 for y.0; ry5r8 for y.0. ~1!

More precisely, Kelvin–Helmholtz instability is the dy
namic instability of the interface aty50 toward the flow~1!,
including the cases ofr5r8 ~a homogeneous liquid! andg
50. The surface tension on the interface aty50 weakens
the instability, but does not eliminate it.

Without considering the long list of theoretical and e
perimental studies devoted to the development of dis
bances on a contact interface between a pair of metals u
1661063-7842/99/44(2)/5/$15.00
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high-speed oblique impact~explosive welding is realized in
practice in this way!, in which wave formation on the inter
face can be explained on the basis of the developmen
Kelvin–Helmholtz instability between a jet and a quasiliqu
layer of a metallic plate,13–16 only an extremely small num
ber of studies of the development of shearing instability
metals can be noted. For example, in Ref. 17 shear fl
appears for two tightly contacting metal plates~copper and
steel! when they are loaded by a normally incident sho
wave and the wedge-shaped gap below them is closed.
magnitude of the tangential velocity offset is estimated to
DU'0.5 mm/ms. It is noted that at least one of the meta
must be in the plastic state.

This paper presents the results of experiments in whic
was possible to observe the development of shearing in
bility on a contact interface between two metallic objects.
the first stage of the experimental investigations the objec
observation was the contact interface between a disk an
ring ~the material was grade 3 steel of thickness 14 mm,
outer diameter of the disk was 64 mm, the internal diame
of the ring was 64 mm, and the external diameter of the r
was 90 mm!. The disk was placed in the ring with light-driv
fit.

The dynamic pulse was received only by the disk. T
slip velocity of the disk relative to the ring wasDU
<0.5 mm/ms. The relative slip time is estimated to beDt
<70 ms. The pulsed pressure in the disk material with
lowance for the damping of the amplitude of the shock wa
is P'20 GPa. This value exceeds the dynamic yield poin
grade 3 steel and is sufficient for shifting the metal into t
plastic deformation region. However, the disk-ring conta
interface remained stable in all the experiments.

The results presented regarding the development of
stability were obtained using the following loading schem
~Fig. 1!. In order to protect the samples from the destruct
effects of the rarefaction waves, disk1 and ring 2 were
placed in protective collar3, which has the form of a ring of
external diameter D5120 mm, internal diameter d
590 mm, and thicknessh514 mm and were set on stee
tray 4 with the dimensions 120320 mm.
© 1999 American Institute of Physics
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FIG. 1. Loading scheme.
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The system was loaded by brass projectile pellet5 with
the dimensions 1203(2 . . . 3) mm,which was driven by the
explosion products formed upon detonation of charge6 of an
explosive of the TG 50/50 type with the dimensions 1
3(20 . . . 40) mm. A plane detonation wave was genera
in the explosive charge. Thus, a shock wave with an am
tude in the range 40<P<55 GPa was supplied to the inpu
surface of the disk. With consideration of the damping,
shock-wave pressure at the point of exit from the sample
in the range 36<P<49 GPa. The development of distu
bances on the disk-ring contact interface was detected in
experiments described here. The development of dis
bances was also noted on the ring-collar contact interfac

Figure 2 presents microsections of these contact in
faces (203 magnification!: a, b — original contact inter-
faces of the disk and ring, respectively~smooth surface!;
c — disk-ring interface~fragment of the disk! ~the wavelike
disturbances of nearly sinusoidal form are characterized
an amplitudeā'0.08 mm and a wavelengthl̄'0.8 mm,
and a dramatic change in the structure of the steel is note
a near-surface zone of widthD̄'0.03 mm);d — ring–collar
interface~fragment of the ring! ~the disturbances are chara
terized by an amplitudeā'0.06 mm and a wavelengthl̄
'0.7 mm, and variation of the steel microstructure occurs
a near-surface zone of widthD̄'0.02 mm).

To detail the mechanism with respect to displacemen
the metal layers, the dynamic loading of the system~accord-
ing to the scheme in Fig. 1! and the subsequent motion of i
elements were examined by x-ray photography at differ
moments in time. A pulsed BIM-234 x-ray photography sy
tem with a gamma-quantum cutoff energyE'2.5 MeV
~Ref. 18! was used in the experiments.
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The individual phases of motion of the elements of t
system can be distinguished after the shock wave meets
free surface of the tray (6ms after the onset of loading!.
From the 7th to the 12thms the mean rate of motion of th

disk relative to the ringDŪ'0.1 mm/ms. From the 13th to

300thms, DŪ8'0.04 mm/ms. Therefore, after separation o
the disk and ring~under the action of the lateral rarefactio
wave! in the 13thms, inertial motion of the elements of th
system takes place.

Figure 3 shows the experimental system in the stage
inertial motion~the 30thms). Split-off fragments of collar3
~lateral splitting! and tray4 ~lateral and posterior splitting!,
as well as separation of collar3, ring 2, and disk1 are seen.

The form of the shock-wave pulse entering the samp
was investigated simultaneously in an independent serie
experiments. The profile of the free surface of the projec
pellet at the time corresponding to impact on the disk-rin
collar system is recorded. An SFR-2M high-speed record
camera operating in the slit-scan regime~the so called flash-
ing gap method19! was used for this purpose. The essence
the method is as follows. The optical receiver~two layers of
Perspex separated by a thin gap! is mounted on a firm mea
surement base. After the projectile pellet strikes the recei
the shock wave formed enters the gap, in which the lumin
cence of ionized air appears and mimics the profile of
free surface of the pellet. A typical photochronogram of t
profile of the projectile pellet for the loading regime wit
P'55 GPa is shown in Fig. 4.

Next, the geometric center of the pellet is matched to
geometric center of the system with consideration of the
largement factor in the coordinate plane. The angle of in
nation of the pellet plane to the disk-ring and ring-coll
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FIG. 2.
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FIG. 3.
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contact interfaces are found when these geometric center
in tight contact. These angles of inclination determine
impact angles and, accordingly, the angles at which
shock waves load the respective contact interfaces (C1 and
C2).

It follows from the photochronograms that the sho
wave meets the disk-ring contact interface at an angleC1

'80° and the ring-collar interface at an angleC2'70°, i.e.,
the contact interface is loaded by an oblique shock wave
follows from the conservation laws on the front of an obliq
shock wave that the contacting metal layers turn through
angle v behind the front.20 A one-dimensional geometri
treatment of a specific~for the loading parameters realized
the experiments! mechanism of ‘‘inleakage’’ of the flows on
the front of an oblique shock wave followed by their turnin
through the anglev does not permit unequivocal determin
tion of the relative slip velocity of the elements of the sy
tem. However, the magnitude of the tangential velocity o
set can be estimated by employing several succes
simplifications: the metal layers are treated as flows o
behind the shock-wave front, i.e., it can be assumed tha
the moment when the disk-ring-collar system is loaded
the projectile pellet, a shock-wave state characterized by
pressureP and the mass velocityU is realized in the meta
~in particular, in the case under consideration ofP
are
e
e

It

n

-
-
ve
y
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y
he

'55 GPa, the disk material acquires a mass velocityU
'1.1 mm/ms); because of the asymmetry of the loading~ac-
tually, it follows from Fig. 4 that the disk reaches the pla
of the system bent, i.e., the loading of the ring takes pl
after the loading of the disk! it can be assumed that move
ment of the mass of material (U) begins sooner in the disk
than in the ring. A tangential velocity offsetDU1

'1.1 mm/ms is thereby created. Similarly, the velocity of
set for the ring–collar interface is estimated to beDU2

'0.9.
The turning of the ‘‘flows’’ behind the oblique shoc

front, as well as the high value of the relative slip veloc
DU1 ~or DU2), are characterized by short time interva
Dt,0.5 ms. The disk-ring interface persists for a timet1

'13 ms ~until the arrival of the lateral rarefaction wave!.
According to the results of the x-ray photographic expe

ments, a relative slip velocityDŪ'0.1 mm/ms is main-
tained for all this time. Then the elements of the syst
separate. The ring–collar interface persists for a timet2

'7ms and is characterized by similar processes.
The following mechanism for the development of she

ing instability in metals can be proposed. An oblique sho
wave crosses the contact interface. The temperature of
samples rises at the wave front. Their turning behind
FIG. 4.
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oblique shock wave front is accompanied by relative s
along the contact interface and the development of inte
plastic shear strains. Thin near-surface layers of the me
pass into a quasiliquid state, and their partial melting is p
sible. These layers behave similarly to real viscous liquids
tangential velocity offsetDU appears in the stage of shoc
wave-induced turning of the metal layers. This stage is co
pleted quickly (Dt,0.5 ms), but its duration is sufficient fo
the formation of the initial disturbance. The relative moti
of the flows ~the metal layers! subsequently continues wit
the tangential velocity offsetDŪ. During this time, the ini-
tial disturbance takes on a sinusoidal form. Shearing in
bility ~of the Kelvin–Helmholtz instability type! develops.
The parameters of the disturbances grow according an e
nential law. When the flows separate~when the near-surfac
zones of the metals escapes from the quasiliquid state! de-
velopment of the instability and growth of the disturbanc
cease. The final form of the disturbances is ‘‘frozen.’’

As we have already noted,1 for an interface between two
liquids with the densitiesr andr8 moving with the veloci-
ties U andU8, respectively, a sinusoidal disturbance of t
boundary surface with a wavelengthl52p/k increases ac-
cording to an exponential law exp@I(l)t#, where @ I (l)#2

5rr8k2(r 1 r8)22(U8 2 U)2 2 (r 2 r8)(r 1 r8)21gk2(r
1r8)21gk3, g is the surface tension on the boundary b
tween the two media, andg is the acceleration of gravity.

In describing the development of disturbances on a c
tact interface between a pair of metals in the case of obli
impact~‘‘explosive welding’’!, the metal in the impact zon
is assumed to be a real liquid~high pressures, temperatu
increases, and large plastic strains are present!, and the
growth of the disturbances obeys an exponential law. Mo
over, unrestricted growth of the disturbances is sustained
the surface tension.15,16 In our opinion, the equations of mo
tion and continuity must be supplemented by an equation
state with strength. In other words, at certain pressuresPs

.P* the metals can be described in the quasiliquid appro
mation. The relationship betweenPs* and Y ~the dynamic
yield point of the metal! establishes the region for the exi
tence of the regime under consideration and characterize
size of the ‘‘frozen’’ waves. In addition, the dynamic param
se
ls
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the

eters~the shock-wave velocityDs and the rarefaction-wave
velocity C), which influence the lifetime of the plastic sta
of the contact interface, are also taken into account by
relationship betweenPs andY (Ps.Y).

Summarizing the foregoing, we can state that the type
shearing instability described is characterized by the follo
ing definition: a straight~smooth! interface between two me
dia is loaded~accelerated! by an oblique shock wave, whos
amplitude must be sufficient for bringing the metals beh
the front into the plastic quasiliquid state.
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High resolution x-ray diffractometry of the structural characteristics of a semiconducting
„InGa…As/GaAs superlattice
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A statistical approach is used to construct a kinematic theory of x-ray diffraction on a
semiconducting superlattice with a two layer period. This theory takes two types of structural
deformations into account: crystal lattice defects caused by microdefects distributed
chaotically over the thickness of the superlattice, and periodicity defects of an additional
superlattice potential owing to random deviations in the thicknesses of the layers of its period
from specified values. Numerical simulation is used to illustrate the effect of structural
defects on the development of the diffraction reflection curve. The theory is used to analyze
experimental x-ray diffraction spectra of semiconducting InxGa12xAs/GaAs superlattices.
© 1999 American Institute of Physics.@S1063-7842~99!00902-2#
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INTRODUCTION

Semiconducting superlattices are a new and impor
class of modulated crystalline structures. Because of the
ditional periodic potential created by the alternation of tw
or more layers of a certain set of semiconductors, supe
tices have a number of unique electrical and optical prop
ties. Existing methods for epitaxial growth make it possib
to create superlattices with a rather high structural perfect
Nevertheless, actual superlattices inevitably contain vari
kinds of defects. Because of its nondestructive character
relative simplicity, x-ray diffraction is the most effectiv
method for determining the structural parameters of supe
tices.

At present considerable attention is being devoted to
scribing the diffraction of x rays on superlattices with diffe
ent structural defects. Studies have been made1–3 of the ef-
fect of cluster microdefects on the formation of the tw
crystal diffraction reflection curves from semiconducti
superlattices.

The behavior of diffraction reflection curves from supe
lattices with irregularities of the heterointerfaces has b
studied in number of papers.4–7 A study has been made8 of
x-ray diffraction in the presence of macroscopic distortio
of the modulated structure of a superlattice caused by fl
tuations in the layer thicknesses and composition.

In reality, superlattices can contain microdefects~point
defects and clusters of them, small-radius dislocation loo
etc.!, as well as different kinds of macroscopic defects in
additional periodic structure which arise during the epitax
growth process. In this paper we obtain expressions for
intensity of coherent and diffusely scattered waves tak
fluctuations in the superlattice layer thicknesses and sta
cally distributed microdefects into account.
1711063-7842/99/44(2)/9/$15.00
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A MODEL OF DEFECTS

In order to describe microdefects we use a model
spherically symmetric amorphous Coulomb clusters. In t
model, the chaotically distributed defects in the crystal g
rise to the following random local atomic displacements:

du~r !5H Ar

r 3
, if ur u.Rd

a random quantity, ifur u<Rd ,

~1!

where Rd and A are the defect radius and power, respe
tively.

We introduce the following model of macroscopic d
fects in anN-period superlattice. We assume that there
random deviationsd l p

(n) in the thickness of thepth layer in
the nth period of the superlattice,l p

(n) , from the specified
value ^ l p&, so that l p

(n)5^ l p&1d l p
(n) (n51,2, . . . ,N; p

51,2). Since the superlattice is produced by succes
deposition of layers, the fluctuations in the thicknesses
different layers can be regarded as independent. T
^d l p

(n)
•d l s

(m)&50, if pÞs or nÞm.

COHERENT INTENSITY

In terms of the statistical approach to a kinematic the
of diffraction, the reflection amplitude coefficient for cohe
ently scattered rays from a superlattice with a period of t
layers is given by

^Rc&5 (
n51

N

^r ~n!&mn21 )
m51

n21

^tm&, ~2!

where the bracketŝ . . . & denote averaging the enclose
quantity over the fluctuations in the layer thicknesses. T
solutions for the averaged reflection amplitude coeffici
© 1999 American Institute of Physics
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^r (n)& and the products of the transmission amplitude coe
cients in the directions of the incident and reflected ra
^t (n)&, of thenth period of the superlattice are given by

^r ~n!&5^r 1&1^r 2&^t1&m1 , ~3!

^t ~n!&5^t1&^t2&, ~4!

where the corresponding quantities in the individual layers
the superlattice period,^r p& and^tp& have the following form
(p51,2):

^r p&5spEp

exp~ i2Ap^ l p&!Dp21

2Ap
, ~5!

^tp&5exp~ i2Ap
r ^ l p&!Dp . ~6!

Here

Ap5 1
2S hp1

2pDdp

d0
2 D ;

Ddp /d0 , l p , and mp5exp(22Ap
i lp) are, respectively, the

relative deformation~strain!, thickness, and a coefficien
which accounts for photoabsorption in thepth layer of the
superlattice period;d0 is the interplane separation of the su
strate;m5m1•m2 ; the indicesr and i denote, respectively
the real and imaginary part; the variablehp is given in terms
of the angular deviationDq5q2qB of the diffraction angle
q from the exact Bragg angleqB of the substrate by

hp5
2p

lg0
~x0

~p!1Dq sinqB!, ~7!

wherel is the x-ray wavelength,x0,g
(p) are the Fourier com-

ponents of the dielectric susceptibility in the directions of t
incident and reflected beams, respectively, andg0,g are the
direction cosines of the incident and reflected rays;sp

5(pCxg
(p))/(luggu); C is the polarization factor; andEp is

the statistical Debye–Waller factor (p51,2).
In Eqs. ~5! and ~6! we have introduced the quantit

Dp(Dq)5^exp(i2Ap
r dlp)&, which we define as the effectiv

Debye–Waller factor of thepth layer of the period. The
explicit expression forDp depends on the particular form o
the distribution of the fluctuations in the layer thickness.
particular, for a continuous Gaussian distribution, we can

Dp~Dq!5exp~22~Ap
r Vp!2!, ~8!

whereVp
2 is the dispersion of the distribution of the fluctu

tions in the thickness of thepth layer of the superlattice
period.

In the case of symmetric Bragg diffraction, the soluti
for the coherently scattered intensity is expressed in term
the reflection amplitude coefficient^Rc& as follows:

I c5u^Rc&u2. ~9!

DIFFUSE INTENSITY

Defects cause incoherent~diffuse! scattering, whose an
gular distribution is found from the equationI d5I t2I c,
whereI t is the total scattering intensity.

For the diffuse intensity owing to fluctuations in th
thicknesses of the superlattice layers, we obtain
-
,

f

e

of

I d5^uRcu2&2u^R2&u2. ~10!

The expression for the total intensity averaged over
thickness fluctuations@the first term in Eq.~10!# is written in
the form

^uRcu2&5 (
n,n851

N

Sn,n8m
n1n822, ~11!

where

Sn,n85H ^ur ~n!u2&, n5n8;

^r ~n!&•^r * ~n8!t ~n8!&•^t&n2n821, n.n8;

^r ~n!t* ~n!&•^r * ~n8!&•^t* &n82n21, n,n8.
~12!

The quantitieŝ ur u2& and^r * t& in Eq. ~12! are given by

^ur u2&5^ur 1u2&1^ur 2u2&m1
212 Re~^r 1* t1&^r 2&!m1 , ~13!

^r * t&5^r 1* t1&^t2&1^r 2* t2&m1 . ~14!

The formulas for^ur pu2& and ^r p* tp& of the individual
layers can be written as

^ur pu2&5uspu2Ep
2

11mp
222mp cos~2Ap

r ^ l p&!Dp

4uApu2
, ~15!

^r p* tp&5spEp

mp2exp~ i2Ap
r ^ l p&!Dp

2Ap*
. ~16!

Microdefects distributed in the superlattice layers a
cause diffuse scattering whose angular profile is determi
by the type, dimensions, and concentration of the defects
the kinematic approximation, the solution for the diffuse
scattered intensity can be written in the form9

I d~Dq!5I 1
d~Dq!mn21

mN2m2N

m2m21
, ~17!

where

I 1
d~Dq!52~ us1u2~12E1

2!t1l 11us2u2~12E2
2!t2l 2m1!

~18!

is the angular distribution of the incoherently scattered int
sity in the superlattice period.

An explicit expression for the correlation lengthtp cor-
responding to the microdefect model of Eq.~1! when the
atomic fields of the displacements of the different clusters
not overlap has been obtained elsewhere:10

tp~Cp!5
1

11Ã2H t0~Cp!1Ã2t0~0!S exp~ ix0!

ix0
S 5

3
2g0

2D
1

~g0
211!g0

x0
2 ~12exp~ ix0!!1

8i

3x0
1 2~12g0

2!F

1
x0

2~3g0
221!

~F02F !D J , ~19!

6
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where Ã5Augu/Rd
2 , g is the diffraction vector, x0,1

52Rd,1Cpg0 , R1 is the outer boundary of the field of elast
displacements,Cp52Ap (p51,2),

F5 lnS x1

x0
D1E

x0

x1 exp~ iz!21

z
dz, ~20!

F05
exp~ ix0!

x0
2

2
exp~ ix1!

x1
2

1
i exp~ ix0!

x0
2

i exp~ ix1!

x1
,

~21!

t0~Cp!5t0
r ~Cp!1 i t0

i ~Cp!, ~22!

t0
r ~Cp!5

3

4
Rdg0

8

x0
4S x0

2

2
112cos~x0!2x0 sin~x0! D ,

~23!

t0
i ~Cp!5

Rdg0

x0
4 ~2x0

326 sin~x0!16x0 cos~x0!!. ~24!

NUMERICAL SIMULATION

We shall analyze these equations using the example
10-period composite superlattice of 30 nm AlAs/30 n
GaAs grown on a massive~001!-oriented GaAs substrate
The layers in the period are enumerated from the subst
Numerical calculations were done for the symmetric~004!
reflection ofs-polarized CuKa1

radiation. It is assumed tha
the superlattice is in a stressed state owing to cohe
growth. Given the resulting tetragonal deformation of t
crystal lattice, the strain of thepth layer of the superlattice
period is given by

Ddp

d0
5

dp2d0

d0
Kp ,

wheredp andd0 are the easy-plane separations of the la
and substrate in the unstressed state andKp5(C11

(p)

1C12
(p))/C11

(p) , whereC11
(p) andC12

(p) are the elastic constant
of the crystal lattice in thepth layer of the period
(p51,2).

Figure 1 shows the angular distributions of the diffu
component and the total scattered intensity as function
the cluster radiusRd . The static Debye–Waller factor of th
layers in the period isE15E250.9. It is clear from Fig. 1a
that, for a constant degree of disruption of the crystall
lattice of the superlattice layers, a continuous reduction
the with of the angular distribution of the diffuse scatter
intensity is observed with increasing defect radius. This
turn has a significant effect on the behavior of the angu
profile of the total diffraction reflection curve. In Fig. 1b
rise in the profile of the total scattered intensity can be
ticed in this angular region as the defect size increases.

There is some interest in an analysis of the formation
the diffraction reflection curve as the structural perfection
one of the layers in the superlattice period is varied. It h
been shown11 that for certain values of the static Debye
Waller factors, complete quenching of the coherent com
nent of the scattered intensity of one or the other of
satellite peaks in the superlattice spectrum may occur.
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ures 2 and 3 show the variations in the angular distributi
of the coherent and total scattered intensities with the m
nitude of the static factorsE1 and E2 , respectively, for a
fixed defect radiusRd55 nm. Dips are observed in the co
herent intensity for the first satellite atE150.2 and for the
second, atE150.4 ~Fig. 2a!. Here the second layer of th
period is assumed perfect (E251). A similar pattern is ob-
served in the graph for the total scattered intensity~Fig. 2b!.
In the case where the first layer of the superlattice perio
perfect and the microdefects are concentrated in the sec
the picture changes. Now dips in the coherent intensity
observed for the minus first and minus second satellites,
spectively, atE250.35 andE250.8 ~Fig. 3a!. Note that, in
general, the dips in the coherent intensity and the minima
the total intensity do not coincide~compare Figs. 3a and 3
for the minus second satellite!. This is because even for
constant defect radius, as the static factor of one of the la
is reduced, the diffuse scattered intensity is found to rise

We now turn to an analysis of the effect of fluctuatio
in the thickness of a superlattice layer on its x-ray diffracti
spectra. Figure 4 shows the variations in the coherent,
fuse, and total scattered intensities with the magnitude of
relative fluctuations in the thicknesses of the superlattice
ers~i.e., of the ratio of the root mean square deviation of t
thickness of a layer to its mean value!. It can be seen from
Fig. 4a that, as the magnitude of the relative fluctuations
the layer thicknesses increases, a monotonic drop in the
herent intensity is observed, along with a broadening of
satellite peaks. This effect is stronger for higher satel
numbers. The existence of fluctuations in the layer thickn
causes diffuse scattering~Fig. 4b! which is concentrated
principally in the angular regions of the satellite peaks.
the magnitude of the fluctuations increases, a substantia
hancement is observed in the diffuse intensity. Howev
there is a limit to the rise in the diffuse intensity which,
can be seen from Fig. 4b, is more rapidly attained in
neighborhood of satellites with larger ordinal numbers. R
garding the total scattered intensity, we must note the follo
ing: as with the coherent intensity, when the magnitude
the fluctuations increases, a reduction in the total intensity
the satellites is observed, along with a broadening of
latter. Here, as the magnitude of the fluctuations increa
the fraction of the diffuse component in the total scatte
intensity becomes larger, so that gradually the diffuse int
sity begins to predominate. This is quite clear for the seco
and third satellites in Fig. 4c.

Therefore, microdefects statistically distributed over t
superlattice volume and possible fluctuations in the la
thicknesses away from certain values do have a signific
effect on the formation of the diffraction reflection curves.
is extremely important to take them into account in analyz
experimental x-ray diffraction spectra of superlattices.

X-RAY DIFFRACTION DIAGNOSTICS OF A
SEMICONDUCTING „InGa…As/GaAs SUPERLATTICE

We shall use the formulas derived here to study a se
conducting (InxGa12x)As/GaAs superlattice grown by
molecular-beam epitaxy on an exactly~001!-oriented, perfect
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FIG. 1. Theoretical dependences of the angular dis
butions of the diffuse component~a! and the total scat-
tered intensity~b! of a 10-period semiconducting 30 nm
AlAs/30 nm GaAs superlattice on the cluster radius.
on
e

ro

as
m
as
and
GaAs crystal. Two-crystal experimental diffraction reflecti
curves~Fig. 5a and b! of the superlattice were taken in th
neighborhood of the~004! peak of the substrate. The~004!
reflection from a perfect Ge crystal was used to monoch
 -

matize the x rays. The beam incident on the sample w
stopped by horizontal and vertical slits of 0.1 and 2 m
widths, respectively. The experimental curve of Fig. 5b w
obtained with a 0.1 mm slit placed between the sample
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FIG. 2. Theoretical dependences of the a
gular distributions of the coherent compo
nent ~a! and the total scattered intensity~b!
on the static Debye–Waller factorE1 of the
first layer of a superlattice period. The su
perlattice is the same as in Fig. 1.
4
-
a

s
s
d

the detector~at a distance of 185 mm from the sample and
mm from the detector! in order to reduce the diffuse compo
nent of the scattered intensity. The curve of Fig. 5a w
obtained without a slit.

During epitaxial growth, 20 pairs of 0.5-Å-thick InA
and roughly 300-Å-GaAs layers were deposited. An analy
of the experimental data, however, only revealed 19 perio
5

s

is
s.

Using the relationship between the angular separationDq l

between satellites and the thicknessl of a period,

Dq l5
luggu

l sin 2qB
,

we obtain the following result:l 526164 Å. In addition,
with the aid of the standard formula
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FIG. 3. Theoretical dependences of the a
gular distributions of the coherent compo
nent ~a! and the total scattered intensity~b!
on the statistical Debye–Waller factorE2

for the second layer of a superlattice perio
The superlattice is the same as in Fig. 1.
-

la

b-

ial
on-
Dq052
Dd

d0
K1•xav tanqB ,

whereDd/d0 is the relative difference in the lattice param
eters of the unstressed InAs and GaAs layers andK1 is the
Honstra coefficient for InAs, the magnitude of the angu
 r

deviationDq0 of the central superlattice peak from the su
strate peak yielded an average~over the superlattice period!
molar fraction of indiumxav5(2363)31024.

Since the thickness of the InAs layers during epitax
growth was less than a monolayer, it was necessary to c
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FIG. 4. Theoretical dependences of the angular distributions of the coherent~a! and diffuse components~b! and of the total scattered intensity~c! on the
magnitude of the relative fluctuations in the thickness of the superlattice layers. The superlattice is the same as in Fig. 1.
f
he eri-
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sider a monolayer of InxGa12xAs, rather than a thin layer o
InAs. This, in turn, allows us to find the thicknesses of t
layers in the period,l (InGa)As and l GaAs, and the molar frac-
tion x of indium in the InxGa12xAs layer (l (InGa)As53.116
60.004 Å, l GaAs525864 Å, andx50.1960.01). The mo-
lar fraction estimate was refined tox50.2260.01 during the
course of numerically comparing the theoretical and exp
mental diffraction reflection curves.

Some theoretical diffraction reflection curves based
the superlattice parameters obtained from the numerical
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FIG. 5. Experimental~a, b! and the corresponding theoretical~c, d! diffraction reflection curves for a semiconducting~InGa!As/GaAs/ . . . /~001!GaAs
superlattice.
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culations are shown in Fig. 5c and d. These curves have b
calculated using the formulas obtained in this paper for
corresponding experimental curves of Fig. 5a and b. In
culating the theoretical curves we have taken into accoun~1!
the polarization and instrument function of the distribution
the radiation incident on the sample crystal~a Gaussian func-
tion was used for the latter!, ~2! fluctuations in the thick-
nesses of the superlattice layers, and~3! microdefects uni-
formly distributed over the superlattice thickness.

It was possible to obtain satisfactory agreement betw
the experimental and theoretical reflection curves for the
lowing parameters: a width of 1762 for the instrument func-
en
e
l-

f

n
l-

tion distribution of the incident beam,V15861 Å, V2

50.0960.01 Å, a defect radiusRd58 nm, and a static
Debye–Waller factorE50.98.

Using a narrow slit in front of the detector greatly r
duces the diffuse component of the scattered intensity. C
culations showed that for the experimental geometry and
crodefects having a radius of 10 nm, a 0.1-mm-wide slit
front of the detector allowed only a few percent of the d
fusely scattered intensity to pass. For this reason only
coherent component of the scattered intensity is shown
Fig. 5d for comparison with the corresponding experimen
curve ~Fig. 5b!.
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Gas sensitivity of silicon carbide-based diode structures
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Modification of the electrophysical characteristics of Pt/6H–SiC by hydrogen treatment is
investigated. It is found that the change in the bias voltage of a Pt/6H–SiC structure for a fixed
capacitance is related to the hydrogen concentration by the Nernst equation. The sensor
response at 150 °C is 39 mV per decade of variation of the hydrogen concentration. The changes
in the forward and reverse currents and the differential resistances of the diode structure in
a hydrogen-containing atmosphere are calculated. The shift of the current–voltage characteristic
toward negative voltages and the decrease in the differential resistance of the junction are
caused by a decrease in the height of the potential barrier of the Schottky barrier as a result of
dissociative adsorption of hydrogen with the formation of a double charged layer at the
metal–semiconductor boundary. At a working temperature around 150 °C the characteristics of
the structures are stable. We also investigated the effect of a temperature anneal (500 °C).
The formation of platinum silicides at this temperature leads to degradation of the gas-sensitive
properties of the metal–semiconductor junction. ©1999 American Institute of Physics.
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INTRODUCTION

Semiconductor structures~MIS capacitors, field-effect
transistors, Schottky diodes! with electrodes fabricated from
catalytically active metals~metals of the platinum group! are
used as primary converters in gas sensors — devices rec
ing changes in the concentration of some gas. As a resu
reactions taking place at the three-phase boundary~metal–
gas–subgate layer!, there occurs a change in the electr
physical characteristics of the structures: the flat-band v
age, the threshold voltage, and the forward and reve
currents.1 A change in any of the above-enumerated char
teristics, by virtue of being related to a change in the c
centration of the investigated gas, can be considered
sensor signal. Depending on the structure of the active e
trode, the material of the subgate layer, and, finally,
working temperature, gas sensors have sensitivity to hy
gen, gases with polar molecules~carbon monoxide, ammo
nia, water vapor!, saturated hydrocarbons, and fluorine.2,3 In
order to raise the working temperature of the sensor, whic
very important in a number of practical applications~e.g., in
diagnostics of engine exhaust gases!, the wide-gap semicon
ductor silicon carbide is used instead of silicon. Devic
based on 6H–SiC, which has a band gap of around 3 eV,
operate up to 600°~Ref. 4!. The authors of Ref. 5 investi
gated the characteristics of a gas sensor based on the s
ture Pt/SiO2 /SiO for diagnostics of hydrogen and hydroge
containing gases. It was noted that an important aspect o
stable operation of the sensor is the quality of the SiO2 layer
grown on the silicon surface.

The presence of sodium ions in the SiO2 layer leads to
1801063-7842/99/44(2)/4/$15.00
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drift of the sensor signal6 upon interaction with hydrogen
This phenomenon, which has come to be referred to
hydrogen-induced drift~HID!, increases in intensity with in-
crease of the temperature. In addition, as a result of the
teraction of hydrogen with the insulator at elevated tempe
tures, the formation of unstable chemical bonds of the ty
Si–H and Si–OH, inducing complex physical phenome
during aging, is important.7 This study noted a degradatio
of the Pt/SiO2 /Si structure at temperatures around 150
associated with diffusion of platinum atoms in SiO2 over
oxygen vacancies and the formation of a Pt2Si layer moving
toward the Si/SiO2 interface.

The absence of an oxide layer or, in other words, the
of a Schottky diode as the sensing element, allows us
eliminate the influence of an oxide layer on the operation
the structure. The authors of Ref. 8 considered the opera
of a gas sensor based on the diode structure Pd/6H–
They observed a sensitivity of the Pd/SiC Schottky diode
hydrogen and hydrocarbons.

The use of platinum as the gate material instead of p
ladium allows one to avoid structural changes in the el
trode due to the cyclic action of hydrogen9 and also to reduce
the effect of oxygen on the sensor signal.10 The aim of the
present work is to examine the action of hydrogen on
electrophysical characteristics of Pt/SiC Schottky diodes
the effect of a temperature anneal on the stability of th
characteristics.

METHODS OF STUDY, DEVICES, AND INSTRUMENTATION

As our experimental samples we used crystals
n-6H–SiC with dimensions 434 mm2 with grown-onn-type
© 1999 American Institute of Physics
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homoepitaxial films. An epitaxial layer of thickness arou
5 mm was grown by vacuum sublimation epitaxy on the p
lar ~0001! face of a 6H–SiC crystal. The electron concent
tion in the epitaxial layer was 3.231016 cm23. A high-
temperature Ohmic contact was formed on the substr
pressed-on nickel with tungsten deposited above it.

A platinum electrode of diameter 0.7 mm and thickne
around 600 Å was deposited on the epitaxial film by mag
tron sputtering in an argon atmosphere. To stabilize the m
phology of the platinum electrode, the structures were
nealed in air at 300 °C for 30 min.

The structures were placed in a gas cell, where they w
mounted directly to the heating element. To avoid oxidat
at high temperatures, the contacts to the gate and to
Ohmic contact were prepared from graphite. The cell~work-
ing volume 50 cm3) with the investigated structure was co
nected to the dynamic-mixing gas stand. The RGD-9 au
mated control system for the gas-flow regulators enabled
to form gas fluxes with a hydrogen concentration from 10
1000 ppm with a steady total flow rate of 10 cm3/s. As the
carrier gas we used either helium or synthetic air.

We measured the high-frequency~10 kHz! capacitance–
voltage and current–voltage characteristics of the di
structures. The measurement complex, based on standar
vices~a 1250 frequency analyzer and an E7-12LCR meter!,
allowed us not only to measure the characteristics of
structures, but also enables regimes of operation that
characteristic when testing the gas-sensitivity of MIS s
sors, specifically measurement of the change in the bias v
age for fixed capacitance of the structure as the gas is let
the cell.

RESULTS AND DISCUSSION

A high-frequency capacitance–voltage characteristic
a Pt/6H–SiC diode structure at 150 °C is shown in Fig.
From the dependence of 1/C2 on the applied bias voltag
we have estimated the height of the potential barrier
the platinum–silicon carbide interface~Fig. 1b! as
1.360.1 eV.

The action of hydrogen on the structure shifts the ch
acteristics toward negative voltages. Figure 2 plots the kin
ics of the change in the bias voltage~for a constant capaci
tance of 275 pF! for successive feed to the measurem
chamber of pure synthetic air followed by an air mixtu
with a hydrogen concentration of 50, 400, and 800 ppm. T
working temperature of the structure was 150 °C. At t
temperature the response of the structure to the actio
hydrogen had a stable and reproducible character, but
processes of interaction with hydrogen were quite rapid. T
steady-state value of the change in the bias voltage u
hydrogen being fed to the cell was reached after a time
the order of an minute.

The dependence of the change in the bias voltage on
hydrogen concentration is described by the Nernst equa

DU5E5E022.3
RT

ZF
logS CH2

CH1

2 D , ~1!
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whereR is the universal gas constant,T is the absolute tem-
perature,F is the Faraday number,Z is the number of elec-
trons participating in the reaction,CH2

is the activity of gas-
eous hydrogen,CH1

is the activity of protons at the metal–
semiconductor interface~Fig. 3!.

At 150 °C for Z52 it follows from Eq. ~1! that the re-
sponse of the sensor should be 41.9 mV per decade of v
tion of the hydrogen partial pressure. This stands in go
agreement with the value of 39 mV obtained from the e
periment. This allows us to speak of dissociative adsorpt
of hydrogen at the metal–semiconductor interface with f
mation of a double charged layer and an absence of

FIG. 1. a — High-frequency capacitance–voltage characteristic of the st
ture Pt/n-6H–SiC, b — dependence of the square of the reverse capacit
of the structure on the bias voltage. Height of the potential barrier at
metal–semiconductor interface 1.3 eV. Temperature of the struc
150 °C.

FIG. 2. Variation of the bias voltage for fixed capacitance of the struct
~275 pF! for successive feed to the measurement chamber of air and a
mixture with a hydrogen concentration of 50, 400, and 800 ppm. Temp
ture of the structure 150 °C.
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interaction between the adsorbed hydrogen and the sur
states of the semiconductor. Such an interaction was
served in a study of Schottky diodes~and structures a tunne
thin insulator! based on silicon and led to an anomalou
large ~7 V! shift of the capacitance–voltage characteris
upon treatment with 3000 ppm hydrogen in argon.11

Formation of a double charged layer upon adsorption
hydrogen changes the height of the barrier of the Pt/
junction, which leads to changes in the current–voltage ch
acteristics of the structure~Fig. 4a!. Thus, the differential
resistance of the structure at zero bias changes by 50%
treatment with 100 ppm hydrogen in helium. The kinetics

FIG. 3. Dependence of the change in the bias voltage of a Pt/6H–
structure on the hydrogen concentration of the hydrogen–air mixture:s —
experimental data points, solid curve — theoretical dependenceDU
539 logCH2

. Temperature of the structure 150 °C.

FIG. 4. a — CVC of a Pt/6H–SiC structure in an atmosphere of pure hel
~1! and for hydrogen concentration in helium 100 ppm~2!, temperature of
the structure 150 °C; b — kinetics of the change in the reverse cur
through the structure~arbitrary units! in response to a change in the hydr
gen concentration in the measurement chamber.
ce
b-

f
C
r-

on
f

the change in the current through the structure for a fix
reverse bias is plotted in Fig. 4b. As in the case of the cha
in the bias voltage for a fixed capacitance, the curr
reaches its steady-state value quite rapidly~after about a
minute!, and no long-term drift, which is characteristic o
structures with a thick oxide layer, is observed.

The saturation current density of a Schottky barrier
described by the expression

I 05jA* T2expS 2
ewB

kT D , ~2!

wheree is the charge of the electron,k is Boltzmann’s con-
stant,T is the absolute temperature,j is the probability of an
electron tunneling through the thin insulating layer~if it ex-
ists!, A* is the effective Richardson constant, andwB is the
height of the Schottky barrier.12

However, the large currents on the reverse branch of
CVC associated with leakage due to inhomogeneity of
structures did not allow us to obtain the exponential grow
of the current expected from expression~2! in response to the
decrease in the height of the potential barrier caused by
sorption of hydrogen at the metal–semiconductor interfa

At working temperatures around 150 °C the structu
exhibited a high stability in their current–voltage an
capacitance–voltage characteristics. Heating to a temp
ture of 150 °C for 240 h in an atmosphere of synthetic air
not lead to a change in the maximum capacitance of
structure, as was observed in Ref. 7 for Pt/SiO2 /Si, or in the
differential resistance of the structure at zero bias. When
annealing temperature was raised to 500 °C, a change in
current–voltage characteristics was observed after 100 h
change in the reverse current through the structure in
sponse to hydrogen treatment is observed in this case at
bias voltages~Fig. 5a!. The change in the CVC~Fig. 5b! and,
in particular, in the differential resistance of the junction a

iC

nt

FIG. 5. a — CVC of the structure in a helium atmosphere~1! and for a
hydrogen concentration of 100 ppm~2! ~the Pt/6H–SiC structures were kep
at a temperature of 500 °C for 100 h!, temperature of the structure 150 °C
b — CVC of the structure at room temperature before~3! and after~4!
temperature treatment.
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apparently connected with the formation of platinum s
cides. The formation of palladium silicides at the Pt–S
interface at temperatures on the order of 500 °C was
observed experimentally in Ref. 8 by Auger spectroscop

CONCLUSIONS

We have shown that the action of hydrogen on
Pt/6H–SiC structure alters its electrophysical characteris
Formation of a double charged layer of protons at the met
semiconductor interface leads to a change in the height o
potential barrier and, as a consequence, to a shift of
capacitance–voltage characteristic and a decrease in the
ferential resistance of the structure.

It is possible to realize the high-temperature proper
of the semiconductor material and stabilize the characte
tics of a Pt/6H–SiC structure by decreasing the leakage
rents by enhancing the homogeneity of the meta
semiconductor interface, and by introducing a buffer la
between the Pt and SiC to prevent the formation of silicid
o
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The average and instantaneous luminances of a thin-film electroluminescent device~TFELD! are
determined as functions of the voltage rise time by solving kinetic equations for the
concentration of excited emission centers in the electroluminescent layer of the device. It is
shown theoretically and experimentally that the dependences of the average and peak luminances,
the external and internal quantum yield, the energy yield, and the luminous efficacy as
functions of the voltage rise time all have a maximum, and the position of that maximum depends
on the frequency of the driving voltage. The calculated and experimental dependences make
it possible to determine the main parameters of the electroluminescence process: the collisional
excitation cross section for the emission centers, the concentration of emission centers, and
the transition probability of the emission centers to an excited state, as well as the radiative and
nonradiative recombination probabilities of these and other centers. ©1999 American
Institute of Physics.@S1063-7842~99!01102-2#
nt
of
te
e
nc
a

n
us
te
e

n
ll

er
o
o

in

n
e

is
e

x-

th
c

the
pe-

-
h,
tion

mi-

ing
m

ge

i-
Our earlier studies1,2 indicate that the luminance~bright-
ness! and luminous efficacy of thin-film electroluminesce
devices~TFELDs! change significantly when the shape
the driving voltage pulse is varied, increasing for higher ra
of rise of the voltage, the other conditions being the sam

In this paper we analyze the changes in the lumina
and luminous efficacy during excitation of TFELDs by
symmetric, sign-changing trapezoidal voltage pulse with
linearly rising front1 to determine the optimum excitatio
conditions in terms of maximum luminance and lumino
efficacy, as well as to determine the physical parame
characterizing the electroluminescence process in th
structures.

The theoretical analysis of the operation of TFELDs u
der these excitation conditions is predicated on the co
sional excitation of emission centers by free charge carri
a typical model for electroluminescent structures based
zinc sulfide phosphors. The kinetics of the concentration
excited emission centers is described by the follow
equation:3

dN* ~ t !

dt
5a@N2N* ~ t !#2

N* ~ t !

t
2bN* ~ t !, ~1!

whereN is the concentration of emission centers;N* (t) is
the concentration of excited emission centers;a(t)
5s j (t)/e is the probability of a transition of an emissio
center from the ground to an excited state per unit tim
wheres is the collision excitation cross section for an em
sion center,j (t) is the conduction current density in th
phosphor film which causes it to radiate, ande is the charge
of the electron;t is the relaxation time constant of the e
cited emission centers; and,b is the nonradiative transition
probability for these centers per unit time.

As before,4 in the analysis we have assumed that
insulators are homogeneous and that there are no diele
1841063-7842/99/44(2)/6/$15.00
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losses. The electroluminescent structure is symmetric and
luminance waveforms are the same in the different half
riods of the driving voltage.

We shall solve Eq.~1! assuming a low level of excita
tion, wheres is independent of the electric field strengt
and include nonradiative processes. Introducing the nota

t* 5S 1

t
1b D 21

~2!

and using the expressionj (t)5Cd0(dV/dt)5Cd0(Vm /tm)
for the active current density, whereCd0 is the specific ca-
pacitance formed by the insulating layers of the electrolu
nescent structure andtm is the time when the driving voltage
reaches an amplitude ofVm ,1,4 we find, by analogy with Ref.
1, the variation in the concentration of excited centers dur
the time when the driving voltage is rising to its maximu
Vm ,

Nr* ~ t !5C expF2S a1
1

t*
D tG1

aN

a11/t*
, ~3!

and during the time of the flat peak and fall of the volta
pulse,

Ndec* ~ t !5C expS 2
t

t*
D , ~4!

where theC’s are constants determined by the initial cond
tions.

Substituting the solutions~3! and ~4!, subject to the ini-
tial conditions, into the equation

L~ t !5hcdlum

N* ~ t !

t*
, ~5!
© 1999 American Institute of Physics
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which relates the emission of the electroluminescent dev
to the concentration of excited emission centers, wherehc is
the luminous output efficiency~quantity of light!, defined by

hc5hextf lhn, ~6!

assuming monochromatic radiation, wherehext is the exter-
nal quantum yield, defined as the ratio of the number
photons emitted from the surface to the total number of p
tons produced in the volume of the luminescent layer, wh
f l is the coefficient of luminosity of the radiation,hn is the
energy of the emitted photons (h is Planck’s constant!, and
dlum is the thickness of the phosphor layer,3 we obtain the
time dependence of the instantaneous luminance as the
ing voltage rises from its thresholdVthr at the timet thr when
the emission from the TFELD begins (Lr(t thr)50) until the
time tm when the voltage reaches its peakVm ,

Lr~ t !5
hcdlumN

t*

a

a11/t*
F12expF2S a1

1

t*
D ~ t2t thr!G G .

~7!

Equation~7!, which is valid for low repetition rates o
the driving voltage pulses, where luminance falls essenti
to zero during a half period, i.e., for (425)t<T/2 ~whereT
is the repetition period of the driving voltage pulses!, can be
used to determine the luminance rise time

t** 5S a1
1

t*
D 21

. ~8!

Similarly, taking the initial conditions to be equality o
the peak luminance during its rise and fall, i.e.,Lr(tm)
5Ldec(tm), we find an expression for the drop in luminan
with time,

Ldec~ t !5
hcdlumN

t*

a

a11/t*
F12expF2S a1

1

t*
D

3~ tm2t thr!G GexpS 2
t2tm

t*
D , ~9!

which can be used to determinet* . In general, for an arbi-
trary voltage pulse repetition rate, attm , given that

a5
a

tm
, ~10!

where a5sCd0Vm /e, we obtain the peak luminance as
function of the voltage rise time,

Lm~ tm!5hcdlumN
a

at* 1tm
F12~12A!

3expF2S a1
tm

t*
D S 12

1

nD G G , ~11!

where
es

f
-

re

iv-

ly

A5F12expF2S a1
1

t*
D ~ tm2t thr!G G

3expS 2
t thr 1T/22tm

t*
D ,

n5Vm /Vthr , A characterizes the nonzero initial condition
which occur during the steady state at high pulse repeti
rates ((425)t.T/2).

Equation~11! implies thatLm(tm) increases as the exc
tation pulse repetition periodT decreases.

At low frequencies, fortm5t* the peak luminanceLm is
given by

Lm~t* !5
hcdlumNa

t*
F12expF2S 12

1

nD G G . ~12!

For tm5at* , Lm is given by

Lm~at* !5
hcdlumN

2t*
F12expF22

sCd0

e
~Vm2Vthr!G G .

~13!

As the voltage rise time approaches zero, i.e., for ex
tation by rectangular voltage pulses,Lm approaches

Lm~ tm→0!5
hcdlumN

t*
F12expF2

sCd0

e
~Vm2Vthr!G G .

~14!

The theoretical analysis of the function~11! is extremely
cumbersome. However, Eq.~11! does imply that fora
!1/t* , which corresponds to the region of largetm , the
peak luminanceLm}a}1/tm , i.e., it falls as the reciprocal o
tm . For a@1/t* we haveLm}a(12t/tm), i.e., it increases
astm . For a'1/t* , Lm is given by Eq.~13! and is indepen-
dent of tm . Thus Lm(tm) has a maximum in the neighbor
hood ofa'1/t* , i.e., for tm'at. A numerical analysis of
Eq. ~11! confirms the existence of a maximum in the fun
tion Lm(tm) ~Fig. 1!, where the maximum shifts towar
shorter voltage rise times as the frequency increases~Fig.
3a!. The physical significance of the fact that the peak lum
nanceLm rises with decreasing voltage rise time for consta
N, s, t, and b lies in a rise in the active current passin
through the electroluminescent layer, i.e., in an increase
the rate of rise of the electron concentration within this lay
which leads to an increased excitation probabilitya per unit
time for the emission centers. For short excitation volta
rise times, such that the conditiona5(a/tm)@1/t* is satis-
fied, the rate of excitation of emission centers exceeds
rate of radiative and nonradiative recombination, andLm in-
creases astm increases. Fora;1/t* , the rates of excitation
and recombination of the emission centers balance e
other. Given the field dependence ofs,5 according to Eq.
~10! one should expect a more rapid rise ina with increasing
tm for short rise timestm . This causes a shift in the peak o
Lm(tm) to largertm .
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Using the ratio of the peak luminancesLm at tm5at*
and tm5t* for the low-frequency region according to Eq
~12! and ~13!, one can determine the cross sections for
elastic excitation of the emission centers,

s5
e

Cd0nVthr

3
~121/n!2@Lm~at* !/Lm~t* !#@12exp@2~121/n!##

2~121/n!2
.

~15!

Taking preliminary values ofa calculated for8 s54
310216cm2 and the ratio Lm(at* )/Lm(t* ) determined
from the experimentalLm(tm) curves, we find a value ofs
which is then used to further refine the estimate ofa, to
further refine the value of the elastic excitation cross sect
etc., until the discrepancy between the resulting values os
is smaller than a given error. Here the systematic error in
technique is less than 1%.

Summing Eqs.~7! and~9! and taking the average of tha
sum over the half period of the excitation voltage, we obt
an average luminance for a linearly rising excitation volta
consistent with Talbott’s law,

Lmid5
2hcdlumaN

Tt* ~a11/t* !
H ~ tm2t thr!2

12A

~a11/t* !

3F12expF2S a1
1

t*
D ~ tm2t thr!G G

1t* F12~12A!expF2S a1
1

t*
D ~ tm2t thr!G

3F12expS 2
t1T/22tm

t*
D G G J . ~16!

An analysis of Eq.~16! for the average luminance of a
electroluminescent device as a function of the voltage
time at low frequencies shows that fortm@at* , the average
luminance falls off monotonically with increasing voltag
rise time.

For tm5at* at low frequencies, the average luminan
is

Lmid~at* !5
hcdlumNa

T H S 12
1

nD1
1

2a

3F12expF22aS 12
1

nD G G J . ~17!

As tn→0, i.e., for excitation by rectangular pulses,
low frequencies the average luminance approaches

Lmid~ tm→0!5CF12expF2aS 12
1

nD G G
3F12expS 2

T

2t*
D G , ~18!

whereC52hcdlumN/T.
n,

is

n
e

e

t

For high frequencies we have

Lmid~ tm→0!5CF12S 12F12expF2aS 12
1

nD G
3expS 2

T

2t*
D expF2aS 12

1

nD G D
3F12expS 2

T

2t*
D G G . ~19!

Equations~16!–~19! provide a most complete descrip
tion of the luminance–voltage characteristics of electrolum
nescent devices for different excitation voltage rise tim
since these formulas relate both the physical and struct
parameters of the devices~the quantitiess, Vthr , andCd0)
and parameters which characterize the excitation regime~the
quantitiestm andVm).

A numerical analysis of Eq.~15! shows that the function
Lmid(tm), like Lm(tm), has a maximum~Fig. 2a and b! which
shifts toward lower values oftm as the frequency of the
excitation voltage is raised~Fig. 3b!.

A numerical simulation of Eqs.~10! and ~15! with the
choice of the parametersa andt* that yields the best agree
ment between the calculated and experimental curves m
it possible, using Eqs.~2!, ~6!, ~7!, and~9!, to determine the
physical parameters that characterize the electrolumin
cence process:a, t* , s ~and, oncet is known,b as well!.
The value oft is determined from the slope of an expe
mental plot of the decay of the luminance with time plott
in coordinates lnLdec5 f (t).

The other parameters characterizing the luminesce
process according to Eqs.~5! and ~6! arehc andN and also
the externalhext and internalh int quantum yields, the energ

FIG. 1. The peak luminance of a TFELD as a function of the rise time of
driving voltage toVm at a frequency of 250 Hz:1 — calculated,2 —
experiment.



es

of

ye

,

th
rs

-

di-
cent
not
ge

con-
the
his

e o

187Tech. Phys. 44 (2), February 1999 N. T. Gurin and O. Yu. Sabitov
efficiencyhw , the luminous efficacyhL , and the number of
emission centersN1 excited by a single electron as it pass
through the electroluminescent layer.5 The externalhext and
internalh int quantum yields are related as follows:

hext5h intK0 , ~20!

where K0 is a coefficient that accounts for the fraction
radiation escaping the electroluminescent device.5

According to Ref. 4,hext is given by

hext5
peLmidT

2 f lhnQ
, ~21!

where Q5Qthr
s (b11)(n21)5Cd(Vm2Vthr); Qthr

s is the
threshold charge density in the electroluminescent la
Qthr

s 5ClumVthr.lum/Slum5Clum0Vthr.lum, whereSlum is the area
of the electroluminescent device,Vthr.lum is the threshold
voltage of the electroluminescent layer, andClum0 is the spe-
cific capacitance formed by the phosphor layer; andb
5Cd0 /Clum05(«d /« lum)/(dd /dlum), where dd , dlum , and
« lum are the dielectric constants of the materials and
thicknesses of the insulating and electroluminescent laye

Using the expression~6! for hc and the previously de
termined value ofs, we findN from Eq. ~17! as

FIG. 2. The average luminance of a TFELD as a function of the rise tim
the driving voltage toVm at frequencies of 1 kHz~a! and 250 Hz~b!: 1 —
calculated,2 — experiment.
r;

e
.

N5
eLmid~at* !T

hcdlumsCd0
. ~22!

N1 is defined by analogy with Ref. 5 as

N15
h int

Pem
5

hext

PemK0
, ~23!

where we findPem, the radiative transition probability, by
determiningb andt using Eq.~2! and proceeding from the
probabilities of radiative (1/t) and nonradiative (b) transi-
tions per unit time to the absolute probabilities,

Pem5
1/t

1/t1b
. ~24!

Our previous calculations and experimental studies in
cate that the charge passing through the electrolumines
layer and causing excitation of emission centers does
depend on the shape or the rise time of the driving volta
pulse.1,4

By analogy with the chargeQ, the active powerPa ex-
pended in exciting the luminescence and caused by the
duction current is also independent of the rise time of
driving voltage when the other conditions are the same. T
is confirmed by determinations ofPa from the charge–
voltage characteristics and it is given by1,4

Pa5Pthr
s ~b11!~n21!Slum , ~25!

f

FIG. 3. The dependence of the position of the maximum of theLm(tm) and
Lmid(tm) luminance curves on the frequency of the driving voltage:Lm(tm)
~a!, Lmid(tm) ~b!; 1 — calculated,2 — experiment.
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wherePthr
s 52FQthr

s Vthr.lum52FQthr
s Ethr.lumdlum is the thresh-

old power density,Ethr.lum is the threshold field in the elec
troluminescent layer, andF51/T is the frequency of the
driving voltage.

Then, the dependences of the energy efficiencyhw and
luminous efficacyhL on the voltage rise timetm , which are
proportional to the ratios of the average luminance of
electroluminescent device to the active powerPa ~Ref. 4!
will given by

hw~ tm!5
p

f lPthr
s ~b11!~n21!

Lmid~ tm!, ~26!

hL~ tm!5
p

Pthr
s ~b11!~n21!

Lmid~ tm!. ~27!

Equations~20!, ~21!, ~26!, and~27! show that the func-
tions hext(tm), h int(tm), hw(tm) and hL(tm) will qualita-
tively repeat the functional dependenceLmid(tm).

For the experimental studies we used samples o
TFELD consisting of MISIM ~metal–insulator–
semiconductor–insulator–metal! structures, where M de
notes a first transparent electrode made of 0.15-mm-thick
SnO2 and a second opaque 0.15-mm-thick Al electrode, I
denotes a 0.2–0.3-mm-thick insulating layer based on a sol
solution of the oxides of zirconium and yttrium
(ZnO2 /Y2O3), and S denotes an electroluminescent la
based on ZnS:Mn with a thicknessdlum50.8– 0.9mm and an
initial manganese content of 0.5 mass %. The transpa
electrode was produced by hydrolysis of tin chloride, t
insulating layers were deposited by electron-beam evap
tion, and the phosphor, by vacuum thermal evaporation
quasi-closed volume. The opaque aluminum electrode
also obtained by vacuum thermal evaporation. The thresh
voltage for the test electroluminescence structure was 80

The samples were excited using a G5-89 signal gen
tor with an auxiliary amplifier. The amplitude of the voltag
pulses was 120 V, the pulse repetition period was varied o
0.2–20 ms, and the pulse rise time, over 1–1000ms. The
average luminance of the emission from the samples
measured by a YaRM-3 luminance–luxmeter with a m
surement error of 8%. The emitted pulses, as well as the p
amplitude of the emission in relative units, were record
with an FÉU-75 photomultiplier whose output was fed in
the first channel of an S1-114 dual-trace oscilloscope~10%
error!. The excitation voltage for the electroluminescent d
vice was fed into the second channel of the oscilloscope.
S1-83 oscilloscope was used to estimate the current
charge flowing through the electroluminescent structure.

The experimental data confirm the theoretically p
dicted existence of a maximum in the peak luminance a
function of the voltage rise time~Fig. 1b!. However, the
location of the maximum in the experimental curve is shift
relative to the calculated peak toward larger values oftm .
The fall in the experimental curve after the maximum
steeper than in the theoretical curve. This shift and
steeper drop can be explained in terms of the above rem
by the neglect of the field dependence ofs in the calcula-
tions.
e
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As opposed to this, the locations of the peaks in
calculated and experimentalLmid(tm) curves are the same a
low and high frequencies. TheLmid(tm) curve at high fre-
quencies, like theLmid(tm) curves, has a steeper fall than th
calculated curve.

The calculated and experimental dependences of the
cation of the maxima in theLm(tm2tm

max) and Lmid(tm)
2tm

max) curves as functions of the frequency of the drivin
voltage indicate thattm

max decreases with rising frequency
and theLmid(tm) curves agree, both qualitatively and qua
titatively.

Thus, the experimental data indicate that the propo
model is valid.

The experimental lnLm(t)5f(t) curve has only one linea
segment witht50.6 ms, which is close to the publishe
values and is evidence of single-step collisional excitation
the emission centers.6,7 The value of the collisional excita
tion cross section determined using Eq.~15! with Cd0

532 nF/cm2, Vn580 V, and n51.5 was s'(2.060.5)
310215cm2, which is close to the published values.5,8 The
value of s determined from the value ofa using Eq.~9!,
which itself is determined by the kinetics of the rise in t
luminance toLm(tm), is (2.5260.3)310215cm2. The agree-
ment among the values ofs determined by the differen
methods is further evidence of the validity of the propos
model. The standard method of determinings from the col-
lision length characteristic of the collisional excitation pr
cess by measuring the luminous efficacy is rather tedious
gives s54310216cm2 according to the data of Max8 and
s510216cm2 according to the data in Vereschchagin.5 This
scatter in the values of the collisional excitation cross sec
according to different sources may be related to the differ
parameters of the sample electroluminescent devices, as
as to the existence of a field dependence fors.

The value of the decay constant for the concentration
emission centers including nonradiative transitions,t*
50.8 ms, determined from the closest possible matching
the theoretical and calculatedLm(tm) and Lmid(tm) curves
can be used to determine the nonradiative transition pr
ability per unit time,b5417 s21, using Eq.~2!. Given that
t50.6 ms, the radiative transition probability per unit tim
is 1667 s21. Then the absolute magnitudes of the probab
ties of radiativePem and nonradiativePem.o transitions, ac-
cording to Eq.~24!, arePem50.8 andPem.o50.2.

After determining thatt** 575ms from the exponentia
dependence ofLr(t) in its rising portion, we find from Eq.
~8! that the probability per unit time of exciting the emissio
centers isa51.23104 s21.

According to Eq.~21! the external quantum yield at
frequency ofF51 kHz at the peak of theLmid(tm) curve for
the test sample, which was unoptimized in terms of structu
and technological parameters, washext51.3% for Lmid

5123 cd/m2 andCd0532 nF/cm2.
In Ref. 5, hext is estimated using a value ofK050.2.

Our calculation ofK0 including Fresnel losses and the loss
associated with the critical angle9 for refractive indices of
2.35 for the zinc sulfide, 1.55 for the glass substrate, and
for the transparent electrode and insulator, yieldsK050.17.
Then Eq. ~20! gives an internal quantum yield ofh int
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57.8% and Eq.~6! gives a light quantity ofhc52.4
310218 lm•s. Then, with Eq.~22!, the concentration of
emitting centers isN51.2831020 cm23. The number of
emitting centers excited by a single electron passing thro
the electroluminescent layer@Eq. ~23!# is N150.1.

Using the values given above forf l , hn, Cd0 , Vm /Vthr ,
andLmid(tm) at a frequency ofF51 kHz, we obtain an en-
ergy yield and a luminous efficacy ofhw54.2731024 and
hL50.22 lm/W.

The calculated and experimental dependences of
peak and average luminances, as well as of the externa
internal quantum yields, energy yield, and luminous effica
on the rise time of the driving voltage to its peak valu
therefore, have maxima which are shifted toward shorter
times for higher pulse repetition rates. This makes it poss
to optimize the excitation conditions for TFELDs for im
proving their electrooptical characteristics.

The computational formulas derived here and the par
eters found from the experimental dependences of the p
and average luminances on the rise time of the driving v
age make it possible to determine the main parameters c
acterizing the excitation of the emission and lasing spe
from TFELDs: the collisional excitation cross section, t
concentration of emission centers, the excitation probabili
h

e
nd
y
,
e

le

-
ak
t-
ar-
ra

s

per unit time of the emission centers, the probabilities
radiative and nonradiative transitions, the number of em
sion centers excited by a single electron passing through
electroluminescent layer, the external and internal quan
yields, the energy yield, and the luminous efficacy.
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Effect of driving voltage pulse shape on the luminance of thin-film electroluminescent
devices
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The dependence of the average luminance on the parameters of the
metal–insulator–semiconductor–insulator–metal structures in thin-film electroluminescent
devices~TFELDs! and on the excitation conditions is found by solving kinetic equations for the
variation in the concentration of excited emission centers in the phosphor layer of TFELDs
for different driving voltage pulse shapes~triangular, trapezoidal, sinusoidal, and rectangular with
an exponential leading edge!. It is shown that for equal amplitudes and pulse repetition rates
of a sign-changing symmetric voltage, the average luminance and luminous efficacy of TFELDs
increase as the rate of rise of the voltage is increased for different driving voltage pulse
shapes in the following sequence: triangular, sinusoidal, trapezoidal, rectangular. The calculations
are confirmed by experiment. ©1999 American Institute of Physics.@S1063-7842~99!01202-7#
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Thin film electroluminescent devices with meta
insulator–semiconductor–insulator–metal layers based
zinc sulfide phosphors~Fig. 1! doped with manganese~yel-
low emission! or terbium fluoride~green! have high elec-
trooptical and operational parameters~luminance, luminous
efficacy, longevity, etc.!, so that they are presently one of th
most promising devices for creating flat displays. At t
same time, the luminance~brightness! of thin-film electrolu-
minescent devices~TFELDs! for red and, especially, blue
light is not yet high enough for full-color flat display panel
Another shortcoming of TFELDs is the need to drive the
with a sign-changing voltage of amplitude 60–300 V. In th
regard, here, for the purpose of determining the feasibility
enhancing the luminance or of lowering the driving volta
of TFELDs, we conduct theoretical and experimental stud
of the dependence of the luminance of TFELDs on the sh
of the driving voltage pulse while other conditions are he
fixed.

The calculation of the kinetics of the variation in th
luminance of TFELDs with excitation conditions is based
the collisional excitation of the emission centers of
phosphor,1–3 a model process typical of a manganese-do
zinc sulfide~ZnS:Mn! TFELD. The process of exciting th
emission centers can be divided into the following stag
tunneling emission of electrons from interfacial states of
cathode surface of the insulator–phosphor interface, their
celeration in a high electric field, multiplication of charg
carriers by collisional ionization, excitation of emission ce
ters by high-energy electrons, radiative transitions to an
excited state, and capture of carriers by interfacial state
the anode surface of the insulator–phosphor interface. H
the kinetics of the variation in the concentration of excit
emission centers in the phosphor film obeys the equatio3

dN* ~ t !

dt
5a@N2N* ~ t !#2

N* ~ t !

t
, ~1!
1901063-7842/99/44(2)/6/$15.00
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whereN is the concentration of emission centers,N* (t) is
the concentration of excited emission centers,a is the prob-
ability per unit time of a transition of an emission cent
from the ground to an excited state, andt is the relaxation
time constant for the excited centers owing to radiative tr
sitions to the ground state.

The quantity a characterizing the interaction of fre
charge carriers with emission centers is usually expresse
terms of the collisional excitation cross sections by

a~ t !5
1

e
s j ~ t !, ~2!

wheree is the charge of the electron andj (t) is the conduc-
tion current density flowing through the phosphor layer.

The luminance of the electroluminescent structure
pends on the rate at which emission centers under a tra
tion from the excited to the ground state,3

FIG. 1. Structure of an electroluminescent device:1 — glass substrate,2 —
transparent electrode based on SnO2, 3 — insulating layer based on SiO2,
4 — insulating layer based on ZrO23Y2O3, 5 — electroluminescent layer
of ZnS:Mn,6 — opaque electrode based on Al.
© 1999 American Institute of Physics
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FIG. 2. Time variations in the volt-
age, current, and luminance o
TFELDs for different shapes of the
driving voltage pulse: triangular~a!,
trapezoidal ~b!, sinusoidal ~c!, and
rectangular~d!.
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B~ t !5hede

N* ~ t !

t
, ~3!

where de is the thickness of the phosphor layer andhe is
luminous output efficiency, which is proportional to th
number of photons emitted from the surface to the total nu
ber of photons produced in the volume of the luminesc
layer.

Equation~3! was solved for driving voltage pulses wit
triangular, trapezoidal, sinusoidal, and rectangular sha
The rectangular pulse shape was assumed to have an e
nential leading edge with a rise timet i much shorter than the
luminance rise time of the TFELD, in accordance with t
actual conditions for forming these pulses. In the calculati
-
t

s.
po-

s

it was assumed, by analogy with Ref. 4, that: the electro
minescent device is driven by a periodically sign-chang
symmetric voltage; the insulating layers of the structure
identical, homogeneous, and have no dielectric losses;
luminance waveform determined by Eq.~3! is the same in
the different half periods of the driving voltage; and,he and
t are independent of the shape and amplitude of the driv
voltage. In this case, the shapes of the current pulses pas
through the electroluminescent layer and the shapes of
luminance waveforms from the electroluminescent dev
shown in Fig. 2 are close to the shape of the current pu
and luminance waveforms observed in real TFELDs by o
selves and others.5,6 Over a timet,t t during which the driv-
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ing voltage reaches the threshold voltageVb of the electrolu-
minescent structure, which corresponds to the onse
emission from the electroluminescent device, there is no c
duction current through the electroluminescent layer, a
only a capacitive current flows through the electrolumin
cent device.4 WhenV>Vt , the voltage drop across the ele
troluminescent layer is determined by charge carrier gen
tion owing to collisional ionization and remains rough
constant and equal to the peak value of the threshold vol
Vte of the electroluminescent layer itself.7 Until the external
voltage reaches its peakVm at t5tm , a conduction current

j ~ t !5Cd0

dV~ t !

dt
~4!

flows through the electroluminescent layer, whereCd0 is the
specific capacitance of the insulating layers of the electro
minescent device andV(t) is the time variation of the driv-
ing voltage.

Let us now consider the solution of Eq.~1! for various
shape of the driving voltage. For triangular and trapezoi
voltage pulse shapes, in the rising portion of the volta
(CV(t)5bt, whereb5Vm/tm) the conduction current den
sity is given by

j ~ t !5Cd0

Vm

tm
. ~5!

Then, with Eq.~5!, the value ofa for a linearly rising
voltage is

a5
s

e
Cd0

Vm

tm
5

a

tm
, ~6!

wherea5sCd0Vm /e.
When Eq.~6! is taken into account, Eq.~1! becomes

dN* ~ t !

dt
5

a

tm
@N2N* ~ t !#2

N* ~ t !

t
. ~7!

The solution of this equation is the sum of the gene
solution of the homogeneous equation and the particular
lution of the inhomogeneous equation. The general solu
of the homogeneous equation has the form

N* ~ t !5D expF2S a1
1

t D t G , ~8!

wherea is given by Eq.~6!, andD is a constant of integra
tion.

The particular solution of the inhomogeneous equatio

N* ~ t !5
aN

a11/t
. ~9!

Summing Eqs.~8! and ~9!, we obtain the general solu
tion of Eq. ~7!,

Ni* ~ t !5D expF2S a1
1

t D t G1
aN

a11/t
, ~10!

whereD is determined by the initial conditions.
For t.tm , when the amplitude of the driving voltag

becomes less thanVm ~for a triangular voltage pulse! or does
not vary~for a trapezoidal voltage pulse!, the voltage across
of
n-
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-

a-

ge

-

l
e

l
o-
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the electroluminescent layer falls belowVte on account of
the charge on the capacitances of the insulating layers;
carrier generation by collisional ionization ceases, the c
duction current through the electroluminescent layer
proaches zero, and a drop in the luminous intensity of
TFELD begins which continues until the next time the a
plied voltage reachesuVtu. Here j (t)50, and Eq.~1! takes
the form

dN* ~ t !

dt
1

N* ~ t !

t
50. ~11!

The solution of this equation is

Nd* ~ t !5D expS 2
t

t D , ~12!

where D is a constant determined from the conditio
Ni* (tm)5Nd* (tm).

Solving Eqs.~7! and ~11! for a steady-state excitatio
regime where the concentrationNd* (t) does not reach zero
during the drop~i.e., the high-frequency regime, for whic
the criterion ist.T/2 @Eqs. ~4! and ~5!#, where T is the
period of the driving voltage! and substituting the results i
Eq. ~3!, we obtain a formula that describes the kinetics of t
variation in the luminance of a TFELD,B(t), when it is
driven by a linearly rising voltage. In accordance wi
Talbott’s law, the observed average luminance is

Bmid5
2

T E
t t

t t1T/2

B~ t !dt. ~13!

Then the average luminance of a TFELD driven by
triangular voltage pulse will be given by

Bmid5
2hedeaN

Tt~a11/t!H ~ tm2t t!2
12A

a11/t

3F12expF2S a1
1

t D ~ tm2t t!G G
1tF12~12A!S expF2S a1

1

t D ~ tm2t t!G
3F12expS 2

t t1T/22tm

t D G G J , ~14!

where

A5F12expF2S a1
1

t D ~ tm2t t!G GexpS 2
t t1T/22tm

t D .

For a trapezoidal driver voltage pulse, the solution of E
~1! is described by Eqs.~10! and ~12!, analogously to the
case of a triangular voltage pulse. For a trapezoidal volt
pulse, however, at the timetm the total current through the
electroluminescent structure goes to zero~Fig. 1!.

For a sinusoidal driving voltage of the form
V5Vm sinvt, where v52p/T is the angular frequency
with Eqs.~2! and ~4! we find a to be given by

a5
s

e
Cd0Vmv cosvt5av cosvt. ~15!
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Then, with Eq.~15! the general solution of the homoge
neous equation~1! is

N* ~ t !5D expF2S a sinvt1
t

t D G . ~16!

The initial Eq. ~1! is not solved analytically, but for
a!1/t one can obtain an approximate general solution.
h

-

c

u

er
ge
c

The drop in the concentrationN* (t) for a50 is de-
scribed by Eq.~12!. Then, taking the initial conditions into
account and averaging the resulting solution of Eq.~1! in
accordance with Eq.~13! over the time interval@ t t ;t t

1T/2#, we find an expression for the average luminance
an electroluminescent device driven by a sinusoi
voltage,
Bmid5
2hedeaN

Tt

vt

11v2t2H t cosvt t expS 2
2t t

t D13
exp~22t t /t!~vt sinvt t22 cosvt t!2vt exp~2T/2t!

v2t@11~2/vt!2#

1F F11v2t2

vt
A expFa sinvt t1

t t

t G G1t expS 2
t t

t D ~vt sinvt t2cosvt t!G S expS 2
T

4t D2expS 2
t t

t D D
1t expF2S a1

T

4t D GFvt expS 2
T

4t D2expS 2
t t

t D ~vt sinvt t2cosvt t!1
11v2t2

vt
A expFa sinvt t1

t t

t G G
3F12expS 2

t t1T/22tm

t D G J , ~17!
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lt-
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mi-
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where

A5
vt

11v2t2
expF2S a1

T

4t D G•Fvt expS 2
T

4t D
2expS t t

t D ~vt sint t2cosvt t!G
3expS 2

t t1T/22tm

t D .

For a real driving voltage of rectangular form wit
an exponential leading edge that varies asV(t)5Vm

3@12exp(2t/ti)#, wheret i is the rise time of the leading
edge of the pulse,t@t t , with the aid of Eqs.~2! and~4!, we
find a to be

a5
s

e
Cd0

Vm

t i
expS 2

t

t i
D5

a

t i
expS 2

t

t i
D . ~18!

Then, with Eq.~18!, the general solution of the homoge
neous equation~1! will be

N* ~ t !5D expF2S t

t
2a expS 2

t

t i
D D G . ~19!

Equation~1! is not solved analytically, but in the specifi
case oft@t i anda!1/t, on neglectinga we can obtain an
approximate general solution of the inhomogeneous eq
tion.

The drop in concentrationN* (t) is also determined by
Eq. ~12!. Then, on averaging the results over the time int
val @ t t ;t t1T/2#, we obtain an expression for the avera
luminance of an electroluminescent device driven by a re
angular voltage pulse,
a-

-

t-

Bmid5
2hedeaN

Tt H FA expF t t

t
2a expS 2

t t

t i
D G

1expS 2
t t

t i
D GtS expS 2

t t

t D2expS 2
tm

t D D
2t i S expS 2

t t

t i
D2expS 2

tm

t i
D D

1tFA expF t t

t
2a expS 2

t t

t i
D G1expS 2

t t

t i
D

2expS 2
tm

t i
D GexpF2

tm

t
2a expS 2

tm

t i
D G J

3F12expS 2
t t1T/22tm

t D G , ~20!

where

A5FexpS 2
t t

t i
D2expS 2

tm

t i
D G

3expF2S tm

t
2aexpS 2

tm

t i
D D G

3F12expS 2
t t1T/22tm

t D G .
Based on Eqs.~14!, ~17!, and ~20! we have calculated

the average luminance of TFELDs for different shapes of
sign-changing symmetric driving voltage compared to
average luminance of a TFELD driven by a triangular vo
age pulse for the same peak voltages and repetition rate
the pulses. For determining the calculated average lu
nance, the specific capacitance of the insulating layers of
TFELD was taken to beCd0'1028 F/cm2 and the values of
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s and t were taken from data8 for ZnS:Mn, at s'4
310216cm2 andt'2 ms. As Table I shows, the calculate
values of the average luminance of the electroluminesc
device increase with the rate of rise of the voltage, in acc
dance with Eq.~4!.

In order to verify the analytic results, we have studi
thin-film electroluminescent metal–insulator
semiconductor–insulator–metal structures based on ZnS
~Fig. 1!. Glass slabs with a continuous 0.2-mm-thick trans-
parent SnO2 electrode deposited on them were used as s
strates. Two insulating layers were deposited over the tra
parent electrode: silicon dioxide (SiO2) to a thickness of 0.2
mm and a solid solution of the oxides of zirconium a
yttrium (ZrO23Y2O3 ~13 mass %!… to a thickness of 0.05
mm. The thickness of the electroluminescent layer was
mm. Layers of SiO2 with a thickness of 0.2mm and ZrO2

3Y2O3 ~13 mass %! with a thickness of 0.05mm were also
used as a second insulator for the structure. The sec
opaque electrode was a 0.25-mm-thick aluminum film.

The samples were excited using a special version o
G6-37 signal generator with an additional amplifier. The
minance of the electroluminescent structures was meas
using a YaRM-3 luminance–luxmeter with a measurem
error of 8%. The voltage acruss the electroluminescent
vice was measured with a V7-40/3 digital voltmeter. T
amplitude of the voltage pulses was 300 V and their rep
tion rate was 500 Hz. For the trapezoidal voltage pulse
rise and fall times were 80ms. The rise time of the voltage in
the rectangular pulse wast i51 ms.

The experimental results~see Table I! confirm the effect
of the shape of the driving voltage on the average lumina
of the TFELDs, while the rise in the average luminance
the rate of voltage rise is increased was greater than in
calculations. This quantitative discrepancy between the
oretical and experimental results can be explained by
approximate solutions of Eq.~1! for sinusoidal and rectangu
lar voltages, differences between the initial parameters in
calculations (Cd0, s, t) from the actual values, and exper
mental error, as well as the failure to include the dep
dences ofhe , s, andt on the shape of the driving voltag
pulse.

The rise in the luminance of the emission can then
attributed to a different charge flowing through the electro
minescent layer during the time when carriers are gener
in it, which leads to different values of the active pow
expended in generating the radiation.

However, the charge flowing through the electrolum
nescent layer during the time when carriers are gener
there is4

TABLE I. Calculated and experimental values of the average luminance
different driving voltage pulse shapes.

Voltage waveform Calculated Experiment

Triangular 1 1
Sinusoidal 1.22 1.26
Trapezoidal 1.70 2.02
Rectangular 2.06 2.33
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Q5E
t t

tm
Cd

dV~ t !

dt
dt5mCeV1~m21!

5Qt~m11!~n21!, ~21!

whereQt is the threshold charge in the electroluminesc
layer corresponding to the onset of emission and is indep
dent of the driving voltage pulse shape,a5Cd /Ce

5(«d /«e) /(dd /de), «d and«e are the dielectric constants o
the materials in the insulating and electroluminescent lay
andn5Vm /Vt .

According to Eq.~4!, the active power released in th
electroluminescent device and caused by the flow of the
tive current through the electroluminescent layer is nonz
for t t<t,tm , i.e., when the voltage on the electrolumine
cent deviceV>Vt . Then the instantaneous active power
determined in the form

Pa~ t !5Vte•I a~ t !, ~22!

and, taking the sameness of the half waves into account
active powerPa is given by

Pa5
2

T E
0

T/2

Pa~ t !dt. ~23!

Given Eqs.~22! and ~4!, we have

Pa~ t !5CdVte

dV~ t !

dt
. ~24!

With Eqs.~21! and~24!, the expression forPa takes the
form

Pa5
2

T E
t t

tm
CdVte

dV~ t !

dt
dt

5
2

T
CdVte E

Vt

Vm
dV5

2

T
VteQ. ~25!

Equation~25! implies that the active power produced
the electroluminescent device is independent of the shap
the driving voltage pulse and, by analogy with Ref. 4,
given by

Pa5Pt
s~m11!~n21!Se , ~26!

where Pt
s52FQt

sVte52FQt
sEtede is the threshold power

density, Vte and Ete are the threshold voltage and fie
strength in the electroluminescent layer,Qt

s is the threshold
charge density in the electroluminescent layer,Qt

s

5CeVte /Se , and Se is the area of the electroluminesce
device.

Our experimental studies of the charge–voltage cha
teristics of the TFELDs using an S1-83 oscilloscope follo
ing a method described by Herman9 for the different driving
voltage pulse shapes indicate that the areas of the hyste
loops in these characteristics when radiation is generate
the TFELDs are proportional to the active powerPa and are,
to within the measurement error, the same for equal am
tude and frequency of the driving voltages. This confirm
that the active power dissipated in the electroluminesc
devices is independent of the shape of the driving volta
pulse.
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For a TFELD that radiates uniformly in all directions
its surface, the luminous efficacy, defined as the ratio of
emitted luminous flux to the active power, is then, by an
ogy with Ref. 4, given by

hB5
pBmid

Pt
s~m11!~n21!

~27!

and increases similarly to the rise in luminance when the
of rise of the voltage is increased~when the shape of the
driving voltage pulse is changed!.

The mechanism for the rise in luminance when the sh
of the driving voltage pulse is changed is that, when the r
of rise of the voltage is increased, then according to Eqs.~2!
and ~4! the amplitude of the conduction current pulseI a(t)
increases~Fig. 2! and the probability per unit time of a
emitting center’s undergoing a transition from the ground
an excited state becomes greater, which, in turn, lead
higher concentrations of the excited centers and, theref
higher instantaneous luminancees at timet5tm . For equal
relaxation timest of the excited centers, this leads to a ri
in the observed average luminance of TFELDs.
e
-

te

e
te

o
to
e,

These theoretical and experimental studies have sho
therefore, that as the shape of the driving voltage puls
changed with an increase in its rate of rise there is a subs
tial rise in the average luminance and luminous efficacy
TFELDs. These data can be used both to increase the lu
nance of electroluminescent devices of this type and to
duce the amplitude of the driving voltage pulse for a giv
luminance.
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Propagation of magnetostatic backward surface waves in ferrite–insulator–metal
structures magnetized by linearly nonuniform magnetic fields

V. I. Zubkov and V. I. Shcheglov
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A theoretical study is made of the trajectories and of the changes in magnitude and direction of
the wave vectors of magnetostatic backward surface waves with different frequencies
propagating in ferrite–insulator–metal structures with different insulating layer thicknesses and
magnetized by a linearly nonuniform static field. It is shown that both forward and
backward magnetostatic surface waves~MSSWs! propagate in a waveguide channel, on one side
of which MSSWs undergo mirror reflection and on the other side of which their propagation
direction is rotated, independently of the thickness of the insulator in the structure. It is shown that
when MSSWs propagate in a nonuniform field, the forward wave is converted into a
backward wave and, under certain conditions, the backward wave is converted into a forward
wave. Some features of the propagation characteristics of magnetostatic backward surface
waves are determined. ©1999 American Institute of Physics.@S1063-7842~99!01302-1#
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The possibility of using different types of magnetosta
waves for creating solid state analog signal process
systems1 adds to the urgency of studying the dispersion
the forward and backward magnetostatic surface wa
~MSSWs! which exist in ferrite–insulator–metal~FIM!
structures. The dispersion of magnetostatic waves dep
greatly on the thickness of the insulating layer1–6 and can be
controlled, in particular, by creating a nonuniform magne
field Hg ~referred to below simply as the fieldHg) along the
propagation path of the MSSWs.7–12 Studies13 have been
made of the propagation of magnetostatic forward surf
waves~MSFSWs! in FIM structures magnetized by a on
dimensional, linearly nonuniform, static fieldHg . Here we
present results from a study of the trajectories and of
changes in magnitude and direction of the wave vectork of
magnetostatic backward surface waves~MSBSWs! propagat-
ing in this type of structure.

Let us consider an FIM structure that is infinite in theyz
plane and consists of a ferrite film of thicknessd, magnetized
to saturation, an ideally conducting metal layer, and an in
lating layer of thicknesss between them. Let thex50 plane
be the surface of the ferrite film, which is located in a we
nonuniform fieldHg5H01Hn , whereH0 is a uniform field
~referred to below as the fieldH0) andHn is a nonuniform
supplement to it which is much lower thanH0 and varies
slowly along the length of a MSSW. Then the fieldH0 can
be regarded as one-dimensional8–14 and, for concreteness, a
directed along thez axis, and, in the case of a linear nonun
formity, can be written in the form13

Hg5Hz~z!5H014pM0za2154pM0~VH1za21!,
~1!

whereVH5H0(4pM0)21, and 4pM0 is the saturation mag
netization of the ferrite film.
1961063-7842/99/44(2)/7/$15.00
g
f
s

ds
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e
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The contours of the fieldHg in the plane of the ferrite
film form a family of straight lines parallel to they axis.

Let a magnetostatic surface wave with frequencyv i

52p f i propagate in the FIM structure with its wave vectork
and group velocityvg directed at anglesw and c to the y
axis. SinceHn!H0, the dispersion relation for MSSWs i
the FIM structure has the same form as for MSSWs in
field H0,2,5 and it can be written as the sum of two terms,
which the first is the dispersion relation for MSSWs in t
ferrite layer and the second is an increment to it owing to
presence of the insulator and metal layers,13

@b22ma coth~akd!#1~b1222pn cosw!exp~22ks!50,
~2!

where a5@m21 sin2 w1cos2w#1/2, b5(n22m21m)cos2w
2m21, m511Vg(Vg

22V i
2)21, n5V i(Vg

22V i
2)21, V i

5v i(4puguM0)21, Vg5Hg(4pM0)21, g is the electron
gyromagnetic ratio,p51 for propagation of MSSWs in the
planex50, p521 for propagation of MSSWs in the plan
x52d, and the nonuniformity of the fieldHg in Eq. ~2! has
been taken into account by substituting the required va
from Eq. ~1! into the componentsm and n of the magnetic
permeability tensor.

Since forp521, MSBSWs do not exist,4 we shall con-
sider the casep51, where both forward~with a positive
projection of the group velocityvg on the direction of the
phase velocityvph) and backward~with a negative projection
of the group velocityvg on the direction of the phase velocit
vph) magnetostatic surface waves exist. Equation~2! was ob-
tained in the magnetostatic approximation, so the dielec
permittivity does not appear in it, and this layer is identic
to a vacuum gap. Fors→`, Eq. ~2! becomes the dispersio
relation for MSSWs in a ferrite film and fors50, the dis-
persion relation for MSSWs in ferrite–metal structures.
© 1999 American Institute of Physics
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the following we assign the indexs to those functions which
depend ons, replacing it by` for ferrite films and by 0 for
ferrite–metal structures.

The problem of the propagation of MSSWs in ferri
films and FIM structures magnetized by a fieldHg of arbi-
trary form is solved by a Hamilton method11,12 and reduces
to solving a system of three differential equations:

dk

dy
52kS ]k

]y
cosw1

]k

]z
sinw D S k cosw1

]k

]w
sinw D 21

,

dw

dy
5S ]k

]y
sinw2

]k

]z
cosw D S k cosw1

]k

]w
sinw D 21

,

dz

dy
5S k sinw2

]k

]z
cosw D S k cosw1

]k

]w
sinw D 21

, ~3!

where the partial derivatives]k/]y, ]k/]z, and ]k/]w are
calculated from Eq.~2!.

The initial conditions for solving Eq.~3! are given at the
point y5z50 and for a MSSW with frequencyV i have the
form

V5V i , w5w0 , Hg5H0 , k5k0,i , ~4!

wherek0,i is found from Eq.~2! when the first three condi
tions of Eq.~4! are satisfied.

The knowledge of the MSSW trajectoriesz(y) and of
the dependences of the wave numberk(y) and the angle
w(y) on the coordinatey obtained from Eq.~3! can be used
to obtain a complete picture of the propagation of MSSW
However, this solution, which is valid for both forward an
backward MSSWs, does not distinguish the type of wa
Therefore, in studying the propagation of MSSWs we sh
also examine the change in the propagation direction of
o

a

.

.
ll
e

energy of a MSSW~in the direction of the group velocity
vg), i.e., the functionc(y), which is determined from the
trajectoriesz(y) of the MSSWs using the fact that the ta
gents toz(y) at each point of the ferrite film coincide with
the direction of group velocityvg . A simultaneous analysis
of the w(y) andc(y) curves allows us to judge the type o
MSSW.

When broadband converters are used, it is primarily
MSFSWs with the smallest value ofky,i which are excited.13

Exciting both forward and backward waves requires sepa
narrowband converters, each of which excites MSSWs w
their own value ofky,i (ky f ,i for forward andkyb,i for back-
ward waves!.

When MSSWs with a given frequencyV i propagate in
the fieldHg , the projection of the wave vectork on a level
line of the fieldHg remains constant„ky,i5Cf (b),i(s)… and
this causes the anglew to vary over the range2wc,s!w
,wc,s and the wave vectork to increase as the absolu
value ofw increases.8–13

Let us recall the properties of a MSSW in the fieldHg

which follow from Eq. ~2! and the condition ky,i

5Cf (b),i(s).13 The lower bound frequencyV l is independent
of w, the gaps, andky,i and is given by

V l5AVg~Vg11!. ~5!

The upper frequency boundaryVu,s(ky ,w) depends on
the anglew, the gaps, and ky,i and has a maximum a
w50 andky,i5Cf (b),i(s); its smallest valueVu,`(ky,0) for a
gaps→` and its largest valueVu,0(ky,0) for s50 are equal
to13

Vu,`~ky,0!5A~Vg10.5!220.25 exp~22ku,id!, ~6!
Vu,0~ky,0!5$11A~314Vg!214¸21~11Vg!@~114Vg!1¸21Vg#%~2¸11!21, ~7!
M

lyze
where¸215cothky,id21 and¸115cothky,id11.
For ky,i→`, Eqs. ~6! and ~7! transform to the known

equations

Vu,`~`,0!5Vg10.5, ~6a!

Vu,0~`,0!5Vg11. ~7a!

Magnetostatic surface waves exist within the range
angles w56wc,s , where wc,s are the ‘‘cutoff’’ angles
bounded by the limitswc,`<wc,s<wc,0 , with

wc,`5arccos$@V i1AV i
22Vg~Vg11!#~Vg11!21%,

~8!

wc,05arccosA@V i
22Vg~Vg11!#~Vg11!21. ~9!

The positions of the upperzu and lowerzl ,s(ky) bounds
of the MSSW trajectoriesz(y) in the yz plane are deter-
mined from the following considerations. A MSSW with
given frequencyV i and anglew0 in the fieldHg can propa-
gate only as the fieldH f varies from Hgl,s(ky) to Hgu ;
f

Hgl,s(ky) andHgu are found from the dispersion relation~2!
for V i5const. Substituting them in Eq.~1!, one calculates
the boundszu and zl ,s(ky), which lie within the limits
zl ,`(ky)<zl ,s(ky)<zl ,0(ky), wherezu , zl ,`(ky), andzl ,0(ky)
are given by13

zu50.5a~A4V i
2112122Vd!, ~10!

zl ,`~ky!50.5a~A4V i
21exp~22ky,i d!2122Vg!,

~11!

zl ,0~ky!50.5a$@211A~2¸11V i21!21¸11¸21#

3~¸11!212122Vg%. ~12!

The lower boundszl ,s(ky) for MSFSWs and MSBSWs
are different, sinceky f ,i for a forward wave differs fromkyb,i

for a backward wave.
Since solving the MSSW propagation problem in FI

structures by the Hamilton method11,12 does not distinguish
between MSFSWs and MSBSWs, it is necessary to ana
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the dispersion relation for MSSWs in FIM structures~2! di-
rectly. The dispersion relation~2! describes a dispersion su
face Vs(k,w) or Vs(ky ,kz), where ky5k cosw and kz

5ksinw.2,6 The shape of theVs(ky ,kz) surface is deformed
as the gaps changes. MSBSWs can exist if the convexiti
of the Vs(ky ,kz) surface are intersected by the pla
w5w0, where the anglew0 is specified by the propagatio
direction of the MSSWs~excited by a MSSW antenna!. The
complicated shape of the surfaceVs(ky ,kz) makes it neces-
sary to analyze it using different cross sections.6,10,14A com-
plete picture of it can be obtained using the cross section
the kz50 plane@the dispersion curveVs(ky,0)] and in a set
of planesV i5const@the curveskz(ky)] in the plane of the
MSSW wave numbers!. MSBSWs exist, in principle, if the
Vs(ky,0) has a maximum and the curveskz and ky have at
least one tangent passing through the pointky5kz50. The
conditions for excitation in theky ,kz plane are described b
the intersection of a line starting from the coordinate orig
at a given anglew0, with the curvekz(ky) corresponding to
the fieldHg at the point of excitation. An intersection of th
sort can occur at two or three points. The perpendicular
theky axis from the intersection points determine the proj
tions of the wave vectorky f(b),i for the forward and back-
ward waves, while the perpendiculars to the tangents to
kz(ky) curves at these points determine the direction
which the energy of the MSSW is transported~the angles
c0 f (b)). From the relationship of the anglesw0 andc0 it can
be stated that the first and third points of intersection, cou
ing outward from the coordinate origin, correspond to fo
ward waves, while the second corresponds to a backw
wave.

We now examine the dispersion surfaceVs(ky ,kz) in
FIM structures in a fieldHg . For possible comparison with
experiment, we choose specifically the generalized varia
V i , VH , w, kd, andks in Eq. ~2! and provide a calculation
of the dispersion surfaces and propagation characteristic
MSSWs in FIM structures with ferrite films of yttrium iron
garnet having a saturation magnetization 4pM051750 G
and thicknessd515mm in a field Hg with VH50.25 and
a532. Recall that in a fieldH0 the dispersion surface
Vs(ky ,kz) are different for MSSWs in FIM structures wit
small (s<sb(VH)) and large (s.sb(VH)) gaps.6 In a field
Hg , the form of the dispersion curvesVs(ky,0) is qualita-
tively the same as in a fieldH0. In FIM structures with a
small gaps, the dispersion curveVs(ky,0) begins at the
frequencyV l , has a maximum atVu,s(ky,0), and ask→`
approachesVu,`(`,0). In FIM structures with a large gaps,
the dispersion curveVs(ky,0) begins at the frequencyV l ,
has a maximum atVu,s(ky,0), a minimum atVmin,s(ky,0),
and ask→` approaches the frequencyVu,`(`,0).6

Figure 1 shows plots ofkz(ky) for MSSWs with a fre-
quency of 3600 MHz in an FIM structure with a small ga
s5d/3 ~Fig. 1a! and with a frequency of 3650 MHz in a
FIM structure with a large gaps5(5/3)d ~Fig. 1b! in differ-
ent fields Hg . ~In a field VH50.25, the gapsb(VH)
'(4/3)d.! The choice of the fieldsHg is related to the char
acteristic points of the MSSW trajectoriesz(y) ~the upperzu

and lowerzl ,s(ky) bounds according to Eqs.~10!–~12! and
others explained in Figs. 2 and 5!. The curvekz(ky) for a
in

to
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e
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of
MSSW excited in a fieldVH50.25 is indicated for clarity by
a dot-and-dash curve.

It is clear that thekz(ky) curves for MSSWs in FIM
structures with a small gaps are either similar to ellipses o
a noncanonical form@curves1–3, as has been found to occu
in a fieldH0 for MSSWs with frequenciesV i.Vu,`(`,0)]6

or are unclosed circles lying between two curves similar
hyperbolas and corresponding to gapss50 and s→`
@curves4–6, as has been found to occur in a fieldH0 for
MSSWs with frequenciesV i,Vu,`(`,0)].6 This means that
the dispersion surfaceVs(ky ,kz) in a field Hg is spread out
compared to that in a fieldH0. The change in the form of the
kz(ky) curves as the fieldHg is reduced is qualitatively the
same as in a fieldH0 as the frequency of the MSSW i
raised. The form of thekz(ky) curve and the frequency rang
and range of anglesw in which MSSWs exist are no longe
connected by the relation that is characteristic for the fi
H0.6 It follows from the form of theVs(ky,0) andkz(ky)
curves that in these FIM structures there is one forward
one backward MSSW; here MSSWs with the same f
quencyV i exist in low fieldsHg within the range of angles
2wc,0,w,wc,0 and in high fieldsHg within the range of
angles2wc,0,w,2wc,` andwc,`,w,wc,0 .

FIG. 1. kz(ky) curves for MSSWs in FIM structures:~a! f i53600 MHz,
s5d/3, solid curves forHg ~Oe!: 278.4~1!, 395~2!, 410~3!, 437.5~4!, 611
~5!, and 680~6!; ~b! f i53650 MHz, s55d/3, solid curves forHg ~Oe!:
433.8~1!, 437.5~2!, 445 ~3!, 492.2~4!, 546.9~5!, 601.6~6!, 656.2~7!, and
694 ~8!. The inset to Fig. 1a shows a square with sides~0–600!kz and
~0–600!ky .
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FIG. 2. Trajectoriesz(y) ~1 8–3 8! ~a! and
plots of c(y) ~b!, k(y) ~c!, andw(y) ~d!
for MSSWs with frequencyf i53600 MHz
in FIM structures:s5d/3 ~solid curve1!,
2d/3 ~dashed curve2!, and d ~dot-and-
dash curve3!.
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The kz(ky) curves for MSSWs in FIM structures with
large gaps are either a combination of a figure similar to
noncanonical ellipse and a curve similar to a hyperbola
corresponding to a gaps→` ~curves1 and2, as happened in
a field H0 for a MSSW with a frequencyV i'Vu,`(`,0))6

or unclosed curves lying between two curves similar to
hyperbolas corresponding to gapss50 and s→`, with a
convexity and a concavity which, as the gaps decreases
shift along a curve similar to a hyperbola corresponding t
gap s→` toward smaller values ofky ~curves3–8, as has
been found to occur in a fieldH0 for MSSWs with frequen-
ciesV i,Vu,`(`,0)).6 The form of theVs(ky,0) andkz(ky)
curves implies that in these FIM structures there are
forward and one backward wave; here MSSWs with one
the same frequencyV i exist for low fieldsHg within the
range of angles2wc,`,w,wc,` and for high fieldsHg

within the ranges of angles2wc,`2dws,w,2wc,` and
wc,`,w,wc,`1dws , wheredws.0 anddws→0.

The kz(ky) curves can be used to study the propagat
of MSSWs. The excitation of MSSWs begins at the points
intersection of a straight line extending from the coordin
origin at a specified anglew0 ~dashed curves in Fig. 1!, with
the kz(ky) curve corresponding to a fieldHg at the point
where the MSSW is excited. The linesky,i5ky f ,i and ky,i

5kyb,i are drawn from the points of intersection, and the e
of the wave vectork moves along these as the MSSW prop
gates in the fieldHg . Here the end of the wave vectork lies
d

e

a

o
d

n
f
e

d
-

on thekz(ky) curves for different fieldsHg , thereby deter-
mining the points of the trajectory@according to Eq.~1!#, the
full magnitude of the wave vectork, and the anglesw and
c f (b) at each point of the MSSW trajectory.10,14

In Fig. 1a one can see two previously unknown effec
The first is that the MSFSW in FIM structures with a sm
gaps is transformed into a backward wave in some fieldHg .
This follows from the change in thekz(ky) curves @from
curves1–4 (Hg,Hg f b) to curves5 and6 (Hg.Hg f b)#, in-
tersected by the dotted line1 (ky5ky f) passing through the
point of intersection of the dashed line1 which goes from the
coordinate origin at an anglew0530° with the dot-and-dash
curvekz(ky) ~Fig. 1a and the inset in it!. This effect occurs
for MSSWs with arbitrary frequencies. In the second effe
a MSBSW directed at an angleuw0u5uwc,su2udwsu, where
dws'0, in FIM structures with a small gaps undergoes a
transformation into a MSFSW in some fieldHgb f . This fol-
lows from a change in the curveskz(ky) @from curves2–6
(Hg.Hgb f) to curve 1 (Hg,Hgb f)#, in which are inter-
sected by the dotted line3 (ky5kyb) passing through the
point of intersection of the dashed line2 going from the
coordinate origin at an anglew0550° with the dot-and-dash
curve kz(ky) ~Fig. 1a and the inset in it!. This effect also
occurs for MSSWs with arbitrary frequencies. Foruw0u
,uwc,su a MSBSW always remains a backward wave~see
the variation in thekz(ky) curves intersected by the dotte
line 2, ky5kyb). It follows from Fig. 1b that these effect
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also occur for MSSWs in FIM structures with a large gaps.
The first effect is more marked for smaller anglesuw0u. ~In
Fig. 1b, w050 and the dashed lines coincide with theky

axis.! Evidently, the first MSFSW transforms into a MSBSW
at lower fieldsHg than does the second MSFSW~cf. the
intersection of the dotted lines1 and 3 with the kz(ky)
curves!. The second effect shows up only when thekz(ky)
curve for the fieldHg in which a MSSW is excited is con
tinuous, and it does not occur in the example shown
Fig. 1b.

Magnetostatic surface waves in FIM structures mag
tized by a linearly nonuniform fieldHg are known12,13,15to
propagate in a waveguide channel of the first kind, which
characterized by the fact that MSSWs reach both bounda
zl ,s(ky) and zu . At the zl ,s(ky) boundary, the propagatio
direction of the MSSW rotates and at thezu boundary, the
MSSW undergoes mirror reflection. This is valid for bo
forward and backward MSSWs. The behavior of a MSSW
the boundaries determines the shape of the trajectoryz(y)
and the functionsc(y), k(y), andw(y). The arguments of
Refs. 12–15 imply that when a MSSW propagates in a wa
guide channel of the first kind the trajectoriesz(y) and the
functionsc(y), k(y), andw(y) are periodic functions with
the same periodLy , which is different for the forward (Ly f)
and backward waves (Lyb). The form of the singular points
at the edges of the periodLy is determined by the mirro
reflection law at thezu boundary: these are kinks in th
MSSW trajectoriesz(y) and in the functionsk(y) and points
of discontinuity in the functionsc(y) andw(y),12,13 the co-
ordinates of which,y5ysp,n ~wheren is the number of the
singularity!, are all the same. The periodsLy f and Lyb are
most easily determined from the trajectories of the MSSW
z(y), as the distance along they axis between two reflection
of a MSSW from thezu boundary. The rotation in the propa
gation direction of a MSSW at the boundaryzl ,s(ky) causes
minima to appear in the functionsz(y) andk(y) at y5ye,n

(n in the ordinal number of the minimum points! and the
points ywn and ycn , at which w(y)50 and c(y)50 for
MSFSWs andw(y)5180° for MSBSWs (y5ye,n5ywn

5ycn). The functionsz(y) and k(y) are symmetric with
respect to straight lines parallel to the ordinate and pas
through the pointsy5ye,n . The functionsw(y) andc(y) are
symmetric with respect to a 180° rotation about the poi
y5ye,n , w50 andy5ye,n , c50 for MSFSWs andc(y)
5180° for MSBSWs. For 0<w0<wc,s the beginning of the
first period of the functions is shifted relative to the coor
nate origin byy0,0.

The propagation characteristics of MSSWs are shown
Figs. 2–5. Since MSFSWs are converted into MSBSWs
vice versa, in Figs. 2–5 the segments of the characteris
corresponding to MSFSWs are distinguished by dot
curves, while those corresponding to MSBSWs in Figs. 3
are indicates by continuous curves. The characteristics o
forward ~at the point of excitation! MSSWs are the same a
those in Ref. 13.

Figure 2 shows the trajectoriesz(y) ~a! and the functions
c(y) ~b!, k(y) ~c!, and w(y) ~d! for MSSWs with a fre-
quency f i53600 MHz propagating in FIM structures wit
different gapss (s<sb) for w0530°. The MSSW trajectories
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begin at the pointy50, z50. The trajectories of the MSB
SWs are similar to a stretched cycloid, with the differen
that the peaks are kinks. As the gaps is increased, the area o
each of the loops of the stretched cycloid and the exten
the loop within a periodLyb decrease. There is a correlatio
between the form of the MSSW trajectoryz(y) and the form
of the curveskz(ky) in Fig. 1a. In Fig. 1a thekz(ky) curves
have been plotted for fieldsHg corresponding to the follow-
ing characteristic points on the MSSW trajectory: the co
dinate origin ~curve 4!, the points at whichc590 and
2270° ~curve2!, the minimum point on the trajectory~curve
1!, the point where the trajectory intersects itself~curve 5!,
and a point close to the kink~curve 6!. It is seen that the
presence of loops in the trajectory is caused by the inter
tion of the straight lineky,i5kyb,i ~the dotted line2 in Fig.
1a! with kz(ky) curves similar to ellipses of a noncanonic
form. The minimum of the trajectory corresponds to ta
gency of the straight lineky,i5kyb,i with a curve kz(ky)
~curve1! similar to a noncanonical ellipse. At the points
the trajectory wherec5290 and2270° the straight line
ky,i5kyb,i intersects a curvekz(ky) that is similar to a non-
canonical ellipse~curve 2! at the points wherekz(ky) has
horizontal tangents. The straight lineky,i5kyb,i intersects the
unclosed curvekz(ky) ~curve 6! at the point where the
straight line drawn to this point from the coordinate origin
inclined to theky axis at an anglewc,` , which corresponds
to a kink on the trajectory. The functionk(y) within the
limits of the periodLyb is similar to a catenary with loops

FIG. 3. Trajectoriesz(y) of MSSWs in an FIM structure for different angle
w0: 20 ~1!, 30 ~2!, 40 ~3!, 50 ~4!; s5d/3.
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attached to its peak; as the gaps is increased the area of th
loops becomes smaller. Within a periodLyb the functions
w(y) andc(y) have two vertical tangents each; as the gas
is increased, the distance alongy between the vertical tan
gents decreases. The periodLyb for MSBSWs is always less
than that of the MSFSWs,Ly f , and the ratioLyb Ly f

21 is
smaller when the gaps is smaller. The characteristics of th
MSFSWs and the MSBSWs excited by them are qual
tively similar to those for MSFSWs in ferrite films.12

Figure 3 shows trajectoriesz(y) for MSSWs with a fre-
quencyf i53600 MHz propagating in an FIM structure wit
a gap s5d/3 for anglesw0 in the interval from uwc,`u
514.3° touwc,su552°, where MSFSWs and MSBSWs exi
~as is easily confirmed from Fig. 1a!. Qualitatively the tra-
jectoriesz(y) have the same shape as in Fig. 2. The form
the functionsc(y), k(y), andw(y) is uniquely related to the
form of the MSSW trajectoryz(y). If the form of the trajec-
tories is the same for any sets of parametersf , s, andw, then
the form of the functionsc(y), k(y), andw(y) will also be
the same. Thus, we can qualitatively judge the shapes o
functionsc(y), k(y), andw(y) as the anglew varies from
Fig. 2, so they are not shown here. The trajectoriesz(y) have
a loop and at some anglew0 the width of the loop relative to
the periodLyb is greatest~compare curves1 and3 with curve
2!. Depending on the width of the loop inz(y), the functions

FIG. 4. Trajectoriesz(y) of MSBSWs with different frequencies in an FIM
structure withs5d/3 and f 53400 ~1!, 3600 ~2!, 3800 ~3!, 4000 ~4!, and
4200 MHz ~5!.
-
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c(y), k(y), andw(y) also behave as in Fig. 2. An exceptio
is the MSSW characteristics forw0'50°. This is because fo
w0'wc,s , as they propagate toward lower values of the fie
Hg the MSBSWs are converted into MSFSWs over sm
distancesy ~curve4!, which is apparent from the inset to Fig
1a from the change in thekz(ky) curves intersected by th
dotted line3. The trajectories of the MSBSWs and the MS
FSWs excited by them are qualitatively similar to those
MSSWs in ferrite films.12

Figure 4 shows trajectoriesz(y) for MSSWs with differ-
ent frequencies propagating in an FIM structure with a g
s5d/3 for w0530°. ~The correspondence between the fo
of the functionsc(y), k(y), andw(y) and the MSSW tra-
jectories is the same as in Fig. 2.! Evidently, the periodLyb

has a minimum for a MSBSW whose frequency

FIG. 5. Trajectoriesz(y) ~a! andc(y) ~b!, k(y) ~c!, andw(y) ~d! curves for
MSSWs in an FIM structure withs5(5d/3): ~1! backward wave,~2! first
‘‘forward’’ wave, and ~3! second ‘‘forward’’ wave.
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Vu,`(`,0). For this MSSW the loops in the trajectory an
the functionk(y) have the greatest extent, while the distan
between the vertical tangents of thec(y) and k(y) curves
are maximal. As for the possibility of converting forwar
into backward MSSWs, it is easy to confirm by compari
with Ref. 13 that the focusing effect described there13 actu-
ally only occurs for MSFSWs. This effect does not exist f
MSBSWs. Formally this is because for MSFSWs the per
Ly f has a maximum at a frequencyVu,`(`,0),12,13 while it
has a minimum for MSBSWs.

Figure 5 shows the trajectoriesz(y) ~a! and the functions
c(y), k(y), and w(y) ~b–d! for MSSWs with a frequency
f i53650 MHz propagating in an FIM structure with a ga
s5(5/3)d at an anglew050. A comparison with Fig. 1b
shows that the fieldH0 corresponds to the following point
on the MSSW trajectory: the coordinate origin~curve2!; the
minimum point on the trajectory~curve1!; the points where
c5290 and2270° ~curve 3!; the points wherez5124
~curves4–7!; and, a point close to the kink~curve8!. On the
z(y) andk(y) curves for the MSSW wave which is alway
backward, there are loops which are poorly visible on
scale of Fig. 5. For the MSBSWs excited by the MSFSW
there are no loops of this sort. The periods of thez(y), c(y),
k(y), and w(y) curves for all the types of MSSWs diffe
little.

We have examined the propagation of MSBSWs in F
structures with different insulating layer thicknesses in wh
a waveguide channel of the first kind develops, on o
boundary of which the MSSW undergoes mirror reflectio
while on the other boundary the propagation direction of
MSSW is altered. For MSBSWs the shape of the traject
z(y) and the variation in the wave numberk(y) differ from
those for MSFSWs in having loops, and the angle of inc
nation of the group velocityc(y) differs in having two ver-
tical tangents. It was found that during propagation
MSSWs, conversion of MSFSWs into MSBSWs always o
curs and, under certain conditions, MSBSWs are conve
into MSFSWs. There is no spatial focusing effect for MS
SWs.
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These results make it possible to set up experiments
FIM structures in an informed way through direct observ
tion of magnetostatic backward surface waves and their c
version into forward waves and back, and to design vari
devices based on MSSWs.
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Theory of group synchronism in free-electron waveguide lasers fed a sequence of short
electron pulses
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A theory of free-electron lasers fed a sequence of short electron pulses is developed. It is
assumed that the group velocity of the electromagnetic pulse that develops in the cavity is the same
as the translational velocity of the particles, and the repetition period of the electron pulses
equals the transit time of the electromagnetic radiation in the cavity. Under these conditions of
group synchronism, the principal factors governing the feasibility of establishing a stationary
pulsed lasing regime are found to be the dispersive spread of the electromagnetic pulse and the
channeling properties of an electron bunch. The conditions for self-excitation are found,
and the characteristics of the stationary lasing regimes are determined assuming that the cavity
has a highQ and using a parabolic equation for the evolution of the electromagnetic
pulse shape. ©1999 American Institute of Physics.@S1063-7842~99!01402-6#
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INTRODUCTION

In experiments on millimeter and submillimeter fre
electron lasers~FELs! conducted at ENEA-Frascati1,2 a mi-
crotron which produces electron bunches of duration 15
with a repetition rate of 3 GHz was used as an injector. T
electrodynamic system of the laser consisted of a segme
regular waveguide bounded by reflectors in the form of me
grids which are transparent to the electrons with the dista
between them chosen so that the transit time of the elec
magnetic pulse developing in the cavity corresponded to
was a multiple of the repetition period of the electron puls
In a large number of similar experiments in the IR and op
cal ranges,3–5 the group velocity of the radiation exceede
the translational velocity of the bunches, so that, in orde
ensure stationary lasing, it was necessary to introduce a
tain detuning between the repetition period of the elect
pulses and the transit time of the field along the resona
Using waveguide dispersion has made possible a group
chronism regime in which the group velocity of the electr
magnetic pulse propagating in the waveguide tract is
same as the velocity of the electron bunches. Under th
conditions, a stationary lasing regime can be attained w
the repetition periodTi of the electron pulses and the roun
trip transit timeTR52l 0 /vgr of the electromagnetic pulse ar
equal, wherel 0 is the distance between the mirrors andvgr is
the wave group velocity. In the stationary regime the el
tromagnetic pulse is amplified as it travels along with t
electron pulse. Subsequently the electron pulse leaves
interaction region, while the electromagnetic pulse is
flected from the mirror located on the collector side a
reaches the cathode mirror at the moment the next elec
pulse arrives. For mutual synchronization of the radiation
the volume of the electron pulse it is of fundamental imp
tance to take into account the dispersive spreading of
electromagnetic pulse, which causes different parts of
electron beam to have an effect. Another important facto
2031063-7842/99/44(2)/6/$15.00
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the localization of the field near the electron pulse owing
the reactive part of the electron susceptibility. Because
this effect, there is an exponential decay of the fields w
distance from the bunch.

In this paper a theoretical model of the interaction o
sequence of short electron bunches with an electromagn
pulse under group synchronism conditions is developed
suming that the cavity has a highQ and that the amplitude o
the field of the electromagnetic pulse changes little durin
single pass. A parabolic equation is used to describe the
lution of the shape of the electromagnetic pulse. The con
tions for self-excitation of the laser and the stationary las
parameters are found. The analogy with radiation channe
by transversely bounded electron streams is pursued.

MODEL AND BASIC EQUATIONS

Let the laser radiation propagating inside a wavegu
tract be trapped between two mirrors with reflectivitiesR1,2

separated by a distancel 0. Electrons oscillating in the undu
lator field and moving longitudinally with a translational ve
locity v i equal to the group velocityvgr of the wave are
injected into the cavity in the form of a sequence of sh
pulses of durationtp with a repetition rateTi equal to the
transit timeTR of the field across the cavity.

The field in a single pass in such a cavity can be writ
in the form

A5Re@Es~r'!An~z,t !exp~ i ~v0t2h0z!!#,

whereAn(z,t) is a function describing the evolution of th
field amplitude along the longitudinal coordinate,Es is a
function specifying a fixed transverse distribution of the fie
of the working waveguide mode,v0 is the carrier frequency
which is chosen to be the frequency of exact tangency of
dispersion curves, andh05h(v0).
© 1999 American Institute of Physics
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The interaction takes place under conditions of synch
nism, v2hv i.V' , where V'5huv i is the frequency of
the oscillations of the electrons in the undulator fie
hu52p/lu , andlu is the undulator period.

We shall investigate the process of exciting the cavity
a sequence of short electron pulses under the following c
ditions: ~a! the moduli of the reflectivities of the mirrors ar
close to unity, i.e.,R1,2.1, so the change in the amplitude
the envelope of the signal in a single pass through the ca
is small, and~b! the dispersive spreading of the wave bea
in a single pass through the cavity is small.

Under these assumptions, after transforming from
discrete variablen, the number of the pass, to the slow tim
t, for which the unit isTR , the evolution of the field inside
the cavity can be described by the equation6–8

]a

]t
1

v0

2Q
a1

nvgr

2

]2a

]j2
5

i2pI 0ekvgr

mc3gdbNsh0l 0
E

0

l 0
I vdz f~j!,

~1!

where

I v5
1

p E
0

2p

e2QdQ0

is the amplitude of the fundamental mode of the rf curre
j5t2z/vgr is the time variable,vgr5]v/]h is the wave
group velocity,n5]2h/]v2 is the dispersive spreading pa
rameter,Q5v0l 0 /(vgr(12R1R2)) is the Q of the cavity,

I 0 is the peak current,g51/A12b2 is the mass factor
Ns5@(n/b)21(m/d)2#d2/m2 is the form factor for the
working TEnm mode~for TE01 with electron injection along
the waveguide axis,Ns51), d and b are the transverse di
mensions of the waveguide,k is a coupling parameter pro
portional to the oscillatory velocity of the particles in th
undulator field,f (j) is a function describing the shape of th
electron pulse, anda5eAn /(mcv0g0) is the dimensionless
field amplitude.

The above assumptions permit the periodic bound
conditionsa(t,j)5a(t,j1TR), so the field can be repre
sented as the Fourier series

a~t,j!5 (
m52x

x

aq exp~2 i2pqj/TR!.

The amplitude of each of the harmonics can be regar
as the amplitude of a cavity mode with a given longitudin
index q.

Assuming that the change in the energy of the electr
is small and neglecting the near Coulomb interaction of
particles, we can write the averaged equations of motion
the electrons in the form

]2Q

]z2
5S v0

c D 2

mkIm~aeiQ! ~2!

with the boundary conditions

dQ

dz U
z50

5D, Qz505Q0P@0,2p#,
-

,

y
n-

ty

e

t,

y

d
l

s
e
r

whereD5(v02hv i2V')/v0 is the detuning from synchro
nism at the carrier frequency andm is the inertial bunching
parameter (m.g0

22).
Switching to the normalized variables

z5jA12R1R2

n l 0
, t̂5v0t/2Q,

Z5z
v0

c
P,

P5S eI0

mc3

4pcmk2

gdbhv0
2NsAn l 0~12R1R2!

D 1/3

,

we transform the system of Eqs.~1! and ~2! to the form

]a

]t̂
1a1 i

]2a

]z2
5 iF ~z!E

0

L

I vdZ, ~3!

]2Q

]Z2
5Im~aeiQ!, ~4!

a~ t̂,z!5a~ t̂,z1T̂R!,

Quz505Q0P@0,2p#,
dQ0

dZ U
Z50

5D̂,

where

a5aP22km, T̂R5TRA12R1R2

n l 0
;

L5 l 0Pv0 /c is the normalized interaction length of the ele
trons with the electromagnetic field; and, the functionF(z),
which describes the shape of the electron pulse, is norm

ized as follows:*R
T̂

0Fdz51 ~after this we will omit the hat̂
from symbols!.

LINEAR THEORY

Linearizing the equation of motion of the electrons~4!,
we obtain an equation for field excitation in a high-Q cavity
by a sequence of electron bunches,

]a

]t
1 i

]2a

]z2
5 iaL3C~F!F~z!, ~5!

where

C~F!52i
12eiF

F3
2

11e2 iF

F2

is a function which specifies the complex electronic susc
tibility introduced in the cavity by the beam~Fig. 1!.

We shall find the eigenmodes of the system, writing t
solution of the equation in the forma5eiVtã(z), whereV is
the complex eigenfrequency. These modes are referred
supermodes, since they represent a definite set of modes
cold two-mirror cavity.

Let us assume for simplicity that the electron pulse ha
rectangular shape
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F~z!5H 1/TP , for uzu<TP/2

0, for uzu.TP/2,

whereTP5tpA(12R1R2)/n l 0 is the normalized duration o
an electron bunch.

We write the field inside an electron pulse,uzu<TP/2 as
the sum of two oppositely directed waves,

a5eiVt
•~A1eixz1A2e2xz!,

where the wave numberx obeys a dispersion relation tha
includes the electronic susceptibility,

iV112 ix252 iL 3C~F!/TP .

We write the field in the region outside the bun
(uzu.TP/2) in the form

a5eiVt
•H C1eigz1C2e2 igz, for z.TP/2,

C3eigz1C4e2 igz, for z,TP/2,

where the wave numberq outside the electron bunch is de
termined from the equation

iV112 iq250.

Using the periodic conditions

a~t,z52TR/2!5a~t,z5TR/2!,

]a

]zU
t,z5TR/2

5
]a

]zU
t,z52TR/2

and the continuity condition for the electric field and its d
rivative ~the magnetic field! at the boundary between th
active medium and the vacuum, we obtain the followi
characteristic equations:

tanS q~TP2TR!

2 D5
x

q
tanS xTP

2 D for symmetric modes,

~6!

FIG. 1. The activeC9 and reactiveC8 parts of the effective susceptibility
introduced in the cavity by the electron beam as a function of the tra
angleF of the electrons.
-

and

cotS q~TP2TR!

2 D5
x

q
cotS xTP

2 D for antisymmetric modes.

~7!

First we shall find the condition for self-excitation o
FELs fed a sequence of short pulses. We assume initially
the electron pulse is very short on the scale of the length
the electromagnetic pulse and also as compared to the tr
periodTR of the wave. In this approximation, which actual
neglects the interference of the fields emitted by the bunc
the positive and negativez directions over an intervalTR/2,
we can use a model of an infinitely thin electron bun
@F(z)5d(z)# in an infinite space (TR→`). Letting Tp ap-
proach zero andTR increase without bound, we reduce th
characteristic equation~6! for the symmetric modes to th
form

q52 iL 3C~F!/2. ~8!

According to Eq.~8!, the imaginary partq9 of the wave
number is proportional to the real part of the susceptibili
C8, while the real partq8 of the wave number is determine
by the imaginary part of the susceptibility,C9. ThusC8 is
responsible for the exponential drop in the field with distan
from the electron bunch, whileC9 determines the flux of
electromagnetic energy leaving the bunch. This solution
analogous to one obtained9,10 for describing the channeling
of radiation as a thin layer by a ribbon electron beam mov
through a high-circulation cavity.

In this limit there is a single symmetric mode, for whic
the growth rateG52Im V and frequency shift ReV are

G5212Im~q2!5211L6C8C9/2

ReV5Re~q2!5L6@~C9!22~C8!2#/4. ~9!

Accordingly, the starting condition (G50) can be re-
duced to the form

Lst5A 2

C8C9
,

I st5
mc3

e
•A 2

C8C9
•S c

l 0v0
D 3gdbnshv0

2A~12R1R2!n l 0

4pcmk2
.

~10!

It is clear from Eq.~10! that, unlike in the case where th
electron stream entirely fills the cavity, the growth rate a
starting current include both the imaginary and real parts
the electronic susceptibility. This is because, whereas
imaginary part of the susceptibility is responsible for amp
fying the radiation, it is the real part which determines t
channeling properties of the electron bunch.~See the form of
the electromagnetic pulse shown as curve3 of Fig. 2.! The
greaterC9 is, the more the electromagnetic pulse is loc
ized, the smaller the volume occupied by the electromagn
field is, and the larger the time growth rate is for a giv
charge in the bunch. In this regard, for a model of del
function bunches, the optimum transit angleF for lasing is
about2p/2 ~Fig. 3!.9,10

it
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Assuming, as before, that the electron bunch is infinit
short, let us consider a resonator of finite length, i.e., c
sider that the tails of the electromagnetic pulse, althou
they fall off exponentially, nevertheless do interfere ove
distanceTR/2 from the site of the electron bunch. Evidentl
in this case an infinite discrete spectrum of modes deve

FIG. 2. The structure of an electromagnetic pulse (s50.37, TR56): ~1!
solution of the evolution equations~3! and ~4! for stationary lasing;~2!
solution of the evolution equations~3! and ~4! in the linear stage;~3! solu-
tion of the characteristic equation~6! (TP50.26,TR56); ~4! a profile of an
electron bunch.

FIG. 3. The normalized starting lengthLst on the transit angleF of the
electrons:~1! model of a delta-function bunch of electrons forTR→` ~the
points denote the solution forTR56), ~2! model of an electron bunch o
finite thicknessTP50.26 for a transit periodTR56.
y
-
h
a

ps

with different spatial structure and different tempor
growth/decay rates. Evidently, in this case there are
families of modes. The first is the modes of a cold cavi
only slightly modified under the influence of the electro
bunches. These modes can be referred to as volume mo
i.e., they fill the entire space of the growth rates for t
second family of modes, localized near the electron bun
Given the finiteness ofTR the characteristic equation for th
symmetric modes takes the form

q tanS qTR

2 D52
L3C~F!

2
. ~11!

Here we restrict ourselves to including the effect of t
finiteness ofTR on the starting conditions and the structu
of the fundamental symmetric mode. For the modes that
strongly compressed toward the beam (F.2p/2), in the
expression for the complex wave number which follow
from Eq. ~11!, there is only a small correction associat
with the finiteness ofTR @cf. Eq. ~8!#,

q.2 i
L3C~F!

2 F112 expS 2
TRL3C~F!

2 D G . ~12!

According to Eq.~12!, for TRL3C(F)/2>2 the correc-
tion to the wave numberq is exponentially small. The ex
pression for the growth rate

G5211
2rs

TR
2 ~114e2rcoss14e22rcos 2s!

1
4~s22r 2!

TR
2 ~e2rsins1e22rsin 2s!, ~13!

where

r 5
L3TRC8

2

and

s5
L3TRC9

2
,

also remains substantially unchanged from Eq.~9!.
A comparison of the expressions for the starting len

as a function of the transit angle obtained in terms of
above models shows that the results are essentially c
pletely in agreement forTR.6. The exact solution of the
characteristic equation~11! shows that forF.2p/2 the
starting interaction length for these two models are ess
tially the same~Fig. 3!.

As an estimate of the correction associated with the
nite thickness of the electron layer, let us consider a mode
an electron layer of finite thickness, neglecting the finiten
of TR for simplicity. In this case, the characteristic equati
~6! for symmetric modes takes the form

q52 ix tanS xTP

2 D . ~14!

In the caseuxTPu!1, its solution can be written approxi
mately in the form
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q.2 i
L3C

2
A12

TPL3C

16
.

When TPL3uCu/16!1 the structure of the fundament
mode for the delta-layer model is essentially identical to
field structure for a model with a layer of finite width. Natu
rally, this assertion is correct as long as the electron la
remains thin on the scale of the electromagnetic pulse len
The growth rate including the finiteness ofTP can be written
in the form

G5
L6C8C9

2
212

L9TPC9

64
~~C8!22C9!.

It is clear that when the above condition is satisfied,
growth rate does not change significantly compared to
growth rate for the delta-layer model.

Thus, accounting for the finiteness of the field tran
time TR across the cavity and the finite duration of the ele
tron beam does not have much effect on the starting co
tions and growth rates, or on the spatial structure of the f
damental symmetric mode. Thus, it possible to use the fa
simple model of a delta-function bunch in an infinite spa
for practical estimates of the parameters of the system.
comparison with the analytical results, Fig. 3 shows ex
numerical solutions of the characteristic equation~6! for fi-
nite values ofTP and TR . This solution was also used fo
comparison with a numerical simulation of the nonlinear s
tem of equations~3! and ~4!.

NUMERICAL SIMULATION

The nonlinear stage of the interaction was analyzed w
the aid of a numerical simulation of Eqs.~3! and ~4!. For
convenience of modeling, the shape of the electron pulse
approximated by the Gaussian function

F~z!5exp~2z2/s2!/A2ps.

The results of the numerical simulation are shown
Figs. 3–5. The time evolution of the electromagnetic pu

FIG. 4. Time evolution of the shape of an electromagnetic pulse.
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leading to a stationary pulse shape is shown in Fig. 4. T
figure shows that in both the linear stage and during stat
ary lasing, the radiation is strongly pressed to the elect
bunch, so we can speak of a channeling effect in this syst
For comparison, Fig. 2 contrasts the electromagnetic p
profiles found using the characteristic equation~6! ~curve3!
and the solution of the evolution equations~3! and~4! which
develops in the linear stage~curve 2!. These curves are in
good agreement. In the nonlinear stage there is some br
ening of the electromagnetic pulse~curve1! compared to the
linear stage. The numerical calculation was done for a
mensionless pulse durations50.37 (TP50.26), repetition
period TR56 of the electron pulses, and interaction leng
L54. These parameters were calculated from the result
an experiment1 in which electron bunches of duration 15 p
and with a maximum currentI p56 A and particle energy
«52.3 MeV were repeated at a rate of 3 GHz. A rectangu
waveguide (d51, b50.4 cm! was located in an undulato
with a periodlu52.5 cm, length 22.5 cm, and maximum
field 6 kOe, which corresponds tok.g0

21. Mirrors with re-
flectivities R1,2>0.99 were placed at the ends of the wav
guide, separated by a distancel 0529 cm. Lasing was ob-
served at a wavelengthl50.24 cm. The spectrum of th
pulse in the stationary lasing regime is shown in Fig. 5. T
individual components in this figure correspond to the a
plitudes of cavity modes with a different number of longit
dinal variations in the field. It is clear that the spectrum
this signal includes roughly 5 longitudinal modes, consist
the with spectral measurements.1 The 80 ps duration of the
microwave pulses is in good agreement with the measu
100 ps.

FIG. 5. The spectrum of an electromagnetic pulse in the stationary la
regime.



ikl.

208 Tech. Phys. 44 (2), February 1999 Ginzburg et al.
1F. Ciocci, R. Bartolini, A. Doriaet al., Phys. Rev. Lett.70, 928 ~1993!.
2A. Doria, R. Bartolini, J. Feinsteinet al., IEEE J. Quantum Electron.29,
1428 ~1993!.

3D. A. G. Deacon D.A.G., L. P. Elias, J. M. J. Madeyet al., Phys. Lett.38,
892 ~1977!.

4H. Boehmer, M. A. Gapony, J. Edighofferet al., Phys. Rev. Lett.48, 141
~1982!.

5V. Billardon, P. Elleaum, J. M. Ortegaet al., Phys. Rev. Lett.51, 1652
~1983!.
6N. S. Ginzburg and M. I. Petelin, Izv. vyssh. Uchebn. Zaved. Pr
Neline�n. Dinamika2~6!, 3 ~1994!.

7Ya. L. Bogomolov, N. S. Ginzburg, V. L. Bratmanet al., Opt. Commun.
36, 209 ~1985!.

8N. S. Ginzburg and M. I. Petelin, Int. J. Electron.59, 291 ~1985!.
9N. S. Ginzburg, N. F. Kovalev, and N. Yu. Rusov, Opt. Commun.46, 300
~1983!.

10N. S. Ginzburg, Radiotekh. Elektron.34, 1935~1989!.

Translated by D. H. McNeill



TECHNICAL PHYSICS VOLUME 44, NUMBER 2 FEBRUARY 1999
Effect of intermode coupling on the compression of radio pulses in an oversize cavity
with an interference switch

S. N. Artemenko and V. A. Avgustinovich

Scientific-Research Institute of Nuclear Physics, Tomsk Polytechnical University, 634050 Tomsk, Russia
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The results of an experimental investigation of the effect of intermode coupling at the exit
window of a cavity on the compression of radio pulses in an oversize cylindrical cavity with an
interference switch, operating onH01(n) modes, are reported. The effect of the intermode
coupling at the exit window of a cavity on the energy extraction process is analyzed in a simple
model in which the interacting modes are represented in the form of a system of two
coupled cavities. The results of the analysis are compared with the experimental data. ©1999
American Institute of Physics.@S1063-7842~99!01502-0#
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1. One promising method of rapid extraction of micr
wave energy from oversize cavities with a large store
energy for the purpose of obtaining powerful nanoseco
radio pulses is a method based on extraction through an
terference switch.1–4 This method is promising on account o
its simplicity and potentially good performance. However,
present its potential capabilities cannot be realized: The
perimental results are substantially below expectations. T
is most likely due to the demonstrational nature of the
periments which have been performed. These experim
do not touch upon the fundamental problems that must
solved in order for the promise of the method to be fulfille
One such problem is maintaining high working characte
tics in oversize axisymmetric cavities, which are most su
able for accumulating energy in axisymmetricH modes. Our
experience in working with such cavities shows that the r
accumulation and extraction processes in them are sub
tially different from the picture developed in Refs. 1–4. T
reason for this is that the modes interact with one anothe
the cavity–switch coupling window.

In the present paper we investigate the effect of int
mode coupling on the operation of a microwave compres
with an interference switch in the presence of accumula
and extraction of energy atH01(n) modes of an oversize cy
lindrical cavity.

2. Working at a low power level, theQ of the working
mode, which characterizes its degree of purity, was inve
gated first. The investigations consisted in determining
dependence ofQ and the frequency of the cavity on th
length of the input arm of the switch and the magnitude of
coupling with the cavity. The experiments were perform
on a 3-cm range copper cavity with a diameter of 90 mm a
a length that could be varied from 50 to 250 mm with the
of a contact-free piston. A diagram of the system is displa
in Fig. 1: 1 — Cavity; 2 — piston; 3,4 — windows for
coupling with the high-frequency section5 and the switch6,
made in the form of anH-tee with an entrance arm6a,
switching arm6b, and exit arm6c; 7 — commutator. At low
power the switch was replaced by a waveguide stub wit
2091063-7842/99/44(2)/3/$15.00
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shorting plunger, which made it possible to regulate
length of the stub from 0 to 5lw/2 (l is the wavelength in
the waveguide!. The stub simulated the entrance arm of t
switch in the accumulation mode. The cavity operated in
frequency range 9.1–9.6 GHz, corresponding to the ban
the magnetron used in experiments at high power. The n
ber n is the variant of the working field mode on the cavi
axis and could be varied from 3 to 14 with the aid of t
piston. The working frequency was chosen so as to reduc
a minimum the effect of other modes on the working mod
The computed value ofQ for the working modes with
n53 – 14 was 0.8– 1.33105.

Figure 2 shows theQ for H10(n) modes versus the diam
eterd of the exit window for the characteristic stub lengt
— the high-frequency half-wave (l1/2 curves!, for which
the amplitude of the signal from the stub is maximum a
the frequency of the system is higher than the frequency
the cavity with the switch open; low-frequency half-wav
(l2/2), for which the amplitude of the signal from the stu
is also maximum but the frequency is lower than the f
quency of the cavity with the switch open; quarter-wa
(l/4), for which the amplitude of the wave in the stub
minimum and the frequency equals the frequency of the c
ity with the switch open; and, finally, optimal (l0), corre-
sponding to maximumQ and the frequency of the cavit

FIG. 1. Diagram of the experimental oversize cavity with an interferen
switch.
© 1999 American Institute of Physics
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with no exit window. The dependences hold for anyn, but
for eachn only in definite frequency ‘‘windows.’’ There are
frequency ranges where it is impossible to isolate the wo
ing mode. The solid curves were obtained with a weak
trance couplingb (b→0), and the dashed curves were o
tained with the critical value ofb (b→1).

It is evident from Fig. 2 that ford small but already
giving a strong cavity–stub coupling, the maximumQ is
achieved with a quarter-wave stub and this stub length
optimal, while a half-wave stub operates as a low-Q resonant
load. This situation corresponds to Ref. 3. At the same t
the character of the behavior ofQ changes asd increases. For
a low-frequency half-wave stub,Q decreases strongly; for
quarter-wave stub it also decreases but not as strongly;
for high-frequency half-wave stub, after decreasing by
small amount,Q starts to grow. Moreover, the length
which Q is almost constant and close to the value for a cav
with no switch and to which theQ of a system with a high-
frequency half-wave stub evolves asd increases can be indi
cated. The character of the dependences is identical for
weak and critical entrance coupling.

This behavior ofQ is evidently due to the appearance
a coupling between modes at the exit window. For we
cavity–stub coupling the stub operates as a low-Q resonant
or antiresonant load in the main volume and intermode c
pling is weak. As the window increases in size, the chara
of the loading changes. The stub changes from a low-Q reso-
nant load into a weak perturbation of the main volume of
cavity essentially without changing its characteristics. Ho
ever, the intermode coupling starts to predominate and le
to a lowerQ for a quarter-wave stub and a low-frequen
half-wave stub. In the opposite case, an increase inQ with
increasingd would be observed both with high- and low
frequency half-wave stubs and the optimum length would
quarter-wave. The different strength of the intermode c
pling at the exit window is due to the different degree
distortion of the field near the window with different stu
lengths. This is also confirmed by the evolution of the e

FIG. 2. Curves ofQ versus the diameter of the cavity–switch couplin
window for various lengths of the input arm of the switch and various val
of the entrance coupling.
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trance coupling constant as a function of the stub leng
shown in Fig. 3 by the pictures of the reflected signal in t
frequency rocking mode and in the pulsed mode, where
optimal length corresponds to maximumb.1 ~on the
‘‘hump’’ ! with the loadedQ not less thanQ for b51 ~to the
left and right of the ‘‘hump’’!.

3. The intermode coupling also affects the characteris
of the exit signals from the compressor. This was establis
in experiments at high power, which were performed
powering the system with a magnetron with;60 kW pulsed
power and pulse duration;1ms. A gas-discharge commuta
tor, operating at atmospheric pressure in air or in a mixt
of air with argon, was used in the switch.

Figure 4 shows the characteristic form of the envelop
of the output pulses obtained when the exit window c
serve as a strong intermode coupling element (d.9 mm).
For a smaller window diameter, extraction is inefficient b
cause of weak cavity–load coupling. The curve in Fig.
corresponds to extraction with a low-frequency half-wa
length, Fig. 4b corresponds to a quarter-wave length, Fig
to high-frequency half-wave length with the optimal valu

s

FIG. 3. High-frequency power reflected from the system versus the len
of the entrance arm of the switch in the frequency rocking mode~1! and
pictures of the reflected signals with pulsed excitation of the system.

FIG. 4. Characteristic envelopes of the exit radio pulses.
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with no or suppressed intermode coupling, and Fig. 4d
high-frequency half-wave length and the optimal value w
strong intermode coupling.

The characteristic features of the envelopes are du
the change in the structure of the field near the exit wind
at the moment of extraction. This change is uniquely rela
with the change in the frequency of the system accompa
ing extraction. As energy accumulates in the system with
quarter-wave length or low-frequency half-wave arm, ac
mulation occurs on a hybrid form with the same energy d
tribution between the coupled modes. If the system oper
with a low-frequency half-wave arm, then an adiabatic
crease of the frequency of the system occurs at the mom
of extraction. At the same time the coupling at the windo
decreases and the working mode becomes ‘‘favored.’’ T
mutual transfer of energy in this case does not occur o
does occur but more slowly than the oscillations decay a
result of radiation into the load. For this reason, just as w
a quarter-wave arm, where the frequency of the system
the coupling between modes in the accumulation and ext
tion mode are unchanged and the extraction occurs f
each mode of oscillations independently, in the case of
low-frequency half-wave length signals are observed w
virtually pure exponential decay. The process is comple
different in the case of high-frequency half-wave and optim
lengths, in which case accumulation proceeds on a quite
working form with a weak intermode coupling but at th
moment of extraction, when the frequency of the syst
drifts, strong intermode coupling kicks in and, together w
extraction at the working mode, energy transfer also occ
to a parasitic mode, which results in the appearance o
‘‘hump’’ on the trailing edge of the exit signal. Adiabati
frequency drift was noticed in Ref. 3, and we confirmed it
measuring the frequency of the signal by the method of
placement with a reference signal with known frequency

4. The extraction process in the system can be descr
in a model in which the interacting modes are represente
the form of coupled cavities.5 In so doing, the intermode
coupling parameterm can be estimated by using the fact th
the intermode coupling coefficientg12 ~Ref. 6! and the drift
of the frequency of the system are proportiona to the eff
tive volume of the coupling window and the relationm
'100g12 ~Ref. 7!. Figure 5 showsm as a function of the stub
length l for various window diameters. One can see that
anyd there always exists a lengthl0 for which m50, and as
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d increases, this length evolves in the direction of the hig
frequency half-wave length. Curve1 in Fig. 4d shows the
computed envelope of the exit signal with intermode ene
transfer on extraction. This envelope agrees qualitativ
well with the experimental envelope.

In summary, the results of the present investigation
plain the anomalies in the process of compression of ra
pulses in an oversize cylindrical cavity working inH01(n)

modes, and they indicate methods for eliminating the
anomalies. A positive aspect of intermode energy trans
during extraction could be its application for correcting t
exit signal envelope.
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course of this work.
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Calculation of the characteristics of the radiation from a generator with a virtual
cathode

S. L. Ginzburg, V. F. D’yachenko, V. V. Pale chik, and K. V. Khodataev
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Moscow Radio Engineering Institute, Russian Academy of Sciences, 113519 Moscow, Russia
~Submitted November 11, 1997!
Zh. Tekh. Fiz.69, 87–92~February 1999!

A three-dimensional computer model, described by a system of Maxwell–Vlasov equations, for
the interaction of a plasma with the electromagnetic field was used to calculate the
excitation of a field by a relativistic electron beam with a virtual cathode oscillating in a
resonance chamber. The characteristics of the generator radiation are investigated. ©1999
American Institute of Physics.@S1063-7842~99!01602-5#
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INTRODUCTION

The present investigation is a continuation of Ref. 1
the simulation of the generation of electromagnetic osci
tions in a device, which, in the terminology used in Ref. 2
called a reflex diode. In this device an electron beam p
etrates through a thin anode foil into a resonant cavity wh
it produces a virtual cathode. The virtual cathode is an
stable formation and fluctuates at a frequency close to
plasma frequency of the beam.3 The oscillations of the vir-
tual cathode excite the characteristic modes of the reso
cavity. The energy of the excited electromagnetic osci
tions is extracted through a coupling element into a load. T
reflex diode is a type of vircator — an electronic device w
a virtual cathode.

In Ref. 1, the processes occurring were described ass
ing azimuthal symmetry. At the same time, for real structu
large deviations from symmetry are to be expected beca
of the need to extract the generated microwave power in
waveguide section. Here a 3D model is used. It made it p
sible to introduce into the simulated structure of a refl
diode a rectangular branch waveguide, at whose distant
the nonreflective boundary conditions simulate a nonse
tive equivalent load. The information obtained in Ref. 1
the characteristics of the electron flux which depend on
geometric parameters and the applied voltage were use
choose typical beam regimes for the purpose of maximiz
the microwave generation efficiency.

It is well known that the formation of a virtual cathod
in a reflex diode is accompanied by the accumulation

FIG. 1. Diagram of the structure.
2121063-7842/99/44(2)/6/$15.00
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electrons in a potential well formed by the electrostatic fie
of the self-charge of the beam and the applied potential.
trapped electrons oscillate with respect to the anodic foil
the presence of oscillations, the electron trapping time is l
ited to several periods. The energy spectrum and, co
spondingly, the frequency spectrum of the oscillations of
trapped particles are quite wide. Depending on the spec
conditions, the trapped particles can or cannot participat
the general oscillatory process of the virtual cathode. In
first case they increase the generation efficiency, but in
second case their role reduces to increasing the nonpro
tive losses.

To increase the generation efficiency, either the trap
electrons must be made to participate in the collective os
latory process or the presence of the trapped electrons m
be reduced to a minimum. The 3D model developed make
possible to investigate the basic features of the genera
process and the degree to which the geometry of the app
tus and the applied voltage influence the generation par
eters.

STATEMENT OF THE PROBLEM

The interaction of a relativistic electron beam with a
electromagnetic field is described by the system
Maxwell–Vlasov equations. For the appropriate~indicated
below! choice of measurement units, the system has the f

FIG. 2. Projections of the particle trajectory.
© 1999 American Institute of Physics
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where E(t,x) and H(t,x) is the electromagnetic field
f (t,x, p) is the electron distribution function,p and v are,
respectively, the electron momentum and velocity, and

r52E f d3p, j52E vf d3p

are the charge and current density, respectively.
A general view of the structure being calculated

shown schematically in Fig. 1. It consists of two rectangu
chambers: large~top! and small~bottom!. The top chamber
consists of a waveguide with a square cross section, sh
circuited on the left and open on the right, where the re
tionsEy2Hz50 andEz1Hy50 are used as the ‘‘nonreflec
tive’’ boundary condition. In addition, to simulate the fre
extraction of the radiation flux into a small layer adjoinin
this boundary, the medium is assumed to be conducting,
in Maxwell’s equationsj is replaced byj1sE, wheres is
the conductivity.

A square cathode, insulated from the chamber walls
the waveguide, is centered at the bottom of the lower ch
ber. The waveguide is the anode. An electric field, wh

FIG. 3. Form of the flux and its phase portrait.

FIG. 4. Field and its frequency spectrum.
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produces the cathode–anode potential difference applie
the system, is prescribed on the surface of the ‘‘insulato
The emissivity of the cathode is realized by a boundary c
dition on the distribution functionf 52 j z0d(g2g0) and
j z05(“3H)z , with, of course,pz.0 and j z0,0. Hereg0

is the prescribed total initial electron energy.
The chambers are separated by a metal foil, which

transparent to electrons~the stopping and scattering of ele
trons by the foil are neglected at this stage of the investi
tion!. The tangential component of the electric field on t
foil and all other walls of the chambers~conducting or with
a high permittivity, as in the case of the insulator! is zero.
Particles reaching the chamber walls are absorbed there

The computational results are described using the
lowing measurement units:L — length ~characteristic size!;
c — speed of light in vacuum;L/c — time; c/L — fre-
quency;c/4pL — conductivity;mc — electron momentum,
wherem is the electron rest mass;mc2 — electron energy;
mc2/eL — field, wheree is the elementary charge;mc2/e —
potential; mc3/4pe — current; m2c4L/4pe2 — energy of
the system;m2c5/4pe2 — power. The problem was solve
by a numerical method whose basic principles are prese
in Ref. 4.

BASIC COMPUTATIONAL VARIANT

We take as the basic computational variant the follow
set of computational parameters: lower chamber — 535

FIG. 5. Current distribution.

FIG. 6. Energy distribution.
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square base, height 0.3; upper chamber — 7.635 rectangle,
height 1.5; cathode — 1.631.6 square; voltagew51; kinetic
energy of emitted electronsg02150.001; conductivity
grows linearly in the layer 6.6,x,7.6, and its average valu
s51.

The electromagnetic field arising in the lower chamb
when the voltagew is switched on results in electron emi
sion from the cathode. Accelerated by this field up to ene
g1;11w, the electrons penetrate through the anode g
and excite an electromagnetic field in the upper chambe
the electron beam current is sufficiently high, then, as is w
known, a virtual cathode — a surface that reflects some ele
trons backward — arises inside the beam. Returning to
lower chamber, the electrons once again are turned by
field in the forward direction and can oscillate near the
odic grid. Figure 2 shows the trajectories of one particle~in
projections on thex,z andy,z planes! and the corresponding
phase portrait (z,pz). Of course, not all electrons survive th
long.

Figure 3 shows the overall arrangement of the ensem
of particles at a certain moment in time~in the projection
onto the (x,z) plane! and the general phase portrait (z,pz) of
the ensemble. Aside from the already mentioned oscillati
near the anodic grid and the virtual cathode, which filters
electron beam, one other filter is observed in the figure
adjacent to the cathode. It is formed as a result of the
energy of the emitted particles in the presence of the s
high current. Actually, only electrons starting in interva
where and whenEz,0 pass through.

Figure 4 shows the functionsEz(t) at one point of the
near-cathode layer~bottom curve! and behind the foil~top
curve!, as well as the frequency spectrum~right side! of
these oscillations~dotted curve for the first case!, obtained
by Fourier analysis of these curves. It is obvious that os
lations at the frequencyv;10 predominate.

FIG. 7. Useful power.

TABLE I. Energy distribution.

t S0 V U1 U2 S i1 i 2 P0 P eff., %

50 760 638 42 55 25 37 22 15 0.8 5
100 1515 1320 50 69 76 38 23 15 1.2 8
150 2270 2005 56 77 139 39 24 15 1.3 9
200 3024 2675 60 82 205 39 24 15 1.3 9
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Figure 5 shows the currents arriving through the ano
grid in the forwardi 1 and backwardi 2 directions, as well as
the currentsi z escaping through the top surface of the tra
sanode cavity. In addition, the power consumptionP0 of the
system is also presented here.

Figure 6 demonstrates the energy dynamics of the p
cess. HereW is the total energy of the particles present in t
system;U is the electromagnetic energy of the system;U1 is
the part of the energy confined in the lower chamber;Ss is
the electromagnetic energy absorbed by the conduc
layer; and,Sx is the energy escaping from the system throu
the open right-hand boundary.

Figure 7 shows the time dependence of the powerPs

5dSs /dt absorbed in the conducting layer and the pow
Px5dSx /dt absorbed by the system through the op
boundary. The power consumptionP0, which is practically
constant, is also shown.

Table I shows how the electromagnetic energyS0 ab-
sorbed by the system is distributed among the kinetic ene
V of the particles, the energyU1 of the lower chamber, the
energyU2 of the upper chamber, and the energyS (5Ss

1Sx) going to the load; also shown are the currentsi 1 and
i 2 passing through the foil, the power consumptionP0, and
the generated powerP, at four different times.

The external conditions are stationary, and many cha
teristics of the process reach an essentially steady state
paratively quickly. If the small high-frequency oscillation
are neglected, then the effective transmitted currenti 5 i 1

2 i 2, the power consumptionP0 ~in addition, as should be
P05 i * w), and the energyW of particles present in the sys
tem are found to be constant. At the same time, the ene
stored in the electromagnetic field in the bottom and
chambers,U1 and U2, respectively, and also the usef
power P reach steady state values much later, att5100
2200.

FIG. 8. Field and its spectrum.

TABLE II. Variation of the voltage.

w S0 U1 U2 S i1 i 2 P0 P eff., %

0.5 15.5 9.3 8.9 4.1 13.7 7.5 3.1 0.11 3.5
1.0 760 43 55 25 37 22 15 0.81 5.4
1.5 1923 108 180 70 71 46 38 2.6 7
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The frequency characteristic of the radiation is dem
strated in Fig. 8, which showsEz(t) near the conducting
layer~bottom curve! and at the foil~top curve — the same a
in Fig. 4!. Fourier analysis of these curves gives the spec
density, shown on the right-hand side, of the radiation a
function of frequency.

VARIATION OF THE PARAMETERS

Everything described above also refers to the basic v
ant, whose parameters are enumerated at the beginning o
preceding section. To determine the effect of a particu
parameter on the characteristics of the process, a serie
calculations, in each of which one of the parameters of
basic set was varied, was performed. Since the overall
ture of the process does not change much, we present
individual results, mainly in the form of tables of values
the basic characteristics — the energyS0 absorbed by the
system; the energyU1 andU2 stored in the bottom and to
chambers, respectively; the energy dissipated in the lo
S5Ss1Sx ; the forward i 1 and backwardi 2 currents
through the foil; and, the power consumptionP0, the deliv-
ered powerP5Ps1Px , and their ratio — the efficiency.

Table II gives~at the timet550) the results of varying
the applied voltagew while keeping all other parameters o
the basic variant~which is presented in the middle row! con-
stant.

A voltage change affects the frequency of the osci
tions of the field in the lower chamber. Figure 9 shows~left
side! the componentEz of the electric field near the cathod
for variants withw50.5 and 1.5~dotted curves! and behind
the foil ~right side!. The frequency of the latter remains e
sentially unchanged.

The effect of the cathode size is demonstrated in Ta
III, which gives the results obtained at timet5100 for three
variants differing only by the areaQ of the cathode~the
central row corresponds to the basic set of parameters!. As
the area increases, the power consumption and the rele
power increase but the efficiency decreases.

Changing the heighth of the lower chamber gives th
results~obtained at timet550) shown in Table IV.

TABLE III. Variation of the cathode size.

Q S0 U1 U2 S i1 i 2 P0 P eff., %

1.44 1049 42 48 52 21 10.5 10.5 0.87 8.3
2.56 1515 50 69 76 38.5 23.5 15.1 1.22 8.1
4.00 1990 57 92 99 60 40 20 1.51 7.6

TABLE IV. Variation of the height of the lower chamber.

h S0 U1 U2 S i1 i 2 P0 P eff., %

0.2 1235 70 139 59 106 82 24 2.25 9.4
0.3 760 43 55 25 57 22 15 0.81 5.4
0.4 520 27 31 16 18 8 10 0.45 4.5
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Analysis of the data in this table leads to dependence
the type i 1;h22.5 or P0;h21.3, which should not be ex-
tended to small values ofh. The latter require a special in
vestigation.

Changing the size of the lower chamber also changes
frequency of the oscillations of the field. Figure 10 shows
electric field for two variants — withh50.4 and 0.2~dotted
curve! at the cathode, behind the foil, and at the exit from t
top chamber, respectively. Variation of the vertical sizeH of
the top chamber gives the results~obtained at timet5100)
presented in Table V. An appreciable change in the f
quency of the emitted field is not observed in this case
well.

Doubling the horizontal size of the upper chamber — t
lengthD of the waveguide — has virtually no effect on th
values of the basic characteristics. Only a natural redistri
tion of energy occurs. Figure 11 shows the field energyU
contained in the system and the energySs ,Sx dissipated in
the load for the basic variant and for the variant with
increased horizontal size of the upper chamber~shown by the
dotted line!. The sumU1Ss1Sx is clearly the same. The
time shift in the power output and the energy fluxes throu
the sectionx5 const for these two variants are shown by t
second and third plots in Fig. 11. All this justifies indirect
the method of simulating energy extraction by inserting
conducting layer.

Several variants were also devoted to clarifying the qu
ity of this simulation. Table VI shows the computational r
sults ~obtained at timet550) with different average value
of the conductivitys.

Evidently, the optimal value iss;1.

FIG. 9. Field at the cathode and behind the foil.

FIG. 10. Field at the cathode, behind the foil, and at the exit.
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ONE-CHAMBER VARIANT

The role of the lower chamber reduces to forming t
electron flux penetrating through the anodic foil into the u
per chamber. For methodological purposes, it makes sen
examine a simplified formulation of the problem with on
one chamber in which electrons with energyg1 , which pro-
duce a currenti 1, are injected from an areaq.

For low values ofi 1 the entire currenti 5 i 1passes and
there is virtually no radiation. When the injected curre
reaches a critical~for the given construction! value, a virtual
cathode is formed, some electrons turn backward and ra
tion appears. As the calculations show, for a further incre
in i 1 the transmitted currenti increases very little, and th
growth in the radiation power likewise slows down. Tab
VII gives the computational results for variants differin
only by the currenti 1 with g152 and injection areaq52.
The previous notation is used:W2 andU2 are the energy o
the particles and the field, respectively, of one~top! chamber,
and the efficiency is defined as the ratio of the useful po
P to the quantityi *( g121) — the equivalent ofi * w.

Most quantities reach stationary values quite rapidly,
ready for t,10. The establishment of steady values of t
field energy in the volume, especially in high-current cas
is delayed. This is demonstrated in Fig. 12.

In summary, on the whole, one- and two-chamber cal
lations are in good agreement with one another. The
quency range of the radiationv,20 with v;10 predomi-
nating also does not change. Specifically, this is eviden
Fig. 13, which shows the field at the exit and its spec
composition~right side! for the varianti 1516.2.

CONCLUSIONS

The model developed made it possible to clarify for t
example of a vircator with a very simple geometry~reflex
diode with no magnetic field! the basic features of the pro
cess leading to the generation of electromagnetic oscillat
in devices of this type.

The generation mechanism is based on the instability
the virtual cathode, which at the nonlinear stage reache
limit cycle. The height of the virtual cathode is close to t
cathode–anode gap width. The maximum spectral densit

TABLE V. Variation of the height of the upper chamber.

H S0 U1 U2 S i1 i 2 P0 P eff., %

0.75 1718 49 57 62 33 16 17 0.85 5
1.5 1515 50 69 76 38.5 23.5 15 1.22 8
2.25 1458 50 57 89 40 25 15 1.47 10

TABLE VI. Variation of the conductivity.

s S0 U1 U2 S i1 i 2 P0 P eff., %

0.0 762 44 60 18 38 23 15 0.6 4
1.0 760 43 55 25 37 22 15 0.81 5.4
10.0 763 44 58 21 37 22 15 0.7 4.7
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the oscillations corresponds to the frequency determined
the average frequency of the oscillations of the trapped e
trons near the anode. The fundamental frequency of the s
trum can be estimated as the ratio of the velocity of
accelerated electrons to the cathode–anode gap width.
diation appears when a virtual cathode is formed.

The numerical experiment showed that the fundame
frequency generated is sensitive only to the gap width,
for sufficiently relativistic voltage (w>1) it is not sensitive
to the applied voltage. Charge density oscillations above
anode foil are accompanied by radiation, whose freque
spectrum is virtually identical to that of the electric field
the virtual cathode, which is essentially of an electrosta
nature.

Hence it can be concluded that the main generat
mechanism is dipole emission from an oscillating virtu
cathode. Comparing the computational results for the tw
chamber and~methodological! one-chamber variants con
firmed this supposition.

Attempts to stimulate oscillations of the virtual catho
and narrow the generation spectrum by producing resona
conditions in the upper chamber were unsuccessful. Va
tion of the vertical sizeH of the upper chamber does not giv
an appreciable change in the frequency of the emitted fi
The range of radiation frequenciesv,20 with v;10 pre-
dominating also does not change. This result is not surp
ing, since the wavelength of the generated oscillations is s
eral times shorter than the dimensions of the above-an
~top! cavity. Decreasing its dimensions destroys the dyna
ics of the virtual cathode and cuts off the oscillations.

The relations obtained show that the process can be
timized. In the main variants, an efficiency of 0.09 was co
sistently observed~the ratio of the power of the electromag
netic oscillations in the dead load integrated over
spectrum to the power fed into the beam!. This is the same as
the typical values obtained in real experiments. As the ca
ode area increases, the consumed and released powe
crease, but the efficiency decreases. This is natural, since

FIG. 11. Energy, output power, and energy fluxes.

TABLE VII.

i 1 i 2 i W2 U2 S P eff., %

10 2.4 7.6 35.5 17.4 3.8 0.06 0.8
16 6 10 57 32 13.2 0.36 3.6
40 29.6 10.4 80 65 35 1.0 9
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peripheral part of the virtual cathode forms dipole radiat
as a result of the edge effect. The efficiency increases as
voltage becomes increasingly more relativistic.

In superpowerful generation devices, such as the virc
investigated here, a substantial complicating and limiting
ement is the appearance of plasma in the volume. The m
developed above permits taking account of this factor, jus

FIG. 12. Energy distribution.
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the scattering of electrons by the anode foil and vaporiza
of the foil.
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FIG. 13. Emitted field and its spectrum.
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Ranges of low- and medium-energy heavy ions in an amorphous material
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A theory of the passage of ions in an amorphous material is developed with elastic and inelastic
stopping processes taken into account. Inelastic stopping of ions is studied in the continuous
deceleration approximation. Elastic stopping is studied with allowance for the discrete character of
the change in energy and direction of motion of the ions in elastic scattering by the target
atoms. Integral equations are obtained for the total and projected ion ranges. Expressions are
obtained for the probability of a change in ion energy in elastic and inelastic stopping.
Calculations of the projected ranges of Cu and Ga ions in Si and C targets are performed. The
computational results agree well with experiment. ©1999 American Institute of Physics.
@S1063-7842~99!01702-X#
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A theory of the passage of heavy ions in an amorph
material was developed in Refs. 1–3. The low-energy ran
where the main process in the motion of ions in the mate
is elastic scattering by target atoms, was investigated,
inelastic processes were neglected. The results obtaine
Refs. 1–3 agree satisfactorily with experiment in the ene
range«<0.1. Here« is the reduced energy in the Lindha
approximation, where« is related with the ion energyE
by the relation«5Em2a/(Z1Z2e2(m11m2)), whereZ1 ,Z2

and m1 ,m2 are, respectively, the charge and mass of
nucleus of an ion and a target atom,e is the electron charge
a50.8853a0(Z1

2/31Z2
2/3)1/2, anda0 is the Bohr radius.

As the ion energy increases, inelastic processes bec
more important,4 and to give an adequate description of t
propagation of ions in matter the inelastic stopping proces
must be taken into account. In the present work, elastic
inelastic stopping of ions are taken into account. The
proach developed in Refs. 1–3 is extended to the case of
and medium ion energies. The following model formulati
of the problem is considered. An ion with initial energyE0 is
incident on an amorphous body in a direction orthogona
the body’s surface, located atx50. An ion moving in the
material loses energy, undergoing elastic and inelastic c
sions. The energy losses in inelastic collisions are studie
the continuous moderation approximation. The elastic s
tering is described in the modified hard-sphere mo
approximation.1 In the elastic scattering, the energy and
rection of motion of an ion change discretely. During t
motion of an ion between successive elastic scatte
events, the energy of the ion decreases continuously in
process of inelastic stopping; the direction of motion of t
ion does not change. An ion stops in the material when
energy drops below a certain threshold valueEth . By anal-
ogy with Refs. 1 and 5, we introduce the following concep
R — the total range of an ion — is the distance traversed
the ion in the material before stopping, andRp is the pro-
jected range of an ion — the projection of the distance
versed by an ion in the material in a distinguished direct
of motion. For the ion energy«.0.1, according to Ref. 3
2181063-7842/99/44(2)/4/$15.00
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the threshold energyEth can be set approximately to zero
Eth50, when calculating the ranges. For«,0.1, in Ref. 3
simple equations were obtained for converting the ion ran
calculated in the approximationEth50 to the case of non-
zero values of the threshold energyEth . As will be shown
below, such a conversion is also applicable in an approxim
tion that takes inelastic stopping of an ion into account.
what follows, we setEth50 and make the appropriate co
rection of the results at low ion energies. In this case, acco
ing to Ref. 3, the expressions for calculating the total a
projected ion ranges have the form

R5 (
k50

`

lk , Rp5 (
k50

`

lkmk , ~1!, ~2!

wherelk is the average range of an ion between thekth and
(k11)th elastic collisions andmk is the average value of th
cosine of the angle between the direction of motion of an
after thekth collision and thex axis.

Expressions for calculatinglk in an approximation that
takes only elastic scattering of the ions account are obta
in Ref. 2. We shall obtain expressions for calculatinglk in a
more general form which takes into account the inelastic
energy losses. Since the elastic scattering cross section
ion in general depends on the energy of the ion, the aver
mean free path of an ion also depends on energy. The de
dence oflk on the number of elastic collisions undergone
an ion is due to the corresponding change in the ion ene
distribution function. We introduce the following concept
l0(«) — the average travel distance of an ion with initi
energy« up to the first elastic collision with a target ato
andFk(«) — the energy distribution function of ions whic
have undergonek elastic collisions. The formation of the
distribution functionFk(«) is determined by discrete energ
losses of ions in elastic stopping and continuous ene
losses in inelastic stopping. We assume that a monoener
flux of ions with energy«5«0 , i.e., F0(«)5d(«2«0), is
incident on the surface of the target. The average travel
© 1999 American Institute of Physics
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tance of ions with initial energy«0 which have undergonek
collisions in the material is determined by the expression

lk~«0!5E
0

«0
l0~«!Fk~«!d«. ~3!

To determinelk(«0) with a known functionl0(«), it is
necessary to know the distribution functionFk(«). The
transformation of the distribution function as the number
ions which have undergone collisions increases is descr
by the following recurrence relation:

Fk~«!5E
«

«0
Fk21~«8!pen~«8→«!d«8. ~4!

wherepen(«8→«) is the probability density of a change i
the energy of an ion with elastic~index n! and inelastic~in-
dex e! energy losses,

E
0

«8
pen~«8→«!d«51.

Substituting expression~4! in Eq. ~3! and changing the
order of integration, we obtain

lk~«0!5E
0

«0
Fk21~«8!E

0

«8
l0~«!pen~«8→«!d«d«8.

~5!

Let us rewrite Eq.~5! in the form

lk~«0!5E
0

«0
Fk21~«8!l̃1~«8!d«8,

l̃1~«8!5E
0

«8
l0~«!pen~«8→«!d«.

Repeating the operation performed, we obtain in a g
eral form

lk~«0!5E
0

«0
Fk2 i~«8!l̃ i~«8!d«8,

l̃ i~«8!5E
0

«8
l̃ i 21~«!pen~«8→«!d«. ~6!

For i 5k we obtain from Eq.~6!

lk~«0!5E
0

«0
F0~«8!l̃k~«8!d«8[l̃k~«0!.

Since the indexk is arbitrary,l̃k5lk for all k. Thus, we
obtain from Eq.~6! the following recurrence relation for ca
culatinglk(«):

lk~«!5E
0

«

lk21~«8!pen~«→«8!d«8 for k>1. ~7!

It is remarkable that expression~7! makes it possible to
calculate the average travel distance of an ion afterk colli-
sions without finding the ion distribution functionFk(«).
Using Eqs.~1! and ~7!, we shall find an expression for th
total range of ions in the material. Summing expression~7!
over k from 1 to `, we obtain
f
ed

-

(
k51

`

lk~«!5 (
k51

` E
0

«

lk21~«8!pen~«→«8!d«8.

Transferring the summation sign in this expression in
the integrand and using the definition~1! for R(«), we obtain
the following integral equation for the total range of ions
the material:

R~«!5l0~«!1E
0

«

R~«8!pen~«→«8!d«8. ~8!

The equation obtained has a clear physical meaning.
deed, the total range of an ion includes the distance trave
by the ion up to the first elastic collision, and the total ran
averaged with the corresponding probability, of an ion who
energy which changes as a result of inelastic and ela
losses.

We shall now obtain a similar equation for the project
range of ions in a material. In this case, it is necessary
determine an expression for the average cosine of the d
tion angle of motion of an ion after thekth collision. Acord-
ing to Ref. 1,mk5ms

k , wherems is the average cosine of th
scattering angle of an ion in a collision with a target ato
and is given by

ms5H 12
1

3 S m2

m1
D 2

, m1.m2 ,

2

3

m1

m2
, m1<m2 .

We premultiply expression~7! by ms
k and repeat the se

quence of operations in the derivation of Eq.~8!. As a result,
we obtain the following integral equation for the project
ion range:

Rp~«!5l0~«!1msE
0

«

Rp~«8!pen~«→«8!d«8. ~9!

The integral equations~8! and ~9! for the total and pro-
jected ion ranges in a material were obtained under q
general assumptions about the mechanism of energy
during the motion of an ion in the material. These are Vo
erra integral equations of the second kind. The mathema
formalism for solving such equations has been develope
detail ~see, for example, Ref. 6!. One possible method o
solution is the method of iterations. It is easy to show th
expressions~1! and~2!, together with the recurrence relatio
~7!, are solutions of the integral equations~8! and~9! by the
method of iterations using the functionl0(«) as the zeroth
approximation. In the present paper we shall confine o
selves to investigating this solution.

To calculate the ranges, it is necessary to know the fu
tionspen(«→«8) andl0(«). These functions are determine
in terms of the densityp(x) of the probability that an ion
undergoes an elastic collision after traversing a distancex.
The probability densityp(x) is introduced by the following
obvious relation:

p~x!5ns~x!expS 2E
0

x

ns~x8!dx8D , ~10!
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where n is the density of target atoms ands is the cross
section for elastic scattering of an ion by the target atom

The dependence of the cross sections on the coordinate
x is due to the continuous decrease in the ion energy du
the inelastic stopping between two successive elastic sca
ing events, i.e., in realitys(x)5s(«(x)). Following Refs. 1
and 2, we shall determine the energy dependence of the
tic scattering cross section in terms of the dimensionl
stopping power of ions for elastic energy lossessn(«) ~the
notation is conventional! by the relation

s~«!52pa2sn~«!/«. ~11a!

According to Ref. 7, the change in the ion energy due
inelastic losses in the continuous stopping approximation
be determined in terms of the dimensionless stopping po
for inelastic energy lossesse(«) by the relation

d«

dx
52Ase~«!,

A5pa2n
4m1m2

~m11m2!2
. ~11b!

The equations~10! and~11! make it possible to obtain a
expression for the probability that the energy of an i
changes due to inelastic losses as the ion moves between
successive events of elastic scattering by target atoms.
denote the corresponding probability density aspe(«b→«),
where«b is the energy with which the ion ‘‘commences’’ it
energy, having undergone a successive elastic collision;« is
the energy with which an ion ‘‘terminates’’ its motion an
undergoes the next elastic collision. Using the law of tra
formation of random variables,8 according to which
p(«)d«5p(x)dx, after simple transformations of the Eq
~10! and ~11!, we obtain

pe~«b→«!5Q
sn~«!

«se~«!
expF2E

«

«b
Q

sn~«8!

«8se~«8!
d«8G ,

~12!

where

Q5
~m11m2!2

2m1m2
.

The density of the probability that the energy of an i
changes from« to «8 as a result of elastic scattering by targ
atoms is determined, according to Ref. 2, by the relation

pn~«b→«8!5
Q

2« H 1 for a«<«8<«,

0 for «8.«, «8,a«,
~13!

where

a5S m12m2

m11m2
D 2

.

The functionpen(«→«8), determining the density of the
probability that the energy of an ion changes in inelastic a
elastic stopping processes, can be expressed in terms o
functionspe andpn , given by expressions~12! and ~13!, as
follows:
g
er-

as-
s

o
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pen~«b→«8!5E
«8

«

pe~«→«9!pn~«9→«8!d«9. ~14!

We shall now determine the average range of an ion w
energy«b , taking into account the change in the energy
an ion due to inelastic stopping. For this, we employ t
relations~11b! and~12!, which describe the energy losses
an ion in inelastic collisions. Integrating expression~11b!,
we obtain an expression for the distancex(«b ,«) over which
the energy of an ion decreases as a result of inelastic s
ping from «b to «,

x~«b ,«!5
1

AE«

«b d«8

se~«8!
.

We obtain an expression forl0(«b) by averaging
x(«b ,«) with the probability density determined in Eq.~12!:

l0~«b!5E
0

«b
x~«b ,«!pe~«b→«!d«.

Simple transformations yield

l0~«b!5
1

AE0

«b 1

se~«!
expS 2E

«

«2
Q

sn~«8!

«8se~«8!
d«8D d«.

~15!

For prescribed functionsse(«) andsn(«), Eqs.~1!, ~2!,
~7!, ~14!, and~15! together make it possible to calculate th
total and projected ranges of ions in an amorphous mate
In the calculations, we shall employ the following function
se(«)5kA«, sn(«)5gA«/(b1«). According to Ref. 7, the
expression forsn(«) for g50.45 andb50.3 is a good ap-
proximation for calculating the stopping power of ions, o

FIG. 1. Projected range of Cu ions in a Si target as a function of ene
g50.45,b50.3,k: 1 — 0, 2 — 0.05,3 — 0.1, 4 — 0.2.
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tained using the interaction potential in the Thomas–Ferm
Firsov model, in the energy range 0.001<«<10.

Let us investigate the effect of inelastic stopping on
projected range of ions in a material. Figure 1 shows
projected range of Cu ions in Si for various values of t
coefficientk. It follows from Fig. 1 that the projected rang
decreases with increasing inelastic energy losses~with in-
creasingk). For «510, taking inelastic energy losses in
account substantially decreases the projected range o
ions. Specifically, fork50.1 the projected range is approx
mately a factor of 2 shorter than the projected range fok
50. For «,0.1, the effect of inelastic energy losses on t

FIG. 2. Comparison of the experimental and theoretical projected range
ions: Curves — calculation according to Eqs.~2!, ~7!, ~14!, and~15! for the
following ion–target combinations:1 — Cu–Si with k50.04,g50.43; 2
— Ca–Si,k50.06,g50.46; 3 — Ga–C,k50.17,g50.30; 4 — Cu–C,
k50.09, g50.34; symbols — experiment of Ref. 10:n — Cu–Si,h —
Ga–Si and experiment of Ref. 9:, — Cu–C,s — Ga–C.
–

e
e

he

projected range is negligible. This makes it possible to
the method developed in Ref. 3 to calculate the ion range
the elastic stopping approximation, making a correction
the projected range of low-energy ions with allowance
the nonzero value of the threshold energyEth .

Figure 2 compares the results of numerical calculatio
of the projected ranges of ions with the experimental res
obtained in Refs. 9 and 10. The two parametersg and k
characterizing the stopping powers of ions in a material w
chosen by the least-squares method by comparing the ex
mental and theoretical values of the ion ranges. The par
eter b was assumed to be constant for all ion–target pa
b50.3. It follows from Fig. 2 that the theory agrees we
with experiment.

Let us conclude with a summary of the main results
this work. A theory of ion passage through a material w
developed with elastic and inelastic energy losses taken
account. Integral equations were obtained for the total
projected range of the ions. Expressions for the probab
that the ion energy changes in elastic and inelastic collisi
were obtained. The calculations performed show good ag
ment between the theoretical and experimental results.
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Theoretical investigation of the bunching of an electron beam in relativistic power
amplifiers

É. A. Perel’shte n, L. V. Bobyleva, A. V. Elzhov, and V. I. Kazacha
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The modern approach to designing an injector for the driver of a two-beam accelerator is based
on the use of a bunched electron beam. The results of simulation and comparison of the
processes leading to bunching of a relativistic electron beam in a free-electron laser and in a
traveling-wave tube at low electron beam energies are discussed. The simulation and
existing experimental results for bunching of an electron beam in a free-electron laser are
compared. ©1999 American Institute of Physics.@S1063-7842~99!01802-4#
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INTRODUCTION

Work on the next generation of electron–positron coll
ers for the TeV range is now going on all over the wor
These machines will require large gradients of the accele
ing electric fields~up to ;100 MeV/m) to conserve energ
and so that the accelerators not be too long. Two sche
based on the concept of a two-beam accelerator are b
investigated to solve this problem.1,2 In the two-beam accel
erator, the first accelerator produces a high-current elec
beam that should be bunched over the entire length of
collider. The electron bunches generate rf electromagn
power for the accelerating resonators in the second acce
tor, which accelerates the main beam up to the TeV ran

Several schemes for obtaining such high-intensity dri
electron bunches exist. One such scheme was impleme
in Refs. 1 and 3, where the so-called ‘‘Choppertron’’ e
ployed transverse modulation of the velocity of the 2.5 M
main beam with a 1 kAcurrent in a deflecting resonator wit
a collimator to obtain longitudinal bunching of the bea
The other idea for obtaining such bunches is to use
bunching of a beam that occurs in a free-electron la
~FEL!. In Refs. 5 and 6, detailed numerical calculations w
performed for the purpose of assessing the advantages o
method and determining the bunching efficiency as a fu
tion of the beam energy, the beam current, and the emitta
It was also shown in Refs. 5 and 6 that in FEL amplifiers
high degree of beam bunching can be obtained over q
short lengths. However, in this bunching method the se
tivity of the phase stability to a change in beam energy d
ing a pulse and the rapid debunching of the beam with e
tation of the FEL are serious problems.

The first results on the direct observation of bunching
a relativistic electron beam in a powerful FEL were repor
in Refs. 7–9. The measurements, employing both elec
magnetic and optical techniques, were performed at the w
gler exit and clearly demonstrated bunching of the beam

The present work is devoted to a numerical simulat
and comparison of bunching of a relativistic electron beam
a FEL and in a traveling-wave tube~TWT!. The computa-
tional results for the bunching of an electron beam in a F
2221063-7842/99/44(2)/4/$15.00
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are also compared with the experimental results obtaine
Refs. 7 and 8.

EQUATIONS DESCRIBING BUNCHING OF A BEAM

The following equations describe the self-consistent s
tial problem of the motion of a relativistic electron beam in
microwave electric field. They can be used both for a FEL
the Compton mode and for the TWT:

dg j

dZ
52kas sinc j ~ j 51, . . . ,M !, ~1!

dQ j

dZ
5

1

b i j
2

1

bph
, ~2!

das

dZ
5h^sinc j&, ~3!

dw

dZ
as5h^cosc j&. ~4!

HereM is the number of electrons~macroparticles!; g j is the
energy of thej th electron (Ej5m0c2g j ) in the units E0

5m0c2; m0 is the electron rest mass;c is the speed of light;
Z5zv0 /c is the dimensionless longitudinal coordinate; an
v0 is the microwave frequency. The quantityQ j is the phase
of the j th electron relative to the electromagnetic field;w is
the phase of the complex amplitude (â5as exp(iw)); and,
c j5w1Q j is the total ponderomotive phase. The brackets
Eqs.~3! and~4! indicate averaging over a bunch. The qua
tity as is the dimensionless amplitude of the microwave el
tric field

as5
eEs

m0v0c
, ~5!

wheree is the electron charge andEs is the amplitude of the
microwave electric field.

The parameterk is the coupling constant between th
electrons and the microwave. Its value depends on the
of setup employed. The parameterh in Eqs. ~3! and ~4! is
given by the expression10
© 1999 American Institute of Physics
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h5S I b

I A
D2k

N
. ~6!

The constantI A5m0c3/e.17 kA, N is the norm of the
electromagnetic wave,b i j is the longitudinal electron veloc
ity, andbph is the phase velocity of the microwave.

SIMULATION OF BUNCHING IN A FREE-ELECTRON LASER

To obtain a system of differential equations for simul
ing the bunching in a FEL with a helical wiggler, we took
a basis the corresponding equations from Refs. 10 and
taking account of the effective shift of the frequencyvp due
to the plasma wave in the beam. This corresponds to ta
account of the plasma wave under the resonance condi
in Refs. 7 and 8. We have, finally,

dv j

dZ
5k1 jas sinc j ~ j 51, . . . ,M !, ~7!

dQ j

dZ
52

~kv1ks!c

v0
111

vp

v0bz
1

11av
2 1avas cosc j

2g0
2~12v j !

2
, ~8!

das

dZ
5h1K sinc j

12v j
L , ~9!

dw

dZ
as5h1K cosc j

12v j
L , ~10!

where

k1 j5
av

2g0g j
5

k0

12v j
. ~11!

Here v j512Ej /E0 is the relative change in the energy
the j th electron;kv52p/lv ; lv is the period of wiggler;ks

is the axial wave number of the resonant waveguide mod
the wiggler;g051/A12b0

2 is the initial energy of the elec
tron beam;bz is the longitudinal dimensionless velocity o
the resonant particle, determined from the relationsbz

5Ab0
22b'

2 , b' /bz5av /g0 ; k05av/2g0
2; vp is the rela-

tivistic plasma frequency

vp5A4pnee
2

m0

1

gzg
1/2

. ~12!

Here ne is the density of the electron beam,gz

51/A12bz
2, the parameterav is given by the formula

av5
eBvlv

2pm0c2
, ~13!

whereBv is the amplitude of the magnetic field of the wig
gler.

The coefficienth1 is given by the expression

h15S I b

I A
D2k0g0

N
. ~14!

For our simulation we employed the electron-beam a
FEL parameters from Refs. 7 and 8: electron beam ene
;2.2 MeV (g0.5.31,b0.0.982); electronic current insid
the wigglerI b;500 A; electron beam radius;0.5 cm; wig-
-

1,

g
ns

in

d
gy

gler periodlv512 cm; wiggler fieldBv50.11 T; and, mi-
crowave frequencyf 053.531010 Hz (H11 mode!.

In Refs. 7 and 8 an initial microwave power of 10 kW
was injected into a circular waveguide in theH11 mode. The
corresponding amplitude of the microwave electric field
as.4.431024 @see Eq.~5!#. Then we obtain the following
values of the parameters from Eqs.~11!, ~13!, and ~14!: k0

.0.022 andh1.2.531024 ~the norm of the wave in our
case isN5N11.24.3).

We determine the bunching parameterB just in Ref. 7:
B5u^exp(ic)&u. We simulated the initial energy spread in th
electron beam using 2000 electrons distributed over
phase at 40 points fromQ50 to 2p and at each point 50
electrons possessed a Gaussian relative-energy distrib
with variances.

The system of differential equations~7!–~10! was solved
by the Runge–Kutta method for the parameter values in
cated above. Figure 1 shows the computational results for
microwave power of the FEL and compares these res
with those obtained in Refs. 7 and 8. To take account of
adiabatic entrance of the wiggler in Refs. 7 and 8, we assu
that exponential power growth commences 48 cm from
wiggler entrance. This point corresponds to the pointz50 in
Fig. 1. As one can see, these results are in quite good ag
ment. Comparing the microwave power distribution alo
the wiggler, obtained experimentally in Refs. 7 and 8, it c
be concluded that the observed difference of the maxim
microwave power by a factor of;10 relative to the com-
puted value for a monoenergetic beam can be partially
plained by the presence of an initial energy spread in
electron beam.

Figure 2 shows the computed dependences of the bu
ing parameterB on the distanceL along the wiggler. The
curves in Fig. 2 correspond to measurements of the t
dependence of the bunching parameter along the beam.7 The
regular part of the wiggler terminates atL approximately
equal to 170 cm. Our calculations beyond the regular par
the wiggler are not accurate enough. Thus, comparing

FIG. 1. Microwave power of a FEL as a function of the interaction leng
of the electron beam with the wiggler:s50 ~solid curve!, 5% ~dashed
curve!; curves — calculation,1 — theory of Ref. 7,d — experiment of
Ref. 7.
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computed curve corresponding tos55% with the experi-
mental results, it can be inferred that the low experimen
value of the bunching parameter in Ref. 7 (B;0.1) can be
explained by the energy spread of the electrons in the be
The distance at which the maximum bunching is attained
in the maximum microwave power range.

The character of the electron distribution in phase sp
$g,c% for B.0.75 in the case of a monoenergetic beams
50) is shown in Fig. 3. The dependence of the compu
microwave power at the wiggler exit on the initial bea
energy (s50) is shown in Fig. 4. It is obvious that thi
resonance curve is asymmetric and its maximum value
responds tog0.5.6 for our parameter values.

SIMULATION OF BUNCHING IN A TRAVELING-WAVE TUBE

We employed the following system of differential equ
tions to simulate the bunching of an electron beam in a F
accelerator based on a corrugated waveguide:

dv j

dZ
5k2as sinc j ~ j 51, . . . ,M !, ~15!

FIG. 2. Bunching parameter in a FEL versus the interaction length o
electron beam with the wiggler:s50 ~solid curve!, 5% — dashed,1 —
numerical simulation.7

FIG. 3. Phase-space distribution of a bunched beam in a FEL at the
z5129.5 cm, corresponding to the maximum bunching parameter.
solid line shows the computed separatrix.
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dQ j

dZ
5

12v j

A~12v j !
221/g0

2
2

1

bph
, ~16!

das

dZ
5h2^sinc j&, ~17!

dw

dZ
as5h2^cosc j&, ~18!

where

k25
p l 0

g0d
, ~19!

l 0 is the amplitude of the corrugation, andd is the spatial
period of the corrugation.12

The parameterh2 is defined as

h25S I b

I A
D2k2g0

N01
, ~20!

whereN01 is the norm of theE01 mode in the TWT.
For the simulation, we chose the following parameters

the electron beam andE01 mode: electron beam energ
;2.2 MeV (g0.5.31), electron current inside the TWTI b

;500 A, electron beam radius;0.5 cm, microwave fre-
quency f 05173109 Hz (l.1.76 cm), and microwave
power input in the TWT 10 kW. The value of the parame
d was found from the dispersion curve of the corruga
waveguide, wherel 051 mm, the radiusr 0.1.8 cm, and
bph.0.982. The dispersion curve was calculated using
URMEL code. In our cased;5.8 mm andksd52p/3. Then
we havek2.0.102 from Eq.~19! andh2.3.231023 from
Eq. ~20! ~in our case the norm of the waveN01.10). For
initial microwave power;10 kW in the TWT the corre-
sponding dimensionless amplitude of the microwave elec
field is as.6.831024.

Figure 5 shows the computed curves of the microwa
power versus distance along the TWT. The two curves c
respond to initial electron beam energies 2.2 and 1 MeV.
one can see from Figs. 1 and 5, the bunching length of a
MeV electron beam is;1.5 times shorter in TWT than in

n
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e

FIG. 4. Microwave power at the wiggler exit versus the initial beam ener
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the FEL. The electron distribution in phase space$g,c% for
the maximum value of the bunching parameterB50.61 ~be-
fore saturation of the wave in the TWT! is shown in Fig. 6.
It is evident from Figs. 3 and 6 that the energy spread in
bunches is larger in the TWT than in the FEL. It is also se
from Fig. 5 that the bunching length in the TWT decreas
substantially with decreasing initial beam energy.

FIG. 5. Microwave power in a TWT versus the interaction length with
beam:g055.31 ~solid curve! and 3.0~dashed curve!.

FIG. 6. Phase space distribution of a bunched beam in a TWT at the p
z588.3 cm, corresponding to the maximum value of the bunching par
eter.
e
n
s

The dependence of the microwave power at the TW
exit on the energy spread~2.2 MeV! is quite weak. This
dependence becomes substantial when the initial electron
ergy decreases to 1 MeV.

CONCLUSIONS

Our simulation showed that the high degree of bunch
of a 1–2 MeV electron beam can be quite easily achieve
a short traveling-wave tube.

Bunching of an electron beam~2.2 MeV, 500 A! occurs
in a ;1.5 times shorter distance in a TWT than in a FE
This is because the spatial gain in the TWT is much hig
than in a FEL. The energy spread in the bunches formed
TWT is larger than in a FEL. The bunching effect in a TW
is virtually independent of the initial energy spread in t
beam and in a FEL this dependence is strong.

The bunching efficiency in a TWT decreases with i
creasing initial electron energy. Thus, a TWT can be u
effectively to bunch an electron beam in the energy ran
from 1 to 2 MeV, where the TWT length can range from 0
to 1 m.

This work was performed in the Laboratory of Nucle
Problems at the Joint Institute for Nuclear Research. T
work was supported by MNS~Soros, Grant No. JLD100! and
by the Russian Fund for Fundamental Research~Grant No.
96-02-17395!.
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Calculation of the shape of the mass peaks of hyperboloid mass spectrometers
with one-dimensional unipolar sorting of the ions

E. V. Mamontov and D. V. Kiryushin

Ryazan State Radio Engineering Academy, 391000 Ryazan, Russia
~Submitted November 18, 1997!
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The properties of the particular solutions of the Hill equation are used to obtain expressions for
the envelopes of charged-particle trajectories in a hyperboloid analyzer with ion sorting
along one coordinate in its positive range. Analytical relations for calculating the shape of the
mass peaks are obtained on the basis of these expressions. The results of analytical
calculations are compared with a computer simulation. The parameters for calculating the
sensitivity and resolution of the one-dimensional analyzer are determined according to the mass
peaks. ©1999 American Institute of Physics.@S1063-7842~99!01902-9#
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The possibilities of producing a dynamic mass spectro
eter with an analyzer in the form of two hyperboloids
revolution with radiir 1.r 2, in which the charged particle
are sorted along one coordinatez, are discussed in Refs.
and 2. In the sorting process, the analyzed particles w
massm0 execute almost periodic oscillations in the positi
region of the sorting coordinatez.0. Estimates made in
Refs. 1 and 2 indicate that it is best to use a one-dimensio
unipolar regime of particle sorting by specific charge. T
instrumental function — the shape of the mass peak of
instrument — gives a more complete idea of the analyt
possibilities of the sorting method. For a one-dimensio
unipolar mass spectrometer~OUMS!, the instrumental func-
tion is the dependence of the ion confinement factorh on the
normalized massM5m/m0 ~Ref. 1!.

The shape of the mass peak can be constructed by c
puter simulation of the charged-particle sorting process
But, in so doing, the complete relationship between the
ferent sorting parameters and the analytical indicators of
mass spectrometer is not established. The one-dimens
unipolar method of ion sorting makes it possible to obt
quite simple and accurate analytical representations for
shape of the mass peaks on the basis of the characte
features of the particle motion near the stability bound
a0(q). Under the conditions of field-free phase input and
small spread of the initial coordinates of the ionsDz/z!1,
characteristic for the one-dimensional unipolar mass a
lyzer, the thermal velocitiesv are the diversity factor of tra
jectories along the sorting axisz of the particles with fixed
massm. Some ion trajectories with different masses and d
ferent velocities are shown in Fig. 1. A particle is stable
during nc sorting cycles its instantaneous coordinatez falls
within the electrode system of the analyzerr 1.z.r 2. To
establish this fact it is sufficient to know the behavior of t
extremal valuesZmax(n) andZmin(n), which are the envelope
of the charged-particle trajectories.

Ion motion in an ac field in a square potential with t
analyzer powered by a pulsed square voltage is describe
the Hill equation3
2261063-7842/99/44(2)/4/$15.00
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d2z

dt2
1@a12qF~ t !#z50, ~1!

whereF(t) is the normalized step function with period 2T.
The general solution of Eq.~1! can be represented as

linear combination of two independent particular solution3

z~ t !5Az1~ t !1Bz2~ t !, ~2!

whereA andB are constants determined from the initial co
ditions.

For smallDm/m, when the working point lies near th
stability boundarya0(q), as the number of sorting periodsnc

increases, the positions of the extremal values of the fu
tions z1(t) andz2(t) coincide with increasing accuracy. Fo
example, for independent particular solutionsce0(t) and
f e0(t) with q50.8 andnc510, the discrepancies in the po
sition of the extremal positions does not exceed 0
31022 of a sorting period. The error in determining th
extremal values themselves is 331024. This feature of the
particular solutions makes it possible to determine the val
of the envelopesZmax(t) andZmin(t) as a sum of the extrema
values of the functionsz1(t) andz2(t).

To find the extremal values of the trajectories we sh
employ the method of characteristic solutions.4 We choose as

FIG. 1. Ion trajectory in a hyperboloid mass spectrometer with o
dimensional unipolar sorting of the ions:M51.002 ~a!, 0.998 ~b!; 1 —
v50.0 ~a!, vT ~b!; 2 — v52vT ~a!, 0 ~b!.
© 1999 American Institute of Physics
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characteristic pointstmax or tmin , which coincide with the
extrema of the functionsz1(t) or z2(t) with entrance phase
w01 andw02,

tmaxn52Tn; tmin n5T
2n11

2
. ~3!

In accordance with the method of characteristic so
tions, the coordinateszn and velocitiesvn of the particles
after thenth sorting cycle are determined by the values
these parameterszn21 andvn21 after the (n21)th cycle by
the system of equations4

zn5C i3zn211C i4vn21 , vn5C i1zn211C i2vn21 ,
~4!

where the coefficients can be calculated according to the
lowing formulas:

for entrance phasew0150

C1152AaV sinAaQ coshQ1
AaV

a

3FAa1
1

Aa
1S 1

Aa
2Aa D cosAaQGsinhQ,

C145
1

AaV
sinAaQ coshQ1

1

2AaV

3FAa1
1

Aa
2S 1

Aa
2Aa D cosAaQGsinhQ,

for entrance phasew025p

C215V sinhQ cosAaQ2
V

2

3FAa1
1

Aa
2S 1

Aa
2Aa D coshQGsinAaQ,

C245
1

V
sinhQ cosAaQ1

1

2V

3FAa1
1

Aa
1S 1

Aa
2Aa D coshQGsinAaQ,

for entrance phasesw01 andw02

C25C35coshQ cosAaQ

2
1

2 FAa2
1

Aa
GsinAaQ sinhQ,

whereV5A2Ume/mr1
2 ,a5Um1 /Um is the pulsed voltage

parameter, andQ is the solution of the equation for th
boundarya0(q) of the stability zone.1

The solutions of the system~4!, which are represented a
a sum of two independent solutions, have the form

Z1~n!5Ai coshv1n1Bi sinhv1n, m.m0 ;

Z2~n!5Ai cosv2n1Bi sinv2n, m,m0 . ~5!
-

f

l-

Depending on the values of the constantsAi andBi , the
functions Z1(n) and Z2(n) describe the envelopes of th
minima or maxima of the trajectories for entrance phasesw01

and w02. For Dm/m,1022, the values of the parameter
v15tanh21C2 and v25tan21C2 can be adequately repre
sented in the form

v1.v2.v5AgQDm/m, ~6!

where g5(1/2Aa23Aa/2)sinAaQ coshQ11/2(32a)
3cosAa Q sinhQ.

The constantAi in Eqs. ~5! for the envelopes of the
maximaZmax(n) equals the initial coordinateZ01 for entrance
phasew01, and for the envelopes of the minimaZmin(n) it
equals the initial coordinateZ02 for entrance phasew02. To
determine the constantsBi , we take account of the fact tha
for r.102 the relative changes in the coefficientsC14 and
C24 with m deviating fromm0 do not exceed 2.531024, so
that they can be assumed to be constant. As follows from
~4!, for a zero initial coordinate the envelopes of trajector
vary linearly with increasingn:

for w01

Zmax~n!5C14vn, Zmin~n!5AC14C24vn,

for w02

Zmax~n!5AC14C24vn, Zmin~n!5C24vn. ~7!

According to Eq.~7!, the expression for the envelope o
the minima for w01 is identical to the expression for th
envelope of the maxima forw02. For smallDm/m Eqs.~5!
become

Z~n!5Bivn. ~8!

Equating expressions~7! and~8!, we obtain the values o
the constantsBi :

for the envelopes of the maxima

B15
C14v

v
for w01,

B35
AC14C24v

v
for w02,

for the envelopes of the minima

B25
AC14C24v

v
for w01,

B25
C24v

v
for w02.

We shall use relation~5! to calculate the mass peaks
an OUMS. In terms of the envelope functions, the conditio
for particle confinement can be written in the form

Zmax~n!,r 1 , Zmin~n!.r 2 . ~9!

These conditions correspond to the range of initial i
velocities vmin–vmax for which particles with massm are
confined in the analyzer fornc sorting periods. With allow-
ance for the values of the constantsAi andBi in Eq. ~5!, the
limiting velocities should be determined for massesm,m0

andm.m0 and entrance phasesw01 andw02.
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For m,m0 andw01 the equation forvmin has the form

Z02cosvnc1
AC14C24vmin

v
sinvnc5r 2 .

Introducing vnc5jc , r 2 /r 15«, and r 2 /z025c2, we
have

vmin5
«r 1

AC14C24c2nc

c22cosjc

sinjc
jc . ~10!

To calculate the maximum velocityvmax we take into
account the fact that the envelopeZmax(n) in the sorting in-
terval jc increases monotonically forjc,j1, while for
jc.j1 it has a maximum at the pointj15tan21B01/Z01,
where B01/Z01 is determined below. In the interval 0<jc

<j1 the maximum velocity is found from the equation

Z01cosjc1
C14vmax

v
sinjc5r 1 .

Transforming and introducingr 1 /z015c1, we obtain

vmax5
r 1

C14c1nc

c12cosjc

sinjc
jc . ~11!

In the intervaljc.j1, taking into account the valuej1,
the equation forvmax becomes

cos tan21B01/Z011sin tan21B01/Z015c1 . ~12!

The numerical solution of Eq.~12! for the parameter
a05B01/Z01 is presented in Fig. 2a. The value found fora0

is used to calculate the maximum velocity as

vmax5
a0r 1

c1C14nc
jc . ~13!

Expressions for the maximum and minimum velociti
in the mass rangem.m0 are determined similarly:

vmin5
«r 1

AC14C24c2n2nc

c22coshj2

sinhjc
jc for jc,j2 ,

vmin5
b0r 1«

AC14C24c2nc

jc for jc.j2 ,

vmax5
r 1

C14c1nc

c12coshjc

sinhjc
jc , ~14!

wherej15tanh21B02/Z02, andb05B02/Z02 is the solution
of the nonlinear equation similar to Eq.~12! and is presented
in Fig. 2b.

FIG. 2. Solution of the nonlinear equations.
Relations~10!, ~11!, ~13!, and~14! together describe the
region of initial velocities for which the ions are confined
the analyzer for entrance phasew01. For entrance phasew02

the limiting velocities calculated using these relations m
be multiplied by the factorAC14C24. The confinement re-
gions constructed using expressions~10!, ~11!, ~13!, and~14!
are displayed in Fig. 3 for the sorting parametersl50.266
and «50.3 and the two valuesc151.1 and 1.2. It can be
shown that forc1,1.3, which values are of practical signifi
cance, the confinement regions are closed. The bounded
ture of the particle confinement regions determines the fi
extent of the mass peaks, which is an important property
OUMS, following from the characteristic features of unip
lar ion sorting. The points of intersection of the veloci
limits vmin andvmax in the region of small massesj01 and in
the region of large massesj02 determine the widthj022j01

of the mass peak. Symmetry of the mass peak, in the sen
its extent in the direction of masses which are larger a
smaller thanm0, obtains forc1'c2

j015j025j0'3.16Ac021. ~15!

Using Eq.~15! we shall obtain a relation for the numbe
nc of sorting periods as a function of the resolving powerr0,
determined according to the zero level,

nc54.5«c1
2Ac121Ar0. ~16!

For «50.3, c151.1, and l50.32 we obtain nc

50.52Ar0.
For a strictly bounded mass peak, the sorting velocity

OUMS is much higher than in other types of hyperbolo
mass spectrometers.

The velocity rangevmin2vmax determines the number o
particles with fixed massm which are confined in the ana
lyzer. Using the fact that component of the thermal veloc
in the direction of the sorting axis conforms to a norm
distribution and using the expressions forvmin and vmax as
the limits of integration, we obtain for the confinement fact

n~j!5
1

A2pvT
E

Vmin

Vmax
exp~2v2/vT

2!dv. ~17!

Making the substitution

M511
Dm

m
5

j2

gQ
11

FIG. 3. Regions of confinement of analyzed particles withc151.2 ~1! and
1.1 ~2!.
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expression~17! becomes the functionh(M ).
The mass peaks calculated using the relations obta

for the instrumental function are presented in Fig. 4. To
timate the computational error associated with the fin
spread of the initial particle coordinates and the curvature
the electrodes, which are neglected in Eq.~9!, a computer
simulation was performed of one-dimensional unipolar
sorting processes. The simulation results, which are
sented in Fig. 4, indicate that the accuracy of the analyt
expressions for the mass peaks is adequate.

Setting in Eq.~17! j50 and making a number of sim
plifications, we obtain formulas for the confinement fac
for particles with the analyzed mass that characterizes
sensitivity of the OUMS:

h1'h0

«~c0
221!

A~c021!r0

for w5w01, ~18!

h2'h0

~c0
221!

c0
2A~c021!r0

for w5w02, ~19!

whereh058.9AUme/m/vT .

FIG. 4. Mass peaks of a one-dimensional unipolar mass spectromete
nc510 andc151.1 ~a!, 1.2 ~b!; l50.327 ~a!, 0.276 ~b!. Solid curves —
analytical calculation, dashed curves — computer simulation,1 — for en-
trance phasew02 , 2 — for entrance phasew01 .
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According to Eqs.~18! and~19!, a one-dimensional ana
lyzer is characterized by a weak dependence of the confi
ment factorh on the resolving powerr0. This makes it pos-
sible to obtain high resolutionr0>103 without greatly
decreasing the sensitivity of the mass spectrometer. Com
ing expressions~18! and ~19! shows that the sorting effi
ciency with entrance phasew02 is 1/«c0

2 times higher than
with the entrance phasew01. This is also reflected in the
different intensity of the peaks in Fig. 4.

CONCLUSIONS

The positions of the extrema of the particular solutio
of the Hill equations near the stability boundarya0(q) for
nc.10 coincide to a high degree of accuracy. This feature
the trajectories and of the method of characteristic soluti
makes it possible to calculate the envelopes of trajectorie
charged particles with different initial coordinates and init
velocities. This is the basis for finding the shape of the m
peaks of a one-dimensional unipolar mass spectrometer.
mass peaks constructed using the analytical express
agree well with the mass peaks obtained by computer si
lation.

A distinguishing feature of the mass peaks of an OUM
is that they are strictly mass-limited. The confinement fac
of a one-dimensional analyzer is essentially independen
the resolving power of the mass spectrometer. This make
possible to obtain a parameterr0.103 without appreciably
degrading the sensitivity of the instrument.
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2E. V. Mamontov, Dynamic Mass Spectrometer with One-Dimension
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4É. P. Sheretov and V. I. Terent’ev, Zh. Tekh. Fiz.42~5!, 953~1972! @Sov.
Phys. Tech. Phys.42, 755 ~1972!#.
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Effect of ion sputtering on the statistical properties of a surface
A. V. Merkulov

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia

O. A. Merkulova

St. Petersburg State Technical University, 195250 St. Petersburg, Russia
~Submitted July 10, 1997!
Zh. Tekh. Fiz.69, 107–111~February 1999!

The modification of a gallium arsenide surface during irradiation by heavy cesium ions Cs1 is
investigated by measuring the surface height distribution with an atomic force microscope.
Both increases and decreases in the rms heights, an integral parameter of the surface, are
observed to occur. It is established that for all experimental samples the roughness of the
gallium arsenide surface increases in a 1–100 nm lateral range. Analysis of the structure function
yields an estimate of the characteristic lateral dimensions of the surface structures arising
during ion etching. ©1999 American Institute of Physics.@S1063-7842~99!02002-4#
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INTRODUCTION

Ion etching in combination with surface-sensitive me
ods is one of the basic methods used to investigate the d
distributions of the host and impurity elements of semico
ductor devices. However, ion bombardment changes the
face topography. Low-energy ion etching of the surfa
gives rise to cone formation and, in some cases, at glan
angles of incidence a groove structure forms.1 To understand
these changes in greater detail, it is necessary to study
effect of various conditions of irradiation on the modificatio
of the microrelief. In previous works these features we
studied mainly by electron microscopy2 or Auger-electron
spectroscopy, x-ray electron spectroscopy, and second
electron spectroscopy.3 But these methods do not adequate
reflect the three-dimensional topography of the surface.
advent of the scanning tunneling microscope and ato
force microscope~AFM! has made it possible to obtain
three-dimensional image of a surface that can be used
quantitative characterization of the changes produced in
the surface morphology by ion bombardment. AFM me
surements make it possible to obtain high lateral and he
resolution, making the AFM an ideal tool for investigatin
quite smooth semiconductor surfaces. However, in s
investigations4–6 are often limited their work to only measu
ing the rms height, which does not carry any informati
about the structure of the surface. Our objective in
present work was to find out which statistical parameters
the microrelief provide an adequate description of the surf
topography of semiconductor structures obtained by
bombardment. The statistical approach to the investigatio
such structures will make it possible in the future to mo
both the surfaces arising in the course of ion bombardm
and the physicochemical processes accompanying ion
diation.

EXPERIMENTAL PROCEDURE

We investigated samples of gallium arsenide doped w
indium d layers grown by molecular beam epitaxy~sample
2301063-7842/99/44(2)/5/$15.00
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1! and samples of gallium arsenide doped with germaniumd
layers grown by magnetron sputtering~samples 2–4!. We
note that the surfaces of the samples 2–4 are not as sm
as the surface of sample 1, probably because of the sh
comings the magnetron sputtering method. Their rms heig
are 7.6–18 and 1.4 nm, respectively. To study the deve
ment of surface topography as a function of the ion irrad
tion dose the samples were irradiated with Cs1 ions with
energyEp53 keV and angle of incidence of 40° with respe
to the surface normal. The height distribution of the surfa
microrelief was measured with an Autoprobe-CP atom
force microscope with a tip radius of about 10 nm. The s
tistical characteristics of the microrelief were calculated fro
the map obtained for the height distribution. The resolut
of the AFM surface maps was 5123512 pixels. Varying the
scanning length~the measurement base lineL), the discreti-
zation step was measured automatically. For compara
analysis, measurements were performed on 535mm surface
regions with a 10 mm discretization step.

RESULTS AND DISCUSSION

In such measurements it is ordinarily assumed that
statistical parameters of the surface carry only qualitative
relative information and that they all depend on the measu
ment scale, i.e., on the resolution of the instrument and
measurement base line.7 It is also necessary to take into con
sideration the existence of instrumental effects of AFM m
surements. The parameters of the AFM surface maps be
and after ion irradiation are presented in Fig. 1. They w
used to calculate the roughness characteristics of a sur
the height probability densityP(h), and the rms roughnes
s given by

s5A 1

N21 (
i 51

N

~hi2h̄!2, ~1!

wherehi is the height at a point,h̄ is the average height o
the surface, andN is the number of points.
© 1999 American Institute of Physics
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FIG. 1. AFM surface maps for sample
2 and 1 and various ion radiation dose
a–d — sample 2, e–f — sample 1; a, e —
initial surface; dose, cm22: b — 3.3
31017, c — 6.631017, d — 2.731018,
f — 4.631017.
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It was found that on the surface scale considered,
surfaces possess a close to Gaussian height probability
sity, which in turn can be approximated by an orthogonal
of Hermite functions.8 Figure 2 shows the height probabilit
densities approximated by Hermite polynomials for surfa
modified by different ion doses. The dose dependence of
rms roughness is shown in Fig. 3 and is of an exponen
character. An effect of this kind~exponential dependence o
the rms roughnesss on the ion irradiation dose! was ob-
served for irradiation of InP with low-energy Ar1 ions,6 but
for InP surfaces the authors observed only exponen
growth of s, while in the present case both exponent
growth and exponential decrease ofs during the ion modi-
fication process are observed. Therefore it can be infe
that ion etching has a polishing effect on samples grown
ll
en-
t

s
he
al

al
l

d
y

magnetron sputtering and initially possessing larger he
variances, while the roughness of a sample obtained
molecular-beam epitaxy, conversely, becomes worse.

Together with the height characteristics, we calcula
the lateral parameters of the surface roughness, which c
information about the structure of the surface, the quasi-tw
dimensional correlation and structure functions of the surf

Cor~t!5^h~x!h~x1t!&t , ~2!

Ctr2~t!5^~h~x1t!2h~x!!2&t . ~3!

Here^ . . . & indicates statistical averaging over a length. T
quasi-two-dimensional averages mean that in calcula
these functions the averaging was performed over each
of the measurements, after which everything was avera
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In Ref. 7 it is shown that the values of the two-dimension
and quasi-two-dimensional lateral functions of a surface
almost equivalent, and that the computational time requ
for them differs very strongly. It should be noted that t
values of the correlation function depend on the meas
ment length and the discretization step. Measurements ov
distance exceeding the correlation length, defined as the
tersection of the correlation function with zero, by more th
a factor of 10 can be taken as reliable.8 This fact is illustrated
in Fig. 4, which displays examples of correlation functions
sample 1 which were measured for various discretiza
steps and, correspondingly, different base linesL.

FIG. 2. Probability densityP(h) of the heights of surfaces modified b
various ion irradiation doses~sample 2!.

FIG. 3. The rms height versus ion irradiation dose for different samples~the
numbers on the curves correspond to the numbers of the samples!.
l
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We shall use a fractal approach to describe the surfa
investigated. On account of physical limitations, the surfa
can exhibit fractal behavior only on limited length scales.
is known that for self-affine surfaces, i.e., surfaces which
invariant under a scale transformation in the lateral directi
the following relation holds:

Str~t!.utuH, ~4!

whereH is a self-affine exponent or Hurst parameter.
In addition, there exists the concept of the fractal dime

sion of a surfaceD532H, and for physical surfacesD lies
in the range 2<d<3. The parameterD is a measure of the
surface roughness.7 The structure function of a fractal sur
face constructed in log–log coordinates should be linear
its slope proportional to the fractal dimension of the surfa
The structure functions measured for sample 1 in differ
scanning regions are shown in Fig. 5. The curves coinc
with one another in the crossing regiont51 – 100 nm. Their
slope does not depend on the measurement scale, so tha
quantitatively characterize the surface state. The chang
the fractal dimension during ion etching was investigat
For sample 1 the parameterD increases from 2.088 to 2.215
the accuracy of the values obtained isd560.007. All of the
surfaces investigated exhibit a similar behavior. Figure
shows the structure functions and fractal dimensions of
surfaces of sample 2 for the initial surface and for surfa
irradiated with various ion doses. The dose dependenc
the fractal dimension~Fig. 7! makes it possible to conclud
that in the length range 1–100 nm the fractal dimension
creases during etching for all experimental samples, i.e.,
der bombardment by cesium ions the surface roughnes
gallium arsenide increases on these length scales. This
crease in roughness corresponds to the developmen
prominences with characteristic diameters of up to 100 n
the appearance of such prominences is clearly seen in

FIG. 4. Correlation functions of sample 1~initial surface!, measured for
various base line lengthsL.
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AFM maps~Fig. 1d,f!. The measured values ofs, however,
characterize the larger-scale roughness. For sample 1
roughness increases, while for samples 2–4 it decrease
dicating the presence of a process that smoothens the sur
A similar behavior of the statistical parameters of a surfa
under ion irradiation, i.e., a decrease in roughness on a l

FIG. 5. Structure functions of sample 1, measured with various base linL,
for surfaces before~a! and after~b! ion etching.

FIG. 6. Structure functions of sample 2, measured for various ion irradia
doses: d — initial surface (D52.100),* — 3.2731017 cm22

(D52.130),. — 4.9131017 cm22(D52.153),n — 6.5531017 cm22

(D52.163),j — 2.7031018 cm22(D52.222).
his
in-
ce.
e
ge

scale and an increase on a small scale, was observed in
9. The title of this work ‘‘Ion etching: does the roughne
increase or decrease?’’ attests to the ambiguity of the m
sured integral statistical parameters. It can be concluded
the basis of the investigations performed that in ion etch
there exist at least two different processes that modify
surface roughness: 1! ion polishing of the surface, and 2! the
formation of random surface structures. Thus, the beha
of the structure function assists in estimating the charac
istic lateral dimensions of the processes accompanying
etching.

CONCLUSIONS

In the present work we investigated the modification o
gallium arsenide surface during irradiation with heavy c
sium ions Cs1 by measuring the distribution of the surfac
heights of the samples, using an atomic force microsco
followed by statistical analysis. Both increases and decrea
in the integral parameters, the rms surface height, wer
observed. The lateral statistical characteristics of the s
faces, such as the correlation and structure functions, w
analyzed. It was found that the correlation length, det
mined as the intersection of the correlation function w
zero, in the interesting range of lengths depends on the m
surement base line. The structure function constructed
log–log coordinates possesses a linear segment, whose
does not depend on the measurement conditions but is d
mined solely by the surface roughness on this segmen
was established that in the lateral range 1–100 nm the
face roughness of gallium arsenide increases for all sam
investigated. The investigations performed show that in
etching there exist at least two different processes
modify the surface roughness. Analysis of the structure fu
tion made it possible to estimate the characteristic late

n

FIG. 7. Fractal dimensionD versus ion irradiation dose: * — sample 1,
j — sample 2,1 — sample 3,d — sample 4.
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extent of the processes accompanying ion etching an
determine the degree of detailing of each of them in sub
quent modeling.
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Dosed extraction of hydrogen from a layered thin-film system
Yu. N. Borisenko, V. T. Gritsyna, S. V. Litovchenko, and T. S. Maslova

Kharkov State University, 310077 Kharkov, Ukraine
~Submitted April 7, 1997; resubmitted April 6, 1998!
Zh. Tekh. Fiz.69, 112–115~February 1999!

Radiation-stimulated interfacial gas release in an Ag–glass thin-film system is investigated. It is
established that under proton irradiation hydrogen accumulates in bubbles, which are the
interfacial gas reservoirs, at the interface. The gas bubbles formed are studied and their parameters
are determined by optical microinterferometry. It is shown that 15–50mm in radius bubbles
contain 231092231011 hydrogen molecules. Hydrogen is extracted from the reservoir by
rupturing the thin-film dome of a bubble with a 231013 W•cm22 laser beam. ©1999
American Institute of Physics.@S1063-7842~99!02102-9#
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INTRODUCTION

The most promising material in modern nuclear powe
hydrogen, which can be used both by itself as a fuel and
an activator of a chemical reaction of other gaseous re
tants. Since the optimal hydrogen content in the gas mix
can be hundredths of a percent,1,2 careful dosing of the hy-
drogen is required.

Getters — titanium, palladium, and metal hydride
whose sorption of hydrogen is reversible — are used as
hydrogen reservoir. Hydrogen is extracted from a getter
standard thermal desorption, the variation of whose par
eters gives rise to substantial difficulties in dosing out
hydrogen. Specifically, the hydrogen desorption rate from
getter at fixed temperature decreases with time becaus
‘‘exhaustion’’ of the gas reservoir. During annealing, hydr
gen can diffuse not only into the exterior volume but a
into the intercrystallite cracks and gaps forming in the ge
as a result of its ‘‘swelling’’ in the process of ga
absorption.3 Finally, gas which has reached the outer surfa
of the getter can migrate along the surface~spillover effect!
over distances of tens of centimeters4 without reaching the
working chamber. As a result, there is a mismatch betw
the characteristics of hydrogen diffusion in the getter ma
and the hydrogen desorption into the exterior volume, m
ing it difficult to effect a dosed release of hydrogen.

The present lack of reliable methods of dosed extrac
of hydrogen makes it necessary to search for unconventi
solutions based on new technologies. Specifically, irradia
of thin-film systems by hydrogen ions has shown eleva
gas release in the interface zone.5 It has been suggested th
hydrogen be released into the interfacial zone, where the
bubbles that form in this case will become interfacial g
reservoirs.

In the present work the mechanism of ion-stimulated
terfacial gas release in a thin-film system is investigated
the possibilities of using the method of stimulated gas rele
for dosed extraction of embedded hydrogen into an exte
volume are analyzed.
2351063-7842/99/44(2)/4/$15.00
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EXPERIMENT

Thin silver films deposited on 2432430.2 mm glass
substrates were investigated. The surfaces of the subst
were cleaned using an alkali and potassium bichromate
then washed with distilled water. The cleaned substra
were placed in a vacuum chamber and;100 nm thick films
were deposited by thermal vaporization at 1024 Pa pressure.
The thin-film system~TFS! obtained was irradiated in a
electrostatic accelerator with 1 MeV hydrogen ions with fl
ence 131013– 131015 ions•cm22 and flux density 1.6
31012 ions•cm22s21. The gas bubbles formed at the inte
face were studied and their parameters were determined
Linnik interferometer. Next, the amount of gas in the bubb
and the gas extracted into an exterior volume using la
radiation were calculated.

RESULTS AND DISCUSSION

1! Physical principles of the method of stimulated g
release. It was established that during proton irradiatio
small spherical formations, whose dimensions increase w
the irradiation dose, appear on the film–substrate interf
~Fig. 1!. Their appearance is explained by the fact that as
does increases, hydrogen implanted in the substrate du
bombardment~the proton range in the TFS is;10mm) starts
to migrate into the substrate and then emerges into the
rounding medium through various sinks. Some hydrogen
grates to the film–substrate interface, which is one of th
sinks.

Gas accumulates near the substrate surface and em
at the interface when the pressure due to the gas mak
possible to overcome the film–substrate adhesive force.
obvious that the irradiation doses at which spherical form
tions appear on the interface should be progressively hig
with increasing strength of the initial adhesion, as is in fa
observed experimentally.5 This and the fact that the bubbl
diameters are much greater~by three orders of magnitude!
than the film thickness attest to formation of gas bubb
predominantly in the interphase space.

One possible source of bubble formation at the interfa
are gas inclusions in the glass. To determine the nature o
© 1999 American Institute of Physics
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gas in the bubbles the films were irradiated with both hyd
gen and helium atoms, which affect the gas inclusions in
glass substrate by essentially the same mechanism. U
irradiation with helium ions with fluence 131016 ions
•cm22 there were no gas bubbles at the interface, while
der irradiation with protons the gas bubbles appeared eve
fluences 231013 ions•cm22. This is explained by the well-
known difference in the behavior of hydrogen and heliu
implanted in a substrate.6,7 Under proton irradiation the im
planted gas strives to escape from the substrate, as a res
which a stationary flux of hydrogen from the substra
against the direction of the incident beam is established s
time after irradiation starts. At the same time, the implan

FIG. 1. Photomicrographs of films after proton irradiation with fluen
231013 ~a!, 231014 ~b!, 131015 ions•cm22 ~c!; 3400.
-
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helium is retained in the substrate, and as a result, gas-fi
bubbles, which increase in size with the irradiation dose,
formed in the implanted layer.8 Thus, the results of the ex
periments attest to emergence of hydrogen at the inter
under proton irradiation. Gaseous inclusions in the subst
do not participate in bubble formation at the interface.

Analysis of Fig. 1 confirmes the homogeneous nuc
ation of gas bubbles, whose size increases with the d
Larger bubbles form at the expense of small neighbor
bubbles, with sphericity being restored by minimization
the surface area of a bubble. As the dose increases, bub
continue to increase in size on account of the diffusion fl
of hydrogen escaping from the substrate and by absorptio
small neighbors. At the same time, some neighbor
bubbles which are close in size can coalesce, form
‘‘dumbbell-shaped’’ formations. Bubbles burst when the
diameter reaches 0.2–0.3 mm.

The average diffusion flux densityj dif and the relative
amount of gas escaping from the substrate onto the inter
b5 j dif / j f , where j f is the incident ion flux density, can b
found by studying the bubble growth kinetics. Under t
experimental conditionsj dif5431011 atoms•cm22s21 and
b50.25 atoms/ion, which confirms the statements ma
above about the behavior of hydrogen in a substrate.

2! Calculation of the amount of gas in bubbles.Statisti-
cal analysis of microinterferograms of various sections of
surface of an irradiated film~Fig. 2! established the follow-
ing: The bubble diameters at fluences of 131014, 331014,
and 131015 ions•cm22 were 5–30, 30–60, and 60–10
mm, respectively; the bubble surfaces are predomina
spherical, as is indicated by the rectilinear character of
dependence of the squared diameters of the interference
on their numbers; the ratio of the bubble radiusr to the
radius of curvatureRc of a bubble is a constant for a
bubbles and equalsr /Rc5C50.1060.01. The radiusRc is
given by the relation

Rc5
Rm

2 2Rn
2

l~m2n!
, ~1!

whereRm and Rn are the radii of Newton’s rings,m and n
are the numbers of the rings, andl is the wavelength of the
incident light.

It follows from the sphericity of the bubbles and th
constancy ofC that the film–substrate structure is unifor
over the interface, and the smallness of the relative ex
sions (Dr /r;1023) attests to the elastic character of th
deformation of the film.9

The amount of gas in bubbles was calculated using
Mendeleev–Clapeyron formula, in whichP is calculated
from the well-known expression relating the gas pressure
a bubble and the elastic characteristics of the film:10

P5
2d

Rc
S s01

2

3

E

12m

C2

4 D , ~2!

whered is the film thickness,s0 is the internal tensile stres
in the film ~which is determined by x-ray extensometry a
is equal to 43107 Pa), E is Young’s modulus of the film
material, andm is Poisson’s ratio.
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FIG. 2. Interferogram of a film surface after proton irradiation with fluence 231014 ions•cm22; 31000.
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The volumeV of a gas bubble can be calculated from t
formula for a spherical segment with radiusRc . Thus, the
total amount of gas in a bubble is determined as

N5
pdr2C2

2kT S s01
2

3

E

12m

C2

4 D . ~3!

To improve the accuracy of the calculation ofRc ,
bubbles 10–100mm in diameter were used. Such bubbl
give a sufficiently large number of Newton rings~more than
2!. The calculations, which were confirmed by subsequ
mass-spectrometric quantitative monitoring, showed tha
bubble contains from 23109~for r 515mm) to 231011 ~for
r 550 mm) hydrogen molecules. It should be noted that
amount of gas in bubbles was computed on the assump
that the deformation of the silver film is elastic, which
true9 for relative extensions up to 431023, which corre-
spond toC50.15. Further extension results in plastic defo
mation and destruction of the film. The value ofC is limited
by preparing the TFS with allowance for the well-know
dependence of the parameters of gas bubbles on the adh
strength.11 The prescribed adhesion characteristics
achieved by varying the technological conditions of fi
deposition ~deposition rate, substrate temperature, and
on!. Specifically,C50.15 corresponds to adhesion streng
0.53105 Pa.12

Another parameter that determines the working capa
of TFSs as a gas reservoir is the thickness of the thin-
coating. The minimum thickness is determined by the
quirement that the coating remain continuous, and it sho
not be less than 50 nm. The maximum coating thicknes
determined by the requirement that the coating have a l
lifetime under pressure (106– 108 s) and derives from the
need to maintain in the bubble formation zone a ratio of
geometric parameters of the TFS — coating thicknessd and
radius of curvatureRc — such that the stresses arising in t
t
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-
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thin-film coating under the gas pressure are primarily tang
tial stresses, which do not produce rapid destruction of
coating. According to the kinetic theory of the fracture
solids, which describes well the fracture of a metallic sphe
cal shell by internal pressure,13 the fracture timet is deter-
mined by the longevity equation

t5t0 exp
U02gs tan

max

kT
, ~4!

wheret0 is the acoustic passage time of a cell~for metals
;10213 s), U0 is the activation energy of the fracture pro
cess,g is the slope, ands tan

max is the maximum value of the
tangential stresses, which is determined by the relation

s tan
max5

P

A3

Rc

2d
. ~5!

Calculations using Eq.~4! show that the shell of a
bubble will have a quite long lifetime~greater than 108 s) if
Rc /d.180. For the minimum radius of the bubbles inves
gated 5mm, this ratio holds ford,280 nm.

3! Extraction of hydrogen from bubbles.After a bubble
of the required size and containing a prescribed amoun
gas is selected, the thin-film dome of the bubble is ruptu
by a laser beam. The minimum laser intensityI f required to
rupture a metallic thin-film shell can be determined from t
relation

I f5
s f•c

R
, ~6!

where c is the speed of light,R is the radiation reflection
coefficient of the thin-film shell~for metals;0.5), ands f is
the fracture stress, determined from the longevity equa
by the relation
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s f5
1

g S U02kT ln
t f

t0
D , ~7!

where t f is the fracture time at the impact location
(;1028 s for a short laser pulse!.

Calculations using Eq.~6! show that a laser with inten
sity of at least 231013 W•cm22 is required to guarante
fracture of the metallic thin-film dome of a bubble. Th
corresponds to the values used in practice in pulsed l
treatment of metals in the hydrodynamic regime.14

In summary, the proposed sequence of operations
proton irradiation of a thin-film system, analysis and calc
lation of interfacial gas bubbles, and fracture of the thin-fi
dome of a selected bubble by a laser beam — makes pos
the dosed extraction of hydrogen into the exterior volum
Precise dosing of the extraction is accomplished by us
intermediate gas microreservoirs, which can be investiga
and counted.
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Elasticity of a cryo-insulation polymer foam coating in the temperature range 8–293 K
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An apparatus is developed for investigating the dynamic deformation properties of cryo-
insulation coatings in the temperature range 8–293 K. One type of cryo-insulation material —
polyurethane foam — is chosen as the object of investigation. Test measurements on a
polyurethane foam ‘‘pack’’~metal substrate with a polyurethane foam coating! are performed at
0.01 Hz in the temperature range 8–293 K. A jump in the temperature dependence of the
dynamic shear modulus~by two orders of magnitude! is observed in the temperature range 54–63
K. This feature is attributed to the solidification of the air present in the pores of the
polyurethane foam. Such a transition results in cementation of the polyurethane skeleton of the
coating by the nitrogen and oxygen ‘‘ice’’ that is formed. ©1999 American Institute of
Physics.@S1063-7842~99!02202-3#
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Cryo-insulation polymer foam coatings employed
aviation and space technology are used, as a rule, to ins
tanks containing liquid hydrogen. However, as far as
know, there are virtually no published works on the prop
ties of cryo-insulation polymer foam coatings at low tem
peratures, including the temperature of liquid hydrogen.
construct and operate aircraft, it is primarily necessary
have data on the elasticity of cryo-insulation material in
indicated temperature interval. In the present paper we
scribe a method which we have developed for perform
such measurements in the temperature range 8–293 K.

To investigate dynamic deformation properties of cry
insulation coatings in the temperature range 8–293 K,
developed and built an apparatus~Fig. 1! which contains a
cryostatic system~including a KG-100 helium cryostat!, an
inverted torsion pendulum,1 an apparatus for lifting the cry
ostat, a system of transitional flanges, and a working ‘‘v
sel,’’ located in a helium bath, into which the working part
the pendulum containing the sample is inserted. As one
see from Fig. 1, the measuring head of the inverted tors
pendulum with inertial rods1 is mounted on a massive me
tallic plate2. A glass vacuum cap7 is placed on the measur
ing head. The base of the cap is hermetically clamped to
plate by means of quite thick~12 mm! elastic rubber13. A
rod with the sample5 passes through a circular opening
the plate. The rod with the sample is located inside the p
dulum tube, welded to the system of transitional flang
~central flange!, which in turn is hermetically secured, by th
top flange, at the bottom to the metallic plate by means
vacuum rubber gaskets12.

The tube with the rod holding the sample5 is placed in
the working ‘‘vessel’’6 of the helium cryostat9, welded to
the bottom flange, which is likewise hermetically secured
the flange of the helium cryostat.

The ‘‘vessel’’ is made of German silver and is enclos
in a copper jacket~up to 2/3 of the height! so as to produce
a thermal bridge. A resistance thermometer and a nichro
heating coil8 followed by insulation are mounted succe
2391063-7842/99/44(2)/3/$15.00
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sively on the outer part of the ‘‘vessel,’’ covered with thi
thermally stable insulation.

FIG. 1. Setup for investigating the dynamic deformation properties of cr
insulation polymer foam coatings in the temperature interval 8–293 K.
© 1999 American Institute of Physics
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Tubes for feeding and removing helium are located
the bottom flange. Helium is poured from a transport Dew
using transfer siphons.2

The entire system~vessel cavity, space below the ca
and inside the tubes3 and 4 with transitional flanges! is
completely sealed hermetically by means of vacuum gas
10–12 and clamping screws and is evacuated to the requ
pressure~0.12 Torr! with a roughing pump. Air is evacuate
to prevent icing of the working part of the pendulum with t
sample as the temperature is lowered and with further c
genic suction of air into the system from the outside.
should be noted that the comparatively low vacuum use
dictated by the specific structure of polymer foams: A lar
pressure drop could destroy the integrity of the pores of
foam.

A lifting device 14 was used to move the cryostat in th
vertical direction. After helium was poured into the heliu
bath of the cryostat~the cryostat was first cooled with liqui
nitrogen poured into the nitrogen bath!, a minimum tempera-
ture 6–8 K was established in 190 min. Next, the tempe
ture was gradually raised at a definite rate. Attainment
stabilization of a prescribed temperature in the work
chamber of the ‘‘vessel’’ were accomplished with an elect
heater8 and a resistance thermometer, which is one arm
the ac current bridge. The automatic temperature regula
circuit is described in Ref. 1.

The temperature of the medium surrounding the sam
was measured with a TPK-N436-68 semiconductor th
mometer, fabricated at the Special Design and Technol
Office of IPAN, Ukrainian National Academy of Science
The accuracy of temperature stabilization was as follo
4.00–0.05, 30.00–0.10, 100.00–0.50, 200.00–0.80 K.

One form of the cryo-insulation material — polyure
thane foam~closed porosity 90%! was chosen as the obje
of investigation. We investigated this material experime
tally in previous work by the internal-friction method usin
an inverted torsion pendulum in the temperature range
373 K.3

Our apparatus for investigating the dynamic deformat
properties at ultralow temperatures was used for test m
surements of the elasticity of a ‘‘pack’’ of polyurethane foa
~aluminum substrate with a polyurethane foam coating! —
batch ÉKG-532-04. The working frequency was 0.01 Hz a
the temperature range was 8–300 K. It is well known that
elastic properties, just as other physical properties, of a
terial are determined by its structure. It is also well know
that foam plastic in the form of a block and foam plas
deposited on a substrate as a coating possess different s
tures. Our aim was to measure the elastic characteristic
the latter. Accordingly, the following method was used
prepare the samples.

A layer of foam plastic is deposited on a metal substr
by the technology used for manufacturing objects. Samp
in the form of parallelepipeds were cut from the pack form
~substrate1 coating! in such a way that the long side of th
parallelepipeds was arranged along the thickness of a s
~pack!. Correspondingly, the samples obtained, like the pa
consisted of a substrate~4.3 mm thick! and foam plastic~30
mm thick!. For the tests, a sample was placed in clamps
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manner so that the substrate–foam boundary would be fl
with the top face of the bottom clamp.

The measurements yieldedw versus t — the rotation
angle of the pendulum as a function of time. The conve
tional theory of a torsion pendulum was used to determ
the shear modulusG from this relation.4 The equations of
motion of the pendulum were written in the form

I
d2w

dt2
52Cw, ~1!

where I is the moment of inertia of the loads andC is the
torsional stiffness of the system~suspension1 sample!.

Sincew5w0eivt, we obtained for the torsional stiffnes
C from Eq. ~1!

C5v2I . ~2!

The stiffnessC of the system was written as a sum

C5C11C2 , ~3!

whereC2 is the stiffness of the system without the samp
andC1 is the stiffness of the sample.

The quantityC2 was determined experimentally: In th
absence of the sample the stiffnessC1 of one sample deter
mined from the experiment is, according to Eqs.~2! and~3!,

C15v2I 2C2 . ~4!

To determine the relation between the shear moduluG
and the stiffnessC1 , we solved a problem of the theory o
elasticity concerning the torsion of a rod with a square cr
section5

C15
PaJG

l
, ~5!

where J is the moment of inertia of the section,l is the
working length of the sample, anda is a coefficient that
takes into account the warping of the section and depend
the ratio of the transverse dimensions of the sample.

The values so obtained for the shear modulusG as a
function of temperature are presented in Fig. 2. The m
feature of this curve is the jump in the modulus by appro

FIG. 2. Temperature dependence of the dynamic shear modulusG of the
polyurethane foam pack.
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mately two orders of magnitude at temperature 57 K. Si
this jump occurs in the range of freezing of nitrogen a
oxygen in air, it can evidently be asserted unequivocally t
this jump is due to the indicated phenomenon. In princip
this jump could be due to external icing of the sample,
spite our efforts to evacuate air from the system. To ch
this supposition, we performed a control experiment on
sample fabricated from the substrate material. There is
jump in modulus in the corresponding temperature dep
denceG(T) in the temperature interval where a jump
modulus was observed for the pack~Fig. 2!. Therefore it can
be concluded that the observed jump in the modulus is du
the solidification of the air contained in the pores in t
polyurethane foam coating, which results in cementation
the polyurethane skeleton of the coating by the nitrogen
oxygen ‘‘ice’’ formed. In addition, a vacuum arises in th
pores of the polyurethane foam, and the cryo-insulation c
e
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k
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ing should acquire the properties of vacuum insulation.
The increase in the modulus and the corresponding

provement of the thermal insulation properties of the coat
that we observed experimentally provide an additional ar
ment in favor of using polymer foam coatings for insulatin
tanks containing liquid hydrogen.

1A. Z. Golik and A. F. Lopan, Ukr. Fiz. Zh.12, 991 ~1967!.
2B. I. Formozov,Experimental Technique in the Physics of Supercondu
ors @in Russian#, Vysshaya Shkola, Kiev, 1978, 198 pp.

3A. I. Seigniy, Yu. F. Zabasta, and A. Ya. Fridman, Int. J. Hydrog
Energy20, 401 ~1995!.

4V. S. Postnikov,Internal Friction in Metals, Metallurgiya, Moscow, 1969,
350 pp.

5L. D. Landau and E. M. Lifshitz,Theory of Elasticity, Pergamon Press
@Russ. original, Mir, Moscow, 1982, 250 pp.#.

Translated by M. E. Alferieff
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Effect of the laser sputtering parameters on the orientation of a cerium oxide buffer
layer on sapphire and the properties of a YBa 2Cu3Ox superconducting film

P. B. Mozhaev, G. A. Ovsyannikov, and Ĭ. L. Skov

Institute of Radio Engineering and Electronics, Russian Academy of Sciences, 103907 Moscow, Russia;
Technical University of Denmark, Lyngby DK-2800, Denmark
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The effect of the laser sputtering parameters on the crystal properties of CeO2 buffer layers
grown on a (1102) sapphire substrate and on the properties of superconducting YBa2Cu3Ox thin
films are investigated. It is shown that~100! and ~111! CeO2 growth is observed, depending
on the sputtering conditions. A buffer layer with the desired unidirectional orientation can be
obtained by varying the heater temperature, the pressure in the chamber, and the energy
density of the laser beam at the target. ©1999 American Institute of Physics.
@S1063-7842~99!02302-8#
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INTRODUCTION

The combination of a sapphire substrate with~11I02! ori-
entation (r orientation! and a CeO2 buffer layer appears to
be one of the most promising variants for obtaining epitax
films of the high-temperature superconductor YBa2Cu3Ox

~YBCO!. The cubic lattice of CeO2, with a lattice constant
of 0.541 nm, matches well with the lattice constants
YBCO ~the mismatch along thea, b, andc axes is 0.15, 1.4
and 1.7%, respectively!, which allows epitaxial growth of
YBCO. Sputtering of a CeO2 buffer layer on sapphire, which
is done by laser,1 electron-beam,2,3 and rf sputtering,3,4 gives
a dense, monolithic film, which prevents the chemical int
action ~which ordinarily suppressing the superconductivi!
of the aluminum substrate with the YBCO film. The hig
dielectric properties of sapphire make this combination o
of the most promising ones for fabricating microwave sup
conducting components and devices. It is known, howe
that CeO2 on sapphire can grow both in the~100! and~111!
orientations, and these two orientations often coexist~Refs.
3, 5, and 6!.1! Purely~111! and~100! CeO2 orientations have
been obtained by varying the properties of the sapphire
face by chemical treatment.3 The existence of two domain
subsystems with relative disorientation of about 30° in
~111! plane have been noted in the~111! CeO2 buffer
layer.3,5 It has been pointed out that the formation of a~111!
CeO2 film was due to the formation of an oxygen-deficie
AlOx phase on the substrate surface. The effect of the gro
conditions during cathodic sputtering on the~111! CeO2 con-
tent was noted in Ref. 6. In the present work we investig
d the structure of CeO2 buffer layers grown on sapphire un
der different laser sputtering conditions, and we studied
structural and electrophysical parameters of YBCO fil
grown by laser sputtering on these CeO2 buffer layers of
different orientation and structure.

EXPERIMENTAL PROCEDURES

A laser sputtering setup8 was used to deposit YBCO an
CeO2. A KrF excimer laser~wavelength 248 nm! with en-
2421063-7842/99/44(2)/4/$15.00
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ergy density on target up to 3 J/cm2 was used. The lase
beam was moved along the surface of a stoichiometric
ramic target (YBa2Cu3O7 and CeO2) using a rotating mirror
and two motors. A constant pressure of 0.03–1 mbar w
maintained in the chamber. The substrate was placed
mm from the target on a susceptor heated by a halogen la
The temperature of this susceptor during deposition w
monitored with a thermocouple and maintained constan
within 1 °C in the range 750–900 °C. To improve therm
contact with the heater, the substrate was glued to the
ceptor using silver paste. When the deposition of CeO2 was
completed, the substrate was cooled to room temperatu
the maximum rate; after deposition of YBCO, the coolin
was conducted in three stages: at maximum rate to temp
ture 400 °C at the deposition pressure, in oxygen at atm
spheric pressure to 350 °C over 2 h, and at the maximum
to room temperature. The thicknesses of the deposited fi
were 16 nm for the CeO2 buffer layer and 60 nm for the film
of the high-temperature superconductor.

The structure of the films obtained was investigated
x-ray diffractometry (Q/2Q andQ scanning!. The parameter
IR, equal to the ratio of the intensities of the~111! and~200!
peaks of the Q/2Q scanning diffraction pattern,IR
5I (111)/I (200), was used to estimate the fraction of t
~111! orientation in the buffer layer. The lattice parametec
of the YBCO film was calculated according to the positio
of the (00l ) peaks of YBCO in theQ/2Q-scanning diffrac-
tion patterns; the parameter of the cubic lattice of CeO2 was
calculated according to the~200! peak using the~11I02! peak
of sapphire as the standard.9 The quality of the YBCO films
was estimated according to the half-widthD(2Q)(005) of the
~005! peak from theQ/2Q scanning and the FWHM(005)

from the Q scanning, the quality of the CeO2 films was
estimated according to the widthD(2Q)(200) of the ~200!
peak from theQ/2Q scanning. For the YBCO films, the
stresses in a film were calculated according to the system
peaks (00l ) with allowance for the instrumental broadenin
© 1999 American Institute of Physics
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FIG. 1. Diffraction patterns obtained by
Q/2Q scanning of CeO2 buffer layers on
~11I02! sapphire. The layers were depo
ited by laser sputtering at different sub
strate temperatures. The oxygen pressu
in the chamber was 0.06 mbar and th
laser energy density at the target wa
1.1 J/cm2. Inset: Fraction of the~111!
buffer layer as a function of the laser en
ergy density at the target. The oxyge
pressure in the chamber was 0.03 mb
and the substrate temperature w
780 °C.
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The desired value of the relative variance of the interpla
spacing~stress!

Dd/d52~D~2Q!!volt tanQ ~1!

was assumed to give the minimum variance of the film thi
nesst, calculated from the equation

t5l/~~D~2Q!! th cosQ! ~2!

for each (00l ) peak.10 In the formulas presented aboveQ is
the Bragg diffraction angle,d is the interplanar spacing
l50.15405 nm is the wavelength of the CuKa1 radiation,
(D(2Q)) th and (D(2Q))volt are the contributions to the
broadening of the peaks from the small thickness of the fi
and the stresses in the film, respectively, andDd is the varia-
tion of the lattice constant over the thickness of the film.
determine the contributions of the peaks, the nonaddi
character of their contribution to the observed broaden
D(2Q) was taken into account. The computed thickness
the value found for the stress was in good agreement with
thickness determined from the known rate of deposition
all the experimental samples. The film surfaces were stud
in a scanning electron microscope~SEM!. To observe non-
conducting buffer layers, the films were coated with a th
~less than 2! layer of platinum. The electrical properties o
the YBCO films~critical temperatureTc , width DTc of the
superconducting transition! were determined from the tem
perature dependence of the resistance of a film.
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RESULTS

Figure 1 shows the diffraction patterns obtained at th
different temperatures byQ/2Q scanning of a CeO2 buffer
layer deposited on sapphire with ther orientation. Increasing
the deposition temperature with other laser sputtering par
eters held constant decreases the content of the~111! orien-
tation; the~111! peak virtually vanishes at 825 °C. Increasin
the thickness of the buffer layer while maintaining the dep
sition conditions unchanged appreciably increasesIR. Par-
ticles of irregular shape are observed on the surface of C2

films in the photomicrographs obtained with a scanning el
tron microscope; the density of these particles on the sur
increases with decreasing temperature~from less than
107 cm22 at 825 °C to 53108 cm22 at 775 °C!, which sug-
gests that the particles are CeO2 crystallites with the~111!
orientation.

Table I gives the parameters of the buffer layer as
function of the pressure in the chamber, the substrate t
perature, and the energy density of the beam on the ta
surface. At 0.06 mbar pressure and low energy density
~111! orientation of CeO2 predominates. Increasing the e
ergy density up to 1 J/cm2, like a pressure decrease, d
creasesIR. However, as the energy density increases furth
the ~111! orientation fraction once again increases~inset in
Fig. 1!.

The measured lattice constant of the buffer layer~Table
I! for samples with the~111! orientation comprising a sub
stantial fraction of the film is somewhat higher than the pu
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lished value. An increase inIR is accompanied by an in
crease in the lattice constant and the width of the~200! peak;
this is probably due to an increase in the density of defect
the film. The broadening of the~200! peak of films with
lattice constant close to the tabulated value is 0.05–0.06
and it is due mainly to the finite thickness of the film: A film
thickness of 20 nm gives 0.5° broadening in accordance w
Eq. ~2!. When the oxygen pressure during deposition is
creased to 0.11 mbar, the lattice constant decreases an
structural perfection of the film increases. This behavior p
supposes an oxygen deficiency in buffer layers contain
the~111! orientation and deposited at low oxygen pressure
the chamber. This phenomenon agrees well with the res
of Ref. 3 concerning the nucleation of the~111! orientation
accompanying oxygen depletion of the sapphire surface,
in our case the deposition parameters resulting in an oxy
deficiency in the growing film operate during the ent
deposition time, a circumstance which can account for
observed increase in the content of the~111! orientation with
increasing film thickness.

A change in the rate of the reaction leading to the o
dation of cerium atoms on the substrate surface can be
gested as a mechanism for the effect of the deposition c
ditions on the orientation of the growing film. Fo
thermodynamically equilibrium processes, the intensity
oxidation is determined by the oxygen pressure and temp
ture on the substrate surface. An increase in the tempera
or pressure results in more complete oxidation of the gro
ing film and promotes formation of the~100! orientation. A
similar result was reported in Ref. 11, where an increase
the oxygen pressure during laser deposition of yttriu
stabilized ZrO2 on sapphire made it possible to change
orientation of the obtained film from~111! to ~100!. In our
laser sputtering geometry, the substrate is located at
boundary of the region of intense luminescence of the s
tered material~flame!. The film grows under bombardmen
by the sputtered material, whose particles have a substa
energy. Increasing the laser energy density on target
creases the energy with which the atoms and molecules
rive at the substrate, thereby increasing the effective t
perature at the substrate surface. Decreasing the pressu
the chamber for certain values of the energy density on ta
leads to a similar effect, decreasing the scattering of ato
and molecules along the path from target to substrate. B
phenomena, which intensify oxidation, suppress the form

TABLE I. Deposition of a CeO2 buffer on a sapphire substrate with ther
orientation by the laser sputtering method~film thickness 20 nm!.

Sample T, °C p, mbar I , J/cm2 IR a(200) D(2Q)(200)

A002,A003 775 0.06 1.1 0.55 5.421 0.8
A006,A007 800 0.06 1.1 0.12 5.410 0.63
A010 825 0.06 1.1 0.08 5.412 0.55
A013,A016 800 0.06 0.55 117 ~5.447! 4.64
A017,A019 800 0.03 0.55 0.12 5.413 0.57
A024 800 0.11 1.1 0.18 5.406 0.5
A026, 825 0.03 1.1 0.85 5.409 0.42
A028*

*Film thickness 33 nm.
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tion of the ~111! orientation. A change in pressure in th
chamber, on the one hand, increases the oxygen pres
and, on the other hand, decreases the energy of the arr
particles. This can explain the observed increase inIR and
simultaneous decrease of the lattice constant and width o
~200! peak with pressure increasing to 0.11 mbar~Table I!.
Increasing the laser energy density on target results not
in a higher effective temperature on the substrate but als
rapid increase in the deposition rate, which, on the one ha
increases the thickness of the film with the same numbe
pulses and, on the other hand, results in incomplete oxida
of Ce atoms arriving at the substrate. Both effects incre
the content of the~111! orientation in the buffer layer~inset
in Fig. 1!.

It should be noted that laser sputtering is not a therm
dynamically equilibrium process, since the main mass of
material to be deposited arrives at the substrate in a v
short time after the pulse. For such high fluxes, the oxyg
pressure at the surface of the substrate is not constant,
for several milliseconds after the pulse it is lower than t
pressure in the chamber. This could explain the presenc
crystallites with the~111! orientation in films obtained by
laser sputtering, since in Refs. 2 and 4 the pressures
average deposition rates close to our values in the cathod
sputtering regime gave purely~100!-oriented films with the
same substrate temperature.

The deposition of YBCO on a CeO2 buffer layer on
sapphire was optimized with respect to the temperature
the laser energy density at the target~Table II!. The best
values of the temperature at which the resistance vanis
and the best value of the width of the transition into t
superconducting state~between levels of 0.1–0.9 times th
resistance above the transition! were obtained with a deposi
tion temperature of 800 °C. As the substrate temperature
creases, the lattice constantc of YBCO decreases; this can b
attributed to the high oxygen saturation of the film duri
growth. However, the half-width of the~005! peak, measured
by theQ-scanning method, has a minimum near 800 °C,
dicating that the degradation of the superconducting par
eters of the film is related with the increase in disorder in
crystal lattice. The estimate made of the stresses in the
on the basis of the system of (00l ) peaks shows a minimum
temperature of 800 °C. For this temperature, the broaden
of the peaks can be completely attributed to the small thi
ness of the film. Apparently, the decrease in critical tempe
ture with an increase in the temperature above 800 °C is
to the introduction of additional disorder into the crystal la

TABLE II. Deposition of YBa2Cu3Ox on a CeO2 buffer layer on a sapphire
substrate by laser sputtering.

Sample
TH ,
°C

p02 ,
mbar I , J/cm2

Tc0 ,
K

DTc ,
K c(005) FWHM(005) Dd/d

A019 750 0.8 1.2 85.3 1.3 11.668 0.87 0.001
A017 800 0.8 1.2 88.9 0.9 11.667 0.65 ,0.0001
A007 825 0.8 1.2 88.2 1.2 11.666 0.75 0.000
A025 800 0.8 0.8 85.6 1.8 ••• ••• •••
A026 800 0.8 1.8 88.8 0.8 11.665 0.76 ,0.0001
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tice. An increase of the energy density at the target affe
the parameters of the film similarly to an increase in te
perature: The lattice constantc decreases, attesting to furth
saturation of the lattice with oxygen, and the half-width
the rocking curve increases, indicating an increase in
density of defects in the film. The curves of the electric
parameters of the film as a function of the energy densit
the target have a bell shape with an optimum near 1.5 J/c2.
When the energy density at the target drops below the a
tion threshold (1.2 J/cm2), the superconducting properties
the film degrade sharply, possibly because of the nonunif
sputtering of the target and the nonstoichiometric comp
tion of the film obtained. Comparing the superconduct
parameters obtained for the films with the results of the
vestigation of the buffer layers shows that the critical te
peratures of films on the buffer layers with different valu
of IR differ very little, in agreement with the results of Ref
3 and 7. Therefore, for the buffer layers investigated
electrophysical and structural properties of the YBCO fil
depended primarily on the deposition parameters. The
superconducting properties were observed for films of
highest crystalline quality.

CONCLUSIONS

We investigated the effect of the laser sputtering para
eters on the crystal properties of CeO2 buffer layers on a
sapphire substrate with ther orientation and on the electro
physical properties of supercondu cting YBa2Cu3Ox thin
films. It was shown that the formation of the~111! orienta-
tion of the buffer layer is due to a deficiency of oxygen in t
deposited film, as is indicated by the increased lattice c
stant and width of the peaks for films deposited at low o
gen pressure. The nucleation of~111! crystallites can appar
ently occur during growth of the film. This can be explain
by an oxygen deficiency in the growing film. The properti
of YBCO films depend more on the deposition paramet
than on the structure of the buffer layer. The best elec
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physical properties were obtained in films with the lowe
content of defects and the lowest stress level. The effec
substrate temperature and the oxygen pressure at the
strate surface apparently have the greatest influence on
formation. The effective substrate temperature is influen
by the temperature of the heater, the energy of the la
pulse, the pressure of the gas mixture in the chamber, and
geometric arrangement of the substrate. The second pa
eter is determined by the gas composition of the atmosph
during deposition and, probably, the flux of material onto t
substrate.
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Taking aberrations into account in experiments testing the relativistic theory
of the Doppler effect

V. O. Beklyamishev†

~Submitted February 3, 1997; resubmitted February 18, 1998!
Zh. Tekh. Fiz.69, 124–126~February 1999!

The interpretation of experimental results@L. A. Pobedonostsev, Sov. Phys. Tech. Phys.34, 303
~1989!# on a test of the relativistic formula for the Doppler effect and the mistaken
conclusion drawn by one author of the experiment that the special theory of relativity~STR! is
unsound@L. A. Pobedonostsev, Galilean Electrodyn.6~6!, 117 ~1995!# are criticized. It is
suggested that the construction of the slit collimator be altered so as to take into account the
aberration of light. ©1999 American Institute of Physics.@S1063-7842~99!02402-2#
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INTRODUCTION

According to the special theory of relativity, when
light source and detector are in motion relative to one
other, the wavelength detected is given by the formula

L85LGS 12
v
c

cosf D , ~1!

where

G5~12v2/c2!21/2, ~2!

v is the velocity of relative motion,f is the angle between
the direction of the velocityv and the direction of observa
tion, L is the wavelength of the radiation in the rest frameK
of the source, andL8 is the wavelength of the radiation in th
moving frameK8, to which the photodetector is tied.

In 1938 Ives and Stillwell performed an experiment
which the radiation was observed simultaneously at t
symmetric anglesf and f1180°, where the anglef was
close to zero. Thus the longitudinal Doppler effect w
checked. In this experiment, ionized hydrogen molecu
were accelerated in a ‘‘cathode tube’’ up to 28 keV. T
accelerated molecules in the observation zone collided w
unaccelerated molecules and ‘‘decayed’’ into free proto
and excited hydrogen atoms. The blue-shifted spectral
L8(c) was observed in the direction of motion of the em
ting atoms and the red-shifted lineL8(k) was observed in the
opposite direction, where

L8~c!5LG@12~v/c!cosf#, ~3!

L8~k!5LG@11~v/c!cosf#. ~4!

Correspondingly, the blue and red shifts relative to
waveL are

d~c!5L2L8~c!5L@12G1~v/c!G cosf#, ~5!

d~k!5L8~k!2L5L@G211~v/c!G cosf#. ~6!

Hence follows the differenceD of the shifts
2461063-7842/99/44(2)/3/$15.00
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D5d~k!2d~c!52L~G21!. ~7!

SinceG.1 in the general case, it follows from expre
sion ~7! that the red shiftd(k) is greater than the blue shif
d(c). Ives and Stillwell measured this asymmetry. The t
experiment was later repeated for an energy of 40 keV. T
results of these works3,4 agreed completely with Eq.~1!.

Then, in 1938 Ives discovered experimentally and m
sured the transverse Doppler effect,5 and the relativistic for-
mula ~1! was confirmed in this case as well. Now, an expe
ment in which photons are observed at intermediate value
the anglef was needed to complete the picture.

In 1986, a group of investigators at the V. G. Khlop
Radium Institute in St. Petersburg performed such an exp

FIG. 1. Schematic diagram of the experimental setup of Ref. 1:1 — flange,
2 — multislit collimator, 3 — Faraday cylinder,4 — optical fiber,5 —
Lummer cube,6 — spectrograph slit,7 — converging lens.
© 1999 American Institute of Physics
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ment, in which the radiation was observed at angles
77 and 257°. However, the results of this experiment, at fi
glance, contradicted the relativistic formula~1!. A reasonable
explanation of this was not found, and the affair ended w
L. A. Pobedonostsev announcing in Ref. 2 that the exp
mental data confirm the classical formula for the Dopp
effect and do not confirm the relativistic formula. Given t
experimental successes of special relativity, such an
nouncement seemed audacious. A deeper study of the p
lem revealed that the aberration of the radiation was
glected in the interpretation of the experimental results.

FIG. 2. Diagram for determining the aberration anglea.

FIG. 3. Diagram of the setup with a modified slit collimator consisting
two independent partsA andB, which can be rotated relative to one anoth
by the aberration anglea. The notation is the same as in Fig. 1.
f
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h
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CONSTRUCTION OF A SLIT CALORIMETER WITH
ALLOWANCE FOR THE ABERRATION OF LIGHT

Figure 1 shows a diagram of a slit collimator, consisti
of 29 parallel plates, each plate being 116 mm long, 20 m
wide, and 0.2 mm thick. The distance between the plate
0.5 mm — this is the width of each slit through which ligh
propagates to the photodetector. The stack of plates h
through opening, through which a beam of ionized hydrog
molecules is passed.

Let us single out one slit of the collimator and imagine
to be tied to the inertial frameK8. Two radiation fluxes pass
through the slit: the flux from the hydrogen atoms at rest a
the hydrogen atoms moving with velocity2v ~relative to the
inertial frameK8). Let us fix the second reference frameK to
the hydrogen atom emitting a wave with wavelengthL. Ac-
cording to the special theory of relativity, if the light beam
the rest frameK is directed at an anglef, then in the moving
frame K8 this same beam propagates at an anglef85f
2a, wherea is the aberration angle~Fig. 2!.

To picture the aberration more clearly, an analogy can
drawn with aberration in astronomy, where a telescope m
be tilted by the aberration anglea in order to observe a star
Otherwise, the radiation source is simply invisible. Likewis
the collimator slit must be inclined at an anglea, which can
be approximately expressed as~see Eq.~20! on p. 81 of
Ref. 5!

a5v sinf8, v!c. ~8!

The relativistic formula~1! can hold only if this condi-
tion is satisfied. Thus, either the initial construction of the s
collimator, both arms of which (A and B) had a constant
orientation at angles off8 andf81180°, must be changed
so that a correction can be made in the observation angle
the armsA andB independently or the corresponding corre
tion must be taken into account in the interpretation of
measurements results. Thus, in our specific case, w
is displayed in Fig. 3, the armA is rotated by the angle
a counterclockwise and the armB is rotated by the same
angle clockwise. The computed values of the aberration c
rectiona for different values of the velocityv are presented
in Table I.

TABLE I.

E, keV v/c G sinf8 a

2000 0.04618 1.001068 0.97572 62.58
1750 0.04315 1.000932 0.97491 62.41
1500 0.04000 1.000801 0.97512 62.23
300 0.01788 1.0001598 0.97982 61.00
275 0.01722 1.0001482 0.97834 60.96
260 0.01665 1.0001386 0.97857 60.93
250 0.01632 1.0001331 0.98012 60.92
225 0.01549 1.0001199 0.97885 60.87
210 0.01496 1.0001119 0.97893 60.84
200 0.01460 1.0001066 0.97941 60.82
180 0.01385 1.0000959 0.97930 60.78
175 0.01366 1.0000933 0.97766 60.76
150 0.01264 1.0000799 0.97878 60.71
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Stochastic ionization of a relativistic hydrogenlike atom
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The stochastic ionization of a relativistic hydrogenlike atom in a monochromatic field is
investigated. Using Chirikov’s criterion for stochasticity, an analytical formula is obtained for the
critical value of the external field for which stochastic ionization of a relativistic atom
occurs. © 1999 American Institute of Physics.@S1063-7842~99!02502-7#
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INTRODUCTION

Deterministic classical systems with chaotic dynam
and their quantum dynamics have been a subject of inte
study for the last few decades. An important problem her
the behavior of a highly excited atom in a monochroma
field. A large number of works, both theoretical~see, for
example, Refs. 1–4! and experimental~Refs. 2 and 5!, are
devoted to this problem.

From the standpoint of general physics, this probl
falls at the intersection of several different directions of
vestigation, so that various fields find general applicat
here. The first and probably most important of these subj
is chaos. Indeed, even the simplest theoretical model —
classical one-dimensional Kepler atom in a monochrom
field — shows that the appearance of chaotic motion ma
a large contribution to the classical excitation process.
the other hand, a Rydberg atom is, to a high degree, a q
tum object. For this reason, the study of its chaotic dynam
makes it possible to investigate the possibility of the ex
tence of quantum chaotic phenomena.

Thus far, most works on chaotic dynamics and overl
ping of resonances have been limited to nonrelativistic s
tems. However, as recent works show, some relativistic s
tems likewise can manifest chaotic dynamics.6–9 Examples
are relativistic electrons propagating in a spatially nonu
form field of an electron laser, a relativistic electron in t
electric field of an electrostatic wave packet,6 a relativistic
electron in the field of two stationary Coulomb centers,8 and
a relativistic harmonic oscillator in the presence of beats9

In the present paper the results mentioned above c
cerning the stochastic ionization of a nonrelativistic hyd
genlike atom are extended to the relativistic case for a r
tivistic one-dimensional hydrogenlike atom. It is known1–3

that in the case of a nonrelativistic hydrogen atom interac
with an oscillating field, the one-dimensional model make
possible to describe quite well the dynamics of stochast
tion of the electron motion and to obtain an ionizati
threshold very close to the experimental value, i.e., valid a
for a three-dimensional hydrogen atom. In the case of a r
tivistic atom, however, the application of the on
dimensional model makes it possible to avoid the difficult
due to the openness of the trajectories in relativistic Kep
motion10 and the appearance of additional degrees
2491063-7842/99/44(2)/3/$15.00
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freedom.11 A detailed substantiation of the application of th
one-dimensional model for the investigation of stochas
ionization of the hydrogen atom can be found in Ref. 2.

Applying Chirikov’s criterion to the relativistic Hamil-
tonian, we obtain an analytical expression for the critic
external field in which stochastic ionization of a relativist
atom occurs. We use the system of units whereme5h5c
51.

HAMILTONIAN IN ACTION–ANGLE VARIABLES

Consider a relativistic electron moving in a on
dimensional Kepler fieldZa/x of a chargeZ (a513721).
The momentum of this electron is

p5AS «1
Za

x D 2

21,

where« is the total energy of the electron.
We introduce the action according to the standard d

nition

n5E
x2

x1
pdx5paA12«2,

where

a5
«Za

12«2
,

andx1 andx2 are the turning points.
Expressing« in terms ofn for the unperturbed Hamil-

tonian, we obtain

H05«5
n

An21p2Z2a2
. ~1!

The characteristic frequency corresponding to t
Hamiltonian is

v05
dH0

dn
5

p2Z2a2

~n21p2Z2a2!
3
2

. ~2!

It is easy to show that in the limit of smallZ the Hamil-
tonian ~1! and the frequency~2! become the well-known
nonrelativistic expressions for the Hamiltonian and fr
quency, respectively.1,3
© 1999 American Institute of Physics
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Consider now the interaction of our atom with a mon
chromatic perturbation field of the form

V~x,t !5«x cos~vt !, ~3!

where « and v are, respectively, the amplitude and fr
quency of the field.

We now write Eq.~3! in action–angle variables. For this
we expandV(x,t) in a Fourier series

V~x,t !5« (
2`

`

xk~n!cos~ku2vt !, ~4!

where the Fourier component of the coordinate is determi
by the integral

xk5E
0

2p

dueikux~u,n!

52
a

k
J8~jk!52

nAn21Z2

k
Jk8~jk!, ~5!

whereJk8(y) are the derivatives of Bessel functions ofy, and

j5
An21Z2a2

n
.

Thus, the complete Hamiltonian of a relativistic hydr
genlike atom interacting with the perturbation field~3! can
be written in action–angle variables as

H5
n

An21p2Z2a2
1« (

2`

`

xk~n!cos~ku2vt !. ~6!

OVERLAPPING OF RESONANCES

For sufficiently weak electric fields, on the basis of t
Kolmogorov–Arnol’d–Moser theory, most electron traject
ries in action–angle space will be slightly distorted by t
perturbation. The maximum distortion of the orbits occurs
resonances, i.e., at locations where the phaseku2vt is
stationary.12 Therefore the resonance values of the freque
and action are related by the relation

kv02v50 ~7!

Using Eq.~2! and~7!, we obtain the resonance value
the action corresponding to thekth subharmonic

nk5F S p2kZ2a2

v2 D
2
3

2p2Z2a2G
1
2

. ~8!

It is known that the chaotic dynamics of systems with
Hamiltonian of the form~6! can be investigated approx
mately using the Chirikov criterion.12,13 According to this
criterion, chaotic motion arises if two neighboring res
nances overlap, i.e., if

Dnk

dnk
.1, ~9!

where Dnk is the width of the kth resonance anddnk

5nk112nk is the distance between thekth and the (k11)th
resonances.
-

d

t

y

-

Using Eq. ~8!, we obtain for the distance between th
resonances

dnk5S kZ2

v D
2
3 1

3knk
.

According to Refs. 6–8 and 13, the width of thekth
resonance is given by

Dnk54S «xk

v08
D

1
2

, ~10!

where

v085
dv0

dn
5

3nkZ
2a2

~nk
21Z2a2!

5
2

.

We note that the expressions forDnk and dnk in the
nonrelativistic limit become the well-known expressions f
the nonrelativisticDnk anddnk , respectively.1–3

Using the expression fora and the asymptotic formula3

Jk8(ek)'0.411k2
5
2 ~for k@1) for the derivative of the Besse

function, we obtain for the width of the resonance

Dnk'@«k2
8
3Z23~nk

21p2Z2a2!#1/2.

Substituting the expressions forDnk and dnk into Eq.
~9!, we obtain

«
1
2k2

1
3Z2

3
2nk~nk

21p2Z2a2!
1
2.1.

This inequality gives the critical value of the field am
plitude for which stochastic ionization of a relativistic ele
tron moving in the Coulomb field of a chargeZa occurs:

«cr5k
2
3~pZa!3nk

22~nk
21p2Z2a2!21.

For small Z the latter formula can be expanded in
power series inZa/nk as follows:

«cr5k
2
3Z3nk

24S 12
Z2a2

nk
2

1 . . . D
or

«cr5«unS 12
Z2a2

nk
2

1 . . . D ,

where«un is the critical field corresponding to the nonrel
tivistic case.1

As one can see from this formula, the critical field r
quired for stochastic ionization of a relativistic hydrogenli
atom is less than in the nonrelativistic case.

In summary, we have derived an analytical formula f
the critical field required for stochastic ionization of a rel
tivistic hydrogenlike atom in the form of a function of th
chargeZ and the actionnk . Since a hydrogenlike atom is
strongly quantum object, the study of its excitation by
monochromatic field will make it possible to investigate t
possibility of existence of relativistic quantum chaos ph
nomena. A more detailed analysis of the problem exami
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above must be based on a solution of the nonstationary D
equation and the classical equations of motion.

I am deeply grateful to V. I. Matveev for a discussio
and helpful remarks.
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Alignment on moire ´ fringes of finite width during optical processing of images
of a periodic amplitude grating which are distorted by the reconstructed wave front

A. I. But’ and A. M. Lyalikov

Ya. Kupala Grodno State University, 230023 Grodno, Belarus
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A method of alignment on moire´ fringes of finite width for visualization of the deflection angles
of rays reconstructed by a hologram of a phase object is described. It is suggested that the
resulting moire´ pattern be obtained by superposing two distorted images of amplitude gratings with
different period. The result of an experimental test of the method is presented. ©1999
American Institute of Physics.@S1063-7842~99!02602-1#
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It has been proposed2 that the moire´ effect in the super-
position of images of defocused gratings be used to incre
the sensitivity of the quantitative method of investigati
phase inhomogeneities that is based on obtaining a disto
image of the defocused amplitude grating during reconst
tion of the wave front by a hologram.1 The images of the
distorted gratings were formed by waves reconstructed in
complex-conjugate orders of diffraction. A moire´ pattern
aligned on an infinitely wide fringe was observed in t
plane of superposition of the grating images. Howev
alignment of the pattern of moire´ or interference fringes on a
fringe of infinite width has the substantial drawback that
sign of the fringe number is not unique.3

In moiré or holographic interferometry, alignment o
fringes of finite width is accomplished by turning the inte
ferograms or holograms and by recording them with diff
ent periods.4 Carrying such methods of alignment direct
over to the method of visualization of phase objects using
amplitude grating2 will lead to a number of errors in the
visualized moire´ pattern which are associated with a shift
nonidentical sensitivities of the superposed grating imag

In the present work we consider a modification of t
moirémethod of visualizing angles of deflection of light ra
2521063-7842/99/44(2)/3/$15.00
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reconstructed by a hologram of a phase object.2 It is sug-
gested that for purposes of alignment on a fringe of fin
width the resulting moire´ pattern should be obtained by su
perposing two distorted images of amplitude gratings wit
different period.

Figure 1 shows a scheme of the setup used for opt
processing of holograms of a phase object. This sche
makes it possible to regulate the width of the fringes in
resulting moire´ pattern. The setup contains two channels
forming images of amplitude gratings1 and5 in the planes8
and9, located near the hologram10. The lines of the ampli-
tude gratings1 and5 with different periods are oriented ver
tically for visualizing the projection of the angles of defle
tion of the reconstructed beams on thex axis and they are
oriented horizontally for visualizing on they axis. The am-
plitude gratings are illuminated with collimated beams
light simultaneously in two channels of the illuminating pa
of the setup, and telescopic systems with 13 magnification
are used to form images of the gratings1 and5 at different
distancesL1 and L2 from the holograms10. Since the sen-
sitivity of this method is determined by the ratiosL1 /T1 and
L2 /T2, whereT1 and T2 are the periods of the amplitud
gratings1 and5, respectively, forT1ÞT2 with identical sen-
-
t:

;

FIG. 1. Diagram of a setup for optical pro
cessing of a hologram of a phase objec
1,5 — amplitude gratings;2,3 and 6,7 —
telescopic systems;4 — beam-splitting
cube;8,9 — image planes of an amplitude
grating; 10 — hologram of a phase object
11,13 — objective; 12 — filtering dia-
phragm;14 — plane of observation of the
moiré pattern.
© 1999 American Institute of Physics
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FIG. 2. Moirépattern with alignment on finite fringes.
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sitivity in both channels the equalitiesL1 /T15L2 /T25C
should hold. In Fig. 1, the position of the planes8 and9 of
the images of the amplitude gratings are presented for
caseT1,T2. The hologram10 is illuminated by a beam-
splitting cube4 in a manner such that the waves diffracted
it in the 61st orders propagate in the same direction.
filtering diaphragm12 separates these waves, which a
amplitude-modulated by the gratings1 and 5, in the back
focal plane of the objective11. It is obvious that the neces
sary condition for such spatial filtering is (T1 ,T2)@P, where
P is the period of the fringes of the hologram.2

Let the amplitude transmission of the hologram of t
phase object be described by the expression3

t~x,y!;11cosF2px

P
1F~x,y!G , ~1!

wherex andy are coordinates in the plane of the hologra
the y axis is parallel to the holographic fringes, andF(x,y)
is the distortion introduced in the phase by the experime
object.

For example, it can be shown2 for vertical orientation of
the lines of the amplitude gratings1 and 5 that the illumi-
nance distributions produced in the plane14 ~which is opti-
cally coupled with the hologram10 by the objective lens13!
by each channel of the illuminating part of the setup se
rately are

I 11~x,y!;11cosF2px

T1
12Cp«xG , ~2!

I 21~x,y!;11cosF2px

T2
22Cp«xG . ~3!

The periodicities of the images of the gratings are d
torted by thex component of the angles of deflection fro
the rectilinear distribution of the light rays reconstructed
the hologram, i.e.,«x . For incoherent superposition of th
distorted images of the gratings~2! and ~3!, the resulting
illuminance distribution in the plane14 will be described by
e

,

al

-

-

the sumI 11(x,y)1I 21(x,y). In this case, the illuminance
distribution in the resulting pattern, describing the low
frequency modulation of the illuminance, is determined
the term

cosFpx~T21T1!

T2T1
GcosFpx~T22T1!

T2T1
12Cp«xG . ~4!

The regions of low visibility of the images of the supe
posed amplitude gratings will be observed when the sec
cosine vanishes. The equation for the family of moire´ fringes
in this case is

x~T22T1!

T2T1
12C«x5N11/2, N50,1,2, . . . . ~5!

Thus, when two images of amplitude gratings with
different period that are distorted by the wave fronts rec
structed by the hologram are superposed, a moire´ aligned on
finite fringes oriented parallel to the images of the fringes
the gratings will be observed. The period of the alignme
fringes is determined from Eq.~4! asT1T2 /(T22T1).

We underscore an important advantage of this metho
optical processing of images of amplitude gratings over
method proposed in Ref. 2. In the optical processing sche
of Ref. 2, the wave fronts reconstructed by the hologr
pass through the objective lenses of the detecting part of
setup at different angles and along different paths, which
result in various distortions of the images of the gratin
which are not associated with the phase object under st
i.e., it can cause aberrations. In the scheme displayed in
1, by aligning the beam-splitting cube4 the wave fronts re-
constructed in complex-conjugate orders can be direc
through the objectives11 and 13 along the same path, an
the aberrations inherent in the method of Ref. 2 can ther
be eliminated.

Figure 2 displays a moire´ pattern with alignment on ver
tical fringes of finite width. This pattern visualizes thex
component of the angles of deflection of the light bea
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reconstructed by the hologram of a sphere moving on a
listic trajectory.

In summary, the method proposed for alignment
fringes of finite width makes it possible to eliminate the e
rors in the visualized moire´ pattern that are due to the shi
and unequal sensitivities of the superposed images of am
tude gratings. It should be noted that in the present work
same hologram~provided by I. S. Ze�likovich! of a sphere on
a ballistic trajectory as in Refs. 1 and 2 was used.
l-

n
-

li-
e
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The kinetics of thermal instability in the form of an initially arising local region of normal
conductivity is investigated using a model of a discrete superconducting medium in which the
components are assumed to interact thermally across a thermally thin intermediate layer.
It is found that certain characteristic features of the transient processes occurring at currents close
to the minimum current for propagation of the normal zone must be taken into account in
an experimental determination of the normal-zone propagation velocities in multiconductor
composites. ©1999 American Institute of Physics.@S1063-7842~99!02702-6#
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The irreversible transition of a superconductor to t
normal state is due to its thermal bistability. The Joule he
ing of the superconductor as a result of the formation o
local region with normal conductivity in it can be accomp
nied by the propagation of a characteristic heat wave.1,2 As a
rule, the kinetics of the normal zone can be described b
one-dimensional heat-conduction equation. In a numbe
practical applications this approach is not only justified bu
makes it possible to write down analytical expressions wh
are convenient for estimating the velocity of a heat wave i
single conductor.1–4 Recently, however, particular attentio
has been paid to transient processes in superconducting
ticonductor current-carrying elements~CCEs!. The processes
occurring in them exhibit a number of characteristic featu
which are a direct consequence of the discrete characte
the change in their thermal and electrophysical propertie

Ordinarily, the phenomena responsible for the initial fo
mation of a resistive region in multiconductor CCEs a
omitted in the investigation of the processes leading to
appearance and propagation of a normal zone in these c
posites. In this case, it is assumeda priori that instability
initiated in a single component of the composite certai
will result in complete destruction of superconducting pro
erties of the entire CCE. At the same time, the presenc
additional transverse heat flow due to contact heat tran
between all components of the CCE apparently will mod
this supposition. This concerns chiefly the range of curre
close to the so-called minimum normal-zone propagat
current, where the processes occurring depend strongl
the conditions of dissipation of the heat released. For
reason, a correct formulation and the solution of this probl
are important not only for understanding the general phys
laws of the destruction of the superconducting properties
multiconductor superconducting media but also for prepar
and performing the corresponding experiments.

It is convenient to solve such problems for the kinet
of the normal zone in a heat-insulated CCE, for which
minimum normal-zone propagation current is zero. The m
complete analysis of the conditions leading to the destruc
of superconductivity should be based on the solution of
2551063-7842/99/44(2)/4/$15.00
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corresponding system of nonstationary equations, which
equately describe the transient character of the processe
curring and their dependence on the local properties of
elements of the composite.

Let us consider the propagation of the normal zone
side an uncooled discrete superconducting region, whos
ements are thermally thin superconducting composite c
ductors, which are in thermal contact with one another a
are separated from one another by a finite thermal resista
Let a thermal instability be initiated initially by a powerfu
external heat source, which produces local regions of nor
conductivity in one or several elements of the composite.
simplify the analysis let us assume that the current in e
conductor is constant. We shall describe the process of s
metric redistribution of heat inside the composite by a s
tem of equations of the form

C
]Tk

]t
5

]

]x
l

]Tk

]x
1

I 2

S2
r~Tk!

25
P

SR
~T12T2!, k51,

P

SR
~2Tk2Tk211Tk11!, k52, N21,

P

SR
~TN2TN21!, k5N

~1!

with the initial and boundary conditions

Tk~x,0!5H T1 , 0,x,x0 , k5ki , i 51,2,. . . ,

T0 , x0<x< l , k5ki ,

T0 , 0<x< l , kÞki ,

]Tk

]x
~0,t !50, Tk~ l ,t !5T0 . ~2!

Herek51, . . . ,N is the number of the conductor in the com
posite;C is the volume specific heat of thekth element;l is
© 1999 American Institute of Physics
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FIG. 1. Time variation of the longitudi-
nal velocity of the normal zone for vari-
ous values of the current:I 5100 ~1!, 80
~2!, 72 ~3!, 71 ~4!, 70 ~5!, 60 A ~6!.
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the thermal conductivity of the element in the longitudin
direction; S is the cross-sectional area;P is the contact pe-
rimeter between two neighboring conductors;R is the ther-
mal contact resistance;I is the transport current in each co
ductor;T0 is the temperature of the surrounding medium;T1

is the initial temperature of a thermal perturbation of ext
x0; and, r(Tk) is the effective resistivity of the supercon
ducting composite, which takes into account the existenc
regions where the current is divided between sections loc
in the kth conductor in the superconducting and norm
states,3,4

r~Tk!5r0~Tk!

3H 1, Tk.TSC,

~Tk2TC!/~TSC2TC!, TC<Tk<TSC,

0, Tk,TC5TSC2~TSC2T0!I /TC ,

wherer0 is the resistivity of the matrix andI C andTSC are
the critical parameters of the superconductor.

The finite-difference method was used to determine
instantaneous temperature distribution in all elements of
composite and the corresponding propagation velocity of
gions with normal conductivity.5 The boundary of the resis
tive region separating the superconducting and nonsuper
ducting states inside a single composite was determined
solving the equationTk(xn,k ,t)5TSC. The results of nu-
merical experiments reflecting the qualitative laws of t
transition of a discrete superconducting composite to the
mal state in the presence of a current in it close to the m
l

t

of
ed
l

e
e
-

n-
by

r-
i-

mum current for propagation of the normal zone, are p
sented in Figs. 1 and 2. In the calculations it was assum
without loss of generality that the diameter of a single co
ductor is 0.12 cm,l 5200 cm,R51 cm2

•K/W, P50.01 cm,
T054.2K,TSC59.5 K, and initially the normal zone arise
as a result of local heating, equal toT1510 K. The initial
thermo- and electrophysical parameters corresponding
niobium–titanium superconductor in a copper matrix we
determined according to Ref. 6.

The solid lines in Fig. 1 show the time variation of th
instantaneous values of the longitudinal propagation velo
of the normal zone in the first conductor, where it was
sumed that an instability with extentx0510 cm arises (ki

51) initially. Here, for comparison, the longitudinal propa
gation velocities of the isothermTSC in an isolated compos
ite are displayed by dashed curves~see also the dashed curv
in the inset!. Formally, these states also correspond to
limit R→`. The normal-zone velocities withI 560 A as a
function of the initial extent of the perturbation are presen
in the inset in Fig. 1. Figure 2 shows the computational
sults for the longitudinal velocityV1(t) of the normal zone
in the first conductor of the CCE and the development of
transient processN(t) in its cross section. The number o
conductors in which local regions of normal conductivi
arise initially was varied.

The computational results show that the kinetics of
normal zone in a multiconductor CCE, carrying a curre
which is just slightly higher than the minimum normal-zon
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FIG. 2. Kinetics of a normal zone with
x0510 cm in a single conductor (I
550 (3), 30 A (*) ! and in a multicon-
ductor CCE for different numbers o
conductors in which local regions with
normal conductivity arise initially (I
530 ~dashed curves!, 50 ~solid curves!,
70 A ~inset!!: ki51 ~1!, 1, 2 ~2!; 1, 2, 3
~3!; 1, 2, 3, 4,~4!; 1, 2, 3, 4, 5~5!; 1, 2,
3, 4, 5, 6,~6!.
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propagation current, depends largely on the character of
initial conditions of the perturbation. Thus, forI<70 A even
a strong extended perturbation (2x0520 cm! in a single el-
ement of the composite does not produce a transition of
element to the normal state. In this case, superconduct
will be destroyed primarily by more-extended heat sourc
In addition, the presence of heat transfer between conduc
greatly increases the formation time of a heat wave in b
the longitudinal and transverse directions of propagation
the normal zone~more accurately, the time of asymptot
approach to the corresponding limiting values increas!.
Specifically, one can see that forI 560 A and 2x0540 cm
there is no quasistationary state, even when the total ex
of the normal-conductivity region~taking account of the
symmetry of the process! reaches almost 1 m. On the whol
the tendencies noted above become more noticeable
weaker the current under otherwise the same conditio
Current regimes where even a local transition of several c
ductors simultaneously to the normal state is not accom
nied by irreversible destruction of the superconducting pr
erties of the entire composite are possible.

It is obvious that as the thermal resistance increases
kinetics of the transient process in the longitudinal direct
of the CCE will approach processes which destroy superc
ductivity in a single conductor. However, in this case t
characteristic features discussed above will affect most
character of the processes occurring in the cross sectio
the conductor. For this reason, as the thermal coupling
he
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tween the conductors becomes worse, the time of a trans
to a steady value of the normal-zone velocity in the tra
verse section of a multiconductor CCE will increase, and
range of currents for which initiation of instability in sever
conductors simultaneously will be required to obtain an ir
versible transition of the entire composite to the normal sta
will also increase.

In summary, our investigation shows that in experime
whose purpose is to determine the normal-zone propaga
velocities in a multiconductor superconducting region
both the longitudinal and transverse sections, a numbe
features characteristic for the development of a transient
cess in the range of currents close to the minimum norm
zone propagation current occur. In this case: 1! the extent
and power of the heater simulating an external thermal p
turbation should be many times greater than the analog
parameters required for initiating thermal instability in
single conductor; 2! current regimes where local destructio
of the superconducting properties in several conductor
necessary for an irreversible transition of the entire comp
ite to the normal state; and, 3! the presence of heat transfe
between conductors increases the formation time of the q
sistationary state, which in turn can result in a substan
increase of the dimensions of the CCEs which ensure tha
desired values of the normal-zone velocities can be de
mined correctly.

This work was supported by the Russian Fund for Fu
damental Research~Project No. 96-02-16122a!.
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atomizdat, Moscow, 1984, 312 pp.

4M. Wilson, Superconducting Magnets, Oxford University Press, London
1983 @Russ. trans., Mir, Moscow, 1985, 407 pp.#.
5V. M. Paskonov, V. I. Polezhaev, and L. A. Chudov,Numerical Modeling
of Heat and Mass Transfer Processes@in Russian#, Nauka, Moscow, 1984,
286 pp.

6I. G. Kozhevnikov and L. A. Novitski�, Thermophysical Properties o
Materials at Low Temperatures@in Russian#, Mashinostroenie, Moscow
1982, 328 pp.

Translated by M. E. Alferieff



TECHNICAL PHYSICS VOLUME 44, NUMBER 2 FEBRUARY 1999
Effect of the microstructure of a metal on the emission spectrum excited during
destruction of current-carrying conductors by an MHD instability
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The spectral characteristics of the radiation emitted during the destruction of copper conductors
with different microstructures by a high-density current are investigated experimentally.
The proposed mechanisms leading to radiation generation and the experimental results
corresponding to these mechanisms are discussed. ©1999 American Institute of Physics.
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The passage of high current densitiesj ;53107 A/cm2

along conductors results in deformation and destruction
the conductors by MHD instabilities.1 This process is accom
panied by a bright flash of light whose spectrum contain
series of lines and bands, i.e., extensive information ab
the system and dynamics of the electronic levels of both
metal itself and individual atoms of the metal. In Ref. 2, t
emission spectrum excited by MHD destruction of copp
conductors was investigated. The emission bands obse
were identified, and the processes leading to the excitatio
these bands were examined.

It is well known that bombardment of the surface of
metal by charged particles with energies of several kiloe
tron volts excites cathodo- and ionoluminescence.3,4 Radia-
tive decay of single-particle and collective excitations ma
the main contribution to the cathodoluminescence. It w
assumed even in the first work on cathodoluminescenc
copper that the emission observed is due not only to
radiative transition of electrons from the Fermi level«F to
lower-lying hole states but also to electron–hole recombi
tion from states above«F , i.e., cathodoluminescence is of a
above-edge character.3 The luminescence peaks should co
cide with the peaks in the density of states below«F . Quali-
tatively, the mechanism leading to the appearance of a st
electric field in the destruction process due to the passag
a high density current along a conductor is very simple. T
growth of a sausage-type perturbation up to an amplit
equal to the radius of the conductor leads to the appear
of gaps.5 On account of the response of the circuit, the vo
age across the gaps is many times higher than the in
voltage, and a strong electric field arises in the gaps. Ac
eration of electrons and ions in the fields produced in t
manner should result in the appearance of cathodo- and
oluminescence, just as under stationary conditions. Howe
for the same particle energy, fast electrons excite the e
tronic subsystem of the crystal more strongly than do s
ions. Therefore electrons make the main contribution
emission in this process.

Destruction by a strong current can result in the exc
tion of plasmon luminescence. Plasmon radiation has b
observed under electronic bombardment of aluminum, sil
2591063-7842/99/44(2)/3/$15.00
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and a number of other metals. On the basis of the estim
made in Ref. 6, the plasmon luminescence for copper sho
lie in the UV range, and in the present work we shall n
consider it.

In the process of destruction by a strong current, toget
with the excitation caused by high-energy electrons, th
arises emission due to the destruction process itself.7 The
proposed mechanism of this emission is as follows.1 In vis-
cous fracture, plastic zones with high dislocation dens
form near the crack tips. After the load is removed, a dis
cational recovery of the deformed layer occurs in connect
with the annihilation of pairs of dislocations of opposite si
and with the emergence of mobile dislocations on the s
face. Real dislocations in metals have a complicated st
ture, so that their complete annihilation is unlikely. In ea
dislocation reaction, only the annihilation of individual pa
allel segments is possible. The annihilation of such segm
is accompanied by a release of substantial energy, reac
several electron volts over the interatomic distance along
axis. For annihilation of dislocations in copper, crossing
the terms of the internald electrons, localized near disloca
tion nuclei, with states of unoccupieds—pbands is possible
Nonadiabatic transitions arising during crossing result in
appearance of holes in quasilocald states near dislocation
formed as a result of dislocation reactions.

Individual luminescence bands arising during the d
struction of conductors by high-density currents2 have been
excited and detected in other processes also: 1! a cathodolu-
minescence band (lmax55550 Å! has been observed unde
electron irradiation of a copper sample,3 2! a photolumines-
cence band (lmax55800 Å! has been observed upon las
irradiation of a copper sample,9 and 3! a mechanolumines
cence band (lmax57300 Å! has been observed on the ba
cleavage surface~purely mechanical load!.8

A detailed investigation of the luminescence due
purely mechanical loading is most interesting from o
standpoint. The reason is that if the dislocation mechanism
valid, then mechanoluminescence makes it possible not o
to investigate dislocation processes near a metal surface
it also serves as a unique source of information about
nature of surface electronic states. Other methods of exc
© 1999 American Institute of Physics
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tion of the luminescence of metals~by light or charged par-
ticles! are in principle incapable of leading to the excitati
of such luminescence, since in these cases bulk states
excited in the metal, while surface states are essentially
affected.

It seems to us possible and important to assess the
lidity of one of the basic assumptions of the dislocati
model of the mechanoluminescence of metals. According
this model,8,10 the maximum luminescence intensity can
determined from the formula

I 5hNm

St

dt
,

whereI is the mechanoluminescence intensity,h is the quan-
tum yield of mechanoluminescence,Nm is the density of
mobile dislocations,St is the thickness of the plastic zone,t
is the luminescence time, andd is the lattice parameter.

It is evident from this formula that for the same me
two quantities remain unchanged for any conditions of lo
ing. These areh, the quantum yield of luminescence, andd,
the lattice parameter. The thicknessSt of the plastic zone can
be different for different methods of loading; it will be grea
est for isotropic stretching. The emission time in the form
occurs in the denominator, so that the more rapid the lo
ing, the higher the mechanoluminescence intensity sho
be. The densityNm of mobile dislocations is ultimately de
termined by the initial dislocation densityN in the sample.
Correspondingly, the initial material with a high initial dis
location density must emit more photons than material wit
lower initial density.

In Ref. 11, the intensity of mechanoluminescence w
investigated as a function of the initial microstructure of t
sample. The total emission was detected and compa
Spectral measurements of the radiation were not perfor
because of its low intensity. To confirm the assumptions
the dislocation model, it is important to check the existen
of a dependence of the mechanoluminescence spectrum
the initial microstructure of the sample.

In the experiments described in the present paper,
struction of copper conductors was accomplished by pas
along them an electric current with density 0.7–1.03107

A/cm2. The conductors consisted of a piece of copper w
70 mm long and 0.5 mm in diameter, made from ‘‘tech
cally pure’’ M0-grade copper wire. The power source was
a 400 mF capacitor bank charged to 1.5 kV. The rate
loading wasV513103 m/s, and the emission duration wa
t520ms. The radiation investigated was focused on the in
slit of a diffraction spectrometer. An FPP31L autoscann
charge-transfer photoelectric linear transducer was place
the focal plane of the spectrometer. Signals from the tra
ducer were fed into an analog-to-digital converter and th
into a computer. This made it possible to perform measu
ments of the spectral characteristics of the light flash in
range 5400–8100 Å with a spectral resolution of 6 Å during
the destruction of a sample.

The previously published2 continuous radiation spectrum
accompanying MHD destruction of copper was measure
a wider range 4500–9000 Å. However, the measurem
are
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were performed at only 20 points of this spectral range, a
it was necessary to destroy 10 samples in order to obtain
average intensity at each point.

The present measurements were performed in greate
tail and on a qualitatively new experimental level. In the fi
place, the entire emission spectrum was measured in a s
experiment. In the second place, the measurements were
formed at 500 points in the spectral range 5400–8100
Finally, not only the continuous emission spectrum but a
the line spectrum were measured. This made it possibl
increase the accuracy and reliability of the results.

Two of a large number of characteristic curves obtain
are presented in Fig. 1. CurveI is the characteristic emissio
spectrum produced by the destruction of M0-grade rol
copper wire. The following bands are excited: A cathodo
minescence banda,3 a bandb corresponding to photolumi
nescence of copper,9 an excitonic luminescence bandc of
copper oxide,12 and a mechanoluminescence bandg due to
recombination of electrons in surface electron states
bandsd, e, and f observed during spallation of the bac
side,6,8 and the bandsh, i , andk, which are yet to be iden-
tified. The sharp peaks in some bands and marked in
figure by the numbers1–8 correspond to the most intens
atomic lines of copper and impurities present in the sampl13

Curve II is the emission spectrum of an M0-grade co
per wire, annealed in advance and destroyed under the s
conditions. It is known that dislocations with oppositely d
rected Burgers vectors, lying in the same slip plane, mutu
annihilate as they approach one another. If such dislocat
lie in different slip planes, then climb is required in order f
them to annihilate one another. Annealing promotes dislo
tion climb, and in this manner the dislocation dens
decreases.14 Photographs of the microstructure of annea

FIG. 1. Emission spectrum of copper:I — Rolled M0-grade copper wire,
II — annealed M0-grade copper wire;1 — CuI 5700,2 — CuI 5782,3 —
SII 6312,4 – SbII 6503,5 — NiI 7122, 6 — FeI 7207,7 — Bi 7838,8 —
OI 7772; a — cathodoluminescence bandlmax55550 Å, b — photolumi-
nescence bandlmax55800 Å, c — excitonic luminescence band of copp
oxide with lmax56350 Å, g — mechanoluminescence bandlmax57300 Å.
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and rolled samples were obtained in Ref. 11.
Comparing the spectra presented in Fig. 1 it is evid

that the cathodoluminescence bandsa3 and the photolumi-
nescence bandsb of copper9 repeat one another. This is prob
ably due to the fact that these bands arise as a result o
excitation of bulk states, which undergo small changes d
ing annealing. In other sections of the spectrum of the cur
I and II the intensities are different, i.e., changes have
curred in the relative intensity of the luminescence bands
different nature.

The most interesting section of the spectrum for us is
mechanoluminescence bandg. As expected, the intensity o
the bandg was found to be lower for destruction of an a
nealed sample than for an unannealed sample. These re
confirm the dislocation model of mechanoluminescence:
nealing decreased the dislocation density and the intensi
the band due to the excitation of hole states in nonadiab
transitions arising at the moment of annihilation of disloc
tions and when dislocations emerge at the surface.

The intensities of the bandsd, e, and f , which have also
been observed in spallation of the back side,7 decreased.
These bands were not excited with other methods of ac
on a metal, such as cathodo-, iono-, and photoirradiat
Therefore, like the mechanoluminescence bandg, they also
are excited only when the sample is destroyed. The decr
in the intensity of these bands with the destruction of
annealed sample could signify that the intensity of th
bands, just as the intensity of theg band, is determined by
the density of defects in the sample.

As one can see from the figure, the intensity of t
atomic spectrum also changed. Annealing had no effec
the lines1, 2, 5, and6, while the lines3, 4, and7 vanished,
and the line 8 appeared. The vanishing of the lines3, 4, and
7 could signify that the density of sulfur, antimony, and b
muth impurities decreased in the annealing process. The
pearance of line8 and bandj is probably due to the oxidation
and adsorption of oxygen during annealing.

In summary, analysis of the emission spectra aris
with the destruction of conductors by a high-density curr
shows the following.
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1. The change in microstructure during annealing d
creases the probability of excitation of surface electro
states, which determine the appearance of the mechanol
nescence band.

2. The change in microstructure during annealing has
effect on the bulk electronic states, which determine the
pearance of the cathodoluminescence and photolumi
cence bands.

It should be underscored that thus far the dynamics
the appearance of and change in the spectral bands in
have not been investigated. Such investigations would y
information about the dynamics of the change in the surf
and bulk electronic states in a metallic sample during
deformation and destruction and also about the dynamic
the emergence of mobile dislocations on the surface.
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The preliminary results of an investigation of the structure and electrophysical properties of CVD-
grown polycrystalline ZnSe are reported. A weak multicomponent texture is observed which
bears upon the piezoelectric effect, the characteristic features of the electric polarization, and the
characteristic elastic oscillations of samples of regular shape. ©1999 American Institute
of Physics.@S1063-7842~99!02902-5#
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Zinc selenide crystals find wide application in optic
instrumentation and, especially, in laser technology,1 as ma-
terials with a favorable combination of optical, mechanic
and thermal properties. A high-voltage photo-emf,2 diffrac-
tion of light as by a periodic phase structure,3 and other
anomalous properties closely related with the ordered
rangement of two-dimensional structural defects have b
observed in individual single crystals of zinc chalcogenid
We report here the first observation of piezoelectric textu
formed in polycrystalline ZnSe during the growth of th
crystals.

Polycrystalline wafers grown by chemical vapor depo
tion ~CVD! were used for the investigations. The wafers h
a small absorption coefficient (b<231023 cm21) at a
wavelength of 10.6mm. They were selected according to th
characteristic sizel 0 of the crystallites~see Table I! which is
determined by the conditions under which the polycrystall
samples are obtained, primarily the temperature in
chemical reaction zone.4 Samples in form of a disk (D520
225 mm andh5124 mm) and a square parallelepipe

TABLE I.

Parameter
Texture orientation

Sample

fraction, % S-180 S-120 S-50

^111& 36 5.5 2.3
$111%* 55 24 12
^110& ••• 1.2 •••
$110% ••• 2.3 •••
^100& ••• ••• 1.9
$100% ••• ••• 3.8
^100&1^211& 3.3 18 •••
$100%1$211% ••• 12.5 •••
$100%1$211%1$311% 5.7 ••• •••
Textureless component ••• 36.5 80
l 0 , mm 180 120 50
«33

T 9.78 9.43 13.2
tand 0.80 0.039 0.27
d31•10212, C/N 0.68 0.52 0.59
kp 0.035 0.027 0.031
Q•103 12 1.8 2.3
K« 1.2 1.1 1.05

*Bounded component
2621063-7842/99/44(2)/3/$15.00
,
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(434310 mm! were investigated. The planes of th
samples were oriented parallel or perpendicular to the
face of the initial wafer. Their piezoelectric and dielectr
parameters were determined by the standard method.5 Recti-
linear polar figures~RPFs! ~110! and~111! were obtained in
CuKa radiation ‘‘in reflection’’ by varying the angle of in-
clination of the sample in the range 0–65° with a 5° ste
Fast linear displacement of the sample and accumulatio
intensity with a 10° step were used. The main orientatio
were calculated by the method used for weak textures, wh
is described in Ref. 6. The data presented in Table I
characteristic for a series of samples prepared from var
wafers.

Figure 1 shows a typical RPF for the experimen
samples. The distribution of the polar density is complica
and indicates the presence of a weak multicomponent
ture. The results of an analysis of the RPFs of samples w
different characteristic grain size are presented in Table
is evident from the table that the quantitative ratios of t
predominant orientations for samples with differentl 0 are
different. In addition, the fraction of the textureless comp
nent varies inversely as a function of this parameter. For
samples, the texture axis is normal to the surface of the
tial wafer. We underscore especially the presence of a
components, since axial texture is characteristic for pie
electric ceramics.7

A direct manifestation of the piezoelectric properties
the experimental polycrystalline samples is the excitation
characteristic elastic oscillations by an ac electric field, i
piezoelectric resonances. Disks from different series di
strongly from one another in terms of the number of piez
electric resonances in the frequency range 40–200 kHz.
example, the spectrum for the samples with the lowest fr
tion of the textureless component~the samples S-50! con-
tains only one strong piezoelectric resonance with a
quency close to 103 kHz. For samples from the other ser
additional oscillations, whose frequencies can be less tha
greater than the indicated frequency, are characteristic
present in the spectrum~Fig. 2!. An isolated piezoelectric
resonance is observed in the spectra of all disks, with
exception, as the strongest resonance. The form of the
responding optical-polarization topogram~Fig. 2a! attests to
the fact that this is the first harmonic of the radi
© 1999 American Institute of Physics
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oscillations.8 It is well known that such oscillations are cha
acteristic of piezoceramic disks polarized perpendicular
their plane. On this basis, the piezoelectric effect in the
perimental polycrystalline samples can be linked to the a
components of the texture, which, as we have said, have
same orientation of the axis.

Table I gives some of the main piezoelectric parame
of the experimental polycrystalline samples. One can see
samples which do not have a the textureless componen
hibit the highestQ for radial oscillations, electromechanic
coupling coefficientkp , piezoelectric modulusd31, dielec-

FIG. 1. The~110! polar figure of polycrystalline ZnSe~S-180!, reflection
~220!. Designations of the polar density:1 — 0, 2 — 0.4–0.8,3 — 2–4,
4 — 0.1–0.3,5 — 0.9–2.
o
-
l

he

rs
at
x-

tric loss tangent tand, and anisotropy of the permittivity. The
coefficientK«5«33

T /«11
T is taken as a measure of the latte

For all samples, the piezoelectric modulusd31 is less than the
piezoelectric modulusd14 of ZnSe single crystals@d1451.1
310212 C/N ~Ref. 9!#. The anomalously highQ of the pi-
ezoelectric resonances is interesting.

To all appearances, the anisotropy of the elastic prop
ties and the plastic deformation of the crystallites play
large role in the structural ordering of polycrystalline ZnS
Thus, when many crystallites grow simultaneously, each
is influenced its immediate environment and is subjected
elastic deformation. Assuming all strain components« i j to
be equal, a small fraction of the free energy of the deform
state of a crystal belonging to the cubic system10 will be
related to the shear components, i.e.,«125«21,«135«31, and
«235«32, if c11/21c12.2c44 for the elastic moduli, just as
in the case of zinc selenide crystals.9,11 Hence it follows that
the crystallites whose orientation in the acting force fie
gives rise mainly to the indicated strain components w
have the lowest free energy~and hence an advantage in th
rate of growth!.

The mechanical stresses acting on individual crystall
can exceed the elastic limit. This leads to plastic deformat
of the crystallites with formation of slip bands and twin
which were observed in the experimental samples by opt
microscopy. A planar-stressed state forms in the wafer.
this reason, crystallites, whose slip and twinning plan
make acute angles with the plane of the wafer, are m
strongly subjected to plastic deformation. Since slip a
twinning in ZnSe crystals of the sphalerite modification c
occur in the same planes$111%, the formation of an axial
component of the texturê111& in the experimental sample
can be explained by plastic deformation of the crystallites
is possible that the piezoelectric properties of polycrystalli
ly-
FIG. 2. Spectrum of piezoelectric resonances of a po
crystalline ZnSe disk; a, b — optical-polarization topo-
grams of the oscillations obtained on different disks.
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are due to this component, since twinning along the$111%
planes in the indicated crystals often occurs according to
68mm8 law with conservation of polarity of the twinning
axis @111# ~Ref. 12!. This can explain the observation o
piezoelectric resonances, fragments of whose opti
polarization topograms are characterized by a sixfold sy
metry axis~Fig. 2b!, in many disks in the frequency rang
0.4–1.5 MHz.

When the total fraction of oriented crystallites is suf
ciently high, their effect on the piezoelectric properties b
comes more complicated because of the appearance of
tional piezoelectric resonances. Samples which do
contain a textureless component, naturally, possess the h
est content of crystallites ‘‘participating in the piezoelect
effect,’’ as a result of which the parametersQ, kp , andd31

reach their highest values.
In summary, during synthesis of polycrystalline ZnS

wafers by the CVD method, piezoelectric textures a
formed together with multicomponent orientational textur
This greatly enlarges the range of application of these m
rials.
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