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The axisymmetric electrostatic problem of a thin, unclosed ellipsoidal shell and disk is solved.
The capacitance coefficients are calculated for a representative set of values of the
geometrical parameters of the conductors. 1899 American Institute of Physics.
[S1063-7842900102-9

The necessity of calculating the capacitance of a systerand the boundary condition at infinity
of conductors of various conf_lguratlo_n arises in the_ so_lut|on U(M)—0 asM—cx, j=13, 3)
of a number of problems which engineers and scientists of
the most diverse specializations must contend. The aim oivhereM is any point in space.
the present work is to solve the axisymmetric electrostatic  In addition, the following continuity conditions on the
problem for a thin, unclosed ellipsoidal shell and disk andpotential and the field must be satisfied:
calculate the capacitance coefficients for a representative set

. Uslp=a-=Uzlp=a. Uilz=0=Uslz=0, 4),(5

of values of the geometrical parameters of the conductors. 2la=ay=Vsla=agy  Ulz=0=Uslz-o @)

Let us consider the axisymmetric problem of finding the 9 9
potential of the electrostatic field of a system of conductors £U2 a3 ; (6)
consisting of a thin, unclosed prolate ellipsoidal sisdind a a=ag. B> [y a=ag,8> By
circular diskI" of radiusa (the axial cross section of the 9
conductors is shown in Fig.)1The shellSis located on the —U; =—U;, @)
surface of the prolate ellipsoid of revoluti®&;, whereb and 9z z=0p>a z=0p>a

d are the large and small semi-axis of the ellipse, respec-  \ve seek the electrostatic potentla| in the form of a
tively, and c=yb“—d* is half the interfocal distance. To gyperposition of cylindrical and ellipsoidal harmonic

solve the problem, we locate the origin of the cylindrical fynctiond-2 such that the boundary condition at infinit§) is
coordinateg p,z,¢} at the pointO (Ref. 1): fulfilled

X=pCOSp, Yy=pSineg, z=2 P
Ui 2= | BOVERODIOpA In Dy @
(0<p<w, O<se=<2m, —®<z<®), 0

and the degenerate ellipsoidal coordinafesg, ¢} at the
point O, (Ref. )

x=csinha sinB cose; y=csinhasinBsing;

z=ccosha cosB(0<sa<w», 0=B<mw, O0<e<2m). s

The conducting bodies under discussion are now de-
scribed as 2b 0,

b
S= aZaOZCOShflE, 0<B=Bo<m, O=¢p<2mw, &/

I'={0=<p=a, O=<e=<27w, z=0}. 2d

We denote the distance between the podtandO, as 3
h and arbitrarily divide all spac&; by the ellipsoidS; and
the planez=0 into three regionsD(z<0), Dy(a<ay),
andD;=E;\(D;UD,). We denote the electrostatic poten-
tial in the regionsD; asU;, j=1,2,3. The electrostatic po-
tential U; should satisfy the Laplace equatiariJ;(M)=0 2a
in the re]gionsDJ- , ]=1,2,3, and the boundary cc]Jnditions I j

U3(M):|MES:VS_ ConSt, (1)

U3(M)|pycr=V4—const (2 FIG.1
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S, h o [T
Un(a)= 3 bnlai%;i:))m(cosﬂ) in D,, (9 Qu(cosha)P,(cosB) =ci" fojnocmo(xpl)
U3=U(31)(p,z)+ugz)(a,[3) in Ds, (10) Xexp(Azy)d\, z;<c.

Then
where

oc ) _[”
U(Sl)(p,z):f A()\)eXF(_)\Z)JO(Ap)d)\, z>0, U3 (p,Z) fO d()\)eXF()\Z)Jo()\P)dN (14)

0

where

©

Q,(cosha)

UP(a.B)=2 an=—————Py(cosp), a>ay, ENLINIISY!
n=o ' Qpn(coshag) - _ _ I~
d(\)=c exp xh)n§=)0 O (coshag) " (15)
P,(coshy) andQ,(coshy) are the Legendre functions of the . ) ]
first and second kind, respectivel,(cosB) are the Leg- Using the representations for the potentids (10), and
endre po'ynomia|S, ando()\p) is the zeroth-order Bessel (14) and Imposing boundary Condltldﬂ) and the conditions
function of the first kind-3—® of continuity (5) and (7), we obtain a pair of integral equa-

The unknown coefficients,, and b, and the functions tions of the form
A(\) andB(\) are to be determined from conditiof¥)— " -
(7). To satisfy conditiong1), (4), and (6), we expand the f A()\)JO()\p)d)\ZVd—f d(N)Jg(Ap)d\, p>a,
potential U§Y(p,2) in the ellipsoidal harmonic functions in 0 0
the coordinate system with origin &,, utilizing the

formuld f MAN)Jo(Ap)dA=0, p>a. (16)
0
Jo(Ap)exp(FAzZ)= D, (=i)"(2n+1)j,(ic\) To solve the paired summation equati¢a8), we intro-
n=0 duce a new functiom(t), ¢(t) e Cfé’)ﬁo] , which is related to
X P,,(cosha)P,(cosp), the coefficientsa,, by the equation
wherei is the imaginary unit angl,(ic\) are the spherical an=(2n+1)sinhaoPn(coshag)Qn(coshay)
Bessel functiond:® So 1
Thus, XJ ¢(t)00i{n+§ tdt. a7
0
U (a,B)= 2, dyPn(cosha)P,(cosp), (1D Thus, the paired summation equatiofi) transform
n=0 into a Fredholm integral equation of the second kind

where Bo
e(X)— fo K(x,) p(t)dt

d,=i"(2n+ 1)fwA(>\)exp(—xh)jn(icx)dx. (12
0

©

2 X
Vg cosz - E d,P,(coshag)
n=0

Taking representationé®), (10), and (11) into account ™
and imposing the boundary conditidfi) on the surface of 1
the unclosed ellipsoidal shei and the conditions of conti- xCos( n+s|x|, 0=x=p, (18
nuity (4) and(6), we obtain a pair of summation equations in 2
the Legendre polynomials of the form
where
3, aiP(cosp) =V~ 3, dyPy(coshag)Pr(cos), K(x.D)= %2 gnCOS( n+% tcoﬁ( n+% . 19
n=0
B<Bo, gn=1—(2n+ 1)sinhayP,(coshy)Q,(coshy,), and g,—O
. X (n~2) asn—oo.
> a,Pn(cosp) —0, B>p To solve the pair of integral equatiof6), we introduce
=0 SinhaoP,(coshag)Qn(coshagy) 0 the functionw(t), related to the functio(\) by the equa-
(13 tion

To satisfy boundary conditioi2) on the diskI’, we a
expand the potentialU{®(a,B) in cylindrical harmonic A()\):fo w(t)coshtdt. (20)
functions in the coordinate system with origin@t applying
the integral representatioh After some manipulatioffsve obtain
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w(t)=% Vy— j:d()\)cos)\td)\}

or, according to representati@h5),

©

2( a,
w(t)=; Vd_ng W n(t):| (22)
where
Bn(t)=ci”J':exq—)\h)jn(ic)\)cogxtd)\. (22

Substituting the coefficients,, from Egs.(17) into the
right-hand side of Eq(21), we establish a relationship be-
tween the functions(t) and ¢(x):

2 ) Bo
w(t)= p Vd—SlnhaoL S(t,x)e(x)dx]|, (23
where
- 1
S(t,x)= ZO (2n+ 1)Pn(coshao)Bn(t)cos< n+ 5| x.
(29

Taking representation€l2) and (20) successively into
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C.
TABLE I. Values of the normalized capacitance coefficiem_'rs% for b/d
=2,d/a=1, h/b=2.

Bo, deg Cu Co Ciz

Are d7e 4ae
30 0.3086 0.6033 0.0374
60 0.6287 0.5633 0.0832
90 0.9016 0.5189 0.1361
120 1.0782 0.4785 0.1889
150 1.1508 0.4542 0.2258

2 2 Bo
Qu=4me ;an_;S”‘haofo F(x)@(x)dx]|, (28

wheree is the dielectric constant of the medium.
The capacitance coefficients;, can be calculated in
terms of the charges on the conductors by the fornlulas

C11=Qs(Vs=Vy4=1), Cp=Q4(Vs=Vy4=1),
C1o=Q4(Vs=0, Vyg=-1),
C=Qqu(Vs=—1, V4=0), Cy,=Cy.

Table I displays the normalized capacitance coefficients
Ci/4me, calculated for the following geometrical param-

account, we can transform the Fredholm equation of the se@ters of the conductorsb/d=2, d/a=1, h/b=2, B,

ond kind (18) into the form

Bo
e(X)— JO K(x,t)g(t)dt

2

— VSCO%— %J:S(u,x)w(u)du . (25

Now, we eliminate the functionw(u) from the right-
hand side of Eq(25) with the help of the representati¢@3)

and finally obtain a Fredholm integral equation of the second

kind for the functione(x) of the form

Bo
®(x)— fo [K(X, 1)+ K1(x,t) Je(t)dt

2

X 2
= V5085 — —VaF(x)|,  0<x=<po, (26)

where

4 sinhag

Ki(x,t)= ——— J S(u,x)S(u,t)du,

F(x)=JOaS(t,x)dt.

The charges on the thin, unclosed ellipsoidal sBelhd

disk I' are calculated from the solution of the Fredholm in-

tegral equation of the second kir(@6) via the respective
formulas

Bo X
Qs:4778dJ’ (p(x)coszdx, (27)
0

=30,60,90,120,150°. The Legendre functi®g(x) was cal-
culated using the recursion forméila

1
Pnya(X)= —[(2n+ 1)XPr(X) =nPp_1(X)]
with the starting value®,(x) =1, P1(X)=X.

The Legendre function®,,(x) were calculated in terms
of the hypergeometric functiopF,(a,b,c,x) according to
the formuld

\/;n!
R T Ye L
oF s 2+n 1+n 3+2n 2
2 2 27 '
where
,Fi(ab,c,x)= k§=)o (il E(Ct))ikxk (29)
I'(x) is the gamma function andaf,=a(a+1)...(@+k

—1) is the Pochhammer symbbl®
Employing the series expansion of the spherical Bessel
functior? >

(n+s)!

jnlion) =2t Em

=0

(C)\)ZS-H'I
and the integraf
I'(a)

b
cog atan” 1—) ,
(b2+ p2)a2 s( « p

the improper integraf22) B,(x) is converted into the sum

f x* Lexp — px)cosbxdx=
0
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o

B.(x)=(—2) 2 (n+s)!( Zs+n)|( c

&b sl(2n+2s+ )| (Zrn?

X
X cos{ (2s+n+1)tan 1ﬁ .
The Fredholm integral equation of the second kige)  v(7)=V4—VMu-+ EVd775M w?
was transformed into a finite system of linear algebraic equa- ™
tions using Simpson’s rule with a step equal to 0.1. The 1 2
infinite sums(19), (29), and(30) were calculated with accu- +|(790)*~ 3(1- n°)— — 1M VM it
racy to 10 °. The calculations were performed with the help
of the software package MathCAD 6(Bef. 1.
If Bo= (the unclosed shel goes over to the ellipsoid Substituting this expansion into the formulas for the
S,), then instead of the integral equatié®6) we have a charge on the disk34) and the charge on the ellipso(@3),

Fredholm integral equation for the functier(x) of the form  We obtain the following expressions for the charges on these
conducting bodies in the form of a series in the small param-
Bo(X) eter

*Qo(coshayg) |’

2s+n+1 If the geometrical parameter is sufficiently small
(u"=~0 for n=4), then it is possible to obtain a solution of
the integral equatio32) in the form of a series in the small
parameteq (Ref. 8):

(30

2 (a 2
w(X)— RL L(x,De(t)dt=—|Vg=V

2
O=x=<a, (3D) 0(7)=Va= VMt = Vg7 oM u?
where
P,(coshag) + (77;5)2—1(1—n2)+37;5|v| VM 3+
N 3 s ce
L(xt)= E (204 1) 5 oshag) Br9Ba(D). g
In the preceding integral equatig®8l) we make the fol- 298 7o
lowing substitutions: x=ra, t=oca, v(7)=(7/2)w(X), Q1=4Trsb[ VeM = —=VgMpu+ —=V M 2u?
v(o)=(72)w(t), 6=ald, n=d/b, andu=b/h<1. Then
the integral equatiofi31) takes the form 2775 27o
S+ M
a
v( f L(7,0)v(o)do=V4—V —BO(T)
d S ’
J1 ? Qo(coshay) 1
0 0 ~ 3 (32| VaMud+ ..
o=sr=<l, (32
where The electrostatic problem for an oblate unclosed ellipsoi-
% h dal shell and disk is solved in a similar way.
L(ro)=3 (2n+1) OO o ip ),
' Qn(coshag) "
i (— 1)k(n+s)| (2s+2k+n)! IN. N. Lebedev,Special Functions and Their Applicatiofi; Russia,
Bn(7)=(—2) Z 2 Y GIITL, Moscow, 1953, 380 pp.
§=0 k=0 s'(2n+2s+1)! (2k)! 23, V. Shushkevich and G. Ch. Shushkevich, Vestsi ANB Ser. Fiz. Mat.
2stntl Navuk [Bulletin of the Belorussian Academy of Sciences, Ser. Phys.
><(7'7]5)2k(1— 7IZ)TILLZKJrZSJr n+1l Math. Sciences, in BelorussigriNo. 1, 118(1993.

3Handbook of Special Functions with Formulas, Graphs, and Mathemati-

The charge on the prolate ellipsdig is calculated using  cal Tables[in Russiai, Nauka, Moscow, 1979, 832 pp.
4V. Ya. Arsenin,Methods of Mathematical Physics, and Special Functions

the formula [in Russian, Nauka, Moscow, 1984, 384 pp.
SA. F. Nikiforov and V. B. Uvarov,Special Functions of Mathematical
Q1=4’7TC8—0 =4mbeaoM (33 Physics[in Russian, Nauka, Moscow, 1984, 344 pp.
Qo(coshay) ' 6S. M. Apollonski and V. I. ErofeenkoElectromagnetic Fields in Screen-

ing Shells[in Russian, Minsk University Press, Minsk, 1988, 248 pp.
where ’G. Ch. Shushkevich, IEktrichestvo, No. 6, 511988.
8G. Ch. Shushkevich, zZh. Tekh. Fis4, 1801 (1984 [Sov. Phys. Tech.

V1-— 77z Phys.29, 1050(1984)].
M= - 1 ag=Vs— Bo(O')v °Yu. Ya. lossel', E S. Kochanov, and M. L. StrungkiCalculation
=1 Tyl of Electrical Capacitancdin Russiaf, Energoizdat, Leningrad, 1981,
cosh 288 pp

o ] A, P. Prudnikov, Yu. A. Brychkov, and O. I. Maricheuntegrals
The charge on the disk is calculated in terms of the so- and Series. Elementary Functiofia Russiad, Nauka, Moscow, 1981,
lution of the integral equatiofB82) according to the formula 800 pp. , o o _
IMathCAD 6.0 PLUS. Business, Engineering, and Scientific Calculations
in Windows 95[in Russian, Filin’, Moscow, 1996, 698 pp.

1
Qd=8asfov(7')d7'. (34

Translated by Paul F. Schippnick
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The method of extended crossed beams is used to measure excitation cross sections of atomic
silver. The results, together with theoretical data on the transition probabilities of Agl,

are used to calculate the excitation cross sections of the energy levels of the silver atom and the
contribution of cascade population of states. It is found that the dependence of the cross
sections on the principal quantum number of the upper level for five spectral series can be
expressed as a power law. €999 American Institute of Physid$1063-784£99)00202-7

INTRODUCTION num cross-beams. The outer surface of the crucible was
heated by an electron beam expanded to provide a more uni-

A study of inelastic collisions of electrons with silver A ture field. Th v of th bl dit
atoms is of significant interest for a number of reasons. Firsﬁorm emperature hield. The geometry of the crucible and its

of all, the silver atom has one electron above the filled shellszur_rt?ugdm% pan(itls agdbscreenT etnsured th?(tj tEe Tecﬂnd&(‘;y
similar to atoms of alkali metals. However, in contrast to the mitted and scaftered beam electrons wou € localize

latter, in the silver atom the preceding completely filled shella:]Ound thg-. cruc;b:e Itn ‘Thh‘? spac? gognged bbydthe iX'tf(:'r?'
consists of ter electrons, not sip electrons as for the alkali phragm adjacent fo IL. This preciuded bombardment of the

. L mi m rimar n ndar m electrons.
metals. In this case, excitation of one of tthelectrons can atomic beam by primary and secondary beam electrons

. . 1 2
take place at a comparatively low energy of the incomingsmce the ground _state of the silver atord'%s’S,, _has
nly one level and is separated from the nearest excited level

electron, so there is a significant overlap of the shifted an it | of al £ 30000 crh. th | lati f
unshifted terms. Second, laser generation in silver vapor h an intervaj or aimost . cm, thermal popu'ation o
excited levels is essentially excluded, and all of the silver

been achievegsee, e.g., Ref.)LHere pumping, as a rule, is t in the b found in th d state before thei
carried out by an electron beam, and information about th&Oms In the beam are found in the ground state betore their
[pteraction with the monoenergetic electrons.

corresponding electron—atom collisions is needed in order t . . .
b 9 At a crucible temperature of 1300 K the density of silver

understand the mechanisms of creation of a population inver- . ) : . ) .
sion in silver-vapor lasers. atoms in the intersection region of the atomic beam with the

; . . , - lectrons reached 1x210°%cm~2 and was lower mor
So far, theoretical studies of inelastic collisions of elec-© ectrons reached 0%c and was lowered by more

trons with silver atoms are lacking. Experimentally, suchthan an ord_er of magnitude in ord_er to examine the Ieadmg
resonance lines. The current density of the electron beam did

collisions have been investigated in works by only one re- ) .
search group. Reference 2 reported a study of excitation gt exceed 1.0mA/cfianywhere in the working energy

the singly charged silver ion from the ground state of the'@ngde- In contrast t_o Refs. 2 and 3, to set up a S.C&.lle 9f
bsolute cross section values, as the reference radiation in-

atom, and Ref. 3 reported a study of excitation cross sectionf;% ity ( telv directl th f
of the silver atom. The information reported in these two ensity {or, more accurately, directly as the reterence cross

works is extremely limited due to imperfections of the ex- section we used spectral lines of the helium atom. To cali-

perimental technique and the extremely small quantity 0Prate the absolute values of the cross sections, helium was let

. . . into the chamber n unknown pr re, in f silver
available silver. After removing these obstacles, a more de- to the chamber at an unknown pressure, instead of silve

tailed study was publishédon excitation of autoionizing Vaeegrkew?'lﬁetzgr;zrgz'?;r:gasor:)cjs'gglf gfr(:: Siﬁ%i:%:‘:es
states of Agl. In the present study the method of extended’ P ded for f Hel | P hi h di
crossed beams was used to carry out a more detailed study fpre recorded for four Hel lines which were measured in

1 0,
excitation of normally excitedunshifted terms of the silver ef. 8 with an error Qf 9% at an electron energy of 59 ev.
atom. The error of the relative values of the cross sections in the

present study is 5—12%, and the absolute values were deter-

mined with an error of=23 to =30%. A more detailed

description of the experiment and technique with analysis of
A detailed description of the method of extended crosse@rror sources is contained in Ref. 6.

beams has been presented more than once in the literature;

therefore its repetition in the present paper would not _bEhESULTS AND DISCUSSION

useful. Let us dwell here only on some circumstances which

are relevant specifically for experiments with silver. More than 200 lines of the silver atom were recorded,
Because of the need to conserve the metal as much #&scated in the spectral range 200—850 nm. As | noted in an

possible, its evaporation was carried out from a tubular moearlier papef,a significant fraction of the low-intensity lines

lybdenum crucible suspended in vacuum from thin molybde-of the silver atom have not been classified; therefore, within

EXPERIMENT

1063-7842/99/44(2)/4/$15.00 137 © 1999 American Institute of Physics
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TABLE |. Excitation cross sections of doublet levels of atomic silver.

Term J E,cm !  Configuration =Q%,, 10 ¥cn? ¢ >Qso, 10 ¥Ben?  3Q’, 100 8cm? g, 10 ¥cen? 3Q’ %
SQum'
6s°S 1/2 42556 41'%s 39.6 1.000 39.6 11.4 28.2 28.8
7s°S 1/2 51887 4'%s 16.9 1.435 25.3 3.17 22.1 12.5
8s°S 1/2 55581 41'%s 6.56 1.545 10.2
9s%S 1/2 57425 41'%s 4.18 1.565 6.55 0.29 6.26 4.43
10s°S 1/2 58478 41*°10s 2.17 1.575 3.42
11s’S 1/2 59136 4'°11s 1.46 1.540 2.24
125°S 1/2 59575 41*°125 0.84 1.513 1.27
5p2pP° 1/2 29552 4'%p 743.9 935 650.4 12.6
312 30473 1254.4 173.2 1081.2 13.8
s 1998.3 266.7 1731.6 13.3
6p2P° 1/2 48297 4'%p 5.98 14.5 (—8.5) 242.
3/2 48501 13.28 23% (—10.6) 180.
s 19.3 38.4 ¢19.1) 199.
7p?P° 1/2 54041 41%7p 3.64 (—3.64)
3/2 54121 1.62 6.2 (—4.62) 385.
s 1.62 9.88 ¢ 8.26) 611.
8p2P° 1/2 56618 4'%p 3.27 1.35 1.92 41.2
3/2 56660 7.14 2.4 5.00 30.0
s 10.41 3.49 6.92 335
9p?pP° 1/2 - 4d%p 0.44 (—0.44)
3/2 58027 0.38 0.1 (—0.33) 187.
s 0.38 1.15 €0.77) 302.
5d%D 3/2 48744 41'%d 41.% 1.0001 415 4.28 37.2 10.3
5/2 48764 55.2 1.00002 55.2 1.01 54.2 1.83
s 96.7 5.29 91.4 5.47
6d°D 3/2 54203 41*%d 20.0 1.23 24.6 1.22 23.4 4.07
5/2 54214 26.5 1.23 32.6 0.44 32.2 1.35
s 57.2 1.66 55.5 2.90
7d°D 3/2 56700 411%7d 10.9 1.395 14.7 0.54 14.2 3.68
5/2 56706 11.8 1.41 16.6 0.16 16.4 0.96
s 31.3 0.70 30.6 2.24
8d%D 3/2 58050 41'%d 6.58 1.415 9.30 0.54 8.76 5.80
5/2 58053 7.10 1.585 11.25 11.25
> 20.55 0.54 20.0 2.63
9d?D 3/2 58862 4'%d 4.37 1.545 6.44 0.38 6.06 5.91
5/2 58865 4.84 1.565 7.56 0.10 7.46 1.32
s 14.0 0.48 135 3.43
10d°D 3/2 59389 41*°10d 2.47 1.605 3.96
5/2 59391 2.70 1.685 455
s 8.51
11d°D 3/2 59751 411°11d 1.69 1.59 2.68
5/2 59752 1.95 1.61 3.14
s 5.82
4f2F0% 512,712 54205 4'°4f 0.39 0.25 0.14 64.1
5f2F°  5/2,7/2 56709 4%5¢ 0.13 0.25 ¢0.12) 192.

the framework of the present work dozens of spectral lines ofjuantities are related by the well-known formula
Agl have been classified using information about the lines of
the silver atom contained in Ref. 9 and later confirmed in
Ref. 10. Simultaneously, typographical errors discovered in
these works, and also in the ground-breaking work of
Shenstoné! have been corrected. The main spectrogramavhereA; andA,, are the probabilities of the radiative tran-
were recorded at an electron energy of 50eV, as a consé&itionsk—i andk—m, respectively; the sum in parentheses
quence of which, along with the atomic lines, around 1500ives the total cross section of the radiative transitions par-
lines of the singly charged silver ion were also recorded. ticipating in the cascade population of the lekeland the
Although the electron—atom scattering experiments irfractional factor on the right takes account of branching of
which the optical signal of the excited atoms is recorded givdransitions from the levek.
information about excitation cross sections of the spectral Using the equality
lines Q,;, more useful for comparison with theoretical stud-
ies and for practical purposes is information about the exci- &: ﬁ )
tation cross sections of the energy levels. These two Qkm  Axm’

Qui=

Agi
Qk+2| Qlk)zmAkm, 1
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TABLE II. Excitation cross sections of transitions from thp?P° levels of

e e ——— —— s — — ——— —

E,=6M106 cm™’ Agl.
i 12— =
"  fp—  §— Ew, Es. Qso.
09— 9 8 — 66— X, NM Transition J cm?t cm?! 10 ¥cm?
g 55— 206.117 52S—6p°P°  1/2-3/2 0 48501 13.3
206.983 52S—6p2P°  1/2—1/2 0 48297 5.77
8 328.068 5S—5p2P°  1/2-3/2 0 30473 1250.
f— 338.289  52S—5p?P°  1/2-1/2 0 29552 742.
359.806 5?2D—9p?P° 5/2—3/2 30242 58027 0.38
378.418 5?2D—8p?P° 5/2-3/2 30242 56660 0.76
7 418.664 522D—7p?P° 5/2—3/2 30242 54121 1.62
456.402 522D-8p?P° 3/2—-1/2 34714 56618 0.38
| 533.362 H2PO—6p?P° 1/2—-1/2 29552 48297 0.21
J 547.538 522D—6p?P° 5/2—3/2 30242 48501 3.61
553.707 522D—6p?P° 5/2—1/2 30242 48297 0.23
708.810 62S—8p?P°  1/2-3/2 42556 56660 6.38
710.95 &2S—8p?P°  1/2—-1/2 42556 56618 291
-~ 725153 522D—6p?P° 3/2—3/2 34714 48501 0.83
g 735.996 522D-6p?P° 3/2—-1/2 34714 48297 1.69
q_u
Q
< | s
At the same time, the authors of Ref. 12 calculated the prob-
. abilities of radiative transitions from the levets?S,;, and

nd2D3,2,5,2, where for the levels witm=<12 they took into
account all possible allowed transitions in this system of
terms. It should also be borne in mind that, so far, both
theory and experiment, as a rule, allow one to determine the
radiation constants with a higher accuracy than the cross sec-
0 .2 tions.
4d "nlL Results obtained on the basis of cross section measure-
ments by the method of extended crossed beams with appli-
cation of data on the probabilities of radiative transitions
§——3/2 from Ref. 12 are listed in Table I. HeQ%, is the sum of
—_—12 cross sections measured in the present WorkA o/ Ay, IS
a correction factor taking into account the branching factors
of all the known transitions from the level in question ac-

gl
OL 5

1 1 1
"3231/3 nPZpa nd?D nfiF? cording to the data of Ref. 12. We have used the following
. o . . notation for the total excitation cross section of the lekel
FIG. 1. Energy level diagram of atomic silveunshifted terms with the . . . .
uninvestigated transitions indicated. (without subtracting out the contribution of the cascade tran-
sitions:
o _ y 2 Qun={2 Q=2 Qso. )
which interrelates the cross sections and the transition prob- m km %0 %0
abilities, one can write relatio(l) in the form The superscripts on some of the numerical values denote
_ the following 1 — The transition $2P%,—11s°S,,, (337.9
= - . 3 o F12T S 22 -
G % Qkm Z Quk ® nm) is blinded out by the 338.3 nm line, which exceeds it in

Relation (3) is useful because it allows us to calculate intensity by three orders of magnitude, the transition
the excitation cross sections of energy levels completely oBp2PJ,— 125?S,,, (332.995 nm is blinded out by the
the basis of the experimental data on the excitation cros832.948 nm line. In both cases the cross sections of the
sections of the spectral lines. At the same time, the use <ﬁp2P2,2—11,1?5281,2 transitions were calculated from the
equality (2) allows us to take into account a wider group of measured cross sections of the more intense components of
lines in the not-infrequently encountered situation in whichthe 5p2P§,2—n3281,2 doublets; the ratio of the cross sections
the excitation cross sections of some transitions with a comQ(3/2)/Q(1/2) for n=<10 is 1.69 2 — The contribution of
mon upper level cannot be measured but the radiation corthe transitions to the shifted levelsi?%s? 2D, not consid-
stants for these transitions are known from independentred in Ref. 12, were subtracted from the value®#&fgiven
sources. in Table I, before multiplying these latter values by the co-

Just such a situation arises in the study of the excitatioefficient{. 3 — The cross sections of the cascade transitions
of the valence electron of the silver atom. The one-electropopulating the levelsnp?P® with n=6 were determined
transition 41'%5s?S,,,—4d*nl?L; takes place, where from the branching factors from tf& and?D levels accord-
| =s,p,df; levels of the silver atom with higher values of the ing to Ref. 12; in the present work only cascade transitions
angular momentum have not yet been found experimentallyfrom the 5p2P8,2’3,2Ievel were recorded.
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TABLE lIl. Values of A; and «; for spectral series of atomic silver. 2.51
(—13)=2.51x10" %

Series n a A, cn?

5p?Pl,~NS’Sy, 6—10 5.47 2.51¢ 13)
5p*P3,~NS’Sy, 612 5.64 6.17¢ 13)
5p?P},—nd’Dyp 5-11 4.16 2.70¢ 14)
5p2P3,~Nd?Dspy 52 5-11 4.14 5.13¢ 14)
55? 2Dg;,—NpP?PY, 6—9 7.58 6.46¢ 12)

-78
a, 10 %cm?

2P0 |evels withn=6,7,9, the calculated cascade population
cross sections turn out to be larger than the measured total
excitation cross section of the level, and the contribution of
cascade population exceeds 100%. Note that the calculations
take into account the transitions involving shifted terms mea-

\ sured in the present study and contributing mainly to cascade
! 1 1 L L1 processes.
5 6 7 8§ \g m 11 2n As is well known (see, e.g., Ref. 23in unperturbed
FIG. 2. Dependence of cross sectionsrofor spectral series of AglD —  spectral series the excitation cross sections vary with the

SpZP?/z—Zn%ZSl/z, = 5|02P§/z—2r128251/z, 0 — 5pPl,—nd’Ds,,  principal quantum number of the upper level according to
0 — 5p*P3p=Nd™Dspp3: A — 55" "D~ NP°P,. a power-law dependence

Q=Ai-n"4, )

An energy-level diagram of the silver atom is shown inwhere A; and «; are constants having characteristic values
Fig. 1. All of the levels of the configurationdd’nl?L con-  for each of the spectral series.
sidered in Ref. 12 are shown. The pf®° levels are not The dependenc®=f(n) for five spectral series of the
considered in the present work, because of the extremelsilver atom is plotted in Fig. 2 using data obtained in the
small values of the associated cross sections, and likewise f@resent work. Power-law dependences on a log—log scale
the 121°D levels. Transitions from the latter levels to the show up as straight lines whose slopes allow one to deter-
5p2PP levels, like the previously mentioned transition from mine the constank;. This latter constant characterizes the
the 152S,,, level, are blinded out by the leading resonancerate of variation of the cross sections in each of the spectral
lines of Agl. series. The other constaAt=Q for n=1; since the cross
Transitions from thap?P° levels were not investigated section forn=1 has no real meaning, the constanican be
in Ref. 12, nor could analogous information be found inconsidered only as a conversion factor. Numerical values of
other sources. Therefore, branching is taken into account fok; and «; for the investigated series for the silver atom are
the np?PY levels only on the basis of the experimental datagiven in Table IIl.
of the present work, presented in Table Il. As can be seen, Comparison of these data with the results of theoretical
the only measured transition from th@ZP° levels is to the calculations is impossible in view of the absence of pub-
metastable shifted termd85s?2?D. Transitions from the lished works on the theoretical determination of the excita-
7p?PY levels to the 82S,, level are located in the infrared tion cross sections of atomic silver.
around 870 nm, and tos8S,,, (resonance transitiojs-in
the vacuum ultraviolet. Because of the shift into the vacuum
ultraviolet, resonance transitions from the higher-lying *B. wernsman, J. J. Rocca, and H. Z. Mancini, IEEE Photon. Technol.
np®P? levels were also not examined. So as not to compli- Lett. 2, 12 (1990. _ _
cate the energy-level diagram, only those transitions not re- ﬁ(‘)zk“égrgzg"('fé% I Kuchenev, and Yu. M. Smirnov, Zh. Prikl. Spek-
corded in the present work and not investigated in Ref. 123 Ylj. K’rasavin, A .N. Kuchenev, and Yu. M. Smirnov, Opt. Spektrosk.
are indicated. 54, 20 (1983 [Opt. Spectroscs4, 11 (1983].
As follows from the data of Table I, for the majority of :iu "\\A/l SSm_imOV’PZhh- _Prikl-f Erelitms:fa 4(2:5|(|'1993-' Fussia dat
r)szs andnd?D levels, the contribution of cascade pop_ula- F#i AN ggg}s&enﬁg;g, 19?3c5,r(§p- (1)213—$9§-Ion5[m st fagat
tion is around 10% or less; only for thes#8,,, level does it sy, m. Smirnov, J. Phys. 18, 23 (1994,
approach 30%. Despite the incompleteness of the data ofivu. M. Smirnov, Phys. Scr49, 689 (1994.
cascade population of these levels, it is highly unlikely that °B- Van Zyl, G. H. Dunn, G. Chamberlain, D. W. O. Heddle, Phys. Rev. A
ftaking them completely into accc_)unF will lead to a sig_nifi_cant gﬁl}?}g&;ﬁﬁggen and R. Lincke, Z. Phys22212), 147 (1975.
increase in the cascade contribution. For the majority ofios gajer, M. Martins, B. R. Mulleet al, J. Phys. B23, 3095(1990.
anPO levels the situation is the reverse: the cascade contrit'A. G. Shenstone, Phys. Re7, 894 (1940.
bution is taken fairly completely into account whereas the,.N- Bordel, G. Garcia, and J. Campos, Anal. Fis. SeB5A201 (1989
available information is clearly insufficient for an account of N Kuchenev and Yu. M. Smimov, Phys. S6d, 578 (1995.
branching. This latter situation leads to the result that for tharanslated by Paul F. Schippnick
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Rayleigh decay of a highly charged bubble in a dielectric liquid
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Proceeding from the Onsager principle of minimum energy dissipation, we find the dimensions,
charges, and total number of daughter bubbles emitted during an instability of a highly
charged bubble in a dielectric liquid. @999 American Institute of Physics.
[S1063-78429900302-3

In diverse problems of applied physics, one encountergfter rupture of the necks, the daughter bubbles change their
the instability of bubbles in a liquid dielectric relative to their volume, contracting or expanding in synchrony with changes
self-surface charge or the surface charge induced on them |n the balance of pressures created by variation of the shape
an external field. In particular, such a problem is of signifi-of the daughter bubbles after detachment from the parent
cant interest for the theory of the breakdown of a liquidpubble. Thanks to viscous dissipation of kinetic energy of
dielectric’ > The breakdown process is related to the appearge daughter bubbles and the braking influence of the electric
ance, growth, and decay of a gas microbubble near the Catlje|q of the daughter bubbles emitted earlier, opposite the
ode. One possible scenario of the development of breakdoWftices of the spheroidal parent bubble, agglomerations of

involves the release of the self- or polarization charge as aaughter bubbles are formed at a distaheema (a is the
consequence of the development of an instability of the bub;

ble's surfacé” The instability of a gas bubble in an external "9t Of the semimajor axis of the parent bubijtem the
e : ) . . . . vertices of the parent bubble. In the discussion that follows,
electric field was investigated in detail experimentally in Ref.

1, where the electrostatic decay of a bubble in a dielectrié"{ 'thm, the framewor.k of the above qualltatlvg ar.1aly3|s, to
was recorded photographically. During decay of the paren§|mpllfy the' calculations we replace the elgctrlc field of t.he
bubble, small daughter bubbles are thrown off, forming twod9glomeration of daughter bubbles by the field of an equiva-
agglomerations — one each in the vicinity of each emitting'em point charge located a distancdrom the vertex of the
protrusion at the vertices of a spheroidal bublte equilib-  Parent bubble and having charge equal to the total charge of
rium shape of a gas bubble in a uniform external electridche previously emitted daughter bubbles.
field is a spheroil The present study presents a theoretical ~We assume by virtue of the symmetry of the problem
analysis of the electrostatic decay of a highly charged bubbléhat as a result of theith emission event two daughter
(according to the scheme employed earlier in Refs. 8 and Bubbles with equal charges, (9,<Q) and equal radir,,
to examine the decay of charged drpps the first step of a (r,<R) are formed. We also assume that tith daughter
study of the regularities of the decay of bubbles which arepubble, finding itself in the field of the parent bubble and the
unstable to their self-charge or an induced charge. field of the agglomeration of daughter bubbles, has the shape
1. Let us consider an initially spherical bubble of radius of gn ellipsoid of revolution with eccentricitg, (Ref. 10,
Rin a liquid dielectric possessing a large specific h@t  \hich we then determine by an iteration procedure. During
virtue of which We.will neglect variatiqn of the temperatgre decay the energy of the system varies. This variation is com-
of the system during decaywhere this bubble has on its ,saq of the variation of the free energy of the forces of
surface a chargQ (the gas—“qwd interfagewhich 'S a bit . surface tension, the variation of the electrostatic self-energy
:?;g_(la_;vtohir;t':;“;?'gg?/e\iglpumeelgttr;? tsheenzit?gleR?X;?;%?li?;a::(gOf the bubbles and the energy of the electrostatic interaction
' of the bubbles, and also the work performed in contraction or

possible: in the one the volume of the bubble will increase . f the bubbles due t tional iati
until the condition of pressure balance is satisfied, and in th&xpPansion ot the bubbles due o a honproportional vanation

second, thanks to exponential growth of the amplitudes on the electric pressure and the Laplace pressure in the

the capillary waves associated with the thermal motion of th?uPbles upon emission. _
molecules of the liquid medium, the bubble can experience W€ assume that a daughter bubble contains gas and satu-

an instability similar to the Rayleigh instability of a free, rated vapor, whose partial pressures are constant and equal
highly charged drof? In this case, the parent bubble is respectively toP3 and P°. Taking the temperature of the
stretched into a shape close to a spheroid of revolution wittiquid, the total electric charge, and the radius of the parent
eccentricitye; (in Ref. 1 it was found tha¢?~0.7). Follow-  bubble to be constant, it is not hard to find from the charge of
ing this, daughter bubbles are formed on opposite vertices dhe daughter bubble the variation of the energy of the system
the bubble, joined by narrow necks to the parent bubblein the linear approximation as a result of theh decay

1063-7842/99/44(2)/4/$15.00 141 © 1999 American Institute of Physics



142 Tech. Phys. 44 (2), February 1999 Grigor'ev et al.

B(e1) B(ey)
AU:BWUrﬁA(eZ)_Zanlan+qﬁ r 1 4 45
n
-1
K(vn)  Op- 8w \
+200Qn1 7 H27 2 G 3 TaPs N 4
s
Mn 8 vr(¢by3_ .3 o (?Q
— - _ . [N}
XIn b + 3 PeL(ry)°—ral; sk fos £
n |$
1 sin~le; =
A(ei)=§[<1—e?)”2+—_' (1-ef) ™7 i=12; 1
1
(1_e_2 1/3 .
B(e)=———tanh ¥(e); i=1.2; ol_2 1 . 0
& 0 10 20 n
1/2
FIG. 1.
V= 1+§—; ;
a
(1—eH)iB e
K(vy) = e—tanh—l —=1, (1) whereY,=q,/Q andX,=r./R (k=1,2,...,n) are respec-
1 Vn

tively the dimensionless charge and radius ofkttedaugh-

o is the coefficient of surface tension of the liquid—gas in-ter bubblea=r, /b,, by is the length of the semiminor axis
terface,Q,,_; is the charge of the parent bubble before theof the nth daughter bubble, anw/=Q? (167 R°) is the
nth decay £, is the ellipsoidal coordinate of theth daughter ~ Rayleigh parameter of the initial parent bubble before the
bubble, and®? is the radius of the daughter bubble immedi- first decay.
ate|y before contraction or expansion_ Note that the |nStab|l|ty of the bubble is realized

In expression(1) the first term is the surface energy of +8>1, whereg=(P9+P")R/20, PYis the partial pressure
the two daughter bubbles, the second term is the variation d¥f the gas in the parent bubble before breakup whereas the
the electrostatic self-energy of the parent bubble, the thirdnstability of a drop is realized foW=1 (Ref. 11. In Eq.(2)
term is the electrostatic self-energy of the daughter bubbleghe first term in braces characterizes the electric field strength
the fourth is the interaction energy of the daughter bubble®f an nth-generation daughter bubble created by the parent
with the parent bubble, the fifth is the interaction energy oftubble at the breakoff point, and the second term takes ac-
the agglomeration of bubbles with ath-generation daugh- count of weakening of the field by the agglomeration of
ter bubble, the sixth is the work of the gas during isothermafaughter bubbles formed earlier.
variation of the volume of the daughter bubbles, and the = We require by virtue of the Onsager principle of mini-
seventh is the work of the vapor during isobaric variation offum energy dissipation that its variation be extremal, i.e.,
their volume. The appearance of the last two terms has to d®at the condition 9(AU)/9q,=0, J(AU)/dr,=0 be
with the fact that the surface charge density at the emittingulfilled.*? Finding the partial derivative of expressidt)
protrusions during separation of a daughter bubble is largaVith respect tog, andr,, we obtain two more equations in
while the gas pressure inside the entire system is of the san@ldition to Eq.(2) for the three unknownX,, Y,,, andvy:
order as the pressure in the parent bubble. After formation of
a daughter bubble, because of its ability to change its vol-
ume, a balance of pressures at the surface of the bubble will

be established in a short time.

It is clear that, as in the problem of the breakup of a 1 4 T
highly charged drof;® the process of division of a bubble
will continue until the Coulomb force tearing off a daughter
bubble exceeds the Laplace forcer@r, (r, is the neck = J
radiug holding it in place. Assuming that the field strength at =" ~
the breakoff point is determined by the field of the parent ; 'S
bubble and by the field of the previously separated daughter "-«”'5' %4 s
bubbles, it is not hard to obtain the condition for breakaway ‘s
of a daughter bubble from the parent buli§le N ,

aX.(1—e2)lo n 1—2)23 2

”(Tz)swvn| 1-22 Yy %

k=1 ] (vp—ey) 0 L . 0
0 20 +0 n
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2. By solving the system of equatiort®)—(4) numeri-
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than the critical charge for realization of instability. For this
case, we calculated the dimensionless rafli(curve 1),
chargesY (curve 2), and specific charges (curve 3) for the
daughter bubbles, and the Rayleigh paramétdor the par-

ent bubble(curve4) as functions of the decay numbeifor
W=10, €7=0.7, =0.9, »=1.1, =0.5, m=1 (Fig. 5

and m>1 (Fig. 6). It can be seen that an increase in the
initial value of W leads to an increase in the number of
daughter bubbles and a decrease in their characteristic linear
dimensions and charges.

3. The fact that the last two terms in Ed,) describe the
variation of the size of a daughter bubble as a consequence
of equalization of the pressures on its surface causes us to
ask just how large is this change in the size of the daughter
bubble. If we repeat the above calculations but without these

cally, it became clear that the presence in the vicinity of theyyo terms, then we can find the dimensionless radius and
emitting protrusions of clouds of previously emitted daughtercharge of the daughter bubble immediately before its volume
bubbles has a substantial effect on the characteristics of th&yanges as a result of equalization of pressure. The condition
breakup process. This can be seen in Figs. 1 and 2, whickf equality of pressures for a spherical bubble in dimensional

plot the dependence of the dimensionless radigsurvel),

dimensionless chargé(curve2), and the dimensionless spe-
cific chargeZ (curve3) for the daughter bubbles, and also the

Rayleigh parameteW for the parent bubbldcurve 4) as
functions of the ordinal number of the emitted bubhléor
W=1,e5=0.7,2=0.9, »=1.1, 3=0.5, m=1 (Fig. 1) and

form is easily written:

q° 91 oo 20
W'F(PZ‘FP)_T:O. (5)

It can be rewritten in dimensionless form as

m>1 (Fig. 2). The valuea=0.9 adopted in the calculations
was chosen on the basis of data on the decay of highly
charged drops, since the best agreement of experiment ar 1 s 425
theory is noted for this valudThe values of the eccentrici- 4
ties of the daughter bubbles in all cases is exceedingly small
i.e., the shape of the daughter bubbles differs very little from
spherical. ;
To Illustrate the possible trends of variation of the -« J
breakup parameters, Figs. 3 and 4 show plots of the numbe's 49| B
of emitted bubbles (curvel), the relative charge loss by the >
parent bubbleé=AQ/Q (curve 2), the relative mass loss
{=AM/M (curve 3), and the Rayleigh parameter for the
remnant of the parent bubbM/ (curve 4) as functions of
the undetermined parameter for W=1, e5=0.7, n=1.1, 0 L !
5=0.5, m=1 (Fig. 3 andm>1 (Fig. 4. 0 N 104
In a number of situations the case can be realized in
which the charge of the parent bubble is several times great&rG. 5.
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4. In conclusion we note the following. We have calcu-
° lated the decay parametefsize, charge, and number of
WY +7 —£=0. (6) daughter bubblgsof a highly charged parent bubble in a
X4 X dielectric liquid. In comparison with the situation of decay of

a highly charged drop, the number of emitted daughter

In these equations the first term is the electric Pressirs bbles is roughly an order of magnitude less. The integrated
the second term is the total pressure of the gas and vapor

and the third is the Laplace pressure. Calculating E2js: characteristics of decaftotal charge and mass loss of the

. . . ren leare roughly th m for rop.
(4) numerically without allowance for the last term in Eq. parent bubblpare roughly the same as for a drop
(4), which describes the contribution to the variation of the , )

from the variation of the volume. we can find the C. G. Garton and Z. Krasucki, Trans. Faraday $8;.211(1964.
energy /i ' 2N. N. Ogus and A. Prospereti, J. Fluid Med19, 143(1990.
dimensionless radii and charges of the daughter bubbles. The&. mcintyre, J. Geophys. Reg7, 5211(1972.
charges found in this way were substituted into &), from *M. Khaleeg-Ur-Rahman and C. P. R. Saunders, Atmos. R65329
: ; ; i (1991).

wh|cr|1 wef four;ld the dll'mr:ansmnliss Iradn off the daughter5K. 3. Cheng and J. B. Chaddock, Phys. Lett106 51 (1984,
b_Ubb es_: atter the ?Stab ishment of balance o pressures. T . V. Glazkov, O. A. Sinkevich, and P. V. Smirnov, Teplofiz. Vys. Temp.
dimensionless radiuX of the daughter bubble before expan- 29, 1095(1991).
sion (curve 1) and the change in its radius for two different 7. V. Pylaeva, O. A. Sinkevich, and P. V. Smimnov, Teplofiz. Vys. Temp.

values of the ratio of the pressure inside the daughter bubblgio’lg’g?ri;li?g and S. O. Shiryaeva, J. Phys.23, 1361(1990

to the pressure inside the parent bubjeX, for 7?=O..11 9A. I. Grigor'ev and S. O. Shiryaeva, Zh. Tekh. F&1, No. 3, 19(1991)

(curve2) andAX; for n=1.1(curve3)] are plotted in Fig. 7 [Sov. Phys. Tech. Phy86, 258(1991)].

as functions of the ordinal numbédecay numberof the Al G(figoge[v, S. O-hShiryae\r/]a, ahnd E. I Bilavir;a], Zh. Tekh. Big.No.
2_ _ _ _ 6, 27(1989 [Sov. Phys. Tech. Phy84, 602 (1989)].

dathter_ bubble for €;=0.7, =0.9, W=1, =0.5, and 11|, D. Landau and E. M. LifshitzElectrodynamics of Continuous Media

m=1. It is not hard to see that the bubble always expands, 2nq ed., with L. P. PitaevskiiPergamon Press, Oxford, 1984; Nauka,

and the change in its radius depends on the decay numblezMoscow, 1982, 620 pp. _ _

and the ratio of the pressure inside the daughter bubble to theST- OH ?Dmfyi%"alzazndlgg I. Grigor'ev, Zh. Tekh. Fi@52), 11 (1999

pressure inside the parent bubble. But the change in the ral'ech- Phys40, 122(1995].

dius is two orders of magnitude smaller than the radius itselfTranslated by Paul F. Schippnick
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Generation of electromagnetic waves by an annular shell of plasma rotating in crossed radial
electrostatic and axial magnetic fields in a cylindrical resonator is investigated

theoretically. Dispersion relations are obtained describing the interaction of the waves with the
plasma. It is shown that generation of waves by a narrow plasma shell is possible due to

a cyclotron resonance,etenkov resonance, or plasma resonance. Here we consideneakov
resonance, where the velocities of the plasma components and the phase velocities of the
waves are perpendicular to the constant magnetic field. The frequencies and growth rates of the
waves are found under conditions of the above-mentioned resonances in a uniform and in

a nonuniform plasma shell. Advantages and disadvantages of wave generation under various
conditions are noted. €999 American Institute of PhysidsS1063-784£99)00402-X

INTRODUCTION The density of charged particlégplasma components
n,, when unperturbed by an electromagnetic field, depends

A number of theoretical work¢ésee Refs. 1-4 and the .
only on the coordinate

literature cited thereinhave investigated the instabilities
arising in a rotating plasma, i.e., in a plasma located in con-
stant electrostatic and axial magnetic fields. The source of
the instabilities examined in these works was the relative
azimuthal motion of various components of the plasma and Na(r)=0 for r<r_ and r=r,,
radial oscillations of the ions in a strong radial electrostatic
field. The interaction of the rotating plasrfiee., of its com- a<r_<r,<b, or=ro—-r_<r_. (1)
ponent$ with the natural oscillations of the resonator filled
with the plasmathe metal cylinder in which the plasmais ~ Assuming that the fields and the perturbations of the
located remained outside of consideration. A study of thisdensity and velocity of the charged particles do not depend
interaction is of both theoretical and practical interest, sinceon the axial coordinate and that the dependence of these
it can be used to generate electromagnetic waves. It turns oguiantities on the azimuthal coordinageand timet is ex-
that an instability can also arise when relative azimuthal mopressed by the complex exponential factor {&xpp— wt)},
tion of different components of the plasma is absent, e.g., inve obtain from the linearized equations of motion of the
a one-component plasma. The experimental work, Ref. 5¢harged particles
describes a generator whose operation is based on the inter-
action of the natural oscillations of a cylindrical resonator 1) _ e, — V, Va
with a rotating ring of electrons confined by the radial elec-Yar = m,w, ~loma| B+ FHZ “’Ca+27 Eof
trostatic field. The use of a rotating plasma instead of a ro- 2
tating shell of electrons can substantially increase the output
power of the generator. e —

The present paper investigates generation of electroma@’-%:m \‘;v [ TiomEyl,
netic wavegnatural oscillations of the cylindrical resonagtor ane (3)
by an annular shell of rotating plasma.

n,r)#0 for r_<r<r,,

J’_

where
BASIC EQUATIONS

z direction (we use the cylindrical coordinate systemp,z)
bounded only by metal walls forming the cylindrical surfaces
r=a andr=b (a<r=<b). The potential difference between
the central rod (<a) and the sheathr{Db) creates a con- Omg=® 4~
stant radial electrostatic fiel&y(r) (JEq/de=0, dEq/dz
=0). A constant axial magnetic fiel8® can be created
by azimuthal currents flowing in coils surrounding the reso-
nator. “

As the resonator, we consider a cavity unbounded in the wCar{ 1_( _ 4e.Eo

, w,mwtiv,, Rqw)>0,

V, Vs V,
(")Ca+_+_>a (4)

_ +2_
(wc" r ar r
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Weq=

speciesy; v, is the effective collision frequency of particles
of speciesa with other particlesg is the speed of lightg, ,
E,
fields of the wave) ) and V() are the components of the
perturbation of the veI00|ty of the particles of speciedy
the wave fieldmis a nonzero integer; and, is the velocity
of rotation of the particles of species unperturbed by the
wave field.

The linearized equations of continuity yield the follow-

ing expressions for the perturbations of the density of
particles of specieg:

ni=——mn, V)~ (rn VihT,

©)

Be,/m,c is the gyrofrequency of particles of species
a; e, andm, are the charge and mass of the particles o

, andH, are the components of the electric and magnetic

Dolgopolov et al.

H,=A_J(kr)+B,.N(kr) for r <r<b, 1y

R/vhere k=w/c, and J(x)=Jy(X) and N(x)=N;(x) are

Bessel and Neumann functions, afvd andB are integra-
tion constants.

It is impossible to find the solutions of E¢6) analyti-
cally in the general case. However, in the case under consid-
eration of a narrow shell of plasma E() can be solved
approximately by invoking the smallness of the parameter
orfr_ . If terms higher than the first order of smallness in
this parameter are neglected, E§). yields (a similar method
is used in Refs. 698

redr J
rJrE‘p(r=r+)—r_E¢,(r=r_)=fr E{(rﬁ(rE‘P))

r=r_

mMa 2 Va
where wpy,,=o—mV,/r. —mr% W0, weat 27 |Egt, (12
Substituting Eqs(2), (3), and(5) into the expressions for
the perturbations of the charge densityEaeanE}) and the 9 9
radial current densityj, == e,n,VVr, we obtain from fa—r(nga))‘ —(fa—r(fE‘p))‘
Maxwell's equations an equation for the azimuthal compo- re r-
nent of the electric field of the wave fiel, in the region 2 —
® M+ Qa Va 1
ro<r<r, ZmJ dr{ > Weo T2~ | —
2 r_ a Wawma r r
/3 E,)+mr> o +2V“ E
dr srdr(l’ (,D) mr - DO Wey r @ 9 VB
X[l r—(rk ) —mrz wept2—|E
) — ar ¢ w R
E Qa Va d - B mp
=m Weqt+2—|5=(rE,)
= W,0ma r)dr ¢ Qi V. v, v,
+m 8—2 >~ | @eaT2— | [Eg -
0% (v, v, @ Wawh, T dr r
S L
@ WoWma r oar (13)
v With the help of Eq.(9) the boundary condition§l?2)
X | weot ZT“) ] E,. (6) and(13) reduce to the form
0% o Ho(r=r)—Hy(r=r)=x— 2| +BH,(r=r_),
e=1- — —=, ) r
a Wo Omg (14)
_ . Ome| IV, oH, oH, —JH,
= — — =a +xH, (r=r_), 15
2V,=| 1+ o V|1 ma)r pat (8) ar |, arl, "%, o ) (15
={4me’n,(r)/m,}Y? is the Langmuir frequency of the \here
particles of specieg. )
In the regions of vacuum<r<r_ andr,<r<b the — o rdr Q, Ve
o . . =——-— we,+2—]|, (16
components of the electromagnetic field satisfy the equations - r_J), e & W, 0me r
£ -, oS S .
1 %] ) — — —_—
wrl w Jr B m PoTe S W0, Weg r)’ ( 7)
149( oH, w?> m 202
-z —  _|H.= Q05
r ar( ar ) 2 r2 H,=0 © Azf dr[e——z
r_

DISPERSION RELATION

It is convenient to write the solutions of the last of Egs.

(9) in the form

H,=A_J(kr)+B_N(kr) for asr=<r_, (10

a,B W Wﬁa)mawmﬁ

X

Va Vg
T wcl3+ ZT

2
a Va Va
-3 o2y

aWw r or

Weot2

v

a) ] : (18
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m2
x=— —, |o|< .
r— Jr re r_

(19

Substituting expression@) and (9) into the boundary

conditions (14) and (15 and taking into account that the
electric field componenk , is equal to zero at the boundary

with the metal walls of the cavityr=a, r=Db), it is possible
to eliminate the integration constams. andB- and obtain
the dispersion relation

N'(%2)J"(x) = N'(x1) 3" (X2) + gXN’(Xz)J’(Xl)

X4 kor (2N’ (x)J"(x) —I(X)N"(X) —N(x)J"(x))

+(a—B)(JOON' (x)+N(x)J' (X))

—2kAN ()37 (X) + 2% N(x)J(x)]

ar
+ ExJ’(xl)J’(xz)

kSr (N(X)N”(x) —N'2(x))
[ — V4
—(a—B)N(X)N’(X) +KkAN"2(x)— EN2(x)]

kar (J(x)J"(x)—J"2(x))

a
+ XN ()N ()

- V1
—(a—B)I(X)I"(x) + kNI 2(x) — EJZ(X)] =0,

(20

wheref’ (x)=af/dx, f"(x)=*f/9x?, x=kr_, x;=Kka, and
x=kb.
Obviously, the first two terms in Eq20) are large in

comparison with the remaining terms. It would be hard to

analyze the dispersion relatid®0) without making any as-

sumptions about the arguments of the Bessel function
Therefore we restrict the discussion to the case of practica

importance in which the conditions

IX|<1, |Xp|>m?/2 (21

are fulfilled.
Then the dispersion relation reduces to the form

7TX|1m|+10)(0)

D yip—A —
oV +iv—A, —Ag+
v r 22‘m‘+l|n,.l|! (|m| 1)| 7]3|m|—1X2

G
X1 [mkaxm=2( 52m—1)2— Tk (7?m+1)2

|m|k
—(a—p)xIM=2(pm—1); =0, (22)
where
A Ww(o)xi‘m‘flkﬁr
o=

- 22\m\+1(|m|_1)! |m|! 772|m|+1x2

X (4] m| 72Im 4 1 — H4mly,
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n=r_Jla>1, oP=0w—®, |w(l)|<w(o), >0, and »©
is the natural frequency of the resonator with the rod in the
absence of the plasma shell and in neglect of losses to radia-
tion from the resonator and dissipation of the electromag-
netic field in the walls of the resonator.

If conditions (21) are met, the natural frequency of the
resonator satisfies the equation

7T(a)<0>a/C)2|m| »'®
+ta Tb_ Xml| = 0,

22l m|1 (|m|—1)!

o an
Xm:Z+E|m|1 (23
which yields
0= g(nﬂ-—k)(m), (24)

wheren is an integer; according to the second of conditions
(21) n>m?/27.

In Eq. (22) we have introduced the termg and — A, .
The termi v phenomenologically allows for losses to radia-
tion from the resonator and absorption of the energy of the
waves by the resonator walls, and the termd , allows for
the frequency shift associated with these losses. The contri-
bution of the plasma shell to the dispersion relation is taken
into account by the coefficients, B, \, x. These coeffi-
cients grow dramatically when the denominators of expres-
sions(16)—(19) are close to zero. The plasma then interacts
most efficiently with the electromagnetic field. The zeros of
the denominators of expressio(i6)—(19) are expressed by
the relations

w,=0, e=0.

(25

The first of Eqs.(25) corresponds to the cyclotron reso-
nance in a rotating plasméor particles of speciea, and the
second — to the &enkov resonance for particles of species
«. In this case, the angular velocity of rotation of the par-

©Ome=0,

SEicles of speciesr coincides with the angular phase velocity

of the wave. Finally, the third of Eq$25) is the condition of

a plasma resonance at which the frequency of the wave is
equal to the frequency of the local natural oscillations of the
plasma in the laboratory reference frame.

CYCLOTRON RESONANCE

In our consideration of the cyclotron resonance we will
assume that the condition

—

E QL om,

<1,
a WaWmg

(26)

is satisfied, since only in this case does the cyclotron reso-
nance lead to enhancement of the interaction of the waves
with the particles.

Condition (26) implies that the plasma should not be
dense, and the collision frequeney, should be sufficiently
large. Taking into account the relation

w,=0,

(27)
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we obtain from the dispersion relatidg2)

chi‘ml

~22m((|m] = 1)1)2 2y _

I
xf dr
r

IM(w)=—v

Omat Wcq =2V, 1T

Ome

R X

Omg
2

X .
(Rew,)%+ 4w V2

ma”™ a

(28)

The upper sign inside the brackets of expresdi®8)
corresponds to positive values of, and the lower sign to
negative values. It follows from relatiof28) that an insta-
bility occurs (Inw>0) whenw,,,<0 andv is not too large.

Dolgopolov et al.

: (33

m WX%Iml( 7]4‘m‘— 1)c

Iml 22ml((m| = 1)1) 252
redr Qi(

S P
r_ e W

=1 p2iml _1)2,(0)

:22|m\+1((|m|_1)!)2772\m\+1b
My 1 Qi Va 2
[ T
r_ E Wa r

Qi( V, (va ava)]
+ Y we 22| 2 - .
W r r ar

(34)

Az

(39

Consequently, for generation of electromagnetic waves un-

der conditions of a gyroresonance it is necessary that the
angular velocity of the charged particles exceed the angulasr

phase velocity of the wave. If conditiqR7) is satisfied in a
narrow region of the plasma shell, expressi@g) for the
growth (damping rate of the wave reduces to

7263 sign(wpme)

Im(w)=—v— 22 1| m| = 1)1)2 2 lor

+
WOmg— Dy

QZ
x| — -
o dI(Rew,)/dr| o

+ ZT + 772|m|< Oma+ Ocg+ ZT) }

(29)
where the point =r, satisfies the equation
Re(w,(r=r¢,))=0. (30)

The growth rate defined by relatid®9) does not depend
on the collision frequency,, .

CERENKOV RESONANCE

Under conditions of @renkov resonance and plasma

In the last three relations and in what follows, we as-
ume that the quantities, V,(r), and dV,/dr vary only
slightly in the plasma shellr( <r<r,).

Equation(32) is an equation of third degree in,,, . The
imaginary part ofw,, coincides with the imaginary part of
o and, consequently, is the growfdamping rate of the
wave.

If liv—A|<|A4|, oscillations growing in time arise if
the condition

|AYA3|>2/3%7 (36)

is satisfied.
For A3#0 the more stringent conditiof86)

|A3>]A3)] (37)

is easily satisfied.
Then the dispersion relation takes the form

(39

One of the three roots of E¢38) always corresponds to
oscillations increasing in time. The growth rate in this case is
maximum(proportional to the cube root of the small param-
eter r/b).

For large losses or detuning of the resonance, when the
conditions

|A3|<|AYAiv—0)Y7,

3 _ A3
(X)ma—Ag .

Al <[iv—A] (39)

resonance, dissipative effects in the plasma, in particular colare satisfied, the solution of E(B2) has the form

lisions of charged particles, do not have as substantial an
effect on the interaction of waves with the plasma as in the
case of a cyclotron resonance. Therefore in what follows we

set

1,=0, 0,=0, On,=0mna: VQZVQ. (31

=~ +
ma -

Ag 1/2
( iv— A) ' (40)
One of the roots of Eq40) corresponds to oscillations
growing in time. .
It follows from what has been said that @@nkov reso-

When the angular phase velocity of the wave is near theiance, i.e., efficient exchange of energy between the wave

angular velocity of the particles of species(w,,=0), the

dispersion relatior{22) can be written as
w3 +(iv—A)wi,— Aswmn,—A3=0, (32)

where

and a component of the plasma, is also possible when the
velocities of the charged particles and the phase velocity of
the wave are transverse to the constant magnetic field, pro-
vided the velocity of this component is close to the phase
velocity of the wave.
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PLASMA RESONANCE IN A UNIFORM SHELL onr [9(Q2)/9r=0]. Therefore, it is advisable to examine
the possibility of generating electromagnetic waves under
conditions of plasma resonance in a nonuniform plasma.
Let the plasma density grow smoothly from zero at the
e(w,r)=0 (41)  pointr=r_ to some maximum value and then fall smoothly
is fulfilled. to zero at the point=r, . A plasma resonance will occur in
the vicinity of the pointsr=r,; and r=r, (r_<r;<r,
maximum value near=r_, remains practically constant <T+) Salisfying EQ.(41) wp(ry)=wy(rz)=w. It should be
(9Q,/9r=0) in the regionr_<r<r,, and then falls noted that in the case of a plasma resonance in a nonuniform
abruptly to zero near=r , , the plasma resonance condition plasma shell the method we have used, which assumes that

(41) can be approximately satisfied over the entire thicknes£€ time def)endence_of all the perturbations and fields near
of the narrow plasma shell. The dispersion relaii@® then the p0|_ntsr— M1 andr_—rz IS gxpressed by _the_z ComP'eX ex-
reduces to a quadratic equationdn = w— w,, wherew, is ponential factor expfiwt), with dw/dr=0, is inapplicable

a root of Eq.(41). The solution of this quadratic equation has 21d We must resort to the Laplace transform in tFrrIrﬁ_)w-
ever, it is also possible to obtain a valid result using our

According to Eqs(25), a plasma resonance occurs in the
region where the condition

If the plasma density grows abruptly from zero to its

the form g . . X
method if in the calculation of the integrals on the right-hand
1 . . sides of Eqs(16)—(19) the contour is taken around the zeros
P _ _ 2__ 1/
ow Z{Ap = ((Ap=iv)"—49) il (42) in the denominator as if the imaginary part of the frequency
where o were positive. Thus the dispersion relati@®) reduces to
an equation of first degree i*), which yields the follow-
Ap=A,+ 0 Vo, ing expression for the growttdamping rate Im(w):
WX%‘m‘C or [ 2l szi\m\ch
9=~ Sami1 —1yn2mly [77 +1 IM(w)=—v—
((Jm|=1)H=br 7 22m (| m| = 1)1)2 72"
m QZ Vv 2
——(p2Iml_ i @ m
|m|(77 1)21 W, 0me wCa+2r_):| ) (43 % 772|rr1|_|_:|__m(ﬂz\m\_l)
de 02 2 2
_ _ a Q V
T=——| =22 — Ome- (44) « Va
Jw w=w, a Wi X; W, 0me wca+2 r
The imaginary part obw is the growth(damping rate 020
of the wave. As follows from Eq(42), an instability occurs ><sigr< > - zm“ ] , (46)
when g>0, and, consequently, according to E@43), 7 a W,

<0. Under ordinary conditions, the velocities of rotation of T

the various plasma components differ by an amount Signiﬁwhereh=|<9s/<9r|r’=lr + |(78/f7r|f=1r .

cantly less than the velocities themselves. Therefore, in the ¢ ti1ows from Elq. (46) that as in the case of a uniform
case under consideration, when the conditions efeBkov  hia5ma shell, growth in time of the electromagnetic wave
resonance are not fulfillediy,# 0), the values obm, have  oecrs when the angular frequency of rotation of the plasma
the same sign for all of the partlcles. Taking tr_ns into accountg greater than the angular phase velocity of the wave. If the
together with Eq(44), we arrive at the conclusion that under e ocities of rotation of the various plasma components dif-

plasma resonance conditions, oscillations can grow in timgy, g hstantially, the condition of instability, according to Eq.
whose angular phase velocity is less than the angular veIocE%) is satisfaction of the inequality

ity of rotation of the plasma.

For a large detuningd , or large losses to radiation from 02w 020
the resonator or to dissipation of energy in the walls, the ‘2 « Zm“} > = 2"‘“ <0.
wave growth rate according to E12) is given by a W, r=ry a W, r=r,
Im(w)= L' (45) The second condition of growth of the electromagnetic
A2+0? wave is that losses to radiation from the resonator and dissi-

P
pation of energy in the walls of the resonator be insignificant,

from which it follows that an increase in the detuning or in ) >
the losses leads to a decrease of the growth rate. Howevel other words, the second term on the right-hand side of Eq.

for A§>4q it is the losses ¥+ 0) that are responsible for (46) should be greater than' the first in magnltude.
wave generation. Note that wave generation by a nonuniform plasma shell

under conditions of plasma resonance does not require satis-
faction of exact resonance conditions as in the case of a
cyclotron resonance or ae@enkov resonance or a plasma

Obviously, under experimental conditions it is very dif- resonance in a uniform shell. It is sufficient that there should
ficult to get the plasma density in the shell to depend weaklype a region in the plasma shell wheréw,r)<0.

PLASMA RESONANCE IN A NONUNIFORM SHELL
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Since under conditions of a plasma resonance in a norecomponent changes its velocity and radius. This leads to a
uniform shell the wave energy grows due to a resonant inviolation of the conditions of €renkov resonance and
teraction not with the entire plasma but only with the plasmaplasma resonance in a uniform shell. The conditions of
that is found in the vicinity of the points=r, andr=r,, the  plasma resonance in a nonuniform shell in this case are not
growth rates here are smaller than for a plasma resonance Wolated as long as there exists a region in the shell where
a uniform shell. £<0. .

In the cases of &enkov resonance and plasma reso-

CONCLUSION nance in a uniform shell, the frequencies of the growing and
decaying waves are similar. Therefore, weak nonlinear ef-

cts can transform the wave from a growing wave into a

ecaying wave. Under conditions of plasma resonance in a
nonuniform shell, the dispersion relati¢22) for w, has one
Ssolution. Therefore, in this case weak nonlinear effects prob-
ably cannot hinder the amplification of waves. Also note that

as a result of a plasma resonance in a nonuniform shell,
many waves can be amplified simultaneously.

It follows from the foregoing discussion that wave gen-
eration in the system under discussion is possible due t
cyclotron resonance, é€enkov resonance, or plasma reso-
nance.

Cyclotron resonance is efficient when dissipative effect
in the plasma are large, but the plasma density is smal: C
enkov resonanceoincidence of the velocity of rotation of a
plasma component with the phase velocity of the wawe
this case leads to an efficient interaction of the wave with the
plasma when the plasma velocity and the phase velocity of
the wave are perpendicular to the constant magnetic field:V- V. Dglgtgpolov. V. L. Sizonenko, and K. N. Stepanov, Ukr. Fiz. Zh.
Under Condltlons of @_renkov resonance .the wave grOWth 23/8%) Iéli)er(ril’y;z.)v, Yu. N. Eliseev, Yu. A. Kirochkiret al., Fiz. Plazmy
rate can reach its maximum value when, in accordance with 14 gaq (1988 [Plasma Phys. Refi4, 494 (1988].
relations(35) and(38), it is proportional to the cube root of 3yu. N. Eliseev, Yu. A. Kirochkin, and K. N. Stepanov, Fiz. Plaziy,
the small parametefr/b. In the case of a plasma resonance 4\1(372,\1(132‘?[65\/0\@ j-:'a;i%imzigh 32}3(}\'99316- anov, Fiz. Plazis
in a uniform shell, according to !qu42) and(43), the maxi- 15‘75('1992 [S(’)V. 3 Plasma Phy§8, 816'(1592)].'0 e '
mum value of the growth rate is proportional to the squares; ajexeff and F. Dyer, Phys. Rev. Le5, 351 (1980.
root of or/b. 6K. N. Stepanov, zZh. Tekh. Fi35, 1002(1965 [Sov. Phys. Tech. Phys.

Under conditions of a plasma resonance in a nonuniform, 10, 773 (1965]. _
shell, the growth rate, according to Ed#), for small losses f(') '\'l'oitge(ﬁgg%‘ﬁ’ Zh. Tekh. Fiz5, 1349(1969 [Sov. Phys. Tech. Phys.
to radiation from the resonator and energy dissipation in thesy, v/ Do|gopo|o'v and A. Ya. Omel'chenko, Zh k&p. Teor. Fiz5, 1384
walls, is proportional to the first power of the small param- (1970 [JETP31, 747(1970].
eterh/b. However, wave generation due to a plasma reso-"V: V- Dolgopolov, Zh. Tekh. Fiz37, No. 1, 23(1967) [Sov. Phys. Tech.
nance in a nonuniform shell possesses a number of advan! Y12 16 (1967].
tages. By transferring energy to the wave, the plasmaranslated by Paul F. Schippnick
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Experimental and computational study of the passage of an electron beam through
the curvilinear element of the Drakon stellarator system in a tenuous plasma
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Results are presented from the first stage of studies on the passage of an electron beam with
energy 100-500 eV in a magnetic field of 300—-700 Oe through the curvilinear solenoid of the
KREL unit, the latter being a prototype of the closing segment of the Drakon stellarator

system, in the plasma—beam discharge regime. The ion density at the end of the curvilinear part
of the chambern;~8x 10— 10'° cm™3, the electron temperatufe,~4— 15 eV, and the

positions at which the beam hits the target for different distances from it to the electron source
are determined experimentally. The motion of the electron beam is computationally

modeled with allowance for the space charge created by the beam and the secondary plasma.
From a comparison of the experimentally measured trajectories and trajectories calculated

for different values of the space charge, we have obtained an estimate for the unneutralized ion
density of the order of 510" cm 3. © 1999 American Institute of Physics.
[S1063-784199)00502-4

INTRODUCTION Fig. 2. A current of 100, 150, and 200 A was sent through

R t h i q . h it the coil, which produced a magnetic field with field strengths
ecent years have witnessed an active search for alte 5—320, 480, and 640 Oe.

native schemes of magnetic confinement of plasma for the
purposes of controlled nuclear fusion, including the Drakon
stellarator system proposed in Russia in 19&he Drakon
plasma trap is a tandem of “probkotron” mirrors intercon-
nected by curvilinear element&REL) in the form of sole-
noids with a three-dimensional axis. Theoretical and experi-
mental studies® have demonstrated the potential of such a
system. Further study of this magnetic trap requires the cre-
ation of a full-scale setup. One faces the problem of filling
this complicated elemerithe closing segmenbf the Dra-

kon system with plasma.

In our experiments, to obtain plasma we used a gas dis-

PLASMA EXPERIMENTS IN THE KRE L MAGNETIC FIELD

As the closing element of the Drakon system we used
the KRE. unit, which consists of two periods of a five-
period helical torus whose axis is a geodesic line on a refer-
ence torus with major radius 40 cm and minor radius 12 cm.
The geometrical axis of the three-dimensional solenoid in the
form of a geodesic line affords very smooth modulation of
the curvature and twist coefficients of the akigigure 1
gives an overall view of the KRE unit. The coil of the
three-dimensional solenoid was assembled by laying flexible
copper wire in six layers on the bellowgacuun) chamber,
with outer diameter 100 mm. The solenoid of the magnet
system of the device, of length 1830 mm, consists of three
parts: the main, curvilinear parlL{=1480 mm), and two
rectilinear parts: left I(;=250 mm) and right I,
=154 mm). The source of the electron beam is located in
the left part at a distance of 80 mm from the start of that part.
A diagram of the arrangement of these segments of the mag-
netic system and the main elements of the device is shown iRIG. 1. Overall view of the KRE unit.

1063-7842/99/44(2)/5/$15.00 151 © 1999 American Institute of Physics
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FIG. 2. Diagram showing the arrangement of the main components of the

device and the measurement region of the plasma paramgterscoil of 6

the magnetic systen? — bellows-type vacuum chambeB, — electron

beam source# — movable carriage with diagnostic instrumentation; ~ FIG. 3. Carriage with diagnostic instrumentatiah:3 — collector seg-

—VI — numbers of the stations at which measurements are made. ments;4 — framework of the carriages — single probe — guide bars
guiding movement of the carriage; the arrow at left indicates the direction of

the electron flux.

charge in a longitudinal magnetic field. The source of the
electron beam was a tungsten cathoaleing of diameter 10 g45 gischarge plasma, the ion saturation current was calcu-

mm), which was heated by a current of 1718 A. The heatyateq according to the Bohm formula. Graphs of the CVCs
ing power reached 50-60 W. An accelerating voltagef  paq pronounced branches of the electron and ion saturation
from 100 to 500 V was applied between the chamber and thgrents. At all boundaries of the measurements for various
cathode. The electrons interacted with the neutral residugjajyes of the magnetic field and accelerating voltage the rec-
gas(pressure X 10 *~4x10 " Torr). Thus, in the experi- jlinear part of the transitional segment of the CVC was in-
ment we maintained the conditions of a stationary discharggjcative of a Maxwellian electron velocity distribution.
regime. _ _ The floating potential for various values &f for H
Plasma diagnostics were performed by means of probe- 350 Qe at the fifth station varied from40 to—50 V, and
measurements. A diagram of the diagnostic systeamiage  he plasma potential varied from 15 to +25 V. A twofold
with diagnostic apparatiiss shown in Fig. 3. The single increase in the magnetic field lifted their values by roughly
probe consisted of a tungsten rod 2 mm in diameter and 18094, On passing to the sixth station the floating potential
mm in length. It was located in that part of the carriage tha‘dropped by roughly 15% and the plasma potential by 10—
faced the electron source, in the direction of the local cente{5o, The electron temperatuf®, at both stations varied
of curvature of the geometrical axis of the chamber. Beyo”q/veakly with variation ofU: T,~4—15 eV. The ion density
the probe was located an electron collector which was dihi at these stations wasx810°— 10L° cm3.
vided into three segments to facilitate vacuum pumping. The  Erom the ratio of the collector curreht to the emission
segments on the carriage were arranged so as t0 precludgyrenti,, at all six measurement stations for varidusnd
direct transit of the particles and to prevent reflected elecy \ye estimated the scattering of the electron beam in the
trons from falling onto the probe. The current on the probeyeyice (Fig. 4). Between the first and third stations the de-
and collector was measured with a resistance of l0'he  cregse in the ratio, /1., was not large, and after the third
device for moving the carriage along the chamber, whoSgtation we even noticed an increase. This paradox has a very
design in described in detail in Ref. 3, ensured reliable oriimple explanation. Position 3 is located in the middle of the
entation of the probes relative to the principal normal to thegrvilinear segment of the Kh.Emagnetic field. One pecu-

geometrical axis of the device. _ liarity of our spatial configuration is that it compensates to-
The position of the charged particle beam was deter-

mined at six stations along the curvilinear part of the sole-

noid, spaced at a distance lof 18 cm (Fig. 2). The plasma

formed in the beam-plasma discharge was investigated with g5
the help of the current—voltage characteristic¥C) at the

last two stations, namely the fifth and sixth, at a separation £
from the electron source of 107 and 125 cm, respectively, for { 0.
U=100, 200, 300, 400, and 500 V aktE=320 and 640 Oe. ~"

According to estimates foH =320 Oe, based on mea- 0.2k
surements of the electron temperatligeand electron den- B
sity ng, in the region of the fifth and sixth stations, the De- 0 ) . . | .
bye radius of the plasma was X80 ?>—1.0x10 ! cm, 1 2 7 4 5 6
and the electron Larmor radius was 210°2—4.1 Posttion

72 - . .
X 1.0 cm, L.e., 1.e., the eI.eCtronS.m the SyStem WEre MagrG. 4. Electron scattering along chamber as a functiohl pDe: 1, 2—
netized. Since the inequaliff;,<T, is always satisfied in a 320;3 — 480;4, 5— 640; and ofU, eV: 1 — 100, 2-5 — 200.
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roidal drift of the charged particles. A physical picture of this peratureT,. Here, depending on the density and energy of
process can be formed as follows. At the start of the KRE the latter, two fundamentally different regimes of propaga-
unit, an electron moving along the axis of the solenoid extion of the beam in the gas are distinguished.

periences toroidal drift and, consequently, moves away from  The first regime is observed when the density of the
the axis. In the middle of the KREunit this drift reaches its secondary electrons, is small in comparison witm, . Here
largest value. As a consequence of the rotational transformahe main ionization channel of the gas is ionization by beam
tion of the magnetic field lines, the particle drift changes itselectrons.

direction and the electrons start to approach the axis of the The second regime is observed when the density of the
solenoid? Such a particle drift effect is ensured by specialsecondary electrons is greater than or comparable to the den-
design of the magnetic system. The electron beam in thsity of beam electrons. When the beam interacts with such a
region of station 3 approaches very close to the chambgrlasma, a beam instability develops, and in the electromag-
wall. Near this station the curvature of the geometrical aximetic fields of the oscillations excited by the instability the
takes its maximum value, and the electron collector separatggasma electrons heat up to ionization energies. As a result,
slightly from the wall. A portion of the beam falls into the collisions of the plasma electrons with the atoms of the neu-
gap thus formed and misses the collector. As the carriaggal gas give rise to an avalanche breakdown process. This is
moves further into the chamber, the axis of the device slopethe regime that is realized in our experiment.

more gently, the gap closes, and the fullest beam capture is Nezlir® gives a simplified treatment of the case when the
regained. One peculiarity of curvdsand5 is that the direc- rate of ion formation is greater than or equal to the rate of
tion of the current in the solenoid is different under the sameescape of ions through the end faces of the system for free
conditions. This is the cause of the opposite direction ofspreading and the contribution to ionization of the gas by the
electron drift in the KREE. secondary electrons is substantfaksuming that the elec-

It should be noted that the electron beam is shifted toirons have a Maxwellian velocity distribution, and ignoring
ward the local center of curvature of the geometrical axis othe energy removed by radiation and also the energy re-
the system over the entire length of the chamber. This isnoved by plasma particles transverse to the magnetic) field
clearly visible from the trace left by the beam in the collec-He obtained
tor: its larger part is found at electrodg a small part at

electrode?, and at electrod8 no trace is seen at &lFig. 3). ep 1 ol £ ﬂ) @)
This phenomenon illustrates the ability of a curvilinearmag- T, 2 (8w my/’
netic field to shift the magnetic axis toward the local center
of curvature of the geometrical axis. MeU? e m| [1Te
ynu——=2TNIN| =— — -, 3
2 87 mg em,
COMPUTATIONAL STUDY OF THE PASSAGE wheree=2.7...,eis the charge of the electrom, is its

OF AN ELECTRON BEAM THROUGH KRE L mass,m; is the ion mass, ang is the transformation coef-

Under the conditions of our experiment, a monoenerficient of the beam energy into oscillations of the electro-

getic electron beam propagates in a neutral gas at a pressup@gnetic fields. N
Po=1X10"%-5x10"* Torr along a magnetic fieldH We determinen, from the condition of electron balance

=350-700 Oe in the equipotential space between metaln the beam
walls; the entrance parameters of the beam are as follows:

electron energy U=100-500 eV, beam radiusR, £=n-(no—n Yo (U)u+ng(Ng—Ng) o v_e%
=0.4 cm, and beam curreni=0.1-1.0 mA. The beam dt ' o ¢ eome
length L=34—148 cm. As was shown in Ref. 5, when an 17.1
electron beam with density - an§—2ne\/E Hef' (4)
1
v
no<n* Zm, 1) Here the first term on the right-hand side is the contribution

) _ to ionization of the gas by the electron beam, the second
propagates through a gas, whereis the mean velocity of  term js the contribution to ionization of the gas by secondary

the ions formed in the ionization of the gas by the beamglectrons ¢, is the maximum ionization cross section of the
electronsu is the velocity of the beam electrofis our case  gas ¢, is the ionization energy, and

u=>5.9x 18— 1.3x 10° cm/s); o;(u) is the ionization cross

section of the gas by the beam electrons, and the gas contains 8 T,

only fast electrons and the neutralizing ions. ve= NV m.
The beam potentiab relative to the chamber walls, to

which we assign the potentiab=0, is negative. Fom, is the mean velocity of the plasma electrpriEne third term

=n* the beam will have positive potential relative to the defines the loss of plasma electrons due to recombination (

walls and consist of three components: fast beam electroris the recombination coefficientand the fourth term defines

with density n; (in our case n;=9.6x10°—2.1 the loss of electrons through the beam end face opposite to

x 10" cm™2), ions with densityn; and temperatur@;, and its entrance. In equilibriunan,/dt=0. Thus, assuming that

slow (secondaryplasma electrons with density, and tem-  n.<<ng and ignoring recombination, we obtain

e
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we can rewrite Eq(5) in the form 0.5+
ao/ -
0 g :bO_C()e_X, (7) E
s 00
whereby andc, depend weakly om. © 0k
It can be shown that i&y/£>0, by>0, andcy>0, Eq. o5k
(7) will always have a unique solution for>0. In our case ’ x
(mu?)/2=100-500 eV, L=100 cm, ny=3.2x 102~ 1.6 - X
X102 em™3, oj(u)~o,~10 ¥ cn?, &;~20 eV, for air ~10k
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. . FIG. 5. Electron beam trajectories imk{) coordinates forp=0 (1), —5
According to Ref. 5, the fraction of energy transferred by thex107|e| (2), +5x107|e| (3), and experimentally determined beam traces

beam lies within the limits 1/3 to 3/4depending on the (denoted by crossgsfor beam currentd=0.3 mA, beam radiusR,
geometry of the problemand is equally distributed between =0-4 ¢m. forU=300 eV andH =350 (a), 525 (b).

the thermal energy of the plasma electrons and the electro-

static energy of the oscillations. Following Ref. 5, we set
=1/4. Then £§=5-25, a;=34.6, by=6.25-31.25, ¢,
=302.5. Solving Eq(7), we obtainxy,~2.29-4.18. Thus,
in the steady-state regimie,~4.8—8.7 eV; hence from for-

Runge—Kutta method, where the KRHEnit is modeled by a
field of 40 thin current rings of radiusa=3.75 cm, uni-
J e formly spaced along the KREaxis of length 178 cm, we
mulas (2) and (6) we find thatne~7.0x10° cm™® ande¢  created a program which calculates the trajectory of the cen-

~21-38 eV. The calculated values &t andn, agree with 11 of the beam from the trajectories of four electrons starting
the corresponding experimentally measured values, whickom the points =Ry, b=0), (n=—R,, b=0), (n=0,

makes it possible to use this simple model in further calcub:Ro)’ and 1=0, b=—R,) in the cross section of the

lations. _ _ fourth loop(start of the equilibrium segmenand moving in
The theory we use hetdgnores the influence of the the space-charge field of the beam. Heris the normal and

radial electric field on the motion of the electron beam. Wey, is the binormal to the geometrical axis of the system. The

assume that to first order it is similar to the field of a straight,yegm potential has the forfnecall that the potential of the

gniformly charged(with density p) cylinder of radiusRy,  \yalls is taken to be equal to zerp(a)=0]

i.e.,

a) r?
r—0<r<Ry, 1+21n —)———>Osr<Ro,

Ro/ RZ

2
E=E,(r)e=2mpe, &—szo, 8 o(r)=mpR2 9
r

21In

wherer is the distance from the axis of the cylinder.
On the basis of a program which calculates the motion of ~ Thus, the potential on the beam axis relative to the
an electron in the KRE magnetic field by a third-order chamber
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1+21In

Ro

The simplified model of propagation of an electron beam
)- (10 in a gas in the stationary regime proposed in Ref. 5 is appli-
cable to the conditions of our experiment. It gives good
Figure 5a and b displays typical electron beam trajectoggreement, which justifies its use in further calculations.
ries, calculated inr{b) coordinates fop=0 (curvel), =5 We have computationally modeled the motion of an
X 10'|e| (curve2), +5X107|e| (curve3), and also experi- electron beam with allowance for the space charge created
mentally determined beam traceenoted in the figures by py the beam and the secondary plasma for various values of
crossep at four measurement stationd (=34 cm, L,  the electron energy, magnetic fieldH, and equilibrium
=52 c¢m,L3=106 cm,L,=124 cm, wherd.is the distance potentialp. From a comparison of experimentally measured
along the KRE axis, reckoned from the entrance to the trajectories with the calculated ones for different values of
electron beam systemFrom a comparison of the experi- the space charge we have obtained an estimate for the un-
mental data with the calculated trajectories, it is possible tgeutralized ion density of 10" cm™~2, which corresponds
conclude that a plasma—beam discharge is observed in thg a secondary electron temperature of around 5 eV and a
experiments having positive equilibrium potentisd=20 V. secondary electron density of Ya&m™2.
Hence, from formulag2) and (6) we find thatT.~4.6 eV This work was supported by the Russian Fund for Fun-

and ne%l.SX 1010 Cmf?’, which agree with the values dTe damental Researquroject No. 94-02-055963
andn, measured experimentally by the probe technique.

Sp= ’7TpR(2)

CONCLUSION

The experimental studies reported here of a pIa'Sma_iv. M. Glagolev, B. B. Kadomtsev, V. D. Shafranov, and B. A. Trubnikov,

b.eam .diSCharge i.n the ma;gneti(_: field of the three- tenth European Conference on Continuous Fusion and Plasma Physics

dimensional solenoid of the KREunit show that a Max- Moscow, 1982, p. E-8.

wellian electron velocity distribution is observed in the 2Af; V. D’?lbryfgg\l/,l;&g;rely%né anltli ?- /-t\)- Tru’t:lnlkg\glggsntor’s Cer-
H H : H tificate No. ), pub. Byull. 1zo ret., No. .

plasma formed in this device. psmg thg methoq of probe;5 Perelygin, Prib. Tekh kSp.. No. 6, 1651992,

measurements, we have determined the ion density at the end_ . perelygin and V. M. Smirnov, Fiz. Plazray, 945 (1991 [Sov. J.

of the curvilinear part of the chamben,~8x1(® Plasma Physl7, 551(1991)]. ]

—10° cm~23 and the electron temperatuie,~4—15 eV. V. M. Nezlin, Dynamics of Beams in Plasnji Russiai, Energoizdat,

The plasma has a positive equilibrium potentia + (15 Moscow, 1982, pp. 75-80.

—25) eV relative to the walls. Translated by Paul F. Schippnick
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Phase transformations induced by mechanical stresses in powders of oxide solid
solutions

V. M. Timchenko, G. Ya. Akimov, and N. G. Labinskaya

Donetsk Physicotechnical Institute, Ukrainian National Academy of Sciences, 340114 Donetsk, Ukraine
(Submitted April 29, 1997; resubmitted March 20, 1998
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The influence of cold isostatic pressing to 2.0 GPa on the phase transformations in powders of
ZrO,-Y,05 solid solutions andy-Al,O; is investigated. The cold isostatic pressing of

ZrO,-Y,04 is shown to lead to conversion of the tetragonal modification into a monoclinic
phase. The extent of conversion decreases as 1f9g ¥ontent and the particle size increase. In the
case ofy-Al,O5 powders, cold isostatic pressing at 1.5 GPa leads to lowering of the
temperature at which the phase appears by 100 K in comparison tg-&al,0; powder subjected

to cold isostatic pressing at 0.1 GPa. A quantitative model, which accounts for the
experimental results discovered, is proposed. 1899 American Institute of Physics.
[S1063-784299)00602-9

1. INTRODUCTION Storozh and I. V. Gorelik participated in some of the experi-
ments with y-Al,03). The samples were placed in a pre-
"heated oven.

The phase transformations were investigated by x-ray

It is known that phase transformations can be initiated i
crystals by mechanical actidrf. One standard method for
applying mechanical action to crystal particles is treatment i . . : : ;

. . . . . . owder diffraction analysis of compacts after cold isostatic
mills of various kinds’ An alternative method is cold isos- rb y P

tatic pressing, during which self-deformation of the particlespressmg and, in the case of A, after annealing. The

tak | ding t i If-indentati owder diffraction investigations were performed on a
aKes place according to scribing, sefi-indentation, COMPreSy o A\ 30 giffractometer using CK , radiation. A quanti-
sion, twisting, bending, and other mechanisms. These sell-

. . tative powder diffraction analysis of the Zy©&r,05 solid
deformation processes are accompanied by a temperature i P Y X 20

crease in the contact zone. Cold isostatic pressing is the mo
effective method of mechanical treatment, since the pressure
can reach many gigapascals and acts on the system being
pressed uniformly in all directiorfs. 3. RESULTS AND DISCUSSION

_ The present yvork IS devote_d to an investigation of Fhe Figure 1 presents the dependence of the content of the
!nfluence of cold isostatic pressing on phase transformationg,nqclinic phase of the ZrOY,05 solid solutions on press-

in powders of ZrQ-Y ;05 solid solutions andy-Al,0;. ing pressure. Raising the pressing pressure leads to an in-
crease in the extent of conversion. In addition, the extent of
conversion increases as thg(; content and the annealing
temperature are lowered.

The starting materials used were powders of Z30; Figure 2 presents the dependence of the areas of the
solid solutions containing 3 or 6 wt% ,05, which were x-ray peaks ofa-Al,O; samples treated by cold isostatic
obtained by coprecipitation of the hydroxides from aqueougressing at 0.1 and 1.5 GPa on annealing temperature. It is
solutions of the salts followed by annealingrf@ h at seen that the temperature at which th@hase appears de-
1000°C, by the sol-gel method with annealing fbh at creases by 100 K when the pressing pressure is increased.
800°C, and by plasma-chemical synthesis followed by an- At normal pressure the monoclinic phase of pure Zi©
nealing for 1 h at1000 °C. They-Al,O; powders were ob- stable up to 117861200°C, and the tetragonal phase is
tained by annealing aluminum hydroxide at 1000 °C. stable from 1200 to 2300°¢® The tetragonal phase can

The cold isostatic pressing was carried out in a UVD-1become stable at room temperature when the crystal size is
laboratory press. The residence time of the powders undetiminished® solid solutions are formet® and the external
high-pressure conditions was—8B min. Pressing pressures pressure is raised to a high levéin the range 4.0
from 0.1 to 2.0 GPa were used. After cold isostatic pressing;-12.0 GPa, according to different dita
the powdered compacts were removed from the latex shells Since two factors which raise the stability of the tetrag-
used to eliminate contact between the powder and the liquidnal phase, viz., a small crystal size, which is equal to 300
conveying the pressure and ground by a diamond disk. The- 1000 A (Ref. 10, and the formation of a solid solution,
samples of the Zr@Y,0; solid solutions were not pro- act simultaneously in the present case, the tetragonal phase
cessed further. Some of the Al,O; samples were annealed of the ZrO,-Y,05 solid solutions should be considered ther-
for 20 min at temperatures from 900 to 1600 (€. V. modynamically stable. Then, to effect the tetragonal-

?Iutions was performed according to the method described
ef. 6.

2. STARTING MATERIALS AND EXPERIMENTAL METHOD

1063-7842/99/44(2)/5/$15.00 156 © 1999 American Institute of Physics
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with decreasing annealing temperature, i.e., decreasing crys-
80t tal size, since a smaller crystal size corresponds to greater

R 7 stability of the tetragonal phase.
A decrease in the amount of,®; in the bulk of a crys-
60 - . . . .
tal can occur during the cold isostatic pressing of a powder
B Z of a Zr0O,-Y,0; solid solution as a result of the diffusion of
4wt Y3* ions from the bulk of the crystal to the surface or the
N redistribution of ¥* ions in the bulk of the crystal under the
) action of a mechanical stress. Such a process is similar to
201

some extent to the Gorsky effect discovered in 1434.

- Let us estimate the probability of the diffusior? Yions

in a crystal of a Zr@-Y,05 solution during elastic deforma-
tion. For this purpose we must solve the Wagner equdfion,
which expresses the flux of diffusing particles in the field of

m-2r0,, %
<

J
60 an electrochemical potential
L K,
4wt =~ 5 (Vt+aVe), 1)
k
) 4 whereJ, is the flux of particles of specids K is the partial
ar specific conductancey, is the charge carrier density, ajpg
- and ¢ are, respectively, the chemical and electric potentials.
0 A ST R B T R The quantityK,, in turn, can be expressed in the follow-
0.0 0.5 1.0 15 20 ing manner:
P, [Pa
2
FIG. 1. Dependence of the content of the monoclinic phaseZ(O,) in Ke=7 M) ~Ck(1—c)zka2v0 ex A_S)
compacts of powders of Zt@Y,0O; solid solutions on preliminary cold kT k

isostatic pressing pressurg:— ZrO,-3 wt % Y,0O;, coprecipitation, an-

nealing fa 1 h at 1000 °C; 2 — ZrO,-3 wt% Y,05, plasma-chemical Em

synthesis followed by annealingrfd h at 1000 °C; 3 — ZrO,-6 wt % xXexpg — kT (VutaVe), 2
Y,0;, sol-gel method, annealing fdl h at 800 °C;4 — ZrO,-6 wt %

Y20, coprecipitation, annealing fd. h at1000 °C. where y is the geometric correlation coefficient, is the

number of particles of specidsper unit volumek is the

- L ) Boltzmann constanfT is the temperature;, is the atomic
monoclinic transformation it is first necessary to bring eacy action of particles of species in the intrinsic sublattice,

crystal into a metastable state, for example, by removing th?l—c)zk corresponds to the number of free sites, izg.is
oxide stabilizer from the bulk of the crystédn increase in i1« coordination number of the particles of spediga the
crystal size during cold isostatic pressing is a virtually im-jneinsic sublattice, (+c) corresponds to the relative con-
possible procegs _ centration of vacancies in sublattike a is the jump length,
The alternative, i.e., the assumption that the tetragona), is the vibrational frequency of the particles in lattice sites,
phase of the solid solution is metastable, is incorrect, since if g is the entropy change upon diffusion, aBd is the ac-
precludes explaining the increase in the extent of conversiop ation energy for diffusion(the activation energy for va-
cancy migratioh
With consideration of2), the Wagner equatiofil) can

I+ be written in the following manner:
3000+ N , AS
L Jk——’yk—TCkCUZka Vg ex T
2000
Em
_ xex;{—ﬁ)(vﬂﬁqw%’), ()
7000 -
i wherec, is the relative concentration of vacancies in sublat-
tice k.
or T N B R T Let the crystal be deformed by bending. Then a com-
000 1100 1200 7300 71400 1500 1600 pressive stress oy acts on one of the surfaces of the crystal,
T,°C and a tensile stress oy acts on the opposite surface. If we

FIG. 2. Dependence of the integrated intensity of x-ray reflections ofapply the linear apprOX|mat_|on (_)f the theory of elas“_c'ty and
a-AlL,05 on the annealing temperature of theAl,O; powders:1 — pre-  assume that the stress varies linearly across the thickness of

liminarily cold isostatic pressing at 1.5 GPa— 0.1 GPa. the crystal, we obtain
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U

kT N, 2Vo3(2x
—-1], (4)

S
PN ox T Er LT

whereV is the volumeE is Young’s modulusr is the linear
dimension of the crystal, andis the coordinate, which var-
ies from O tor.

We assume that

KT 0Nk< 2Vol

Ny ax  Er

2X )
—-1
;

(we presume that the components are distributed uniformly
in the original crystal Then(3) is written as

Ny , AS ¢
Jk=—yﬁ_ckcvzka Vg ex T
E.,|2Voa/ 2x
Xex;{—ﬁ) Er T—l (5)

Plugging the valués of the quantities appearing in Eq.
(5) into this equation and performing the calculations, we
find that sufficient values for the fluxes of the intrinsic cat-
ions appear only at temperatures exceeding 500 °C.

Now, let us consider to what extent the values of the
gunxfr?e\/z;ysilg g?;)p OCnS:rfgéhesﬂgﬂao\?affy_ll;npunlty Iogjs. F_IG. 3. Proposgd d«_apendencg o_f th_e energy of the sys_tgm on reactiqn coor-
) . /r K m /ary. Ihe value aky dinate for the diffusion of an intrinsic ion (£f) and positions of the dif-
is uniquely specified by the composition of the solid solu-fusing ion corresponding to extremum energy values in the,Zr9stal
tion. To calculate the values &,,, we examine the crystal lattice.
structure and determine how elementary acts of diffusion oc-
cur for Y** and Y¥¥" ions in ZrQ,. For simplicity, we as-
sume that Zr@ has a cubic crystal latticghe tetragonality 0.1866295. Performing the necessary calculations, we find
equals 1.016(Refs. 3] with a structure of the sphalerite that the value of the mechanical component of the activation
(Cak) type® and a unit-cell parameter equal to 5.0 Ahe  energy for the diffusion of cations in ZgOis at least
ionic radii of oxygen, zirconium, and yttrium, according to 46.3 kJ/mol.

Belov and Boki* with the corrections given by Zachariasen When Zf* ions are replaced by ¥ ions in ZrQ,, one
and Pauling® for the coordination number and valence areoxygen vacancy appears for every twd'Yions to conserve
roz-=1.286 A, r;4+=0.844 A, andrys+=0.998 A. On the electroneutrality of the crystl.It follows from the re-
the basis of the structure of ZgOmigration of a Z#* cation  quirement for electroneutrality of any microvolume in the
first into an interstitial position of the intrinsic sublattice fol- crystal that the vacancies must be located near thei¥ns.
lowed by passage into a regular vacant lattice site should b the limit, the oxygen vacancy is located in the first coor-
regarded as the most likely mechanism for the diffusion ofdination sphere of one of the two®Y ions1®

these iongFig. 3). As a result of such formation of % —oxygen-vacancy

The activation energy for diffusion is most probably the clusters, the activated state for the diffusion df Ywill most
sum of two components, viz., a mechanical componentprobably correspond to the positioning of &'Yion in an
which is associated with deformation of the local environ-intrinsic first coordination spherghe Y3* ion occupies the
ment of the diffusing ion upon formation of the activated site of the missing oxygen ion; see Fig. &ince the radius
state, and an electrostatic component, which is associatesf Y** is smaller than the radius of%0, the mechanical
with the alteration of the electrostatic interaction of the dif-component of the activation energy is equal to zero, and,
fusing ion with its environment in the activated state in com-therefore, the value of the activation energy will be reduced
parison to the original state. by 46 kJ/mol in comparison to the activation energy for self-

The minimum length of the diagonal of an oxygen diffusion. As a result, the values of the®Y fluxes are 2
square deformed by a ZF ion upon the formation of the — 3 orders of magnitude greater than the values of the fluxes
activated state is 4.26 A. The length of the diagonal of arof the intrinsic Zf* ions (at 500-700 °C).
oxygen square in the absence of such deformation is 3.59 A.  Significant ion fluxes can be expected only at tempera-
Therefore, the strain of the oxygen square accompanying theires exceeding 500 °C. The temperature of the,Z¥Q0;
formation of the activated state és=0.1866295 A. For sim- powders can rise for several reasons. First, the cold isostatic
plicity, we shall assume that the deformed volume is a squarpressing of powders is accompanied by friction processes,
prism with a height equal to the diameter of an oxygen ionwhich can raise the temperature by many hundreds of
and with a length of a side of the base equal to 2(84 degrees:’ Second, the phase transformation to the mono-
+¢&) A, where ¢ is the strain, which varies from 0 to clinic phase occurs with a high rate; therefore, conversion of
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u4 8 sion of Y3 ions becomes more efficient as the size of the
crystals decreases, as is manifested by the increase in the
extent of conversion as the annealing temperature is lowered
(Fig. 1). On the other hand, such diffusive removal of these
ions is most probably efficient when their content is
~5 at. % (compare the extent of conversion in Fig. 1 for
ZrO,-Y ,05 solid solutions containing 3 and 6 wt %,9s;).
With respect to the phase transformations ob@y,
A y-Al, 04 has a spinel structural tyg@ which the AP* ions
c have coordination numbers equal to 4 andvéhile in thea
and 6 modifications of A}O; the coordination number of
X AlI** equals 6(Ref. 5. Since, according to the available
data’ there is still no certainty regarding the filling order of
AlI®" jons in the structure of-Al,Os, i.e., for transforma-
tion of the y modification of ALO; into the # or « phase,
from 25 to 37.5% of the A" ions must change their coor-
dination number. On the one hand, such a percentage is ex-
~ cessively high, and, on the other hand, théAions are
\ intrinsic ions, rather than heterovalent substitutional ions. As
a result, only the formation of nuclei or even potential nuclei
of the « phase of AJO; takes place upon the self-
deformation ofy-Al,O3 during cold isostatic pressing.
FIG. 4. Proposed dependence of the energy of the system on reaction coor-
]Eilngte for the dn‘fusmn_ of an impurity ion *) and posmons of the dif- 4. CONCLUSION
using ion corresponding to extremum energy values in the,Zostal
lattice. It has been shown experimentally that the self-
deformation occurring during the cold isostatic pressing of

the enthalpy of the phase transformation into thermal energy/tradispersed powders of Zge) ;05 solid solutions leads

should cause a large increase in the temperature of the m& the t.etragonal-monoglml'c transformatlon. The extent of

terial. The corresponding temperature increase for ,zrO CONVersion decreases with increasing¥ content and crys-

amounts to 250 K3i.e., when ZrQ-Y,0; powders are sub- (@l Size. _ _ _

jected to cold isostatic pressing, the temperature can easily 1he cold isostatic pressing of Al,O; powders leads to

reach 500 °C or more, especially on the contaefs. [owering of the temperature of the— « transformation by
The estimates givefthe necessity of heating to 500 °C) 100 K. _ ) .

are valid provided only elastic deformation of the crystals, A guantitative model, which attributes the phase trans-

occurs during cold isostatic pressing. If dislocation multipli- formation to the diffusion of ions in a field of mechanical

cation and motion also take place during cold isostatic pressi'esses, has been proposed. It has been shown that the dif-

ing, they can only facilitate the phase transformation. Takind“s'or_' of heterovalent substltutlonal ions proceeds more eas-

into account the high value of the temperature and the mély (With a smaller value of the activation enefghian that of

chanical stress, as well as the plastic properties of the tetrad?€ intrinsic ions.

onal phase of Zr@,*® we can expect a high mobility for We thank V. G. Vereshchak for the-Al,O5 powders

dislocations in the crystals. A moving dislocation will be SuPPlied, which were obtained by the sol-gel method and
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Complete reorganization of the mode structure of the wave function of a channeled
electron in a crystal with a superlattice

T. A. Bobrova and L. I. Ognev
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The dynamics of relativistic electrons subjected to planar channeling in distorted crystals is
investigated using step-by-step numerical integration of the Safger equation. It is shown that
periodic distortion of a planar channghe formation of a “superlattice)’can cause

complete reorganization of the mode structure of the wave function. In the limit of weak
perturbations of the crystal lattice, the simulation results are consistent with the analytical results
from perturbation theory. The position of each line in the spontaneous emission spectrum

in the case of resonant distortions depends on the length of the superlattice perid®990
American Institute of Physic§S1063-784£99)00702-3

1. INTRODUCTION Ref. 11 for small perturbations of the crystal. The two-wave
approximation was used in the theoretical treatment of elec-
The channeling of relativistic charged particles in singletron channeling in Ref. 11, and it was shown that in the
crystals has been the subject of numerous theoretical anésonance case, in which the difference between the two en-
experimental studies, which were reviewed in Refs. 1-3, andrgy levels of transverse motion is a multiple af2¢/T (T
continues to arouse the interest of investigafofsSome ex- s the superlattice perigdsplitting of the total electron en-
perimental results cannot be interpreted within the existingrgy spectrum occurs. The degeneracy with respect to the
theories of the channeling of relativistic electrons and chantongitudinal electron momentum is then removed.
neling radiation:~3 Such phenomena include the weak orien-  The main purpose of this work was to study the influ-
tational dependence of the bremsstrahlung and induced rence of periodic deformation of the channel, which simulates
dioactivity in single-crystal targets subjected to irradiation bya strained-layer superlattice, on the dynamics of the bound
a low-divergence beam of relativistic electrdnGhanneling states of 5-MeV electrons during planar channeling in a
should lead to an increase in the yield of nuclear reactionsi(110) crystal without the explicit use of the mode approxi-
and bremsstrahlung, but no orientational dependence of thesgation for the wave functions and simplificatiofvghich are
phenomena was detected in experiments on the axial chaanavoidably inherent to analytical methgdsuch as the two-
neling of 50-MeV electrorfsand the planar channeling of wave approximation, neglect of variations in the form of the
electrons with energies of 28—104 M&Dn the other hand, averaged potential, confinement of the range of parameters
the generation of radiation has been detected duringonsidered, etc.
channelindg indicating the occurrence of electron channel-
ing. In experiments with a silicon single crystal doped with
1% chromium, the appearance of an unidentified strong lin
of x radiation was noted in the case of axial channeling,  The motion of a relativistic particle in a potentM(z,r)
while the high-energy lines vanishédhese effects can be can be described by an equation resembling the ‘Samger

caused both by the instability of the motion of channeledequation? For the amplitude/(z,r) of the wave function
electrons in real crystals and by the initial evolution of the .

electron beam in the near-surface region, where the mode
structure of the electronic wave functions has not yet beenf an electron moving at a small angle to the &xis such
shaped. As follows from the results of the investigation ofthatk,~|k|, this equation has the form

the influence of defects in the form of crystal-plane .
displacement8 such defects can lead to significant distortion 2ik0 02+ A Y=IGV (2D I(Z.T). @)
of the initial population of states for transverse electron moHere k is the wave vector of the electrony’(z,r)
tion. The treatment of channeling and the emission of radia=V(z,r)2ym,/(%%k?), wherer=(x,y) denotes the trans-
tion during channeling in crystals with periodic strains as inverse coordinatesn, is the electron rest mass; andis the
a strained-layer “superlattice” is noteworthy. The appear-Lorentz factor.

ance of such strains is often observed during the fabrication It was assumed during the derivation @j that

of various multilayer semiconductor crystal structures by |2l 922 <k, dl o7

molecular epitaxysee, for example, Ref. 10The radiation z ’
of electrons during axial channeling in crystals with a “su- We shall henceforth assume that the potential fluctua-
perlattice” was previously treated by theoretical methods intions 6V have a Gaussian distribution and afeorrelated

g. THEORY
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along the direction of motion of the electron. Then, after &5
averaging(1) over the fluctuation statistics for the amplitude
(), we have thgDysor) equation

2ik,d( )l dz+ A () — KAV (2,1))(h) —iKZV" (1) () =0, 0.4
Y(r,2=0)= (1), )
where
0.3

LI L L B |

k, [+=
V”(r):ZJ’, (8V'(0,r)8V'(z,r))dz

3
S
L]

Equation (2) describes the coherent component of the oz
wave function without consideration of nuclear recoil. A de-
tailed discussion of the physical aspects of the approxima
tions made, as well as a calculation of the imaginary part of
the potentialV’(r) can be found in Ref. 13.

Let an electron impinge on a single crystal at a small
angle to several crystal planes. Then the complex potentic
V'+iV" can be averaged along crystal planes. In this casi ;4
the dependence on the transverse coordiyaie Eqg. (2)
vanishes, and its numerical solution is simplified signifi-
cantly. FIG. 1. Spectrum of transverse electron energies for a planar-channel dis-

The numerical method for solving E¢2), which was tortion periodT=22000 A. The distortion amplituda=23/32d,, and the
previous|y emp|oyed to study the motion of channeled e|ec.depth of the potential well of the undistorted chanbgk=21.22 eV.
trons in ideal single crystaf$!® and the reflection of posi-
trons from an oblique single-crystal ctftcalls for the step-
by_step calculation of the transverse wave functuz(r)(,z) tic Iength of the phase fluctuations. The valuesacdnd T
on the basis of its initial value &=0. were chosen so that the maximum angle of inclination of a

When an electronic wave propagates a|ongzthgisl the bent channel relative to th& axis would not exceed the
transverse wave function(x,z) undergoes oscillations at a Lindhard angle. Figures 1-3 present the spectra for three

a.7

AL L LI L L L

V.

ki D N el O ML L |
10 15 20 25
eV

<
(%]

fixed value ofx: different values ofT: in the first casel>z,, in the second
, caseT~z, and in the third casd <z,. The deformation
(x,2)~expliEnz/ (fic)), amplitude was taken equal o= 3/32. Figure 4 presents the

where{E,} is the set of eigenvalues of the transverse energyvave eigenfunctions corresponding to Fig. 2. The depen-
of motion of the electron.

Hence it is seen that the spectrum of transverse energies
can be obtained by taking the Fourier transformidgk,z) 0.5
with respect to the coordinateand then integrating the spec-
trum over the channel width.

0.4
3. CALCULATION RESULTS

A crystal superlattice was simulated by a series of
crystal-plane displacementsach of which did not exceed 4.7
1/32 of the interplanar distancén accordance with the for- 5
mula U(x,z) =Uy(x+asin(2#z/T)). HereT is the superlat- d
tice period, and is the displacement amplitude, the value of =
a being taken in the range from 1/32 to 5/32 of the interpla- 2.2
nar distance. Thus, there were from 2 to 10 crystal-plane
displacements per lattice period. The case of a nondiverget
electronic plane wave with an energy of 4.5 MeV impinging

_|TTIIIIII![IIIII]III'IIIIl']lll||llI|1||[||||||||(.|

on the crystal surface at a zero angle to the channeling plar o1
was considered.
Channeled 4.5-MeV electrons in the planar potential of & ﬂ ﬂL
Si(110 crystal have two bound states with the transverse . q!h
energiesE,=8.41 eV andE;=19.2 eV, and the third o 5w s om 25

(above-barrierlevel has the energlf,=21.6 eV. The depth ev

of the potential well Uy=21.22 eV. The valuez, ~ FIG. 2. Spectrum of transverse electron energies for a planar-channel dis-
=2mhcl(E;—Eg)=1160 A can be taken as the characteris-tortion periodT= 1300 A anda=3/32,.
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0.4 L— y:
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8 0.2 FIG. 3. Spectrum of transverse electron ener-
o C gies for a planar-channel distortion periad
L =800 A, a=3/32,, andU,=21.22 eV.
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dence of the position of the spectral lines on superlatticéhe results obtained using perturbation theBrgach level
period is presented in Fig. 5. has two small satellites, the energy difference between the
As was shown by the calculations in the range fundamental level and the satellite corresponding exactly to

=20000-30000 A, which corresponds to the caseof the channel distortion period

>27,, the spectrum of transverse energies consists of two _

levels(the third is an above-barrier leyeivhich correspond |[E—E=2afic/T. ©)

to the levels of an undistorted channel. Just as in the case ¢f the case of large periods' 30000 A the first funda-
mental level gradually vanishébecause of the parity of the
wave function, and the satellites approach the fundamental

a6 lines and become smaller. Thus, the spectrum tends to the
5 spectrum of an undistorted channel.
0.5F ~
! / \76 )
C eVl S
B ——————rar
a.41 20
0.3F ~
I 70
0.2
s 5
0.7F
" OCia s by v bu s byt s b e g tag
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o.olyll[lllllllllLll\f—rTl
0.0 0.5 1.0 1.5 20A FIG. 5. Dependence of the transverse electron energy spectrum on the dis-

tortion period of the planar channel=3/32d,, Uy=21.2 eV;1-4 — de-
FIG. 4. Mode structure of the wave function corresponding to the spectrunpendences for a distortion period equal to 1300 A, which correspond to the
shown in Fig. 2(dependence of the probability density on transverse com-modes represented in Fig. 4 by curdes 1b, 2, and3; dot-dashed curve —
ponenj: 1a, 1b— fundamental states at energies of 6.8 and 12.32e89— dependence for the equivalent channel distortion energhc2T; dashed
at 16.3 and 20.8 eV. curves — low-intensity states.
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As the period is diminishedT(=2000-20000 A), the The transverse mode structure of the wave function of a
satellites move away from the fundamental lines in accorchanneled electron in a periodically distorted channel is
dance with(3), and they become stronger. The approach oshown in Fig. 4 for the case df~z,. In this case the fun-
the satellites of the first and second fundamental levels leadsamental level breaks up into two levels, viza, &d ®. For
to numerous splittings of both the fundamental lines and theomparison, we note that there is only one 0 level of bound
satellites and to the appearance of new lines in the spectrummotion for T<<z,. It follows from the form of the eigenfunc-

As a result, for the lines near the potential barrier it is im-tions presented in Fig. 4 that the dipole moments for the 1
possible to distinguish between the fundamental line and the»0a and 1—0b transitions are both nonzero, and, as can be
satellites already whefi<5000 A. However, for each spec- seen from Fig. 5, the energy of the quantum of spontaneous
tral line it is always possible to find a counterpart which isradiation becomes dependent on the crystal deformation pe-
such that the relatiofB8) will be satisfied. riod.

The range of period3 =800-2000 A (Fig. 5 can be A qualitative explanation for the results obtained can be
considered resonant, sinde-z, here. In this case all the given with consideration of the removal of the degeneracy
lines in the spectrum are comparable in strength. The dotwith respect to the longitudinal momentum as a result of
dashed line shows the dependence 8fi2/ T, which depicts  deformation of the channel. The appearance of distortions
the dependence of the effective energy corresponding to péeads to the appearance of a longitudinal scale of the order of
riodic distortions. Obviously, as the channel distortion am-the distortion period, to which the oscillation period of an
plitude decreases, the energy spectrum should approximagtectron in the channel, which is rigorously related to the
the spectrum of a straight channel. An analysis of the depenransverse energy, should be related. This is an analog of
dence of the transverse spectrumadfor T=1160 A shows Bohr quantization. It can be seen in the example in Fig. 5,
that as the distortion amplitude increases, levels 0, 1, and @here the dot-dashed line is a plot of the equivalent energy
descend into the potential well as a consequence of the lowcorresponding to distortions with a peridd that at small
ering of the potential barrier as the potential of the bent chandistortion periods in the vicinity oT =800 A level 1 corre-
nel is averaged along(Ref. 17. For the averaged potential sponds to oscillations with a period significantly exceeding
the presence of a bend in the channel is equivalent to am. In this case the oscillation energy of the state is measured
increase in the effective amplitude of the atomic vibrationsdownward from the top of the channel. Therefore, the wave
and it can be shown fof ~z, that the lowering of the po- function does not complete a regular oscillation within the
tential barrier characteristic period, and the state does not form. When

2 increases and the equivalent energy#Z/T decreases ac-

Up—U~a” for T~2z. (4) cordingly, decreases in the oscillation frequencies of the 0

At the same time, an increase in the amplitude of theand & states amounting roughly to the distortion frequency
periodic disturbance of the superlattice leads to enhancemefines 2 and 1, respectively, are observed.
of the @ level !’ In the regionT <z, (the superlattice period The width of the spontaneous emission lines can be de-
has a lower bound because of the channeling condifion termined using the complex potentil'(r) in Eq. (2) ac-
=2mal ) the spectrum shows only a single above-barriercording to the method proposed in Ref. 18:
level. This can be either because in this range of valu&s of 1
the maximum angle of inclination of the channetr&/T Tij=— 2 (n|f (6V(Or,)6V(Z',r,))dZ'|n)
~a, and the channeling effect is weakly expressed or be- he =t
cause_the depth of the potential is.reduced. In general, if thgr, with allowance for the avera
distortion amplitude is not excessively small£@/T< «))
and the periodT=2##%c/U, whereU is the depth of the

ging of the expressionlfgr
over the channel distortion period

potential well, oscillatory motions of electrons with a large — 1
period cannot appear at all because of the constant dephas- I T Iy dz.
ing.

Thus, the dependence of the spectrum on the superlattice Since the values of the scattering potential differ signifi-
period can be divided into three regio#s— the region of ~ cantly from zero only near an atomic plane, a bending strain
large values off, where the spectral lines coincide with the Will lead only to a slight decrease in the width of the even
lines of the undistorted crystal and have satelli@s— the eigenstates of the channeled particles and a slight increase in
resonance-interaction region, which is characterized by seyhe width of the odd states and have little influence on the
eral bound states that differ significantly from the spectruntotal value ofI';;, which determines the width of the ob-
of the undistorted crystal — the region of small values of served emission lines during channeling.

T, which is characterized by one above-barrier level. The It follows from the investigations performed that com-
boundaries of these regions are set by convention and delete reorganization of the wave function of a channeled
pend, in particular, on the parameterwhich characterizes electron in a crystal takes place with the superlattice param-
the amplitude of the channel distortions. For example, wherters chosen. The weak influence of channel distortions on
T=1160 A(Fig. 5), regionB transforms into regiod as the  the broadening of a spectral line and the dependence of the
amplitude is increaset. This is associated with an increase radiation frequency on deformation period allow us to hope
in the angle of inclination of the channel up &g whena  to experimentally detect the radiation from channeled rela-
=6/32. tivistic electrons in single-crystal superlattices. Variation of
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The development of instability on a contact interface between steel objects is detected
experimentally when it is loaded by an oblique shock wave. It is shown that disturbances form
in the stage of shock-wave loading{<1us, AU>1mm/us) when the layers turn and

the metals pass into a quasiliquid state. Then, at a relative slip velbtity 0.1 mmjus the initial
disturbances grow according to an exponential law and are “frozen” when the rarefaction
wave reaches the contact interfdeeéhen the contact zone of the metal “escapes” from the plastic
statg. © 1999 American Institute of Physids$S1063-784£99)00802-9

The investigation of the hydrodynamic instability of an high-speed oblique impacexplosive welding is realized in
interface between two media is of great theoretical and pragaractice in this way, in which wave formation on the inter-
tical interest. This is the reason for the increased attentioface can be explained on the basis of the development of
which is being focused on the study of this process. Thre&elvin—Helmholtz instability between a jet and a quasiliquid
types of instability of an interface have been distinguishedayer of a metallic platé3~*®only an extremely small num-
traditionally: Rayleigh—Taylor instability, which appears ber of studies of the development of shearing instability in
when an interface between media of different density is submetals can be noted. For example, in Ref. 17 shear flow
jected to acceleration with a vector that is perpendicular to ibppears for two tightly contacting metal platespper and
and is directed from the material of lower density into thestee) when they are loaded by a normally incident shock
material of higher density;Richtmyer—Meshkov instability, wave and the wedge-shaped gap below them is closed. The
which appears when a stationary shock wave, whose propaagnitude of the tangential velocity offset is estimated to be
gation direction is perpendicular to an interface between max y~0.5 mmjus. It is noted that at least one of the metals
terials of different density, passes through that bound®® st be in the plastic state.
boundary is abruptly accelerated on the shock-wave front
and then moves without acceleratisn and Kelvin—
Helmholtz instability (shearing instability, which appears
when there is an offset in the tangential component of th
velocity field3

The laws governing the development of Rayleigh—

This paper presents the results of experiments in which it
was possible to observe the development of shearing insta-
bility on a contact interface between two metallic objects. In
he first stage of the experimental investigations the object of
observation was the contact interface between a disk and a

. . I ring (the material was grade 3 steel of thickness 14 mm, the
Taylor and Richtmyer—Meshkov instability have been theouter diameter of the disk was 64 mm, the internal diameter

subject of numerous analytical and experimental stutiies. : . .
The studies in which attempts were made to take into ac(-)f the ring was 64_mm, and the e>.<ternal .dlamgter- of thg fing
count the effect of the strength of the media on the develo was 90 mm. The disk was placed in the ring with light-drive
ment of instability can be singled ofi. Kelvin—Helmholtz fit _ _ .
instability has been studied quite thoroughly for the ideal The dY”am'C pulse_ was regewed only b)_/ the disk. The
case(analytically for an ideal incompressible fldfd* and slip velocity of the disk relative to the ring waaU
experimentally for liquids and gass Kelvin—Helmholtz ~ =0-5 MMius. The relative slip time is estimated to b

instability can be described in its simplest form by the rela-= 70 #S. The pulsed pressure in the disk material with al-

tions lowance for the damping of the amplitude of the shock wave
is P~20 GPa. This value exceeds the dynamic yield point of
Uy=U for y<0; py=p for y<O; grade 3 steel and is sufficient for shifting the metal into the

plastic deformation region. However, the disk-ring contact
interface remained stable in all the experiments.

More precisely, Kelvin—Helmholtz instability is the dy- The results presented regarding the development of in-
namic instability of the interface gt=0 toward the flow(1), stability were obtained using the following loading scheme
including the cases gf=p’ (a homogeneous liquicandg  (Fig. 1). In order to protect the samples from the destructive
=0. The surface tension on the interfaceyat0 weakens effects of the rarefaction waves, diskand ring 2 were
the instability, but does not eliminate it. placed in protective collad, which has the form of a ring of

Without considering the long list of theoretical and ex- external diameter D=120 mm, internal diameterd
perimental studies devoted to the development of distur=90 mm, and thicknesh=14 mm and were set on steel
bances on a contact interface between a pair of metals und@ay 4 with the dimensions 12020 mm.

Uy=uU’ for y>0; py,=p" for y>0. (1)

1063-7842/99/44(2)/5/$15.00 166 © 1999 American Institute of Physics
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The system was loaded by brass projectile péletith The individual phases of motion of the elements of the
the dimensions 1290(2...3) mm,which was driven by the system can be distinguished after the shock wave meets the
explosion products formed upon detonation of ch&géan free surface of the tray (fs after the onset of loading
explosive of the TG 50/50 type with the dimensions 120From the 7th to the 12tjus the mean rate of motion of the
X(20...40) mm. A plane detonation wave was generategjisk relative to the ringpU~0.1 mmjus. From the 13th to

in thg explosive charge. Thus, a shock wave with an.ampli300th,us, AU’ ~0.04 mmjus. Therefore, after separation of
tde in the range 49P<55 GPa was supplied to the input the disk and ringunder the action of the lateral rarefaction

surface of the disk. With consideration of the damping, th%ave in the 13thus, inertial motion of the elements of the
shock-wave pressure at the point of exit from the sample wag ’

) i ystem takes place.
in the range 36%P$.49 GPa, The development of d|st_ur- Figure 3 shows the experimental system in the stage of
bances on the disk-ring contact interface was detected in tq% er

. . . tial motion(the 30thus). Split-off fragments of collaB
experiments described here. The development of distur; L . -
bances was also noted on the ring-collar contact interface. (lateral splitting and tray4 (lateral and posterior splitting

. . . .~ ~"as well as separation of coll& ring 2, and diskl are seen.
Figure 2 presents microsections of these contact inter- .
L . : The form of the shock-wave pulse entering the samples
faces (2 magnification: a, b — original contact inter- . . . ) ) .
was investigated simultaneously in an independent series of

faces .Of the (.j'Sk and ring, respectwe@gmooth surfag:)e experiments. The profile of the free surface of the projectile
¢ — disk-ring interfacegfragment of the disk(the wavelike . . . e
ellet at the time corresponding to impact on the disk-ring-

dlsturbar?cesgf nearly sinusoidal form are C_haracterlzed b@ollar system is recorded. An SFR-2M high-speed recording
an amplitudea~0.08 mm and a wavelength~0.8 MM, -5 nerg operating in the slit-scan regiftiee so called flash-
and a dramatic change in tﬁe structure of the steel is noted 'irﬁg gap methotf) was used for this purpose. The essence of
a near-surface zone of width~0.03 mm);d —ring—collar  the method is as follows. The optical receivawo layers of
interface(fragment of the ring(the disturbances are charac- perspex separated by a thin §é@@mounted on a firm mea-
terized by an amplitud@~0.06 mm and a wavelength  surement base. After the projectile pellet strikes the receiver,
~0.7 mm, and variation of the steel microstructure occurs irthe shock wave formed enters the gap, in which the lumines-
a near-surface zone of width~0.02 mm). cence of ionized air appears and mimics the profile of the
To detail the mechanism with respect to displacement ofree surface of the pellet. A typical photochronogram of the
the metal layers, the dynamic loading of the systamctord- profile of the projectile pellet for the loading regime with
ing to the scheme in Fig.)and the subsequent motion of its P~55 GPa is shown in Fig. 4.
elements were examined by x-ray photography at different  Next, the geometric center of the pellet is matched to the
moments in time. A pulsed BIM-234 x-ray photography sys-geometric center of the system with consideration of the en-
tem with a gamma-quantum cutoff enerdy~2.5 MeV  largement factor in the coordinate plane. The angle of incli-
(Ref. 18 was used in the experiments. nation of the pellet plane to the disk-ring and ring-collar
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FIG. 3.

contact interfaces are found when these geometric centers ax&55 GPa, the disk material acquires a mass velotlty

in tight contact. These angles of inclination determine the~1.1 mmjus); because of the asymmetry of the loadiag-

impact angles and, accordingly, the angles at which thegyally, it follows from Fig. 4 that the disk reaches the plane

shock waves load the respective contact interfades 4nd  of the system bent, i.e., the loading of the ring takes place

Vo). after the loading of the digkit can be assumed that move-
It follows from the photochronograms that the shock nent of the mass of materiall) begins sooner in the disk

wave meets the disk-ring contact interface at an aNgle  han in the ring. A tangential velocity offsedU,

~80° and the ring-collar interface at an anfle~70°, i.e.,  _q 1 mmy,s is thereby created. Similarly, the velocity off-
the contact interface is loaded by an oblique shock wave. Iget for the ring—collar interface is estimated to heJ,

follows from the conservation laws on the front of an oblique%0
shock wave that the contacting metal layers turn through an
angle » behind the front® A one-dimensional geometric
treatment of a specififor the loading parameters realized in
the experimenjsmechanism of “inleakage” of the flows on
the front of an oblique shock wave followed by their turning X , .
through the angle» does not permit unequivocal determina- ~13 mS (until the arrival of the lateral rarefactlor_1 wave )
tion of the relative slip velocity of the elements of the sys-ACCOrdlng to the results of the_x—ray photographic experi-
tem. However, the magnitude of the tangential velocity off-ments, a relative slip velocitAU~0.1 mmjus is main-

set can be estimated by employing several successivi@ined for all this time. Then the elements of the system
simplifications: the metal layers are treated as flows onlyseparate. The ring—collar interface persists for a tipe
behind the shock-wave front, i.e., it can be assumed that at7us and is characterized by similar processes.

the moment when the disk-ring-collar system is loaded by  The following mechanism for the development of shear-
the projectile pellet, a shock-wave state characterized by thiag instability in metals can be proposed. An oblique shock
pressure? and the mass velocity is realized in the metal wave crosses the contact interface. The temperature of the
(in particular, in the case under consideration Bf samples rises at the wave front. Their turning behind the

The turning of the “flows™” behind the oblique shock
front, as well as the high value of the relative slip velocity
AU, (or AU,), are characterized by short time intervals
At<<0.5 us. The disk-ring interface persists for a ting

FIG. 4.
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obligue shock wave front is accompanied by relative slipeters(the shock-wave velocitfp and the rarefaction-wave
along the contact interface and the development of intenseelocity C), which influence the lifetime of the plastic state
plastic shear strains. Thin near-surface layers of the metalsf the contact interface, are also taken into account by the
pass into a quasiliquid state, and their partial melting is posrelationship betweeRg andY (Ps>Y).

sible. These layers behave similarly to real viscous liquids. A Summarizing the foregoing, we can state that the type of
tangential velocity offseAU appears in the stage of shock- shearing instability described is characterized by the follow-
wave-induced turning of the metal layers. This stage is coming definition: a straightsmooth interface between two me-
pleted quickly At<0.5 us), but its duration is sufficient for dia is loadedacceleratedby an oblique shock wave, whose
the formation of the initial disturbance. The relative motion amplitude must be sufficient for bringing the metals behind
of the flows(the metal layenssubsequently continues with the front into the plastic quasiliquid state.

the tangential velocity offsehU. During this time, the ini-

tial disturbance takes on a sinusoidal form. Shearing inSta}Hydrodyn_amic Instability American Mathematical Society, Providence

bility (of the Kelvin—Helmholtz instability typedevelops. Z(Elggah“g'srﬁmssfff (is:jﬁ;ﬁkpg'sm Mokt Zhidk. Gea No. 5. 151
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zones of the metals escapes from the quasiliquid )stite gd., Princeton University Press, Princeton,(NJ60; IL, Moscow (1964,
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As we have already notédor an interface between two  Hill, New York (1967; Mir, Moscow (1983, 162 pp.

liquids with the densitiep andp’ moving with the veloci- G\s/égh A’,‘\;’fiﬂo‘gh%kMéBakh’\flakhé aZn[I;jQQ/Ai)V' Nikiforov, Izv. Akad. Nauk

tiesU andU’, respgctlvely, a sinusoidal dlslturbt':lnce of the -2 l\'/lesiko.v, ir:ntém:tzignalo\./v()’rkshop of the Physics of Compressible

boundary surface with a wavelengkth=27/k increases ac-  Turbulent Mixing Princeton, NJ1988.

cording to an exponential law ejM\)t], where [1(\)]2 8pP. N. Nizovtsev and V. A. RaevskiVopr. At. Nauki Tekh., Ser. Teor.
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A statistical approach is used to construct a kinematic theory of x-ray diffraction on a
semiconducting superlattice with a two layer period. This theory takes two types of structural
deformations into account: crystal lattice defects caused by microdefects distributed
chaotically over the thickness of the superlattice, and periodicity defects of an additional
superlattice potential owing to random deviations in the thicknesses of the layers of its period
from specified values. Numerical simulation is used to illustrate the effect of structural
defects on the development of the diffraction reflection curve. The theory is used to analyze
experimental x-ray diffraction spectra of semiconductingsla _,As/GaAs superlattices.

© 1999 American Institute of PhysidsS1063-784£99)00902-3

INTRODUCTION A MODEL OF DEFECTS

Semiconducting superlattices are a new and important In order to describe microdefects we use a model of

pherically symmetric amorphous Coulomb clusters. In this

class of modulated crystalline structures. Because of the a
model, the chaotically distributed defects in the crystal give

ditional periodic potential created by the alternation of two .

trlse to the following random local atomic displacements:
or more layers of a certain set of semiconductors, superlal

tices have a number of unique electrical and optical proper- Ar

ties. Existing methods for epitaxial growth make it possible su(r) = R if [r|>Ry )
to create superlattices with a rather high structural perfection. ] .
Nevertheless, actual superlattices inevitably contain various arandom quantity, ifr|<Rq,

kinds of defects. Because of its nondestructive character angihere Ry and A are the defect radius and power, respec-

relative simplicity, x-ray diffraction is the most effective tively.

method for determining the structural parameters of superlat- We introduce the following model of macroscopic de-

tices. fects in anN-period superlattice. We assume that there are
At present considerable attention is being devoted to derandom deV|at|on§I(”) in the thickness of th@th layer in

scribing the diffraction of x rays on superlattices with differ- the nth period of the superlatticd (", from the specified

ent structural defects. Studies have been rtddef the ef-  value (I,), so that I§V=(1,)+dl} R (n=12,...N; p

fect of cluster microdefects on the formation of the two-=1,2). Since the superlattice is produced by successive

crystal diffraction reflection curves from semiconducting deposition of layers, the fluctuations in the thicknesses of

superlattices. different layers can be regarded as independent. Thus,
The behavior of diffraction reflection curves from super- (8l g”)- SIMy=0, if p#s or n#m.

lattices with irregularities of the heterointerfaces has been

studied in number of papefs’ A study has been mgﬁf. COHERENT INTENSITY

x-ray diffraction in the presence of macroscopic distortions

of the modulated structure of a superlattice caused by fluc- In terms of the statistical approach to a kinematic theory

tuations in the layer thicknesses and composition. of diffraction, the reflection amplitude coefficient for coher-
In reality, superlattices can contain microdefegsint ~ ently scattered rays from a superlattice with a period of two

defects and clusters of them, small-radius dislocation loopd@Yers is given by

etc), as well as different kinds of macroscopic defects in the N

additional periodic structure which arise during the epitaxial ~ (R%)= >, (r™)u" 1] ™), 2

growth process. In this paper we obtain expressions for the n=1 m=1

intensity of coherent and diffusely scattered waves takingvhere the bracketg...) denote averaging the enclosed

fluctuations in the superlattice layer thicknesses and statistguantity over the fluctuations in the layer thicknesses. The

cally distributed microdefects into account. solutions for the averaged reflection amplitude coefficient

1063-7842/99/44(2)/9/$15.00 171 © 1999 American Institute of Physics
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(rM) and the products of the transmission amplitude coeffi- 19=(|R°|?)— |(R?)|2. (10)
cients in the directions of the incident and reflected rays,
<t(n)>' of thenth period of the Super|attice are given by The eXpI’eSSion for the total intensity aVeraged over the
) thickness fluctuationghe first term in Eq(10)] is written in
(r'My=(ry)+{ra){ty)ma, 3 the form
(™M)= (t1)(ta), (4) N
where the corresponding quantities in the individual layers of (IR%)= Z Shnru™ " 2 (11
the superlattice periodr ,) and(t,,) have the following form nni=1
(p=1,2): where
exp(i2A(l,))D,—1 (n)2 -
(rp)=0opEp gAp P, ©) {rt™1, n=n-
P

Son = <r(n)>.<r*(n')t(ﬂ')>_<t>n—n’—1, n>n':

<tp>=eX|ii2A;)<|p>)Dp. (6) (r(n)t*(n)>.<r*(n’)>_<t*>n’—n—l, n<n'.
Here (12
L 277Adp> The quantitieg|r|?) and(r*t) in Eq. (12 are given by
A,=3| ot :
p= 2| 7p 2 |
do _ (r1B=(|rad®+(ral®)ui+2 Re(rit)(ro))me, (13
Ad,/dg, I,, and ,upzexp(—ZA'pIp) are, respectively, the
relative deformation(strain, thickness, and a coefficient () =(rit)(ta) +(rzto)ps. (14)

which accounts for photoabsorption in thé¢h layer of the
superlattice periodj, is the interplane separation of the sub- lay
strate; u=uq- u,; the indicesr andi denote, respectively,

The formulas for(|r,[?) and(r}t,) of the individual
ers can be written as

the real and imagi_na_ry part; the variabjg is_given_ in terms , 1+M,2)— 2up cos{2AL<Ip>)Dp
of the angular deviatioA 9= 9 — 9 of the diffraction angle (Irol®=|op|’Ep 5 , (15
¥ from the exact Bragg anglég of the substrate by 4|Ap|
2 _ Co AT
e (>) i wp—expi2A(1,))D
np—)\yo(xo +AYsindg), (7) <r;tp>:0-pEp P 2A*p ik 5 (16)
P

where\ is the x-ray wavelengthy{?) are the Fourier com- _ o _ _

ponents of the dielectric susceptibility in the directions of the ~ Microdefects distributed in the superlattice layers also
incident and reflected beams, respectively, agg are the cause diffuse scattering whose angular profile is determined
direction cosines of the incident and reflected rays; Y the type, dimensions, and concentration of the defects. In
:(WCXE;p))/(M')’gD; Cis the polarization factor; an,, is the kinematic approximation, the solution for the diffusely

the statistical Debye—Waller factop€1,2). scattered intensity can be written in the fdrm

In Egs. (5) and (6) we have introduced the quantity N —N
D (A 9)=(exp(2A,dl,)), which we define as the effective | (A §)=19A9)u" 15 '“71 ' 17)
Debye—Waller factor of thepth layer of the period. The m—

explicit expression foD, depends on the particular form of
the distribution of the fluctuations in the layer thickness. In
particular, for a continuous Gaussian distribution, we can use |2(Aﬂ) _ 2(|01|2(1— E%) 7'1|1+|Uz|2(1— 55)7'2'2#1)

Dp(A9)=exp—2(A,Qp)?), (8) (18

whereﬂg is the dispersion of the distribution of the fluctua- is the angular distribution of the incoherently scattered inten-
tions in the thickness of theth layer of the superlattice Ssity in the superlattice period.
period. An explicit expression for the correlation lengtf cor-
In the case of symmetric Bragg diffraction, the solutionresponding to the microdefect model of E4) when the
for the coherently scattered intensity is expressed in terms gftomic fields of the displacements of the different clusters do

where

the reflection amplitude coefficiedR®) as follows: not overlap has been obtained elsewhére:
— 2
IC_|<RC>| : C) 1 - exp(ixo) (5 )
To(Vp) = — To(V ) +A%70(0) ™ 37 %

DIFFUSE INTENSITY 1+A 0

Defects cause incohere(diffuse) scattering, whose an- (y§+ 1)y ) 8i 5
gular distribution is found from the equatioif=1'—1¢, +T(1_exmxo))+3—xo+ 2(1-ypF
wherel! is the total scattering intensity. 0

thicknesses of the superlattice layers, we obtain 6

For the diffuse intensity owing to fluctuations in the x3(3y2—1)
(Fo=F) | 1, (19)
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where K:A|g|/R§, g is the diffraction vector,x,,; ures 2 and 3 show the variations in the angular distributions
=2Rqy1¥ »70, Ry is the outer boundary of the field of elastic of the coherent and total scattered intensities with the mag-

displacementsy ,=2A, (p=1,2),

nitude of the static factor&,; and E,, respectively, for a
fixed defect radiugy=5 nm. Dips are observed in the co-

len(ﬁ) n Jxl exp(iz) — 1dz, (20  herent intensity for the first satellite & =0.2 and for the
Xo Xo z second, at;=0.4 (Fig. 2a. Here the second layer of the
) ) _ ) ) ) period is assumed perfedE{=1). A similar pattern is ob-
_eXpiXo) — explixy) Ll explixo) i exp(ixy) served in the graph for the total scattered intengtg. 2b).
0 Xc2> Xi Xo Xy In the case where the first layer of the superlattice period is
(21  perfect and the microdefects are concentrated in the second,
] . the picture changes. Now dips in the coherent intensity are
7o(Wp)=70(Vp) +i7o(Vp), (22} opserved for the minus first and minus second satellites, re-

2
Xo .
TE)(\I,D):ZRd')’OF §+1_005(Xo)_xosm(xo) )

0
(23

Rd7o
Xg

To(V,) = (2x3— 6 sin(xg) +6X COgXg)).  (24)

spectively, att,=0.35 andE,=0.8 (Fig. 33. Note that, in
general, the dips in the coherent intensity and the minima of
the total intensity do not coincidegompare Figs. 3a and 3b
for the minus second satelljteThis is because even for a
constant defect radius, as the static factor of one of the layers
is reduced, the diffuse scattered intensity is found to rise.
We now turn to an analysis of the effect of fluctuations

in the thickness of a superlattice layer on its x-ray diffraction
spectra. Figure 4 shows the variations in the coherent, dif-
fuse, and total scattered intensities with the magnitude of the
We shall analyze these equations using the example of g|ative fluctuations in the thicknesses of the superlattice lay-
10-period composite superlattice of 30 nm AIAs/30 nmers(j.e., of the ratio of the root mean square deviation of the
GaAs grown on a massivéd0l)-oriented GaAs substrate. thickness of a layer to its mean vajudt can be seen from
The layers in the period are enumerated from the substratgig. 4a that, as the magnitude of the relative fluctuations in
Numerical calculations were done for the symmetl04  the |ayer thicknesses increases, a monotonic drop in the co-
reflection ofo-polarized CK,,, radiation. It is assumed that herent intensity is observed, along with a broadening of the
the superlattice is in a stressed state owing to cohererfatellite peaks. This effect is stronger for higher satellite
growth. Given the resulting tetragonal deformation of thenumbers. The existence of fluctuations in the layer thickness
crystal lattice, the strain of thpth layer of the superlattice causes diffuse scatteringFig. 4b which is concentrated
period is given by principally in the angular regions of the satellite peaks. As
Ad. d—d the magnitude of the fluctuations increases, a substantial en-
—e_Tp 70 hancement is observed in the diffuse intensity. However
. '
do do there is a limit to the rise in the diffuse intensity which, as
whered, andd, are the easy-plane separations of the layecan be seen from Fig. 4b, is more rapidly attained in the
and substrate in the unstressed state ;mg:(c(ﬁ) neighborhood of satellites with larger ordinal numbers. Re-
+CP)/c®, whereC{®) andC{®) are the elastic constants garding the total scattered intensity, we must note the follow-
of the crystal lattice in thepth layer of the period ing: as with the coherent intensity, when the magnitude of
(p=1,2). the fluctuations increases, a reduction in the total intensity of
Figure 1 shows the angular distributions of the diffusethe satellites is observed, along with a broadening of the
component and the total scattered intensity as functions d@tter. Here, as the magnitude of the fluctuations increases,
the cluster radiuf,. The static Debye—Waller factor of the the fraction of the diffuse component in the total scattered
layers in the period i€,;=E,=0.9. It is clear from Fig. 1a intensity becomes larger, so that gradually the diffuse inten-
that, for a constant degree of disruption of the crystallineSity begins to predominate. This is quite clear for the second
lattice of the superlattice layers, a continuous reduction ir@nd third satellites in Fig. 4c.
the with of the angular distribution of the diffuse scattered  Therefore, microdefects statistically distributed over the
intensity is observed with increasing defect radius. This insuperlattice volume and possible fluctuations in the layer
turn has a significant effect on the behavior of the angulathicknesses away from certain values do have a significant
profile of the total diffraction reflection curve. In Fig. 1b a €ffect on the formation of the diffraction reflection curves. It
rise in the profile of the total scattered intensity can be noiS extremely important to take them into account in analyzing
ticed in this angular region as the defect size increases. €xperimental x-ray diffraction spectra of superlattices.
There is some interest in an analysis of the formation of

the diffraction reflection curve as the structural perfection ofy -,y piFEFRACTION DIAGNOSTICS OF A

one of the layers in the superlattice period is varied. It hageyiconbucTING (InGa)As/GaAs SUPERLATTICE
been showh that for certain values of the static Debye—

Waller factors, complete quenching of the coherent compo- We shall use the formulas derived here to study a semi-
nent of the scattered intensity of one or the other of theconducting (InGa,_,)As/GaAs superlattice grown by
satellite peaks in the superlattice spectrum may occur. Figmolecular-beam epitaxy on an exactp1)-oriented, perfect

NUMERICAL SIMULATION
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FIG. 1. Theoretical dependences of the angular distri-
butions of the diffuse componefd) and the total scat-
tered intensity(b) of a 10-period semiconducting 30 nm
AlAs/30 nm GaAs superlattice on the cluster radius.

GaAs crystal. Two-crystal experimental diffraction reflection matize the x rays. The beam incident on the sample was
curves(Fig. 5a and b of the superlattice were taken in the stopped by horizontal and vertical slits of 0.1 and 2 mm

neighborhood of th€004) peak of the substrate. THO04)  widths, respectively. The experimental curve of Fig. 5b was
reflection from a perfect Ge crystal was used to monochroebtained with a 0.1 mm slit placed between the sample and
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FIG. 2. Theoretical dependences of the an-
gular distributions of the coherent compo-
nent(a) and the total scattered intensity)
on the static Debye—Waller facté; of the

b first layer of a superlattice period. The su-
perlattice is the same as in Fig. 1.

the detectofat a distance of 185 mm from the sample and 45Using the relationship between the angular separatién
mm from the detectgrin order to reduce the diffuse compo- between satellites and the thicknéss a period,
nent of the scattered intensity. The curve of Fig. 5a was A el
obtained without a slit. A=,

During epitaxial growth, 20 pairs of 0.5-A-thick InAs | sin 29
and roughly 300-A-GaAs layers were deposited. An analysisve obtain the following resultl=261+4 A. In addition,
of the experimental data, however, only revealed 19 periodsvith the aid of the standard formula
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FIG. 3. Theoretical dependences of the an-
gular distributions of the coherent compo-
nent(a) and the total scattered intensity)
on the statistical Debye—Waller factd,
for the second layer of a superlattice period.

/\ The superlattice is the same as in Fig. 1.

Ad deviationA 9, of the central superlattice peak from the sub-
Adp=— -Ki-Xg tandsg, strate peak yielded an avera@eer the superlattice peripd

do
. . . _ 74
whereAd/d, is the relative difference in the lattice param- Molar fraction of indiumx,, = (23%3)x10"".

eters of the unstressed InAs and GaAs layers lapds the Since the thickness of the InAs layers during epitaxial
Honstra coefficient for InAs, the magnitude of the angulargrowth was less than a monolayer, it was necessary to con-
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FIG. 4. Theoretical dependences of the angular distributions of the coleyeaarid diffuse componentb) and of the total scattered intensitg) on the
magnitude of the relative fluctuations in the thickness of the superlattice layers. The superlattice is the same as in Fig. 1.

sider a monolayer of g _,As, rather than a thin layer of lar fraction estimate was refined xe=0.22+ 0.01 during the
InAs. This, in turn, allows us to find the thicknesses of thecourse of numerically comparing the theoretical and experi-
layers in the periodlngaas @ndlgaas, and the molar frac-  mental diffraction reflection curves.

tion x of indium in the InGa _,As layer ((ngaas=3.116 Some theoretical diffraction reflection curves based on
+0.004 A, lgaa=258+4 A, andx=0.19+0.01). The mo- the superlattice parameters obtained from the numerical cal-
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FIG. 5. Experimentala, b and the corresponding theoretic@l, d) diffraction reflection curves for a semiconductifimGaAs/GaAg . . . [(001)GaAs
superlattice.

culations are shown in Fig. 5¢c and d. These curves have beéion distribution of the incident beam();=8+1A, Q,
calculated using the formulas obtained in this paper for the=0.09+0.01 A, a defect radiusR;=8 nm, and a static
corresponding experimental curves of Fig. 5a and b. In calbebye—Waller factoE=0.98.
culating the theoretical curves we have taken into acc@nt Using a narrow slit in front of the detector greatly re-
the polarization and instrument function of the distribution ofduces the diffuse component of the scattered intensity. Cal-
the radiation incident on the sample crysgtiGaussian func- culations showed that for the experimental geometry and mi-
tion was used for the lattgr(2) fluctuations in the thick- crodefects having a radius of 10 nm, a 0.1-mm-wide slit in
nesses of the superlattice layers, dB8d microdefects uni- front of the detector allowed only a few percent of the dif-
formly distributed over the superlattice thickness. fusely scattered intensity to pass. For this reason only the
It was possible to obtain satisfactory agreement betweenoherent component of the scattered intensity is shown in
the experimental and theoretical reflection curves for the fol¥ig. 5d for comparison with the corresponding experimental
lowing parameters: a width of 172 for the instrument func- curve (Fig. 5b).
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Gas sensitivity of silicon carbide-based diode structures
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Modification of the electrophysical characteristics of Pt/6H—SiC by hydrogen treatment is
investigated. It is found that the change in the bias voltage of a Pt/6H—-SIC structure for a fixed
capacitance is related to the hydrogen concentration by the Nernst equation. The sensor
response at 150°C is 39 mV per decade of variation of the hydrogen concentration. The changes
in the forward and reverse currents and the differential resistances of the diode structure in

a hydrogen-containing atmosphere are calculated. The shift of the current—voltage characteristic
toward negative voltages and the decrease in the differential resistance of the junction are
caused by a decrease in the height of the potential barrier of the Schottky barrier as a result of
dissociative adsorption of hydrogen with the formation of a double charged layer at the
metal-semiconductor boundary. At a working temperature around 150 °C the characteristics of
the structures are stable. We also investigated the effect of a temperature anneal (500 °C).

The formation of platinum silicides at this temperature leads to degradation of the gas-sensitive
properties of the metal-semiconductor junction. 1899 American Institute of Physics.
[S1063-784299)01002-9

INTRODUCTION drift of the sensor sign&lupon interaction with hydrogen.
This phenomenon, which has come to be referred to as
Semiconductor structure@MIS capacitors, field-effect hydrogen-induced driftHID), increases in intensity with in-
transistors, Schottky diodewiith electrodes fabricated from crease of the temperature. In addition, as a result of the in-
catalytically active metalémetals of the platinum grog@re  teraction of hydrogen with the insulator at elevated tempera-
used as primary converters in gas sensors — devices recortlires, the formation of unstable chemical bonds of the type
ing changes in the concentration of some gas. As a result &i—H and Si—OH, inducing complex physical phenomena
reactions taking place at the three-phase boun@astal— during aging, is importart.This study noted a degradation
gas—subgate laygrthere occurs a change in the electro-of the Pt/SiQ/Si structure at temperatures around 150 °C
physical characteristics of the structures: the flat-band voltassociated with diffusion of platinum atoms in Si©ver
age, the threshold voltage, and the forward and reversexygen vacancies and the formation of a$ttlayer moving
currentst A change in any of the above-enumerated charactoward the Si/SiQ interface.
teristics, by virtue of being related to a change in the con- The absence of an oxide layer or, in other words, the use
centration of the investigated gas, can be considered asd a Schottky diode as the sensing element, allows us to
sensor signal. Depending on the structure of the active ele@liminate the influence of an oxide layer on the operation of
trode, the material of the subgate layer, and, finally, thehe structure. The authors of Ref. 8 considered the operation
working temperature, gas sensors have sensitivity to hydrosf a gas sensor based on the diode structure Pd/6H-SiC.
gen, gases with polar moleculésarbon monoxide, ammo- They observed a sensitivity of the Pd/SiC Schottky diode to
nia, water vapor saturated hydrocarbons, and fluorfridn hydrogen and hydrocarbons.
order to raise the working temperature of the sensor, whichis The use of platinum as the gate material instead of pal-
very important in a number of practical applicatigiesg., in  ladium allows one to avoid structural changes in the elec-
diagnostics of engine exhaust ggsée wide-gap semicon- trode due to the cyclic action of hydrogeand also to reduce
ductor silicon carbide is used instead of silicon. Devicesthe effect of oxygen on the sensor sighilThe aim of the
based on 6H-SIiC, which has a band gap of around 3 eV, capresent work is to examine the action of hydrogen on the
operate up to 600f{Ref. 4. The authors of Ref. 5 investi- electrophysical characteristics of Pt/SiC Schottky diodes and
gated the characteristics of a gas sensor based on the strilbe effect of a temperature anneal on the stability of these
ture Pt/SiQ/SiO for diagnostics of hydrogen and hydrogen- characteristics.
containing gases. It was noted that an important aspect of the
stable operation of the sensor is the quality of the,3gger ~ METHODS OF STUDY, DEVICES, AND INSTRUMENTATION
grown on the silicon surface. As our experimental samples we used crystals of
The presence of sodium ions in the Siyer leads to  n-6H-SiC with dimensions % 4 mn? with grown-onn-type

1063-7842/99/44(2)/4/$15.00 180 © 1999 American Institute of Physics
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homoepitaxial films. An epitaxial layer of thickness around
5 um was grown by vacuum sublimation epitaxy on the po- g s
lar (0002 face of a 6H—SIC crystal. The electron concentra- .
tion in the epitaxial layer was 3210 cm 3. A high-
temperature Ohmic contact was formed on the substrate
pressed-on nickel with tungsten deposited above it. ",
A platinum electrode of diameter 0.7 mm and thickness N 4OE-§
around 600 A was deposited on the epitaxial film by magne-
tron sputtering in an argon atmosphere. To stabilize the mor- -
phology of the platinum electrode, the structures were an- 1.3 e¥
nealed in air at 300 °C for 30 min. 005‘:012 "1;7 1_‘; v ey S
The structures were placed in a gas cell, where they were v
mounted directly to the heating element. To avoid oxidation

-350

T
(o

300

250

C,pf

200

1150

at high temperatures, the contacts to the gate and to the a

Ohmic contact were prepared from graphite. The getirk- .
ing volume 50 cr) with the investigated structure was con- et
nected to the dynamic-mixing gas stand. The RGD-9 auto- o -8 -5 -4 -2 0

mated control system for the gas-flow regulators enabled uc v
to form gas f!uxes with a hydmgen concentration from 10 toFIG. 1. a— High-frequency capacitance—voltage characteristic of the struc-
1000 ppm with a steady total flow rate of 10¥® As the  re Pth-6H—SiC, b — dependence of the square of the reverse capacitance
carrier gas we used either helium or synthetic air. of the structure on the bias voltage. Height of the potential barrier at the
We measured the high-frequen@o kH2) capacitance— metal-semiconductor interface 1.3 eV. Temperature of the structure
. . 150°C.
voltage and current—voltage characteristics of the diodd>® "¢

structures. The measurement complex, based on standard de-

vices(a 1250 frequency analyzer and an E7HX2Rmete),  \yhereR is the universal gas constaitjs the absolute tem-
allowed us not only to measure the characteristics of theerature F is the Faraday numbeg, is the number of elec-

structures, but also enables regimes of operation that afgons participating in the reactiofly, is the activity of gas-

characteristic when testing the gas-sensitivity of MIS SeN%ous hydrogenCH+ is the activity of protons at the metal—

sors, specifically measurement of the change in the pias Yo'%emiconductor interfacéFig. 3)

;geegglrl'ﬂxed capacitance of the structure as the gas is let inti At 150°C for Z=2 it follows from Eq.(1) that the re-
sponse of the sensor should be 41.9 mV per decade of varia-
tion of the hydrogen partial pressure. This stands in good

RESULTS AND DISCUSSION agreement with the value of 39 mV obtained from the ex-
periment. This allows us to speak of dissociative adsorption

A high-frequency capacitance—voltage characteristic obf hydrogen at the metal-semiconductor interface with for-

a Pt/6H-SIC diode structure at 150 °C is shown in Fig. lamation of a double charged layer and an absence of any

From the dependence of@7 on the applied bias voltage

we have estimated the height of the potential barrier at

the platinum-silicon carbide interfacgFig. 1b as -040+ 1000
1.3+0.1 eV. C i

The action of hydrogen on the structure shifts the char- N .
acteristics toward negative voltages. Figure 2 plots the kinet-  ~0.45 :Q‘ M"- ;.wp‘.‘.r—j i —1800
ics of the change in the bias voltaffer a constant capaci- - W ] i -
tance of 275 pF for successive feed to the measurement C "
chamber of pure synthetic air followed by an air mixture -850 . 0 E
with a hydrogen concentration of 50, 400, and 800 ppm. The > r . g 4 =
working temperature of the structure was 150°C. At this L Y A =
temperature the response of the structure to the action of 0551 [ |40
hydrogen had a stable and reproducible character, but the r [ .
processes of interaction with hydrogen were quite rapid. The - ; r
steady-state value of the change in the bias voltage upon ~0.601 ’ ’;‘ ey
hydrogen being fed to the cell was reached after a time on r { -]
the order of an minute. -a55-L X B .

The dependence of the change in the bias voltage on the 1000 2000 30
hydrogen concentration is described by the Nernst equation t,s

RT C FIG. 2. Variation of the bias voltage for fixed capacitance of the structure
AU=E=E%-23 Iog H, (1) (275 ph fer successive feed to the measurement chamber of air and an air
ZF Cz ! mixture with a hydrogen concentration of 50, 400, and 800 ppm. Tempera-

Hy ture of the structure 150 °C.
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FIG. 3. Dependence of the change in the bias voltage of a Pt/6H-SIiC . .
structure on the hydrogen concentration of the hydrogen—air mixture: /G- 5. @ — CVC of the structure in a helium atmosphéteand for a
experimental data points, solid curve — theoretical dependehie hydrogen concentration of 100 ppt®) (the Pt/6H—SiC structures were kept
_ ' ° t a temperature of 500 °C for 100, lemperature of the structure 150 °C;
=391l0ogC,,. Temperature of the structure 150 °C. a

9, P b — CVC of the structure at room temperature bef@g and after(4)
temperature treatment.

interaction between the adsorbed hydrogen and the surface

states of the semiconductor. Such an interaction was olthe change in the current through the structure for a fixed

served in a study of Schottky diodémnd structures a tunnel- reverse bias is plotted in Fig. 4b. As in the case of the change

thin insulatoy based on silicon and led to an anomalouslyin the bias voltage for a fixed capacitance, the current

large (7 V) shift of the capacitance—voltage characteristicreaches its steady-state value quite rapitijter about a

upon treatment with 3000 ppm hydrogen in ardbn. minute, and no long-term drift, which is characteristic of
Formation of a double charged layer upon adsorption oktructures with a thick oxide layer, is observed.

hydrogen changes the height of the barrier of the Pt/SiC The saturation current density of a Schottky barrier is

junction, which leads to changes in the current—voltage chardescribed by the expression

acteristics of the structuréig. 4a. Thus, the differential e
resistance of the structure at zero bias changes by 50% upon |, = gA* Tzex;< — ﬂ>, )
treatment with 100 ppm hydrogen in helium. The kinetics of kT

wheree is the charge of the electrok,is Boltzmann’s con-
stant,T is the absolute temperaturgjs the probability of an
electron tunneling through the thin insulating lay#rit ex-
/ ists), A* is the effective Richardson constant, apgl is the
/ height of the Schottky barriéf.
/ However, the large currents on the reverse branch of the
/ CVC associated with leakage due to inhomogeneity of the
005+ // structures did not allow us to obtain the exponential growth
of the current expected from expressi@pin response to the
decrease in the height of the potential barrier caused by ad-
sorption of hydrogen at the metal—-semiconductor interface.
At working temperatures around 150°C the structures

0.15+

I,mA
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~

TS N W N SN UNS WA SN W IO SO0 N T A | /
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exhibited a high stability in their current—voltage and
capacitance—voltage characteristics. Heating to a tempera-
ture of 150 °C for 240 h in an atmosphere of synthetic air did
not lead to a change in the maximum capacitance of the
structure, as was observed in Ref. 7 for Pt/Si8), or in the
differential resistance of the structure at zero bias. When the
annealing temperature was raised to 500 °C, a change in the
current—voltage characteristics was observed after 100 h. A

FIG. 4. a— CVC of a Pt/6H-SiC structure in an atmosphere of pure he"umchange in the reverse current through the structure in re-

(1) and for hydrogen concentration in helium 100 pp2) temperature of
the structure 150 °C; b — kinetics of the change in the reverse curren
through the structuréarbitrary unit$ in response to a change in the hydro-

gen concentration in the measurement chamber.

ponse to hydrogen treatment is observed in this case at large
ias voltagesFig. 5a. The change in the CV({Fig. 5b and,
in particular, in the differential resistance of the junction are
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The average and instantaneous luminances of a thin-film electroluminescent @évideD) are
determined as functions of the voltage rise time by solving kinetic equations for the

concentration of excited emission centers in the electroluminescent layer of the device. It is
shown theoretically and experimentally that the dependences of the average and peak luminances,
the external and internal quantum yield, the energy vyield, and the luminous efficacy as

functions of the voltage rise time all have a maximum, and the position of that maximum depends
on the frequency of the driving voltage. The calculated and experimental dependences make

it possible to determine the main parameters of the electroluminescence process: the collisional
excitation cross section for the emission centers, the concentration of emission centers, and

the transition probability of the emission centers to an excited state, as well as the radiative and
nonradiative recombination probabilities of these and other centersl999 American

Institute of Physicg.S1063-78499)01102-3

Our earlier studi€'s’ indicate that the luminand@right-  losses. The electroluminescent structure is symmetric and the
ness and luminous efficacy of thin-film electroluminescent luminance waveforms are the same in the different half pe-
devices(TFELDs) change significantly when the shape of riods of the driving voltage.
the driving voltage pulse is varied, increasing for higher rates  We shall solve Eq(1) assuming a low level of excita-
of rise of the voltage, the other conditions being the same. tion, whereo is independent of the electric field strength,

In this paper we analyze the changes in the luminancand include nonradiative processes. Introducing the notation
and luminous efficacy during excitation of TFELDs by a
symmetric, sign-changing trapezoidal voltage pulse with a L (1
linearly rising front to determine the optimum excitation = ;+B
conditions in terms of maximum luminance and luminous
efficacy, as well as to determine the physical parameterand using the expressioj(t) =Cgyo(dV/dt)=Cgyo(Vim/tm)
characterizing the electroluminescence process in theder the active current density, whef®,, is the specific ca-
structures. pacitance formed by the insulating layers of the electrolumi-

The theoretical analysis of the operation of TFELDs un-nescent structure arig, is the time when the driving voltage
der these excitation conditions is predicated on the collitfeaches an amplitude o, ,2*we find, by analogy with Ref.
sional excitation of emission centers by free charge carriersl, the variation in the concentration of excited centers during
a typical model for electroluminescent structures based othe time when the driving voltage is rising to its maximum
zinc sulfide phosphors. The kinetics of the concentration oV,
excited emission centers is described by the following

-1

@

equation® 1 aN
N:‘(t)=Cex - a+—* t +$, 3
dN* (1) N* (1) T T
=a[N=N*(t)]- —BN* (1), (1) . .
dt T and during the time of the flat peak and fall of the voltage
pulse,

whereN is the concentration of emission centels: (t) is
the concentration of excited emission centers(t) t
=¢j(t)/e is the probability of a transition of an emission gec(t)=Cexp( — —*) (4
center from the ground to an excited state per unit time, T
whereo is the collision excitation cross section for an emis-
sion center,j(t) is the conduction current density in the
phosphor film which causes it to radiate, aanid the charge
of the electron;r is the relaxation time constant of the ex-
cited emission centers; ang, is the nonradiative transition
probability for these centers per unit time. N

As before? in the analysis we have assumed that the L(t)= 7.d, N_(t) (5)
insulators are homogeneous and that there are no dielectric e

where theC’s are constants determined by the initial condi-
tions.

Substituting the solution€3) and (4), subject to the ini-
tial conditions, into the equation

1063-7842/99/44(2)/6/$15.00 184 © 1999 American Institute of Physics
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which relates the emission of the electroluminescent devices 1
to the concentration of excited emission centers, whgres A=|1-exg —| at+— (tm—tenr)
the luminous output efficiencfguantity of lighd, defined by T
+T/2—
T ©®) Xe.xp( . u) |
T*

assuming monochromatic radiation, wheyg, is the exter-

nal quantum yield, defined as the ratio of the number o=V, /Vy,, A characterizes the nonzero initial conditions
photons emitted from the surface to the total number of phowhich occur during the steady state at high pulse repetition
tons produced in the volume of the luminescent layer, whereates ((4-5)7>T/2).

fy is the coefficient of luminosity of the radiatiohy is the Equation(11) implies thatL ,(t,) increases as the exci-
energy of the emitted photons (s Planck’s constajitand tation pulse repetition period decreases.
dim is the thickness of the phosphor layewe obtain the At low frequencies, fot,,= 7* the peak luminanck,, is

time dependence of the instantaneous luminance as the drigiven by
ing voltage rises from its threshold,,, at the timet,, when

t_he emission from the TFELD begi_nsr((tthr)ZO) until the 7eiumNa 1
time t,, when the voltage reaches its pedk, L(7)= — |1-exp—{1- ST 12
T
diymN a 1 .
L. (t)= 7o tum l—exg —| at+—|({t—tyw) || Fort,=ar*, L, is given by
™ a+ll* T
(7)
7cdiumN F{ 0Cqo H
Ly(am )= l—exp—2 Vi~V .

Equation(7), which is valid for low repetition rates of m(ar”) 2% e (Vim™Virr)
the driving voltage pulses, where luminance falls essentially (13
to zero during a half period, i.e., for (45)7<T/2 (whereT
is the repetition period of the driving voltage pulsesan be As the voltage rise time approaches zero, i.e., for exci-
used to determine the luminance rise time tation by rectangular voltage pulsds, approaches

1\t N oC
o=l e 8 L(ty—0)= %% 1—exp[ - edO(Vm—er)H-
(14

Similarly, taking the initial conditions to be equality of
the peak luminance during its rise and fall, i.&,(t.) The theoretical analysis of the functiéhl) is extremely
=Lgedtm), We find an expression for the drop in luminance cumbersome. However, Eql11) does imply that fora
with time, <1/7*, which corresponds to the region of largyg, the

peak luminancé <« ax1h,,, i.e., it falls as the reciprocal of
tm. For a>1/7* we havelL ,xa(l—t/t,), i.e., it increases
1—expg - ast,,. Fora~1/7*, L, is given by Eq(13) and is indepen-
dent oft,,. ThusL(t,) has a maximum in the neighbor-
p( t—tm) hood of a~1/7*, i.e., fort,,~ar. A numerical analysis of
exp — ,

1
at+—
7_*

_ 7cliumN o

Lyedt)=
ded ! ™ at+lit*

9 Eqg. (11) confirms the existence of a maximum in the func-
tion L (ty) (Fig. 1), where the maximum shifts toward
shorter voltage rise times as the frequency incre&Beas
3a). The physical significance of the fact that the peak lumi-
nancel , rises with decreasing voltage rise time for constant
N, o, 7, and B lies in a rise in the active current passing
(10)  through the electroluminescent layer, i.e., in an increase in
the rate of rise of the electron concentration within this layer,
which leads to an increased excitation probabitityper unit
time for the emission centers. For short excitation voltage
rise times, such that the conditien= (a/t,)>1/7* is satis-
fied, the rate of excitation of emission centers exceeds the
Lon(t) = chlumNL 1—(1-A) rate of radiative and nonradiative recombination, apgin-
ar™ +t, creases ag, increases. Foa~ 1/7*, the rates of excitation
and recombination of the emission centers balance each
Xex;{ _ ] (11) other. Given the field dependence @f° according to Eq.
' (10) one should expect a more rapid risedirwith increasing
t,, for short rise timeg,,. This causes a shift in the peak of
where L (ty) to largert,,.

><(tm_tthr) *
pe

which can be used to determin&. In general, for an arbi-
trary voltage pulse repetition rate, &gt, given that

a
t ’

a=

3

wherea=oCyyV,/e, we obtain the peak luminance as a
function of the voltage rise time,
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Using the ratio of the peak luminances, at t,,=ar*
andt,,=7* for the low-frequency region according to Egs.
(12) and (13), one can determine the cross secti@nfor
elastic excitation of the emission centers,

B e
77 CoNVim
y (1-1n)—[Ly(am™)/Lp(7™)][1—exd — (1—1/n)]]
2(1—1/n)? '

(19

Taking preliminary values of calculated fot o=4
x10 ¥cn? and the ratioLp(ar*)/Ly(7*) determined
from the experimental ,(t,,) curves, we find a value aof
which is then used to further refine the estimateapfto

N. T. Gurin and O. Yu. Sabitov

For high frequencies we have

1
Lmig(tn—0)=C 1—(1— 1—exp{—a 1_ﬁ>
T 1
Xexp ——— ex;{—a 1——)
;{ 27 n

T

X " (19
T

o 1)

Equations(16)—(19) provide a most complete descrip-
tion of the luminance—voltage characteristics of electrolumi-
nescent devices for different excitation voltage rise time,
since these formulas relate both the physical and structural
parameters of the devicéthe quantitiess, Vy,,, andCyg)

further refine the value of the elastic excitation cross sectior@nd parameters which characterize the excitation reginee

etc., until the discrepancy between the resulting values of

is smaller than a given error. Here the systematic error in this

technique is less than 1%.
Summing Eqgs(7) and(9) and taking the average of that

quantitiest,, andV,,).

A numerical analysis of Eq15) shows that the function
L mig(tm), like Ln(tm), has a maximungFig. 2a and bwhich
shifts toward lower values of,, as the frequency of the

sum over the half period of the excitation voltage, we obtaineXcitation voltage is raise@rig. 3b.

an average luminance for a linearly rising excitation voltage

consistent with Talbott’s law,

_ 2ncdymaN (to—ty) 1-A
" ety " " (et )
X 1—ex;{— a+— (tm—tthr)H
T*
1
+7* 1—(1—A)ex;{— at = (tm—tth,)]
T
t+T/2—t,,

X (16)

s )

An analysis of Eq(16) for the average luminance of an

7_*

A numerical simulation of Eqs(10) and (15) with the
choice of the parameteesand 7* that yields the best agree-
ment between the calculated and experimental curves makes
it possible, using Eqg2), (6), (7), and(9), to determine the
physical parameters that characterize the electrolumines-
cence processy, 7%, o (and, oncer is known, 8 as wel).
The value ofr is determined from the slope of an experi-
mental plot of the decay of the luminance with time plotted
in coordinates Ihge=f(t).

The other parameters characterizing the luminescence
process according to Egk) and(6) are . andN and also
the externakly,,; and internaly,,, quantum yields, the energy

electroluminescent device as a function of the voltage rise

time at low frequencies shows that figg>a7*, the average
luminance falls off monotonically with increasing voltage
rise time.

Fort,=ar* at low frequencies, the average luminance

is
ey PedumNap L 1) 1
Lmld(aT) T n 2a
1
X 1—exr{—2a 1—5 ] (17)

As t,—0, i.e., for excitation by rectangular pulses, at
low frequencies the average luminance approaches

1

1—exp{—a 1——)

l-exp — ,
p( 2

n
whereC=27.d;nN/T.

Lmig(tm—0)=C

T

X " (18

1.0

=3

g
E

-
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FIG. 1. The peak luminance of a TFELD as a function of the rise time of the
driving voltage toV,, at a frequency of 250 Hzl — calculated,2 —
experiment.
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FIG. 3. The dependence of the position of the maximum ofLth&,,,) and

0 250 4100 5[;0 5270 10270 L mig(tm) luminance curves on the frequency of the driving voltdge(t,,)

t, , pS (@, Lmig(tm) (b); 1 — calculated2 — experiment.

FIG. 2. The average luminance of a TFELD as a function of the rise time of
the driving voltage td/,, at frequencies of 1 kHza) and 250 Hz(b): 1 —

calculated 2 — experiment. B eLyg(am™)T 22
7cdiumCqo -
N, is defined by analogy with Ref. 5 as
efficiency #,,, the luminous efficacy;, , and the number of
emission centerbl; excited by a single electron as it passes = 7t _ _ext 23)
through the electroluminescent layefhe externalye, and Pem PenrKo
internal ;, quantum yields are related as follows: where we findP,,, the radiative transition probability, by
Nexi= TinKo (20) determiningB and = using Eq.(2) and proceeding from the

) o . probabilities of radiative (&) and nonradiative §) transi-
whereK, is a coefficient that accounts for the fraction of i per unit time to the absolute probabilities

radiation escaping the electroluminescent device.

According to Ref. 4,770, is given by U
Pem=7—775- (24)
1+
me LmidT
Next™ 2f,.hQ’ (21 Our previous calculations and experimental studies indi-

s . cate that the charge passing through the electroluminescent
where Q=Qyu(b+1)(N—1)=Cy(Vim—Vin); Qur IS the  |ayer and causing excitation of emission centers does not
threshold charge density in the electroluminescent Iayer(;jepend on the shape or the rise time of the driving voltage
Qtshr: CiumVihrum/ Sum= ClumoVihr.um, WhereS, is the area pulse:}’4
of the electroluminescent devic&, ,m is the threshold By analogy with the charg®, the active poweP, ex-

voltage of the electroluminescent layer, &g is the spe-  pended in exciting the luminescence and caused by the con-
cific capacitance formed by the phosphor layer; abd, §yction current is also independent of the rise time of the
=Caqo/Crumo=(&d/&wum)/(da/dium), where dg, dum, and  griving voltage when the other conditions are the same. This

eym are the dielectric constants of the materials and thgs confirmed by determinations dP, from the charge—
thicknesses of the insulating and electroluminescent layersygjtage characteristics and it is given'ly

Using the expressiof6) for 7. and the previously de- <
termined value ofr, we findN from Eq.(17) as Pa=Pa(b+1)(n—1)Sym, (25
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where P, = 2F Q3 Vinr .um= 2F Qi Ethr jur@ium iS the thresh- As opposed to this, the locations of the peaks in the
old power densityE,. .um is the threshold field in the elec- calculated and experimenta},4(t,) curves are the same at
troluminescent layer, ané=1/T is the frequency of the low and high frequencies. Thie,,4(t,) curve at high fre-

driving voltage. quencies, like thé& ,4(t,,) curves, has a steeper fall than the
Then, the dependences of the energy efficiengyand  calculated curve.
luminous efficacyrn, on the voltage rise timég,,, which are The calculated and experimental dependences of the lo-
proportional to the ratios of the average luminance of thecation of the maxima in the (t,—th®) and Lpg(tm)
electroluminescent device to the active powgy (Ref. 4  —t7®) curves as functions of the frequency of the driving
will given by voltage indicate that[® decreases with rising frequency,
and thel ,4(t,) curves agree, both qualitatively and quan-
_ 77 _ titatively.
Tt f\Pg(b+1)(n—1) it G Thus, the experimental data indicate that the proposed

model is valid.
iy The experimental b, (t)=f(t) curve has only one linear

7 (tm) = PS (b+1)(n—1) Lmia(tm)- (27 segment with7=0.6 ms, which is close to the published

the values and is evidence of single-step collisional excitation of

Equations(20), (21), (26), and(27) show that the func- the emission centefs’ The value of the collisional excita-
tions 7exdtm), 7ine(tm), 7w(tm) and 7 (t,) will qualita- tion cross section determined using E@.5 with Cyq
tively repeat the functional dependenicgiq(t). =32nF/cnt, V,=80V, and n=1.5 was o~(2.0+0.5)

For the experimental studies we used samples of & 10 *>cn?, which is close to the published valuz$The
TFELD consisting of MISIM (metal-insulator— value of o determined from the value ot using Eq.(9),
semiconductor—insulator—metabtructures, where M de- which itself is determined by the kinetics of the rise in the
notes a first transparent electrode made of Quirbthick  luminance td (t,), is (2.52£0.3)x 10 *°cn?. The agree-
SnO, and a second opaque O0.1Br-thick Al electrode, I ment among the values af determined by the different
denotes a 0.2—0.@m-thick insulating layer based on a solid methods is further evidence of the validity of the proposed
solution of the oxides of zirconium and yttrium model. The standard method of determinimgrom the col-
(ZnG,/1Y,03), and S denotes an electroluminescent layetision length characteristic of the collisional excitation pro-
based on ZnS:Mn with a thicknedg,,=0.8—0.9um and an  cess by measuring the luminous efficacy is rather tedious and
initial manganese content of 0.5 mass%. The transparemfives o=4x 10" 6cn? according to the data of M&and
electrode was produced by hydrolysis of tin chloride, theo=10"*6cn? according to the data in Vereschchagifhis
insulating layers were deposited by electron-beam evaporacatter in the values of the collisional excitation cross section
tion, and the phosphor, by vacuum thermal evaporation in according to different sources may be related to the different
quasi-closed volume. The opaque aluminum electrode wagarameters of the sample electroluminescent devices, as well
also obtained by vacuum thermal evaporation. The thresholds to the existence of a field dependencedor
voltage for the test electroluminescence structure was 80 V. The value of the decay constant for the concentration of

The samples were excited using a G5-89 signal genera&mission centers including nonradiative transitions,
tor with an auxiliary amplifier. The amplitude of the voltage =0.8 ms, determined from the closest possible matching of
pulses was 120 V, the pulse repetition period was varied ovethe theoretical and calculatdd,(t,,) and L4(t,) curves
0.2-20 ms, and the pulse rise time, over 1-1@B30 The can be used to determine the nonradiative transition prob-
average luminance of the emission from the samples waability per unit time,3=417 s %, using Eq.(2). Given that
measured by a YaRM-3 luminance—luxmeter with a mea«s=0.6 ms, the radiative transition probability per unit time
surement error of 8%. The emitted pulses, as well as the peak 1667 s 1. Then the absolute magnitudes of the probabili-
amplitude of the emission in relative units, were recordedies of radiativeP,,, and nonradiativeP, , transitions, ac-
with an FBJ-75 photomultiplier whose output was fed into cording to Eq.(24), are P.,=0.8 andP.,, ~0.2.
the first channel of an S1-114 dual-trace oscilloscti%o After determining that** =75us from the exponential
error). The excitation voltage for the electroluminescent de-dependence of,(t) in its rising portion, we find from Eq.
vice was fed into the second channel of the oscilloscope. Aii8) that the probability per unit time of exciting the emission
S1-83 oscilloscope was used to estimate the current antkenters ise=1.2x10% s~ 2.
charge flowing through the electroluminescent structure. According to Eq.(21) the external quantum yield at a

The experimental data confirm the theoretically pre-frequency ofF =1 kHz at the peak of the,4(t,,) curve for
dicted existence of a maximum in the peak luminance as ¢he test sample, which was unoptimized in terms of structural
function of the voltage rise timéFig. 1b. However, the and technological parameters, wag,=1.3% for L qg
location of the maximum in the experimental curve is shifted=123 cd/n? and Cyo= 32 nF/cnf.
relative to the calculated peak toward larger valuegof In Ref. 5, ney is estimated using a value &f;=0.2.

The fall in the experimental curve after the maximum isOur calculation oK including Fresnel losses and the losses
steeper than in the theoretical curve. This shift and thessociated with the critical andldor refractive indices of
steeper drop can be explained in terms of the above remarks35 for the zinc sulfide, 1.55 for the glass substrate, and 2.0
by the neglect of the field dependencemfin the calcula- for the transparent electrode and insulator, yiddgs=0.17.
tions. Then Eq. (20) gives an internal quantum vyield of;,
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=7.8% and Eq.(6) gives a light quantity ofy,=2.4  per unit time of the emission centers, the probabilities of
x10 8 Im-s. Then, with Eq.(22), the concentration of radiative and nonradiative transitions, the number of emis-

emitting centers isN=1.28<10?° cm 3. The number of sion centers excited by a single electron passing through the
emitting centers excited by a single electron passing throughlectroluminescent layer, the external and internal quantum
the electroluminescent lay€Eq. (23)] is N;=0.1. yields, the energy yield, and the luminous efficacy.

Using the values given above féy, hv, Cyo, Vin/Vinr,
andL ,4(t,,) at a frequency of =1 kHz, we obtain an en-

; ; 3 — -4

ergy yield and a luminous efficacy of,=4.27<10"" and 1y 1 Gurin and O. Yu. Sabitov, zh. Tekh. FiB9(2), 64 (1999 [Tech.
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Effect of driving voltage pulse shape on the luminance of thin-film electroluminescent
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The dependence of the average luminance on the parameters of the
metal—insulator—semiconductor—insulator—metal structures in thin-film electroluminescent
devices(TFELDs) and on the excitation conditions is found by solving kinetic equations for the
variation in the concentration of excited emission centers in the phosphor layer of TFELDs

for different driving voltage pulse shapésiangular, trapezoidal, sinusoidal, and rectangular with

an exponential leading edgét is shown that for equal amplitudes and pulse repetition rates

of a sign-changing symmetric voltage, the average luminance and luminous efficacy of TFELDs
increase as the rate of rise of the voltage is increased for different driving voltage pulse

shapes in the following sequence: triangular, sinusoidal, trapezoidal, rectangular. The calculations
are confirmed by experiment. @999 American Institute of Physid$1063-784£99)01202-1

Thin film electroluminescent devices with metal— whereN is the concentration of emission centelkg(t) is
insulator—semiconductor—insulator—metal layers based othe concentration of excited emission centerss the prob-
zinc sulfide phosphoré-ig. 1) doped with manganesgel-  ability per unit time of a transition of an emission center
low emission or terbium fluoride(green have high elec- from the ground to an excited state, ands the relaxation
trooptical and operational parametéhsminance, luminous time constant for the excited centers owing to radiative tran-
efficacy, longevity, etg, so that they are presently one of the sitions to the ground state.
most promising devices for creating flat displays. At the  The quantity @ characterizing the interaction of free
same time, the luminandgrightness of thin-film electrolu-  charge carriers with emission centers is usually expressed in
minescent devicesTFELDs) for red and, especially, blue terms of the collisional excitation cross sectierby
light is not yet high enough for full-color flat display panels. 1
Another shortcoming of TFELDs is the need to drive them  4(t)= ~¢j(t), )
with a sign-changing voltage of amplitude 60—300 V. In this e
regard, here, for the purpose of determining the feasibility ofyheree is the charge of the electron ait) is the conduc-
enhancing the luminance or of lowering the driving voltagetion current density flowing through the phosphor layer.
of TFELDs, we conduct theoretical and experimental studies The luminance of the electroluminescent structure de-
of the dependence of the luminance of TFELDs on the shapgends on the rate at which emission centers under a transi-
of the driving voltage pulse while other conditions are heldtion from the excited to the ground state,
fixed.

The calculation of the kinetics of the variation in the

luminance of TFELDs with excitation conditions is based on V A’S

the collisional excitation of the emission centers of a

phosphort a model process typical of a manganese-doped J~3
zinc sulfide(ZnS:Mn) TFELD. The process of exciting the 4
emission centers can be divided into the following stages:

tunneling emission of electrons from interfacial states of the K2
cathode surface of the insulator—phosphor interface, their ac- g,‘
celeration in a high electric field, multiplication of charge 2
carriers by collisional ionization, excitation of emission cen-

ters by high-energy electrons, radiative transitions to an un-

excited state, and capture of carriers by interfacial states at 1
the anode surface of the insulator—phosphor interface. Here // %

the kinetics of the variation in the concentration of excited

emission centers in the phosphor film obeys the equétion

FIG. 1. Structure of an electroluminescent devite: glass substrat® —

dN* (t) N* (t) transparent electrode based on $nh®— insulating layer based on SjO
- — N* — 4 — insulating layer based on Zg& Y,0;, 5 — electroluminescent layer
a[N=N*(t)] , ()
dt T of ZnS:Mn, 6 — opaque electrode based on Al.

1063-7842/99/44(2)/6/$15.00 190 © 1999 American Institute of Physics
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N* (t) it was assumed, by analogy with Ref. 4, that: the electrolu-
B(t)= 7ede r (3 minescent device is driven by a periodically sign-changing

hered. is the thick £ the phosphor | , symmetric voltage; the insulating layers of the structure are
wheredk is the thickness of the phosphor layer angis identical, homogeneous, and have no dielectric losses; the

luminous output efficiency, which is proportional to the . . . .
. : luminance waveform determined b is the same in
number of photons emitted from the surface to the total num- y E@)

ber of photons produced in the volume of the Iuminescen{he dnj‘erent half periods of the driving voIFage; angl and. .
layer 7 are independent of the shape and amplitude of the driving
Equation(3) was solved for driving voltage pulses with voltage. In this case, the shapes of the current pulses passing
triangular, trapezoidal, sinusoidal, and rectangular shape&rough the electroluminescent layer and the shapes of the
The rectangular pulse shape was assumed to have an exd@minance waveforms from the electroluminescent device
nential leading edge with a rise timemuch shorter than the shown in Fig. 2 are close to the shape of the current pulses
luminance rise time of the TFELD, in accordance with theand luminance waveforms observed in real TFELDs by our-
actual conditions for forming these pulses. In the calculationselves and others® Over a timet<t, during which the driv-
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ing voltage reaches the threshold voltageof the electrolu-  the electroluminescent layer falls below, on account of
minescent structure, which corresponds to the onset dahe charge on the capacitances of the insulating layers; then
emission from the electroluminescent device, there is no corzarrier generation by collisional ionization ceases, the con-
duction current through the electroluminescent layer, andluction current through the electroluminescent layer ap-
only a capacitive current flows through the electroluminesproaches zero, and a drop in the luminous intensity of the
cent devicé' WhenV=V,, the voltage drop across the elec- TFELD begins which continues until the next time the ap-
troluminescent layer is determined by charge carrier generalied voltage reachep/,|. Here j(t)=0, and Eq.(1) takes

tion owing to collisional ionization and remains roughly the form

constant and equal to the peak value of the threshold voltage AN* (1) X N* (1) ,

Vi Of the electroluminescent layer itséltntil the external (11)
voltage reaches its peak, att=t,,, a conduction current dt T
_ dv(t) The solution of this equation is
J()=Cao—g— (4)
dt t
* = R —
flows through the electroluminescent layer, wheg is the d(H=D exp{ )’ (12

specific capacitance of the insulating layers of the electrolu- here D | tant determined f h dit

minescent device and(t) is the time variation of the driv- Wic'c P 1S a constant determined from the condition

ing voltage. N7 (tm) = Ng (tm)- .
Let us now consider the solution of E€L) for various Solving Egs.(7) and (11) for a steady-state excitation

shape of the driving voltage. For triangular and trapezoidafeglme where the concentratid (t) does not reach zero

voltage pulse shapes, in the rising portion of the vol'tageduring the dropli.e., the high-frequency regime, for which

_ _ . the criterion is7>T/2 [Egs. (4) and (5)], where T is the
V(1) =bt, wh =V, /t,) th t t -
gict:y i(s)givbeﬁ \llavyereb w/tm) the conduction current den period of the driving voltageand substituting the results in

Eq. (3), we obtain a formula that describes the kinetics of the
()= Gy 5 variation in the luminance of a TFELDB(t), when it is
Jn= doﬂ' 5) driven by a linearly rising voltage. In accordance with

. _ . Talbott's law, the observed average luminance is
Then, with Eq.(5), the value ofa for a linearly rising g

voltage is 2 (ttTR2
o V, a T Jy,
a=2Cuo =1 (6) . .
m Im Then the average luminance of a TFELD driven by a
wherea= 0CyoVpy/e. triangular voltage pulse will be given by
When Eq.(6) is taken into account, Eq1l) becomes 5 27.deaN _
dN*(t) a . N* (t) M T a+ )| ™ Sy
G S INTNT O] @)
m T 1
The solution of this equation is the sum of the general X 1—ex;{— at ;)(tm_tt) }
solution of the homogeneous equation and the particular so- L
lution of the inhomogeneous equation. The general solution
+71—(1— —| a+— -
of the homogeneous equation has the form Mi-(1-A)ex T (tm=t)
1 t+T/2—t
N*(t):Dexr{— a+;)t , (8) X 1—exy{—%> H (14

where« is given by Eq.(6), andD is a constant of integra- where
tion.

The particular solution of the inhomogeneous equation is _ _ TRty
A= (th—ty)||exp — ———|.

T

1—exp{—

a+ 1/t ©) For a trapezoidal driver voltage pulse, the solution of Eq.
(1) is described by Eqs10) and (12), analogously to the
case of a triangular voltage pulse. For a trapezoidal voltage
pulse, however, at the timtg, the total current through the

a+t —
T
N*(t)=

Summing Eqgs(8) and (9), we obtain the general solu-
tion of Eq. (7),

1 aN electroluminescent structure goes to zéf. 1).
Ni*(t)=D ex;{ —|at ;)t T (10) For a sinusoidal driving voltage of the form
V=Vsinwt, where o=2#/T is the angular frequency,
whereD is determined by the initial conditions. with Egs.(2) and(4) we find « to be given by

For t>t,,, when the amplitude of the driving voltage
becomes less thavi,, (for a triangular voltage pulg®r does

g
. = — V = . 1
not vary (for a trapezoidal voltage pulsethe voltage across “e CaoVme COSw=aw coswt (19
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Then, with Eq.(15) the general solution of the homoge-
neous equatiofil) is

t
asinwt+ p (16)

N*(t)=D ex;{—

The initial Eq. (1) is not solved analytically, but for
a<<1/7 one can obtain an approximate general solution.

27n.d.aN

wT

3eX[X—2tI/T)(wTSinwtt—
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The drop in the concentratioN* (t) for =0 is de-
scribed by Eq(12). Then, taking the initial conditions into
account and averaging the resulting solution of EL.in
accordance with Eq(13) over the time intervallt;;t;
+T/2], we find an expression for the average luminance of
an electroluminescent device driven by a sinusoidal
voltage,

2 coswt;) —wrexp —T/27)

mid =

( 2tI
T COSwt; ex

T 1+ wzrzl

1+ w?7?

wT

] .
|

ty+T/2—t
i T2

+

A ex;{asinwtt

LT
& ar

ro -
o

where

+T
a4T

wT

—F—exp — loTexXp —
1+ w?7? F{ [{

t
- ex;{ i) (wTsint;— coswty)

t+T/2—t
Xex;{ L= m
=

For a real driving voltage of rectangular form with
an exponential leading edge that varies ¥ét)=V,
X[1—exp(~t/7)], where7; is the rise time of the leading
edge of the pulser> 7, with the aid of Egs(2) and(4), we

find « to be
o Vp F{ t a p( t)
a=—Cqyo—expg — —|=—exp — —|.
e T Ti Ti

i Tj

A=

T
471

(18)

Then, with Eq.(18), the general solution of the homoge-

neous equatiol) will be

——aexp ——
T Ti

Equation(1) is not solved analytically, but in the specific
case ofr> 7, and @<<1/7, on neglectingxr we can obtain an

(19

N*(t)=D exr{—

) (w7sinwt;—coswt;)

0?1+ (2lw7)?]
gl
o7

oo

2.2
w°T . t
)((Msmwtt coswt;) + ——A exr{asm ot + —H
wT T

17
[
_ZﬂedeaN A tt tt
mid_T—T ex ;—an —;i
t t t
+ex;<——t r<exp(——t)—exp(——m))
Ti T T
ol - -end{ -]
—Ti|exXpg ——|—exp ——
T; Ti
s
+7Aexg——aexg ——||+texpg ——
T T; Ti
A=) o 2ot -]
—exXp — — | |eXg ———aexp — —
Tj T Ti
t+T/2—tp,
X|1—ex | (20

where

te+T/2—t
oo T2

Based on Egs(14), (17), and (20) we have calculated

approximate general solution of the inhomogeneous equdhe average luminance of TFELDs for different shapes of the

tion.
The drop in concentratioh™* (t) is also determined by

sign-changing symmetric driving voltage compared to the
average luminance of a TFELD driven by a triangular volt-

Eqg. (12). Then, on averaging the results over the time inter-age pulse for the same peak voltages and repetition rates of
val [t;;t;+T/2], we obtain an expression for the averagethe pulses. For determining the calculated average lumi-

luminance of an electroluminescent device driven by a rectnance, the specific capacitance of the insulating layers of the
angular voltage pulse, TFELD was taken to b€4,~10" 8 F/cn? and the values of
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TABLE I. Calculated and experimental values of the average luminance for tm  dV(t)
different driving voltage pulse shapes. = J Cqy T dt= mC.V,(m— 1)
t

Voltage waveform Calculated Experiment

, =Q(m+1)(n—-1), (21
Triangular 1 1
Sinusoidal 1.22 1.26 where Q, is the threshold charge in the electroluminescent
Trapezoidal 1.70 2.02 layer corresponding to the onset of emission and is indepen-
Rectangular 2.06 2.33

dent of the driving voltage pulse shapa=C,/C,
=(eqlee) 1(dy/de), e4 ande, are the dielectric constants of
the materials in the insulating and electroluminescent layers,
] andn=V,/V;.
o and r were taken from dafafor zZnS:Mn, at o~4 di h . | din th
1602 and 7~2 ms. As Table | shows. the calculated Accor ling to Eq.(4), the active power released in the
x10""cm" and 7 : , electroluminescent device and caused by the flow of the ac-

values of the average luminance of the electroluminescenyq c\rrent through the electroluminescent layer is nonzero
device increase with the rate of rise of the voltage, in accory, t<t<t,,, ie., when the voltage on the electrolumines-
- m: . .y

dance with Eq(4). , . cent deviceV=V,. Then the instantaneous active power is
In order to verify the analytic results, we have studied yatermined in the form

thin-film electroluminescent metal—insulator—

semiconductor—insulator—metal structures based on ZnS:Mn  Pa(t) =Vie- 14(1), (22

(Fig. 1). Glass slabs with a continuous Q.n-thick trans- g taking the sameness of the half waves into account, the

parent Sn@ electrode deposited on them were used as subsqtive powerP, is given by

strates. Two insulating layers were deposited over the trans-

parent electrode: silicon dioxide (SjPto a thickness of 0.2 2 fm

um and a solid solution of the oxides of zirconium and 0

yttrium (ZrO,XY,05 (13 mass 9% to a thickness of 0.05

pum. The thickness of the electroluminescent layer was 0.7

Pa(t)dt. (23

Given Eqgs.(22) and (4), we have

pum. Layers of SiQ with a thickness of 0.2m and ZrQ dv(t)

X Y,05 (13 mass % with a thickness of 0.0am were also Pa(t):CtheT- (24)

used as a second insulator for the structure. The second i .

opaque electrode was a 0.28n-thick aluminum film. With Egs.(21) and(24), the expression foP, takes the
The samples were excited using a special version of form

G6-37 signal generator with an additional amplifier. The lu- 2 (tm dVv(t)

minance of the electroluminescent structures was measured Pa=f f d tert

using a YaRM-3 luminance—luxmeter with a measurement t

error of 8%. The voltage acruss the electroluminescent de- 2 Vi

vice was measured with a V7-40/3 digital voltmeter. The =7CaVee fv dV=3VieQ. (25

t

amplitude of the voltage pulses was 300 V and their repeti-
tion rate was 500 Hz. For the trapezoidal voltage pulse the Equation(25) implies that the active power produced in
rise and fall times were 80s. The rise time of the voltage in the electroluminescent device is independent of the shape of
the rectangular pulse was=1 us. the driving voltage pulse and, by analogy with Ref. 4, is
The experimental resul{see Table)l confirm the effect given by
of the shape of the driving voltage on the average luminance s
of the TFELDs, while the rise in the average luminance as Pa=Pi(m+(n-1)S,, (26)
the rate of voltage rise is increased was greater than in thehere P;=2FQ;V .= 2FQ{Ed. is the threshold power
calculations. This quantitative discrepancy between the thedensity, V. and E;. are the threshold voltage and field
oretical and experimental results can be explained by thstrength in the electroluminescent lay@; is the threshold
approximate solutions of Eql) for sinusoidal and rectangu- charge density in the electroluminescent laye@;
lar voltages, differences between the initial parameters in the= C.V,./S., and S, is the area of the electroluminescent
calculations Cq4, o, 7) from the actual values, and experi- device.
mental error, as well as the failure to include the depen- Our experimental studies of the charge—voltage charac-
dences ofp., o, and 7 on the shape of the driving voltage teristics of the TFELDs using an S1-83 oscilloscope follow-
pulse. ing a method described by Herniaor the different driving
The rise in the luminance of the emission can then bevoltage pulse shapes indicate that the areas of the hysteresis
attributed to a different charge flowing through the electrolu-loops in these characteristics when radiation is generated by
minescent layer during the time when carriers are generatettie TFELDs are proportional to the active povieyand are,
in it, which leads to different values of the active powerto within the measurement error, the same for equal ampli-
expended in generating the radiation. tude and frequency of the driving voltages. This confirms
However, the charge flowing through the electrolumi-that the active power dissipated in the electroluminescent
nescer;}t layer during the time when carriers are generatedevices is independent of the shape of the driving voltage
there i pulse.
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For a TFELD that radiates uniformly in all directions at These theoretical and experimental studies have shown,
its surface, the luminous efficacy, defined as the ratio of theherefore, that as the shape of the driving voltage pulse is
emitted luminous flux to the active power, is then, by anal-changed with an increase in its rate of rise there is a substan-
ogy with Ref. 4, given by tial rise in the average luminance and luminous efficacy of

TFELDs. These data can be used both to increase the lumi-
_ 27) nance of electroluminescent devices of this type and to re-
P (m+1)(n—1) duce the amplitude of the driving voltage pulse for a given

. - . . luminance.
and increases similarly to the rise in luminance when the rate

of rise of the voltage is increasg@hen the shape of the

driving voltage pulse is changgd 11, K. Vershchagin(Ed), Electroluminescent Light Sourcém Russiad,
The mechanism for the rise in luminance when the shape Energoatomizdat, Moscow990, 168 pp.

of the driving voltage pulse is changed is that, when the ratezN' A. Vlasenko,Physical Foundations of Semiconductor Electrorics
. L . Russian, Kiev (1985.

of rise of the volt_age is increased, th(_an according to E2)S. 3. k. samokhvalov, Zh. Prikl. Spektrosk2(3), 182 (1995.

and (4) the amplitude of the conduction current pulsét) “N. T. Gurin, Zh. Tekh. Fiz66(5), 77 (1996 [Tech. Phys41, 448(1996)].

increases(Fig. 2 and the probability per unit time of an 2¥ g- g'r?ghﬁ S. gfshgayKa”de- S\AOA”OF;' ;-hggpzoggﬁlvg%ll(wg])-
o ) : i . S. Chenh and D. C. Krupka, J. Appl. , .

emlttlng center's undergoing a transmoq fror_n the ground to "N. T. Gurin, Hektron. Tekh. Ser. 3. Mikrdektronika, No. 1 (135,

an excited state becomes greater, which, in turn, leads topp. 88—90(1990.

higher concentrations of the excited centers and, thereforeR. Max, in Polycrystalline Semiconductors. Physical Properties and Ap-

higher instantaneous luminancees at titwet,,. For equal Plications edited by G. Harbeck, Mir, Mosco1989, pp. 264-292.

relaxation timesr of the excited centers, this leads to a rise " Heman. Electron Technol, No. 1/2, pp. 23-581986.

in the observed average luminance of TFELDs. Translated by D. H. McNeill

TBmig
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A theoretical study is made of the trajectories and of the changes in magnitude and direction of
the wave vectors of magnetostatic backward surface waves with different frequencies
propagating in ferrite—insulator—metal structures with different insulating layer thicknesses and
magnetized by a linearly nonuniform static field. It is shown that both forward and

backward magnetostatic surface wayBtSSWS9 propagate in a waveguide channel, on one side
of which MSSWs undergo mirror reflection and on the other side of which their propagation
direction is rotated, independently of the thickness of the insulator in the structure. It is shown that
when MSSWs propagate in a nonuniform field, the forward wave is converted into a

backward wave and, under certain conditions, the backward wave is converted into a forward
wave. Some features of the propagation characteristics of magnetostatic backward surface
waves are determined. @999 American Institute of Physids$$1063-784£99)01302-1]

The possibility of using different types of magnetostatic =~ The contours of the fieltH, in the plane of the ferrite
waves for creating solid state analog signal processindilm form a family of straight lines parallel to thg axis.
system$ adds to the urgency of studying the dispersion of  Let a magnetostatic surface wave with frequengy
the forward and backward magnetostatic surface waves 2f; propagate in the FIM structure with its wave vedtor
(MSSWs9 which exist in ferrite—insulator—meta(FIM) and group velocityy, directed at angleg and ¢ to they
structures. The dispersion of magnetostatic waves dependsis. SinceH,<H,, the dispersion relation for MSSWs in
greatly on the thickness of the insulating lay@rand can be the FIM structure has the same form as for MSSWs in the
controlled, in particular, by creating a nonuniform magneticfield H,,%® and it can be written as the sum of two terms, of
field H (referred to below simply as the fieldlsg) along the  which the first is the dispersion relation for MSSWs in the
propagation path of the MSSWs!? Studied® have been ferrite layer and the second is an increment to it owing to the
made of the propagation of magnetostatic forward surfac@resence of the insulator and metal lay€rs,
waves(MSFSWSs in FIM structures magnetized by a one-
dimensional, linearly nonuniform, static field,. Here we [B—2u«a coth akd)]+(B+2—2pv cose)exp —2ks)=0,
present results from a study of the trajectories and of the 2
changes in magnitude and direction of the wave vektof
magnetostatic backward surface wa#SBSWSs propagat- where a=[u s o+cose]*?, B=(v?— u?+ u)cose
ing in this type of structure. —p—1, u=1+04Q5-0) 7Y »v=0,Q5-0) 71, O

Let us consider an FIM structure that is infinite in 1 = w;(47|y|Mg) %, Qg=Hy(47Mg) "%, y is the electron
plane and consists of a ferrite film of thickneksmagnetized gyromagnetic ratiop=1 for propagation of MSSWs in the
to saturation, an ideally conducting metal layer, and an insuplanex=0, p=—1 for propagation of MSSWs in the plane
lating layer of thickness between them. Let the=0 plane  x= —d, and the nonuniformity of the fieltly in Eq. (2) has
be the surface of the ferrite film, which is located in a weakbeen taken into account by substituting the required value
nonuniform fieldHy=Hy+H,, whereH, is a uniform field  from Eq. (1) into the componentg and » of the magnetic
(referred to below as the field,) andH,, is a nonuniform  permeability tensor.
supplement to it which is much lower that, and varies Since forp=—1, MSBSWs do not existwe shall con-
slowly along the length of a MSSW. Then the figl can  sider the casgp=1, where both forwardwith a positive
be regarded as one-dimensidhaf and, for concreteness, as projection of the group velocityy on the direction of the
directed along the axis, and, in the case of a linear nonuni- phase velocity,,;,) and backwardwith a negative projection

formity, can be written in the forfi of the group velocityg on the direction of the phase velocity
Vpn) Magnetostatic surface waves exist. Equat@®rnvas ob-
Hy=H.(2)=Hy+47M oza l=47My(Qy+zal), tained in the magnetostatic approximation, so the dielectric

(1) permittivity does not appear in it, and this layer is identical
to a vacuum gap. F@—, Eq. (2) becomes the dispersion
whereQ=Hq(47M;) "1, and 47M, is the saturation mag- relation for MSSWs in a ferrite film and fas=0, the dis-
netization of the ferrite film. persion relation for MSSWs in ferrite—metal structures. In

1063-7842/99/44(2)/7/$15.00 196 © 1999 American Institute of Physics
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the following we assign the indexto those functions which
depend ors, replacing it by for ferrite films and by 0 for
ferrite—metal structures.
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energy of a MSSWin the direction of the group velocity
Vg), i.e., the functiony(y), which is determined from the
trajectoriesz(y) of the MSSWs using the fact that the tan-

The problem of the propagation of MSSWs in ferrite gents toz(y) at each point of the ferrite film coincide with

films and FIM structures magnetized by a figq of arbi-
trary form is solved by a Hamilton methtd? and reduces
to solving a system of three differential equations:

dk

ak ok ok |71
=—k| — cosp+ — sing kCOS(p+£SIn(p ,

dy ay 9z
de [ok ok y R
d_y = W Sine E COoS¢p CoSs¢p + % Sing y

dz Csi ak . ok |71t 2
@— smcp—Ecos(p cos§o+@sm<p , (3

where the partial derivativegk/dy, dk/dz, and dk/d¢ are
calculated from Eq(2).

The initial conditions for solving E¢3) are given at the
pointy=z=0 and for a MSSW with frequenc§}; have the
form

Q:Qia (P:(POI Hg:H01 k:ko,i1 (4)

wherekg; is found from Eq.(2) when the first three condi-
tions of Eq.(4) are satisfied.

The knowledge of the MSSW trajectoriegy) and of
the dependences of the wave numis¢y) and the angle
¢(y) on the coordinatg obtained from Eq(3) can be used

the direction of group velocity,. A simultaneous analysis
of the ¢(y) and ¢(y) curves allows us to judge the type of
MSSW.

When broadband converters are used, it is primarily the
MSFSWs with the smallest value &f ; which are excited®
Exciting both forward and backward waves requires separate
narrowband converters, each of which excites MSSWs with
their own value ok, ; (ky¢; for forward andk,,; for back-
ward waves

When MSSWs with a given frequendy; propagate in
the fieldH,, the projection of the wave vectéron a level
line of the fieldH, remains constantk, ;=Cs,i(s)) and
this causes the angle to vary over the range- ¢, <¢
<¢¢s and the wave vectok to increase as the absolute
value of ¢ increase§ 12

Let us recall the properties of a MSSW in the figiq
which follow from Egq. (2) and the condition ky;
=Cf(b),i(s).13 The lower bound frequend®, is independent
of ¢, the gaps, andk, ; and is given by

Q=00 +1). (5)

The upper frequency boundafy, ¢(k,,¢) depends on
the anglee, the gaps, andk,; and has a maximum at

to obtain a complete picture of the propagation of MSSWs¢=0 andk, ;= Cyp, (S); its smallest valuél,, ..(k,0) for a
However, this solution, which is valid for both forward and gaps—« and its largest valu€, o(k,,0) for s=0 are equal
backward MSSWs, does not distinguish the type of waveto!®

Therefore, in studying the propagation of MSSWs we shall

also examine the change in the propagation direction of the

Qu.(ky,0)=\(Qg+057-0.25exp— 2k, ;d),  (6)

Quo(ky,0)={1+V(3+4Q )%+ 4x_1(1+ Q[ (1+4Qg) +x_1Q4]}2x, 1) "L,

wherex_,=cothk,;d—1 andx;=cothk,;d+1.
For k, j—, Egs.(6) and (7) transform to the known

equations
0 (,00=04+0.5, (68

Quo(*,00=04+1. (7a)

Magnetostatic surface waves exist within the range of

angles ¢==*¢. 4, Where ¢.s are the “cutoff” angles
bounded by the limitsp, < @¢ s<@c o, With

@c=arccog[ Q;+ VO — Qy(Qg+1)1(Qy+1) "1,
(8

9)

The positions of the uppez, and lowerz (k) bounds
of the MSSW trajectoriez(y) in the yz plane are deter-

¢co=arccos/[Q2—Qy(Qy+1)](Qg+1) L.

mined from the following considerations. A MSSW with a

given frequency); and anglep, in the fieldH4 can propa-

gate only as the field; varies fromHy, ¢(ky) to Hg,;

Hgi.s(ky) andHg, are found from the dispersion relati¢®)
for Q;=const. Substituting them in Edql), one calculates
the boundsz, and z (k,), which lie within the limits
7 ..(ky) =<2 o(ky) =<z o(ky), Wherez,, z ..(ky), andz (k)
are given by’

z,=0.5a( /40 +1-1-20Qy), (10)
7 ..(ky) =0.5a(1/4Q7+ exp( — 2k, ; d) —1—20Q),
(11
7 o(ky)=0.58{[ — 1+ (2, 1 Q= 1)+ 2 1¢_1]
X(x41) 1=1-2Q4}. (12

The lower boundg, ¢(k,) for MSFSWs and MSBSWs
are different, sincé, ; for a forward wave differs fronk,, ;
for a backward wave.

Since solving the MSSW propagation problem in FIM
structures by the Hamilton methtd? does not distinguish
between MSFSWs and MSBSWs, it is necessary to analyze
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the dispersion relation for MSSWs in FIM structur@s di- a
rectly. The dispersion relatiof2) describes a dispersion sur-
face Q¢(k,p) or Qg(k,,k,), where ky=kcose and k,
=ksing.>® The shape of th€)y(k, ,k,) surface is deformed

as the gays changes. MSBSWSs can exist if the convexities
of the Qg(k,,k,) surface are intersected by the plane
¢= g, Where the anglep, is specified by the propagation
direction of the MSSW¢gexcited by a MSSW antenparhe
complicated shape of the surfatg(k, ,k,) makes it neces-
sary to analyze it using different cross sectiéfh$*A com-
plete picture of it can be obtained using the cross sections in
thek,=0 plane[the dispersion curv€¢(k,,0)] and in a set

of planes();=const[the curvesk,(k,)] in the plane of the
MSSW wave numbejs MSBSWSs exist, in principle, if the
Q4(ky,0) has a maximum and the curvesandk, have at
least one tangent passing through the péiptk,=0. The
conditions for excitation in thé, ,k, plane are described by
the intersection of a line starting from the coordinate origin
at a given anglep,, with the curvek,(k,) corresponding to
the fieldH, at the point of excitation. An intersection of this
sort can occur at two or three points. The perpendiculars to
thek, axis from the intersection points determine the projec-
tions of the wave vectok,, ; for the forward and back-
ward waves, while the perpendiculars to the tangents to the
k,(ky,) curves at these points determine the direction in
which the energy of the MSSW is transportétie angles
Yor)) - From the relationship of the angleg and ¢ it can

be stated that the first and third points of intersection, count-
ing outward from the coordinate origin, correspond to for-

ward waves, while the second corresponds to a backwardG. 1. ky(k,) curves for MSSWs in FIM structurega) f;=3600 MHz,
wave. s=4d/3, solid curves foHg (Og): 278.4(1), 395(2), 410(3), 437.5(4), 611
. . . . (5), and 680(6); (b) f;=3650 MHz, s=5d/3, solid curves forH, (Oe):

We now examine the dispersion surfafg(ky.k;) i 4338(1), 437.5(2), 445(3), 492.2(4), 546.9(5), 601.6(6), 656.2(7), and
FIM structures in a field . For possible comparison with 694 (8). The inset to Fig. 1a shows a square with sid@s600k, and

experiment, we choose specifically the generalized variable®—-600k, .

Qi, Qn, ¢, kd, andks in Eq. (2) and provide a calculation

of the dispersion surfaces and propagation characteristics of

MSSWs in FIM structures with ferrite films of yttrium iron MSSW excited in a field);=0.25 is indicated for clarity by
garnet having a saturation magnetizatiomM,=1750 G a dot-and-dash curve.

and thicknesgd=15um in a field Hy with (,;=0.25 and It is clear that thek,(k,) curves for MSSWs in FIM
a=32. Recall that in a fieldH, the dispersion surfaces structures with a small gapare either similar to ellipses of
Qg(ky ,k,) are different for MSSWs in FIM structures with a noncanonical forricurves1-3, as has been found to occur
small (s<s,(Qy)) and large §>s,(Qy)) gapsd In a field  in a fieldH, for MSSWs with frequencie@i>Qu'o@(c>0,0)]6
Hgy, the form of the dispersion curve3(k,,0) is qualita- or are unclosed circles lying between two curves similar to
tively the same as in a fielt,. In FIM structures with a hyperbolas and corresponding to gaps0 and s—x
small gaps, the dispersion curve)y(k,,0) begins at the [curves4-6, as has been found to occur in a figtg for
frequency(},, has a maximum af, ((k,,0), and ak— o MSSWs with frequencie®; <, ..(,0)].° This means that
approaches$), ..(«,0). In FIM structures with a large gag  the dispersion surfac8(k, ,k;) in a field Hy is spread out

=400

=600

the dispersion curvély(k,,0) begins at the frequend;, compared to that in a fielH,. The change in the form of the
has a maximum af), (ky,0), a minimum atQ),s(k,,0), K, (ky) curves as the fielt, is reduced is qualitatively the
and ask—o approaches the frequen€y, ..(,0) 5 same as in a fieldH, as the frequency of the MSSW is

Figure 1 shows plots ok,(k,) for MSSWs with a fre- raised. The form of thé&,(k,) curve and the frequency range
guency of 3600 MHz in an FIM structure with a small gap and range of angleg in which MSSWs exist are no longer
s=d/3 (Fig. 13 and with a frequency of 3650 MHz in an connected by the relation that is characteristic for the field
FIM structure with a large gag=(5/3)d (Fig. 1b) in differ-  H,.° It follows from the form of theQq(ky,,0) andk,(k,)
ent fields Hy. (In a field Q,=0.25, the gapsy(y) curves that in these FIM structures there is one forward and
~(4/3)d.) The choice of the fieldsl is related to the char- one backward MSSW; here MSSWs with the same fre-
acteristic points of the MSSW trajectorie§y) (the upperz, quency{); exist in low fieldsHg4 within the range of angles
and lowerz ¢(ky) bounds according to Eq$10)—(12) and  —¢¢o<¢<¢co and in high fieldsH, within the range of
others explained in Figs. 2 and.5The curvek,(k,) for a  angles— ¢ o<¢<—¢c .. and e .<e<¢c .
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Thek,(ky) curves for MSSWs in FIM structures with a on thek,(k,) curves for different field$d,, thereby deter-
large gaps are either a combination of a figure similar to a mining the points of the trajectofyaccording to Eq(1)], the
noncanonical ellipse and a curve similar to a hyperbola andull magnitude of the wave vectdt, and the angleg and
corresponding to a gap— (curvesl and2, as happened in i, at each point of the MSSW trajectoty*

a fieldHy for a MSSW with a frequency)i%Qu,m(oo,O))6 In Fig. 1a one can see two previously unknown effects.
or unclosed curves lying between two curves similar to theThe first is that the MSFSW in FIM structures with a small
hyperbolas corresponding to gaps0 ands—«, with a  gapsis transformed into a backward wave in some fidigl.
convexity and a concavity which, as the gaplecreases, This follows from the change in thi,(k,) curves[from
shift along a curve similar to a hyperbola corresponding to aurves1l-4 (H,<Hgsp,) to curves5 and6 (Hg>Hgp) ], in-
gaps— toward smaller values df, (curves3-8, as has tersected by the dotted lire(k,=k,¢) passing through the
been found to occur in a field, for MSSWSs with frequen- point of intersection of the dashed lidevhich goes from the
cies(2i<(2u'w(00,0)).6 The form of the()4(ky,0) andk,(ky) coordinate origin at an angley=30° with the dot-and-dash
curves implies that in these FIM structures there are twaurvek,(k,) (Fig. 1la and the inset in)it This effect occurs
forward and one backward wave; here MSSWs with one anfbor MSSWs with arbitrary frequencies. In the second effect,
the same frequenc{); exist for low fieldsHy within the ~a MSBSW directed at an ang|eo|=|¢. s|—|d¢, where
range of angles—¢...<¢<¢.. and for high fieldsH, dps~0, in FIM structures with a small gap undergoes a
within the ranges of angles ¢ ..— dps<¢<—¢.. and transformation into a MSFSW in some fieit},,;. This fol-
Peo<P<@c .t Opg, Wheredos>0 anddps—0. lows from a change in the curvés(k,) [from curves2—6

Thek,(k,) curves can be used to study the propagation(Hy>Hg,s) to curve 1 (Hg<Hgps)], in which are inter-
of MSSWs. The excitation of MSSWs begins at the points ofsected by the dotted 1in8 (k,=ky;) passing through the
intersection of a straight line extending from the coordinatepoint of intersection of the dashed lir2 going from the
origin at a specified angle, (dashed curves in Fig.)lwith  coordinate origin at an angke,=50° with the dot-and-dash
the k,(k,) curve corresponding to a fielty at the point curve k,(k,) (Fig. 1la and the inset in)it This effect also
where the MSSW is excited. The lindg;=Kky¢; andk, ; occurs for MSSWs with arbitrary frequencies. Fap,|
=kyp,; are drawn from the points of intersection, and the end<|¢. | a MSBSW always remains a backward waigee
of the wave vectok moves along these as the MSSW propa-the variation in thek,(k,) curves intersected by the dotted
gates in the fieldd . Here the end of the wave vectiilies  line 2, k,=ky;,). It follows from Fig. 1b that these effects
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also occur for MSSWs in FIM structures with a large gap 5k 1
The first effect is more marked for smaller angles|. (In 4
Fig. 1b, ¢o=0 and the dashed lines coincide with tkg | /X e "
axis) Evidently, the first MSFSW transforms into a MSBSW oF euenn™
at lower fieldsHy than does the second MSFSWf. the
intersection of the dotted lineg and 3 with the k,(ky) 51
curves. The second effect shows up only when tygk,)
curve for the fieldH, in which a MSSW is excited is con-
tinuous, and it does not occur in the example shown in oF
Fig. 1b.
Magnetostatic surface waves in FIM structures magne- 5k
tized by a linearly nonuniform fieltH, are knowr****°to g
propagate in a waveguide channel of the first kind, which is ~
characterized by the fact that MSSWs reach both boundaries, or
z, s(ky) and z,. At the z (k,) boundary, the propagation
direction of the MSSW rotates and at thg boundary, the
MSSW undergoes mirror reflection. This is valid for both
forward and backward MSSWs. The behavior of a MSSW at
the boundaries determines the shape of the trajectfry
and the functions/(y), k(y), and ¢(y). The arguments of g
Refs. 12—15 imply that when a MSSW propagates in a wave-
guide channel of the first kind the trajectorigg/) and the

functions ¥(y), k(y), and ¢(y) are periodic functions with -ar
the same periodl,, which is different for the forwardL()

i i 1 1 —
and backward waved (). The form of the singular points - L; 5 7 5 70

at the edges of the period, is determined by the mirror
reflection law at thez, boundary: these are kinks in the
MSSW trajectoriez(y) and in the function&(y) and points  FIG. 3. Trajectorieg(y) of MSSWs in an FIM structure for different angles
of discontinuity in the functiong/(y) and ¢(y),'**3the co- o' 20(1), 30(2), 40(3), 50 (4); s=d/3.
ordinates of whichy=y;,, (wheren is the number of the
singularity, are all the same. The periods; andL,, are
most easily determined from the trajectories of the MSSWsbegin at the pointy=0, z=0. The trajectories of the MSB-
z(y), as the distance along tlyeaxis between two reflections SWs are similar to a stretched cycloid, with the difference
of a MSSW from thez, boundary. The rotation in the propa- that the peaks are kinks. As the gais increased, the area of
gation direction of a MSSW at the boundazys(k,) causes each of the loops of the stretched cycloid and the extent of
minima to appear in the functiorgy) andk(y) aty=y., the loop within a period.,, decrease. There is a correlation
(n in the ordinal number of the minimum pointand the  between the form of the MSSW trajectazfy) and the form
points y,, andy,,, at which ¢(y)=0 and ¢(y)=0 for  of the curves,(k,) in Fig. 1a. In Fig. 1a thé,(k,) curves
MSFSWs and ¢(y)=180° for MSBSWs ¥=VY¢,=Yn have been plotted for fieldd, corresponding to the follow-
=Yun). The functionsz(y) and k(y) are symmetric with ing characteristic points on the MSSW trajectory: the coor-
respect to straight lines parallel to the ordinate and passindinate origin (curve 4), the points at which#=90 and
through the pointy =y, ,. The functionsp(y) andy(y) are ~ —270° (curve2), the minimum point on the trajectofgurve
symmetric with respect to a 180° rotation about the pointsl), the point where the trajectory intersects itdglfirve 5),
Y=VYen, ¢=0 andy=y.,, =0 for MSFSWs andj(y) and a point close to the kinkcurve 6). It is seen that the
=180° for MSBSWs. For & ¢p=< ¢, ¢ the beginning of the presence of loops in the trajectory is caused by the intersec-
first period of the functions is shifted relative to the coordi-tion of the straight linek, ;=k,; (the dotted line2 in Fig.
nate origin byy,<<0. 13 with k,(k,) curves similar to ellipses of a noncanonical
The propagation characteristics of MSSWSs are shown iform. The minimum of the trajectory corresponds to tan-
Figs. 2-5. Since MSFSWs are converted into MSBSWSs andency of the straight line, ;=k,,; with a curvek,(k,)
vice versa, in Figs. 2-5 the segments of the characteristidgurve 1) similar to a noncanonical ellipse. At the points of
corresponding to MSFSWs are distinguished by dottedhe trajectory whergy=—90 and —270° the straight line
curves, while those corresponding to MSBSWs in Figs. 3—%K, ; =Kk, ; intersects a curvé,(k,) that is similar to a non-
are indicates by continuous curves. The characteristics of theanonical ellipse(curve 2) at the points where,(k,) has
forward (at the point of excitationMSSWs are the same as horizontal tangents. The straight likg; =k, ; intersects the
those in Ref. 13. unclosed curvek,(k,) (curve 6) at the point where the
Figure 2 shows the trajectorigéy) (a) and the functions straight line drawn to this point from the coordinate origin is
(y) (b), k(y) (c), and ¢(y) (d) for MSSWs with a fre- inclined to thek, axis at an anglep. .., which corresponds
qguencyf;=3600 MHz propagating in FIM structures with to a kink on the trajectory. The functiok(y) within the
different gapss (s<sy,) for ¢o=30°. The MSSW trajectories limits of the periodL,y is similar to a catenary with loops

y,cm
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FIG. 4. Trajectoriez(y) of MSBSWs with different frequencies in an FIM
structure withs=d/3 and f=3400 (1), 3600(2), 3800(3), 4000(4), and °_ oF
4200 MHz(5). oS-

attached to its peak; as the gajs increased the area of the 40
loops becomes smaller. Within a peritg, the functions -60
¢(y) and¢(y) have two vertical tangents each; as the gap
is increased, the distance aloggoetween the vertical tan-
gents decreases. The periog, for MSBSWs is always less
than that of the MSFSWH., ¢, and the ratioLy, L;fl is FIG. 5. Trajectories(y) (a) andy(y) (b), k(y) (c), ande(y) (d) curves for
smaller when the gapis smaller. The characteristics of the MSSWs in an FIM structure wits=(5d/3): (1) backward wave(?) first
MSFSWs and the MSBSWs excited by them are qualita- °"Wa"d" Wave. and(3) second "forward” wave.
tively similar to those for MSFSWs in ferrite film$.

Figure 3 shows trajectoriey) for MSSWs with a fre-
guencyf;=3600 MHz propagating in an FIM structure with (y), k(y), and¢(y) also behave as in Fig. 2. An exception
a gaps=d/3 for angles¢, in the interval from|e .| is the MSSW characteristics fary~50°. This is because for
=14.3° to|¢. | =52°, where MSFSWs and MSBSWs exist ¢o~ ¢ s, as they propagate toward lower values of the field
(as is easily confirmed from Fig. LaQualitatively the tra- Hy the MSBSWs are converted into MSFSWs over small
jectoriesz(y) have the same shape as in Fig. 2. The form ofdistancey (curve4), which is apparent from the inset to Fig.
the functionsy(y), k(y), ande(y) is uniquely related to the 1a from the change in thi,(k,) curves intersected by the
form of the MSSW trajectory(y). If the form of the trajec- dotted line3. The trajectories of the MSBSWs and the MS-
tories is the same for any sets of paramefers andg, then  FSWSs excited by them are qualitatively similar to those for
the form of the functions/(y), k(y), and¢(y) will also be ~ MSSWs in ferrite films?
the same. Thus, we can qualitatively judge the shapes of the Figure 4 shows trajectoriegy) for MSSWs with differ-
functions ¥(y), k(y), and¢(y) as the anglep varies from  ent frequencies propagating in an FIM structure with a gap
Fig. 2, so they are not shown here. The trajecta{g3 have  s=d/3 for ¢,=30°. (The correspondence between the form
a loop and at some anglg, the width of the loop relative to  of the functionsy(y), k(y), and ¢(y) and the MSSW tra-
the period., is greatestcompare curvet and3 with curve  jectories is the same as in Fig) Evidently, the period.
2). Depending on the width of the loop &{y), the functions has a minimum for a MSBSW whose frequency is

y,cm
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Q4.%(,0). For this MSSW the loops in the trajectory and These results make it possible to set up experiments on
the functionk(y) have the greatest extent, while the distanceFIM structures in an informed way through direct observa-
between the vertical tangents of tigdy) andk(y) curves tion of magnetostatic backward surface waves and their con-
are maximal. As for the possibility of converting forward version into forward waves and back, and to design various
into backward MSSWs, it is easy to confirm by comparingdevices based on MSSWs.
with Ref. 13 that the focusing effect described th&@ectu- We thank A. V. Vashkovsky for discussing the results of
ally only occurs for MSFSWs. This effect does not exist forthis work and for advice.
MSBSWs. Formally this is because for MSFSWs the period  These studies were funded by the Russian Fund for Fun-
Lyt has a maximum at a frequeney, ..(-,0),"***while it~ damental ReseardiGrant No. 96-02-17283}a
has a minimum for MSBSWSs.

Figure 5 shows the trajectorigéy) (a) and the functions
P(y), k(y), and ¢(y) (b—d for MSSWs with a frequency
f;=3650 MHz propagating in an FIM structure with a gap
s=(5/3)d at an anglego=0. A comparison with Fig. 1b ;XVVS\ZZ?#(J\:/’;? I\I/EESHGétgrﬁgIL(%?J?. and Yu. P. Sharaevékggneto
shows that the erIdHO correspondg to the .fo'llowmg points st.atié Waves in l)\//iicr;)w;’:lve Electroni,cﬁm Russ‘ialj., Izd. SGU,aS?aratov
on the MSSW trajectory: the coordinate origourve2); the (1993, 312 pp.
minimum point on the trajectorgcurve 1); the points where  *G. A. Vugal'ter and I. A. Gilinsky, Izv. Vyssh. Uchebn. Zaved. Radiofiz.
=—90 and —270° (curve 3); the points wherez=1-4 4?2, 1|137(198?.kh AV Vashkovsicn and R. 1. 2ubkoy. Radiotel. £l
(curves4-7); and, a point close to the kinkurve8). Onthe .~ 235%833’(19’75'. - Vashkovsiy, and . 1. 2ubkov, Radiotexh. Ele-
z(y) andk(y) curves for the MSSW wave which is always 5a. B. valyavsky, A. V. Vashkovsky, A. I. Stalmakhov, and V. A.
backward, there are loops which are poorly visible on the Tyulyukin, Radiotekh. Elektror33, 1820(1988.
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A theory of free-electron lasers fed a sequence of short electron pulses is developed. It is
assumed that the group velocity of the electromagnetic pulse that develops in the cavity is the same
as the translational velocity of the particles, and the repetition period of the electron pulses
equals the transit time of the electromagnetic radiation in the cavity. Under these conditions of
group synchronism, the principal factors governing the feasibility of establishing a stationary

pulsed lasing regime are found to be the dispersive spread of the electromagnetic pulse and the
channeling properties of an electron bunch. The conditions for self-excitation are found,

and the characteristics of the stationary lasing regimes are determined assuming that the cavity
has a highQ and using a parabolic equation for the evolution of the electromagnetic

pulse shape. €1999 American Institute of Physid$$1063-78429)01402-6

INTRODUCTION the localization of the field near the electron pulse owing to
the reactive part of the electron susceptibility. Because of

In experiments on millimeter and submillimeter free this effect, there is an exponential decay of the fields with

electron laser$FELS conducted at ENEA-Frascafia mi-  distance from the bunch.

crotron which produces electron bunches of duration 15 ps In this paper a theoretical model of the interaction of a

with a repetition rate of 3 GHz was used as an injector. Thesequence of short electron bunches with an electromagnetic

electrodynamic system of the laser consisted of a segment lulse under group synchronism conditions is developed as-

regular waveguide bounded by reflectors in the form of metakuming that the cavity has a highand that the amplitude of

grids which are transparent to the electrons with the distancehe field of the electromagnetic pulse changes little during a

between them chosen so that the transit time of the electrgingle pass. A parabolic equation is used to describe the evo-

magnetic pulse developing in the cavity corresponded to ofution of the shape of the electromagnetic pulse. The condi-

was a multiple of the repetition period of the electron pulsestions for self-excitation of the laser and the stationary lasing

In a large number of similar experiments in the IR and opti-parameters are found. The analogy with radiation channeling

cal ranges; the group velocity of the radiation exceeded by transversely bounded electron streams is pursued.

the translational velocity of the bunches, so that, in order to

ensure stationary lasing, it was necessary to introduce a cer-

tain detuning between the repetition period of the electron

pulses and the transit time of the field along the resonator’ ODEL AND BASIC EQUATIONS

Using waveguide dispersion has made possible a group syn- | gt the laser radiation propagating inside a waveguide
chronism regime in which the group velocity of the electro-,5¢t pe trapped between two mirrors with reflectivitRs,
magnetic pulse propagating in the waveguide tract is thgeparated by a distantg Electrons oscillating in the undu-
same as the velocity of the electron bunches. Under thesgior field and moving longitudinally with a translational ve-
conditions, a stationary lasing regime can be attained Whef@)city v equal to the group velocity, of the wave are
the repetition period; of the electron pulses and the round- injected into the cavity in the form of a sequence of short
trip transit imeTr=2lo /v, Of the electromagnetic pulse are p|ses of durationr, with a repetition rateT; equal to the
equal, wherd,, is the distance between the mirrors angis ¢ ansit time TR of the field across the cavity.

tromagnetic pulse is amplified as it travels along with thej, the form

electron pulse. Subsequently the electron pulse leaves the

interaction region, while the electromagnetic pulse is re-  A=RdE(r,)A,(z,t)expi(wot—hoz))],

flected from the mirror located on the collector side and

reaches the cathode mirror at the moment the next electromhere A,(z,t) is a function describing the evolution of the
pulse arrives. For mutual synchronization of the radiation infield amplitude along the longitudinal coordinaté, is a

the volume of the electron pulse it is of fundamental impor-function specifying a fixed transverse distribution of the field
tance to take into account the dispersive spreading of thef the working waveguide modeyq is the carrier frequency
electromagnetic pulse, which causes different parts of thavhich is chosen to be the frequency of exact tangency of the
electron beam to have an effect. Another important factor iglispersion curves, angy=h(w).

1063-7842/99/44(2)/6/$15.00 203 © 1999 American Institute of Physics
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The interaction takes place under conditions of synchrowhereA = (wo—hv— {1, )/ w is the detuning from synchro-
nism, o —hy=Q, , where ), =hy is the frequency of nism at the carrier frequency andis the inertial bunching
the oscillations of the electrons in the undulator field,parameter =y, 2).

h,=2#x/\,, and)\, is the undulator period. Switching to the normalized variables
We shall investigate the process of exciting the cavity by
: [1-R;R, .

a sequence of short electron pulses under the following con- (=6 ——=2, 7= worl2Q,
ditions: (a) the moduli of the reflectivities of the mirrors are vlg
close to unity, i.e.R; ,~1, so the change in the amplitude of @
the envelope of the signal in a single pass through the cavity Z=z—P,
is small, and(b) the dispersive spreading of the wave beam ¢

elg Amrcuk? s

in a single pass through the cavity is small. (
P

Under these assumptions, after transforming from the = — 5
discrete variable, the number of the pass, to the slow time mc® ydbhwgNsyvlo(1—RiR,)

7, for which the unit isTg, the evolution of the field inside \ye transform the system of Eg4) and (2) to the form
the cavity can be described by the equdtién

_ Ja da L
da g +var(92a i2mlgeKv g J’ _A+a+lr9_§2_”:(§) Olde, ()

lo
o R T 1, dzf(&), Z
a1 2Q%" T2 32  mcydbNehyl, Jo 2
(1) 520 o
—2=Im(ae' ), 4
where 74

1 (2n a(t,0)=a(r,i+Tg),
Iw:_j e 0do, (r.0)=a(7,{+TR)
o Jo .
—A,
z=0

do
| | 0l,-0=0oc[027], —
is the amplitude of the fundamental mode of the rf current, dz

é§=t—2lvy is the time variablep = dw/dh is the wave

group velocity,v=9%h/dw? is the dispersive spreading pa-
rameter,Q=wolo/(vg(1—R4Ry)) is the Q of the cavity, o, < /1—R1R2_
lo is the peak currenty=1/\J1— 32 is the mass factor, a=aP “xp, Tr=Tr vlg
N¢=[(n/b)?+ (m/d)?]d?/m? is the form factor for the
working TE,,, mode(for TEy; with electron injection along

the waveguide axidNg=1), d andb are the transverse di- . : :
. A . which describes the shape of the electron pulse, is normal-
mensions of the waveguide, is a coupling parameter pro- 2

portional to the oscillatory velocity of the particles in the 12€d s follows;f roF d¢ =1 (after this we will omit the hat
undulator field (¢) is a function describing the shape of the from symbols.
electron pulse, and=eA,/(Mmcwqyyy) is the dimensionless
field amplitude.

The above assumptions permit the periodic boundaryINEAR THEORY
conditionsa(7,&) = a(7,£+Tg), so the field can be repre-
sented as the Fourier series

where

L=1,Pwq/c is the normalized interaction length of the elec-
trons with the electromagnetic field; and, the functify),

Linearizing the equation of motion of the electro@s,

we obtain an equation for field excitation in a higheavity
X by a sequence of electron bunches,
a(r,€)= X agexp(—i2mqé/Tg). ,
m=—x Jda Ja .

—+i—=ial®¥(D)F (), (5
The amplitude of each of the harmonics can be regarded 97 92
as the amplitude of a cavity mode with a given longitudinal
indexg.

Assuming that the change in the energy of the electrons 1-€® 1+e'?
is small and neglecting the near Coulomb interaction of the V(P)=2i E - b2
particles, we can write the averaged equations of motion for
the electrons in the form is a function which specifies the complex electronic suscep-

tibility introduced in the cavity by the beaffig. 1).

where

5’0 [ o 2 o We shall find the eigenmodes of the system, writing the
92 \¢c prim(ae™) @ solution of the equation in the form=e' *a(¢), whereQ is
the complex eigenfrequency. These modes are referred to as
with the boundary conditions supermodes, since they represent a definite set of modes of a
de cold two-mirror cavity. o
i =A, 0,_,=0,e[0,27], Let us assume for simplicity that the electron pulse has a

z=0 rectangular shape
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and

q(Tp—Tr) X xTp . .
col ————| == cot ——| for antisymmetric modes.
2 o} 2
(7)

First we shall find the condition for self-excitation of
FELs fed a sequence of short pulses. We assume initially that
the electron pulse is very short on the scale of the length of
the electromagnetic pulse and also as compared to the transit
periodTg of the wave. In this approximation, which actually
neglects the interference of the fields emitted by the bunch in
the positive and negativedirections over an interval g/2,
we can use a model of an infinitely thin electron bunch
01 [F({)=4(£)] in an infinite space Tr— ). Letting T, ap-
proach zero andy increase without bound, we reduce the
" characteristic equatiof6) for the symmetric modes to the
form

-0.2L q=—iL3¥(d)/2. ®

FIG. 1. The activel” and reactivel'’ parts of the effective susceptibility . . . "
introduced in the cavity by the electron beam as a function of the transit ACCOI’dlng to Eq'(8)' the Imaginary parg of the wave

angled of the electrons. number is proportional to the real part of the susceptibility,
¥’ while the real par’ of the wave number is determined
by the imaginary part of the susceptibility¥;”. ThusW¥'’ is

UTp, for|{|<Tp/2 responsible for the exponential drop in the field with distance
from the electron bunch, whil&@” determines the flux of

0, for|Z|>Tpl2, ) : : o
electromagnetic energy leaving the bunch. This solution is

whereTp=7,\/(1—R;R)/ vl is the normalized duration of analogous to one obtainetf for describing the channeling

F(O)=

an electron bunch. of radiation as a thin layer by a ribbon electron beam moving
We write the field inside an electron pul$é|<Tp/2 as  through a high-circulation cavity.
the sum of two oppositely directed waves, In this limit there is a single symmetric mode, for which

a=e7. (A + Ae X, the growth rateG=—Im () and frequency shift R@ are

where the wave numbey obeys a dispersion relation that ~ G=—1—Im(q*)=—1+L%¥'¥"/2
includes the electronic susceptibility, ReO) = Re(q?) = L[ (W")2— (¥")2]/4, )

iQ+1-ix?=—iL3V(®)/Tp. _ . .
Accordingly, the starting conditionG=0) can be re-
We write the field in the region outside the bunch gyced to the form
(1£|>Tp/2) in the form

- - [ 2
9 —igZ _
e gl C.e'9+C,e "9 for {>Tp/2, Ly= T

| Cae'944-Cle9¢,  for (<Tpl2,
where the wave numbey outside the electron bunch is de- :m_CS. 2 (¢ SydbnhwiV(1-RiRy)vlg
termined from the equation St e W | '

0®Wo 4rcui?
i0+1-ig2=0. (10
Using the periodic conditions Itis clear from Eq(10) that, unlike in the case where the
electron stream entirely fills the cavity, the growth rate and

a(7,{=—-Tr2)=a(7,{=Trl2), starting current include both the imaginary and real parts of
Ja Ja the electronic susceptibility. This is because, whereas the
7 =27 imaginary part of the susceptibility is responsible for ampli-

¢ 7.{=Tg/2 ¢ T{=-Tgl2 fying the radiation, it is the real part which determines the

and the continuity condition for the electric field and its de_channelmg properties of the electron buri3ee the form of

rivative (the magnetic field at the boundary between the 1€ electr?magnetm pulse shown as cudvef Fig. 2) The
active medium and the vacuum, we obtain the followinggreater\lf is, the more the electromagnetic pulse is local-
characteristic equations: ized, the smaller the volume occupied by the electromagnetic

field is, and the larger the time growth rate is for a given
tal_(q(TP_TR) charge in the bunch. In this regard, for a model of delta-
2 function bunches, the optimum transit angbefor lasing is
(6)  about— /2 (Fig. 3.9

2

T
= % tar( u) for symmetric modes,
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lal with different spatial structure and different temporal
10 growth/decay rates. Evidently, in this case there are two
families of modes. The first is the modes of a cold cavity,
only slightly modified under the influence of the electron
bunches. These modes can be referred to as volume modes,
i.e., they fill the entire space of the growth rates for the
second family of modes, localized near the electron bunch.
Given the finiteness of g the characteristic equation for the
symmetric modes takes the form

aTe| | LoW(®)
qtar<7>——T. (11

Here we restrict ourselves to including the effect of the
finiteness ofT on the starting conditions and the structure
of the fundamental symmetric mode. For the modes that are
strongly compressed toward the bead=£— 7/2), in the
expression for the complex wave number which follows
from Eq. (11), there is only a small correction associated

2.5

0‘00 3 5L with the finiteness off [cf. Eq. (8)],
3 3
FIG. 2. The structure of an electromagnetic pulse=0.37, Tg=6): (1) ——j LW (D) 142 exd — TrLoW (D) (12)
solution of the evolution equation®) and (4) for stationary lasing2) - 2 2 :
solution of the evolution equation8) and(4) in the linear stage(3) solu-
tion of the characteristic equatidf) (Tp=0.26,Tg=6); (4) a profile of an According to Eq.(12), for TRL3\II((I))/2>2 the correc-
electron bunch. tion to the wave numbeq is exponentially small. The ex-

pression for the growth rate

Assuming, as before, that the electron bunch is infinitely
short, let us consider a resonator of finite length, i.e., con-

2rs 3 s
G=—-1+ ?(1+4e 'coss+4e™ “'cos X)
sider that the tails of the electromagnetic pulse, although

R

they fall off exponentially, nevertheless do interfere over a 4(s%—r?)
distanceT/2 from the site of the electron bunch. Evidently, +—— (e "sins+e *'sin2s), (13
in this case an infinite discrete spectrum of modes develops Tr
where
Lst ' r= ﬂ
L6 2
and
L3TRW”
§S=—7F7—,
Jar 2

also remains substantially unchanged from &.

B , A comparison of the expressions for the starting length
1 2 as a function of the transit angle obtained in terms of the
2.8 above models shows that the results are essentially com-
pletely in agreement foll g>6. The exact solution of the
characteristic equatiofill) shows that ford=— 7/2 the
starting interaction length for these two models are essen-
tially the same(Fig. 3).

2.4 . . . . .
As an estimate of the correction associated with the fi-
nite thickness of the electron layer, let us consider a model of
I an electron layer of finite thickness, neglecting the finiteness

of Ty for simplicity. In this case, the characteristic equation

2.0 : . ' ' . : ' L L ' (6) for symmetric modes takes the form
-1.0 ~-0.8 -0.6 ~0.4 -0.2 0.0
e/7 . XTp
_ _ _ g=—iyxtan —|. (14
FIG. 3. The normalized starting lengthy, on the transit angleb of the 2

electrons:(1) model of a delta-function bunch of electrons fig— (the . . . .
points denote the solution faFz=6), (2) model of an electron bunch of In the casexTp| <1, its solution can be written approxi-

finite thicknessTp=0.26 for a transit period z=6. mately in the form
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: le

0.31
0.2} L
0.1+

FIG. 4. Time evolution of the shape of an electromagnetic pulse. =
0.0 ) L 1
L3 X TeL3W ~10 0 10 g
=—|—0 - .
g 2 16

FIG. 5. The spectrum of an electromagnetic pulse in the stationary lasing
When TpL3|W|/16<1 the structure of the fundamental "egime-
mode for the delta-layer model is essentially identical to the
field structure for a model with a layer of finite width. Natu-
rally, this assertion is correct as long as the electron layer

remains thin on the scale of the electromagnetic pulse lengtheaging to a stationary pulse shape is shown in Fig. 4. This
The growth rate including the finitenessBf can be written figure shows that in both the linear stage and during station-

in the form ary lasing, the radiation is strongly pressed to the electron
3 [V LOTp W T2 bunch, so we can speak of a channeling effect in this system.
G= 2 —1- 64 ((F7)"=7). For comparison, Fig. 2 contrasts the electromagnetic pulse

It is clear that when the above condition is satisfied the'DrOfiles found using the characteristic equatiéh(curve3)

growth rate does not change significantly compared to thé\md the sqlunon 9f the evolution equatiof and(4) Wh'Ch_
growth rate for the delta-layer model. develops in the linear stageurve 2). These curves are in

Thus, accounting for the finiteness of the field transitdo0od agreement. In the nonlinear stage there is some broad-
time T across the cavity and the finite duration of the elec-€ning of the electromagnetic pulgeurvel) compared to the
tron beam does not have much effect on the starting condiinear stage. The numerical calculation was done for a di-
tions and growth rates, or on the spatial structure of the funmensionless pulse duratian=0.37 (Tp=0.26), repetition
damental symmetric mode. Thus, it possible to use the fairlperiod Tr=6 of the electron pulses, and interaction length
simple model of a delta-function bunch in an infinite spaceL =4. These parameters were calculated from the results of
for practical estimates of the parameters of the system. Fain experimerttin which electron bunches of duration 15 ps
comparison with the analytical results, Fig. 3 shows exacind with a maximum Currerl[p:6 A and particle energy
numerical solutions of the characteristic equatiénfor fi- - =2.3 MeV were repeated at a rate of 3 GHz. A rectangular
nite values ofTp and Tg. This solution was also used for \yaveguide =1, b=0.4 cm) was located in an undulator
comparison vyith a numerical simulation of the nonlinear sys+iin a period\,=2.5 cm, length 22.5 cm, and maximum
tem of equationg3) and (4). field 6 kOe, which corresponds to=y, 1. Mirrors with re-

flectivities R; ,=0.99 were placed at the ends of the wave-
guide, separated by a distankg=29 cm. Lasing was ob-
NUMERICAL SIMULATION served at a wavelength=0.24 cm. The spectrum of the

The nonlinear stage of the interaction was analyzed wittP!|S€ in the stationary lasing regime is shown in Fig. 5. The
the aid of a numerical simulation of Eq3) and (4). For individual components in this figure correspond to the am-
convenience of modeling, the shape of the electron pulse waditudes of cavity modes with a different number of longitu-

approximated by the Gaussian function dinal variations in the field. It is clear that the spectrum of
5 o this signal includes roughly 5 longitudinal modes, consistent
F(O)=exp =" o%)/V2mo. the with spectral measurement3he 80 ps duration of the

The results of the numerical simulation are shown inmicrowave pulses is in good agreement with the measured
Figs. 3—5. The time evolution of the electromagnetic pulsel00 ps.
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Effect of intermode coupling on the compression of radio pulses in an oversize cavity
with an interference switch

S. N. Artemenko and V. A. Avgustinovich

Scientific-Research Institute of Nuclear Physics, Tomsk Polytechnical University, 634050 Tomsk, Russia
(Submitted September 12, 1997; resubmitted April 20, 1998
Zh. Tekh. Fiz69, 84—86(February 1999

The results of an experimental investigation of the effect of intermode coupling at the exit
window of a cavity on the compression of radio pulses in an oversize cylindrical cavity with an
interference switch, operating dty, ) modes, are reported. The effect of the intermode

coupling at the exit window of a cavity on the energy extraction process is analyzed in a simple
model in which the interacting modes are represented in the form of a system of two

coupled cavities. The results of the analysis are compared with the experimental dat899©
American Institute of Physic§S1063-784£09)01502-(

1. One promising method of rapid extraction of micro- shorting plunger, which made it possible to regulate the
wave energy from oversize cavities with a large store oflength of the stub from O toXw/2 (\ is the wavelength in
energy for the purpose of obtaining powerful nanosecondhe waveguide The stub simulated the entrance arm of the
radio pulses is a method based on extraction through an irswitch in the accumulation mode. The cavity operated in the
terference switcth~* This method is promising on account of frequency range 9.1-9.6 GHz, corresponding to the band of
its simplicity and potentially good performance. However, atthe magnetron used in experiments at high power. The num-
present its potential capabilities cannot be realized: The exPern is the variant of the working field mode on the cavity
perimental results are substantially below expectations. Thigxis and could be varied from 3 to 14 with the aid of the
is most likely due to the demonstrational nature of the exJiston. The working frequency was chosen so as to reduce to
periments which have been performed. These experimenfs Minimum the effect of other modes on the working mode.
do not touch upon the fundamental problems that must bdhe computed value of) for the working modes with
solved in order for the promise of the method to be fulfilled."=3—14 was 0.8-1810". _

One such problem is maintaining high working characteris- ~ Figuré 2 shows th@ for Hio() modes versus the diam-
tics in oversize axisymmetric cavities, which are most suit-6t€rd of the exit window for the characteristic stub lengths
able for accumulating energy in axisymmetranodes. Our — the high-frequency half-waven('/2 curves, for which
experience in working with such cavities shows that the rea‘fhe amplitude of the signal from the stub is maximum and

accumulation and extraction processes in them are substaW—e frequency of the system is higher than the frequency of

tially different from the picture developed in Refs. 1-4. Thethe cavity with the switch open; low-frequency hali-wave

reason for this is that the modes interact with one another e{t)‘_/z)’ for V.Vh'Ch the amplitude of the_ signal from the stub
. . . ; IS also maximum but the frequency is lower than the fre-
the cavity—switch coupling window.

. . . quency of the cavity with the switch open; quarter-wave
In the present paper we investigate the effect of inter- . . . .
i . . N4), for which the amplitude of the wave in the stub is
mode coupling on the operation of a microwave compressor . .
: : N ~“minimum and the frequency equals the frequency of the cav-
with an interference switch in the presence of accumulation)

d extraction of M des of ) ity with the switch open; and, finally, optimahf), corre-
ﬁl:driiglrig\ﬁ; Of €nergy alo;(n) MOCES OF an OVETSIZE €Y= ¢h5nding to maximunQ and the frequency of the cavity

2. Working at a low power level, th® of the working

mode, which characterizes its degree of purity, was investi- p 2
gated first. The investigations consisted in determining the 5 é
dependence of) and the frequency of the cavity on the b (3 %
length of the input arm of the switch and the magnitude ofits ~ ~™™>__ " ~ ~ q
coupling with the cavity. The experiments were performed ) .E R N 7. D
on a 3-cm range copper cavity with a diameter of 90 mm and bc | ba| =
a length that could be varied from 50 to 250 mm with the aid e H

. . . . - =] 01(n)
of a contact-free piston. A diagram of the system is displayed 7]_ 4
in Fig. 1: 1 — Cavity; 2 — piston; 3,4 — windows for 6 l : l— =
coupling with the high-frequency secti@and the switcls, CL L

made in the form of arH-tee with an entrance arra,
switching arm(_Sb! and exit armbge; 7 — CommUt?-tor- At lOV‘{ FIG. 1. Diagram of the experimental oversize cavity with an interference
power the switch was replaced by a waveguide stub with &witch.

1063-7842/99/44(2)/3/$15.00 209 © 1999 American Institute of Physics
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FIG. 3. High-frequency power reflected from the system versus the length
of the entrance arm of the switch in the frequency rocking mddeand

FIG. 2. Curves ofQ versus the diameter of the cavity—switch coupling pictures of the reflected signals with pulsed excitation of the system.
window for various lengths of the input arm of the switch and various values

of the entrance coupling.

trance coupling constant as a function of the stub length,
shown in Fig. 3 by the pictures of the reflected signal in the
frequency rocking mode and in the pulsed mode, where the
optimal length corresponds to maximug@>1 (on the
“hump” ) with the loadedQ not less tharQ for =1 (to the

left and right of the “hump”).

3. The intermode coupling also affects the characteristics
of the exit signals from the compressor. This was established
in experiments at high power, which were performed by

owering the system with a magnetron witt60 kW pulsed
ower and pulse duratior Lus. A gas-discharge commuta-
tor, operating at atmospheric pressure in air or in a mixture
%f air with argon, was used in the switch.
Figure 4 shows the characteristic form of the envelopes

with no exit window. The dependences hold for amybut
for eachn only in definite frequency “windows.” There are
frequency ranges where it is impossible to isolate the work
ing mode. The solid curves were obtained with a weak en
trance coupling8 (8—0), and the dashed curves were ob-
tained with the critical value o (8—1).

It is evident from Fig. 2 that fod small but already
giving a strong cavity—stub coupling, the maximugnis
achieved with a quarter-wave stub and this stub length i
optimal, while a half-wave stub operates as a IQwesonant
load. This situation corresponds to Ref. 3. At the same tim
the character of the behavior @fchanges ad increases. For

a Iov:-frequenc;t/ Ea_ltf-V\l/av%stulQ decrk()aatseststrontgly; flor.a f the output pulses obtained when the exit window can
quarter-wave Stub it also decreases but not as strongly, angy e 55 5 strong intermode coupling elemeatit-§ mm).

for high-frequency half-wave stub, after decreasing by %For a smaller window diameter, extraction is inefficient be-

snr:_alrl] ar_noulnt,Q tstartst tot gr?jw.l Mo;e(i\r:er, tlhe ]!ength a_tt cause of weak cavity—load coupling. The curve in Fig. 4a
whic legmos constant and close fo the value for a cavi ycorresponds to extraction with a low-frequency half-wave
with no switch and to which th& of a system with a high-

. 2" length, Fig. 4b corresponds to a quarter-wave length, Fig. 4c
frequency half-wave stub evolves déncreases can be indi- g 9 b q 9 g

cated. The character of the dependences is identical for bot0 high-frequency half-wave length with the optimal value
weak and critical entrance coupling.

This behavior 0ofQ is evidently due to the appearance of
a coupling between modes at the exit window. For weak
cavity—stub coupling the stub operates as a @wesonant -
or antiresonant load in the main volume and intermode cou-
pling is weak. As the window increases in size, the character
of the loading changes. The stub changes from a(@veso- | N
nant load into a weak perturbation of the main volume of the 3
cavity essentially without changing its characteristics. How- &
ever, the intermode coupling starts to predominate and leads <
to a lowerQ for a quarter-wave stub and a low-frequency
half-wave stub. In the opposite case, an increas® inith
increasingd would be observed both with high- and low-
frequency half-wave stubs and the optimum length would be
guarter-wave. The different strength of the intermode cou-
pling at the exit window is due to the different degree of
distortion of the field near the window with different stub
lengths. This is also confirmed by the evolution of the en-FIG. 4. Characteristic envelopes of the exit radio pulses.

1.0r a b

t,ns
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with no or suppressed intermode coupling, and Fig. 4d to m
high-frequency half-wave length and the optimal value with
strong intermode coupling.

The characteristic features of the envelopes are due to % [
the change in the structure of the field near the exit window
at the moment of extraction. This change is uniquely related /
with the change in the frequency of the system accompany-
ing extraction. As energy accumulates in the system with the d, ____/
quarter-wave length or low-frequency half-wave arm, accu-
mulation occurs on a hybrid form with the same energy dis- 5,70-2 | a,
tribution between the coupled modes. If the system operates
with a low-frequency half-wave arm, then an adiabatic in- d=d,
crease of the frequency of the system occurs at the moment L
of extraction. At the same time the coupling at the window Az A8 A A0 AJ4 Xz
decreases and the working mode becomes “favored.” The
mutual transfer of energy in this case does not occur or ifIG. 5. Curve of the intermode coupling parameter versus the length of the
does occur but more slowly than the oscillations decay as §"trance arm of the switch.
result of radiation into the load. For this reason, just as with

a quarter_—wave arm, where the frequency of t_he system an&l increases, this length evolves in the direction of the high-
the coupling between modes in the accumulation and extra

. ) Qfequency half-wave length. Curvkin Fig. 4d shows the
tion mode are unchanged and the extraction occurs from o O
computed envelope of the exit signal with intermode energy

each mode of oscillations independently, in the case of th‘f'ransfer on extraction. This envelope agrees qualitatively

low-frequency half-wave length signals are observed WlthWeII with the experimental envelope.

virtually pure exponential decay. The process is completely . N
. : ) . In summary, the results of the present investigation ex-
different in the case of high-frequency half-wave and optimal _, _. S . :
. i . ! lain the anomalies in the process of compression of radio
lengths, in which case accumulation proceeds on a quite pute . . L . i
. . . ; pulses in an oversize cylindrical cavity working gy )
working form with a weak intermode coupling but at the o 2
. modes, and they indicate methods for eliminating these
moment of extraction, when the frequency of the system . . )
) . . . : .. anomalies. A positive aspect of intermode energy transfer
drifts, strong intermode coupling kicks in and, together with , . ; o .
during extraction could be its application for correcting the

extraction at the working mode, energy transfer also occurs .. =
exit signal envelope.

to a parasitic mode, which results in the appearance of a We thank Yu. G. Yushkov for encouragement in the
“hump” on the trailing edge of the exit signal. Adiabatic ; Lo
. . . . ..~ course of this work.
frequency drift was noticed in Ref. 3, and we confirmed it by
measuring the frequency of the signal by the method of dis-
placement with a reference signal with known frequency. *A.N. Didenko and Yu. G. Yushkowigh-Power Nanosecond Microwave
: : : Pulses[in Russian, Energoatomizdat, Moscow, 1984, 112 pp.
4. The extraction process in the system can be described "~ ; .
. . . . . . “D. Birx, G. L. Dick, W. A. Little et al, Appl. Phys. Lett33, 466(1978.
in a model in which the interacting modes are represented ing A Alvarez, D. Birx, D. Bymeet al, [EEE Trans, MagrMAG-17, 935
the form of coupled cavitied.In so doing, the intermode  (1981.
Coup“ng parametem can be estimated by using the fact that V. A. Avgustinovich, L. Ya. Avgustinovich,,S. N. Artemenko, and Yu. G.
. . . . . Yushkov, Izv. Vyssh. Uchebn. Zaved. Radidron. 30, 90 (1987).
the intermode COUp“ng CoemCIenﬁz (Ref' 6) and the drift 5S. N. Artemenko, lzv. Vyssh. Uchebn. Zaved. RadioB#(10), 1289
of the frequency of the system are proportiona to the effec- (1987,
tive volume of the coupling window and the relation °V. B. shtanshldger, Wave Interaction Phenomena in Electromagnetic
~100y,, (Ref. 7. Figure 5 showsn as a function of the stub 723‘,(1'“259” R“is'ag ?’ct’rokﬂg'é'l “Iff’zgg""i 1155(?9%2 PP
lengthl for various window diameters. One can see that for = riemenko, Radiotekh. HIekiroat '

anyd there always exists a lengi? for whichm=0, and as  Translated by M. E. Alferieff
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Calculation of the characteristics of the radiation from a generator with a virtual
cathode
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Moscow Radio Engineering Institute, Russian Academy of Sciences, 113519 Moscow, Russia
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Zh. Tekh. Fiz69, 87—-92(February 1999

A three-dimensional computer model, described by a system of Maxwell-Vlasov equations, for
the interaction of a plasma with the electromagnetic field was used to calculate the

excitation of a field by a relativistic electron beam with a virtual cathode oscillating in a
resonance chamber. The characteristics of the generator radiation are investigatE@09 ©
American Institute of Physic§S1063-784299)01602-5

INTRODUCTION electrons in a potential well formed by the electrostatic field
The present investigation is a continuation of Ref. 1 Onof the self-charge of the beam and the applied potential. The

the simulation of the generation of electromagnetic oscilla-trapped electrons oscillate with respect to the anodic foil. In

tions in a device, which, in the terminology used in Ref. 2 isf[he presence of oscillations, the electron trapping time is lim-
called a reflex diode. In this device an electron beam pen'—tecj to several periods. The energy spectrum and, corre-

etrates through a thin anode foil into a resonant cavity Wherépondingly, the frequency spectrum of the oscillations of the

it produces a virtual cathode. The virtual cathode is an un'_[rapped particles are quite wide. Depending on the specific

stable formation and fluctuates at a frequency close to thﬁ?nd't'ons’lthe t_Tlart)ped particles ]??: or_(;anrot 5]ar5|0|platetzh|n
plasma frequency of the beahThe oscillations of the vir- € general osciliatory process ot the virtual cathode. in the

tual cathode excite the characteristic modes of the resonaﬂfSt case they increase the generation efficiency, but in the

cavity. The energy of the excited electromagnetic osciIIa—S.econd case their role reduces to increasing the nonproduc-

tions is extracted through a coupling element into a load. Thé-'ve _:_osges. th i ffici ither the t d
reflex diode is a type of vircator — an electronic device with 0 Increase the generation etliciency, either the trappe

a virtual cathode. electrons must be made to participate in the collective oscil-

In Ref. 1, the processes occurring were described assu?tory process or t.h(_a presence of the trapped electrons mu.st
ing azimuthal symmetry. At the same time, for real structure € rgduced t.o aminimum. The ?fD model developed makeg It
large deviations from symmetry are to be expected becaué%oss'ble to investigate the basic features of the generation

of the need to extract the generated microwave power into grocess and the degree to which the geometry of the appara-

waveguide section. Here a 3D model is used. It made it post-us and the applied voltage influence the generation param-

sible to introduce into the simulated structure of a reflexSers:

diode a rectangular branch waveguide, at whose distant end

the nonreflectlve boundar'y condlt'lons smulatg a nonselecéTATENIENT OF THE PROBLEM

tive equivalent load. The information obtained in Ref. 1 on

the characteristics of the electron flux which depend on the The interaction of a relativistic electron beam with an

geometric parameters and the applied voltage were used #&ectromagnetic field is described by the system of

choose typical beam regimes for the purpose of maximizinglaxwell-Vlasov equations. For the appropridtedicated

the microwave generation efficiency. below) choice of measurement units, the system has the form
It is well known that the formation of a virtual cathode

in a reflex diode is accompanied by the accumulation of

4
0.5 0.5
r
|
T ___ ——
A el
! 71
/I_ —_——
S L=
T ¥
a2y E
. 2 25 2 Z5
FIG. 1. Diagram of the structure. FIG. 2. Projections of the particle trajectory.
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FIG. 3. Form of the flux and its phase portrait. t 200

FIG. 5. Current distribution.

JE ,
— —VXH+j=0, V.-E=p,

at produces the cathode—anode potential difference applied to

9H the system, is prescribed on the surface of the “insulator.”

e VXE=0, V-H=0, The emissivity of the cathode is realized by a boundary con-
dition on the distribution functionf=—j,,6(y— 7y, and

of of of jz0=(VXH),, with, of coursep,>0 and j,,<0. Herevy,

E+v-5 —(E+VXH)- &_p =0, is the prescribed total initial electron energy.

The chambers are separated by a metal foil, which is
where E(t,x) and H(t,x) is the electromagnetic field, transparent to electrorthe stopping and scattering of elec-
f(t,x, p) is the electron distribution functiorp andv are,  {ons by the foil are neglected at this stage of the investiga-
respectively, the electron momentum and velocity, and  jon). The tangential component of the electric field on the

foil and all other walls of the chambefsonducting or with

p= —J- fdp, J'=—J vfd®p a high permittivity, as in the case of the insulats zero.
_ _ Particles reaching the chamber walls are absorbed there.
are the charge and current density, respectively. The computational results are described using the fol-

A general view of the structure being calculated is|owing measurement units: — length (characteristic size
shown schematically in Fig. 1. It consists of two rectangularc — speed of light in vacuumt./c — time; c/L — fre-
chambers: largétop) and small(bottom). The top chamber quency;c/4mL — conductivity;mc — electron momentum,
consists of a waveguide with a square cross section, shoRgherem is the electron rest mass)c2 — electron energy;
circuited on the left and open on the right, where the relamc2/e | — field, whereeis the elementary chargeic?/e —
tionsE,—H,=0 andE,+H,=0 are used as the “nonreflec- potential; mc®/4we — current; m2c*L/4we? — energy of
tive” boundary condition. In addition, to simulate the free the Systemm2C5/4,ﬂ-e2 — power. The prob|em was solved

extraction of the radiation flux into a small layer adjoining py a numerical method whose basic principles are presented
this boundary, the medium is assumed to be conducting, i.ej, Ref. 4.
in Maxwell's equationg is replaced byj+ oE, whereo is
the conductivity.

A square cathode, insulated from the chamber walls and
the waveguide, is centered at the bottom of the lower chamBPASIC COMPUTATIONAL VARIANT

ber. The waveguide is the anode. An electric field, which  We take as the basic computational variant the following

set of computational parameters: lower chamber <55
10
Ex\[/\/\/\/\f\j\
Jﬂmﬂﬂt
3Uz v Vv \} U \J \3&

FIG. 4. Field and its frequency spectrum. FIG. 6. Energy distribution.
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square base, height 0.3; upper chamber —<B&ectangle,
height 1.5; cathode — 1X61.6 square; voltage = 1; kinetic _ o
energy of emitted electrong,—1=0.001; conductivity ~ Figure 5 shows the currents arriving through the anode
grows linearly in the layer 6:6x<7.6, and its average value grid in the forward ™ and backward ™~ directions, as well as
o=1. the currentd, escaping through the top surface of the tran-

The electromagnetic field arising in the lower chambersanode cavity. In addition, the power consumptiynof the
when the voltagep is switched on results in electron emis- system is also presented here.
sion from the cathode. Accelerated by this field up to energy ~ Figure 6 demonstrates the energy dynamics of the pro-
y1~1+ ¢, the electrons penetrate through the anode gritess. Her&Vis the total energy of the particles present in the
and excite an electromagnetic field in the upper chamber. [Bystem;U is the electromagnetic energy of the systén; is
the electron beam current is sufficiently high, then, as is welthe part of the energy confined in the lower chami®ris
known, a virtual cathoel — a surface that reflects some elec-the electromagnetic energy absorbed by the conducting
trons backward — arises inside the beam. Returning to thiyer; andS, is the energy escaping from the system through
lower chamber, the electrons once again are turned by tHé&e open right-hand boundary.
field in the forward direction and can oscillate near the an-  Figure 7 shows the time dependence of the pofRgr
odic grid. Figure 2 shows the trajectories of one partigle ~ =dS;/dt absorbed in the conducting layer and the power
projections on the,z andy,z plane$ and the corresponding Px=dS;/dt absorbed by the system through the open
phase portraitZ,p,). Of course, not all electrons survive this boundary. The power consumptid?y, which is practically
long. constant, is also shown.

Figure 3 shows the overall arrangement of the ensemble  Table | shows how the electromagnetic eneffy ab-
of particles at a certain moment in tin(@ the projection sorbed by the system is distributed among the kinetic energy
onto the &,z) plane and the general phase portraitig,) of  V of the particles, the energy1 of the lower chamber, the
the ensemble. Aside from the already mentioned oscillationgnergyU2 of the upper chamber, and the enegy=S,
near the anodic grid and the virtual cathode, which filters thet S,) going to the load; also shown are the currentsand
electron beam, one other filter is observed in the figure —~ passing through the foil, the power consumptky) and
adjacent to the cathode. It is formed as a result of the lowihe generated powe?, at four different times.
energy of the emitted particles in the presence of the same The external conditions are stationary, and many charac-
high current. Actually, only electrons starting in intervals teristics of the process reach an essentially steady state com-

where and whefE,<0 pass through. paratively quickly. If the small high-frequency oscillations
Figure 4 shows the function&,(t) at one point of the —are neglected, then the effective transmitted curient”
near-cathode layefbottom curve and behind the foiltop ~ —1i~, the power consumptioR, (in addition, as should be,

curve, as well as the frequency spectrufmight side of ~ Po=i*¢), and the energyV of particles present in the sys-
these oscillationgdotted curve for the first cageobtained tem are found to be constant. At the same time, the energy
by Fourier analysis of these curves. It is obvious that oscilStored in the electromagnetic field in the bottom and top

lations at the frequency~ 10 predominate. chambers,Ul and U2, respectively, and also the useful
power P reach steady state values much latertatl00
—200.

TABLE |. Energy distribution.

TABLE Il. Variation of the voltage.

t SO VvV Ul U2 S it i P, P eff,%

@ SO ul uz2 S it i Pq P eff., %
50 760 638 42 55 25 37 22 15 0.8 5

100 1515 1320 50 69 76 38 23 15 1.2
150 2270 2005 56 77 139 39 24 15 13
200 3024 2675 60 82 205 39 24 15 13

0.5 155 9.3 89 41 137 75 31 011 35
1.0 760 43 55 25 37 22 15 0381 54
15 1923 108 180 70 71 46 38 2.6 7

© ©o ©
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TABLE lll. Variation of the cathode size.

Q 0 Ul u2 S it i Po P eff., %

144 1049 42 48 52 21 105 105 0.87 8.3
256 1515 50 69 76 385 235 151 122 8.1
4.00 1990 57 92 99 60 40 20 151 7.6

The frequency characteristic of the radiation is demon- 3 W 36
strated in Fig. 8, which showE,(t) near the conducting
layer (bottom curve and at the foiltop curve — the same as Fig. 9. Field at the cathode and behind the foi.
in Fig. 4). Fourier analysis of these curves gives the spectral
density, shown on the right-hand side, of the radiation as a
function of frequency.

Analysis of the data in this table leads to dependences of
the typei "~h~2% or Po~h~13 which should not be ex-
tended to small values df. The latter require a special in-
vestigation.

Everything described above also refers to the basic vari- Changing the size of the lower chamber also changes the
ant, whose parameters are enumerated at the beginning of tfi@auency of the oscillations of the field. Figure 10 shows the
preceding section. To determine the effect of a particulaglectric field for two variants — witi=0.4 and 0.2dotted
parameter on the characteristics of the process, a series @#ve at the cathode, behind the foil, and at the exit from the
calculations, in each of which one of the parameters of thdOP chamber, respectively. Variation of the vertical dizef
basic set was varied, was performed. Since the overall pidhe top chamber gives the resultsbtained at timet=100)
ture of the process does not change much, we present onffesented in Table V. An appreciable change in the fre-
individual results, mainly in the form of tables of values of quency of the emitted field is not observed in this case as
the basic characteristics — the energy absorbed by the well.
system; the energy1 andU2 stored in the bottom and top Doubling the horizontal size of the upper chamber — the

chambers, respectively; the energy dissipated in the loadengthD of the waveguide — has virtually no effect on the
S=S,+S,; the forwardi* and backwardi~ currents Values of the basic characteristics. Only a natural redistribu-

VARIATION OF THE PARAMETERS

through the foil; and, the power consumptiByg, the deliv-
ered poweP=P_+ P,, and their ratio — the efficiency.
Table Il gives(at the timet=50) the results of varying

tion of energy occurs. Figure 11 shows the field enddgyy
contained in the system and the eneR)y,S, dissipated in
the load for the basic variant and for the variant with an

the applied voltage while keeping all other parameters of increased horizontal size of the upper cham{sown by the

the basic variantwhich is presented in the middle rowon-
stant.

dotted ling. The sumU+S,+S, is clearly the same. The
time shift in the power output and the energy fluxes through

A voltage change affects the frequency of the oscilla-the sectionx= const for these two variants are shown by the

tions of the field in the lower chamber. Figure 9 shaffest second and third plots in Fig. 11. All this justifies indirectly
side the componenE, of the electric field near the cathode the method of simulating energy extraction by inserting a
for variants withg=0.5 and 1.5dotted curvesand behind ~conducting layer.

the foil (right side. The frequency of the latter remains es- ~ Several variants were also devoted to clarifying the qual-
sentially unchanged. ity of this simulation. Table VI shows the computational re-

The effect of the cathode size is demonstrated in TablSults (obtained at time=50) with different average values
of the conductivityo.

Evidently, the optimal value is~1.

[, which gives the results obtained at tinhe 100 for three
variants differing only by the are® of the cathode(the
central row corresponds to the basic set of parametas

the area increases, the power consumption and the released

power increase but the efficiency decreases.
Changing the heighh of the lower chamber gives the
results(obtained at timé=50) shown in Table IV.

TABLE |V. Variation of the height of the lower chamber.

h O ul u2 S it i Pq P eff., %

0.2 1235 70 139 59 106 82 24 225 9.4
0.3 760 43 55 25 57 22 15 0381 54
0.4 520 27 31 16 18 8 10 045 4.5

FIG. 10. Field at the cathode, behind the foil, and at the exit.
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TABLE V. Variation of the height of the upper chamber. TABLE VII.

H SO Ul U2 s it im Py, P oeff,% it i i w2 u2 S P eff., %

075 1718 49 57 62 33 16 17 085 5 10 2.4 7.6 35.5 17.4 3.8 0.06 0.8

15 1515 50 69 76 385 235 15 122 8 16 6 10 57 32 13.2 0.36 3.6

225 1458 50 57 89 40 25 15 147 10 40 29.6 10.4 80 65 35 1.0 9
ONE-CHAMBER VARIANT the oscillations corresponds to the frequency determined by

The role of the lower chamber reduces to forming thethe average frequency of the oscillations of the trapped elec-

electron flux penetrating through the anodic foil into the up_trons near the anode. The fundamental frequency of the spec-

per chamber. For methodological purposes, it makes sense g(éj é?alé:;r:ezeeleescttlgi;ectjoatf\ethceat:waglcj)efgrtlzzeveECI%;{L thRea-
examine a simplified formulation of the problem with only gap '

one chamber in which electrons with energy, which pro- dla“'(l')r?eagsaaerrsicglheei Zr\i/rlrzt;r?tl gﬁg\:\?edde tlr?aftotrrzze%n damental
duce a current™, are injected from an areg P

+ : L frequency generated is sensitive only to the gap width, and
For low values ofi * the entire current=i passes and for sufficiently relativistic voltage ¢=1) it is not sensitive
there is virtually no radiation. When the injected current y 9¢€ &=

reaches a criticalfor the given constructionvalue, a virtual to the applied voltage. Charge density oscillations above the

cathode is formed, some electrons turn backward and radiz?—nOde foil are accompanied by radiation, whose frequency

tion appears. As the calculations show, for a further increas pect.rum is virtually idgnticgl to that.Of the electric field in.

ini* the transmitted curren‘tincreases’ very little, and the e virtual cathode, which is essentially of an electrostatic
) o : . ' nature.

growth in the radiation power likewise slows down. Table Hence it can be concluded that the main generation

VII gives the computational results for variants differing ) L o ain_ gene

only by the current* with y, =2 and injection areg=2. mechanism is dlpole emission frqm an oscillating virtual

The previous notation is use@?2 andU?2 are the energy of cathode. Comparing the computational results for the two-

the particles and the field, respectively, of dtap) chamber, c_hamber_ and(meth(_)dologmal one-chamber variants con-
and the efficiency is defined as the ratio of the useful poweprmed this suppo;mon. _— .
Attempts to stimulate oscillations of the virtual cathode

Pto the quantityi*(y, —1) — the equivalent of* ¢. and narrow the generation spectrum by producing resonance
Most quantities reach stationary values quite rapidly, al_conditions in thg upper charFr)1ber Werey Snsuccesgsful Varia-
ready fort<10. The establishment of steady values of thetion of the vertical sFiJzF:t-l of the upper chamber does no't ive
field energy in the volume, especially in high-current casesén appreciable change in the ffg uency of the emittedgfield
's delayed. This is demonstrated in Fig. 12. The E)gn e of radiatic?n fre uencigs< 20ywith ~10 pre- .
In summary, on the whole, one- and two-chamber calcu-, "~ . 9 9 . “ P .
. : i dominating also does not change. This result is not surpris-
lations are in good agreement with one another. The fre: . A )
. , . ing, since the wavelength of the generated oscillations is sev-
guency range of the radiation<<20 with ®~10 predomi- . . )
. - o . . eral times shorter than the dimensions of the above-anode
nating also does not change. Specifically, this is evident i . N )

. , . . . rEtop) cavity. Decreasing its dimensions destroys the dynam-
Fig. 13, which shows the field at the exit and its spectralics of the virtual cathode and cuts off the oscillations
composition(right side for the variant * =16.2. : . '

position(right sidg varl The relations obtained show that the process can be op-
timized. In the main variants, an efficiency of 0.09 was con-
sistently observedthe ratio of the power of the electromag-
netic oscillations in the dead load integrated over the

The model developed made it possible to clarify for thespectrum to the power fed into the beaifhis is the same as
example of a vircator with a very simple geometrgflex  the typical values obtained in real experiments. As the cath-
diode with no magnetic fieJdthe basic features of the pro- ode area increases, the consumed and released power in-
cess leading to the generation of electromagnetic oscillationgrease, but the efficiency decreases. This is natural, since the
in devices of this type.

The generation mechanism is based on the instability of .5 5
the virtual cathode, which at the nonlinear stage reaches a - -
limit cycle. The height of the virtual cathode is close to the ¢

cathode—anode gap width. The maximum spectral density of

CONCLUSIONS
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TABLE VI. Variation of the conductivity.

o SO Ul U2 S it iT P, P eff,%
0.0 762 44 60 18 38 23 15 06 4 - | :
1.0 760 43 55 25 37 22 15 08l 54 ' ; 100 100

10.0 763 44 58 21 37 22 15 0.7 4.7

FIG. 11. Energy, output power, and energy fluxes.
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FIG. 13. Emitted field and its spectrum.
00 the scattering of electrons by the anode foil and vaporization

of the foil.
FIG. 12. Energy distribution.
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A theory of the passage of ions in an amorphous material is developed with elastic and inelastic
stopping processes taken into account. Inelastic stopping of ions is studied in the continuous
deceleration approximation. Elastic stopping is studied with allowance for the discrete character of
the change in energy and direction of motion of the ions in elastic scattering by the target

atoms. Integral equations are obtained for the total and projected ion ranges. Expressions are
obtained for the probability of a change in ion energy in elastic and inelastic stopping.
Calculations of the projected ranges of Cu and Ga ions in Si and C targets are performed. The
computational results agree well with experiment. 1899 American Institute of Physics.
[S1063-78499)01702-X

A theory of the passage of heavy ions in an amorphoughe threshold energ§,, can be set approximately to zero,
material was developed in Refs. 1-3. The low-energy rangez,,=0, when calculating the ranges. Fox 0.1, in Ref. 3
where the main process in the motion of ions in the materiasimple equations were obtained for converting the ion ranges
is elastic scattering by target atoms, was investigated, angalculated in the approximatioBy,=0 to the case of non-
inelastic processes were neglected. The results obtained #ero values of the threshold enerfy,. As will be shown
Refs. 1-3 agree satisfactorily with experiment in the energyelow, such a conversion is also applicable in an approxima-
rangee<0.1. Heree is the reduced energy in the Lindhard tion that takes inelastic stopping of an ion into account. In
approximation, wheres is related with the ion energ  what follows, we seE;,=0 and make the appropriate cor-
by the relations = Em,a/(Z;Z,€%(m;+m,)), whereZ,,Z, rection of the results at low ion energies. In this case, accord-
and my,m, are, respectively, the charge and mass of théng to Ref. 3, the expressions for calculating the total and
nucleus of an ion and a target atoens the electron charge, projected ion ranges have the form
a=0.885%,(Z2*+ 2232 anda, is the Bohr radius.

As the ion energy increases, inelastic processes become o %
more importanf, and to give an adequate description of the  R= \,, Rp= > Ak (1), (2)
propagation of ions in matter the inelastic stopping processes k=0 k=0
must be taken into account. In the present work, elastic and
inelastic stopping of ions are taken into account. The apwhere), is the average range of an ion betweenkteand
proach developed in Refs. 1-3 is extended to the case of lok+ 1)th elastic collisions ang, is the average value of the
and medium ion energies. The following model formulationcosine of the angle between the direction of motion of an ion
of the problem is considered. An ion with initial energy is  after thekth collision and thex axis.
incident on an amorphous body in a direction orthogonal to  Expressions for calculating, in an approximation that
the body’s surface, located at=0. An ion moving in the takes only elastic scattering of the ions account are obtained
material loses energy, undergoing elastic and inelastic colliin Ref. 2. We shall obtain expressions for calculatingn a
sions. The energy losses in inelastic collisions are studied imore general form which takes into account the inelastic ion
the continuous moderation approximation. The elastic scatnergy losses. Since the elastic scattering cross section of an
tering is described in the modified hard-sphere modelon in general depends on the energy of the ion, the average
approximatiort. In the elastic scattering, the energy and di-mean free path of an ion also depends on energy. The depen-
rection of motion of an ion change discretely. During thedence ofr, on the number of elastic collisions undergone by
motion of an ion between successive elastic scatteringn ion is due to the corresponding change in the ion energy
events, the energy of the ion decreases continuously in thdistribution function. We introduce the following concepts:
process of inelastic stopping; the direction of motion of thexy(e) — the average travel distance of an ion with initial
ion does not change. An ion stops in the material when it®nergye up to the first elastic collision with a target atom
energy drops below a certain threshold vakg. By anal- andF,(e) — the energy distribution function of ions which
ogy with Refs. 1 and 5, we introduce the following concepts:have undergoné elastic collisions. The formation of the
R — the total range of an ion — is the distance traversed byistribution functionF,(¢) is determined by discrete energy
the ion in the material before stopping, aRg is the pro- losses of ions in elastic stopping and continuous energy
jected range of an ion — the projection of the distance tralosses in inelastic stopping. We assume that a monoenergetic
versed by an ion in the material in a distinguished directiorflux of ions with energys=¢g, i.e., Fo(e)= (e —gy), is
of motion. For the ion energy>0.1, according to Ref. 3, incident on the surface of the target. The average travel dis-
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tance of ions with initial energg, which have undergonke * “re
collisions in the material is determined by the expression kzl )\k(s):gl fo A-1(&")Pede—¢")de’.
Me(gg) = fgo)\o(s)Fk(s)ds. (3) Transferring the summation sign in this expression into
0 the integrand and using the definiti@l) for R(e), we obtain

the following integral equation for the total range of ions in

To determinex with a known functiom , itis .
(20) o(e) the material:

necessary to know the distribution functidf(e). The
transformation of the distribution function as the number of e
ions which have undergone collisions increases is described R(S)ZM(SHJ R(e")pede—e')de’. (8)
by the following recurrence relation: 0
o The equation obtained has a clear physical meaning. In-
Fk(g):f Fr_1(g )Pede'—¢e)de’. (4)  deed, the total range of an ion includes the distance traversed
& by the ion up to the first elastic collision, and the total range,
wherepg (e’ —¢) is the probability density of a change in averaged with the corresponding probability, of an ion whose
the energy of an ion with elastigndex n and inelastigin- ~ €nergy which changes as a result of inelastic and elastic

dex @ energy losses, losses. _ o _ _
We shall now obtain a similar equation for the projected

range of ions in a material. In this case, it is necessary to
determine an expression for the average cosine of the direc-
tion angle of motion of an ion after th¢h collision. Acord-

ing to Ref. 1,u,= X, whereu, is the average cosine of the
scattering angle of an ion in a collision with a target atom
and is given by

JE Per(e’'—e)de=1.
0

Substituting expressio¥) in Eq. (3) and changing the
order of integration, we obtain

€0 g’
)\k(so):JO kal(s,)fo No(&)Per(e’—e)dede’.

1/m,\?
(5) 1- § m_]_ 3 ml> m2!
Let us rewrite Eq(5) in the form “s=Y o m
-t m;<m,
3m,

€0 ~
)\k(8o)=f Fr-1(e")N1(e")de’,

0 We premultiply expressiofi7) by ,u'; and repeat the se-
quence of operations in the derivation of E8). As a result,

Ni(e')= fs No(&)Pere’ —€)de. we obtain the following integral equation for the projected
0 ion range:
Repeating the operation performed, we obtain in a gen- .
eral form Rp(s)z)\o(s)Jr,usf Rp(e')Pede—e")de’. 9
0
€0 ~
N(eo) = fo Fr-i(e")Ni(e")de’, The integral equation€) and (9) for the total and pro-

jected ion ranges in a material were obtained under quite
- el general assumptions about the mechanism of energy loss
)\i(gl):f Ni—1(e)Ped e’ —&)de. (6)  during the motion of an ion in the material. These are Volt-
0 erra integral equations of the second kind. The mathematical
Fori=k we obtain from Eq(6) formalism for solving such equations has been developed in
. detail (see, for example, Ref.)60ne possible method of
7\k(80)=f OFO(Sf)Xk(S’)dS'EXk(SO). solution is the method of iterations. It is easy to show that
0 expressiongl) and(2), together with the recurrence relation
(7), are solutions of the integral equatiof® and(9) by the
method of iterations using the function(e) as the zeroth
approximation. In the present paper we shall confine our-
selves to investigating this solution.
e To calculate the ranges, it is necessary to know the func-
Ae)= JO Ae-1(8")Pede—&")de” for k=1. (") tionspe{e—e') andho(e). These functions are determined
in terms of the densityp(x) of the probability that an ion
It is remarkable that expressigid) makes it possible to undergoes an elastic collision after traversing a distance
calculate the average travel distance of an ion &teolli-  The probability densityp(x) is introduced by the following
sions without finding the ion distribution functioR(e). obvious relation:
Using Egs.(1) and (7), we shall find an expression for the
total range of ions in the material. Summing expression |0(X)=na(x)exp( B fxna(xl)dx/>' (10)
overk from 1 to«, we obtain 0

Since the index is arbitrary,X,= A for all k. Thus, we
obtain from Eq.(6) the following recurrence relation for cal-
culatingA(g):
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wheren is the density of target atoms ansl is the cross R.A
section for elastic scattering of an ion by the target atoms. *’
The dependence of the cross sectionn the coordinate
x is due to the continuous decrease in the ion energy during
the inelastic stopping between two successive elastic scattery gy
ing events, i.e., in realityg-(x) = o(e(x)). Following Refs. 1
and 2, we shall determine the energy dependence of the elas
tic scattering cross section in terms of the dimensionless
stopping power of ions for elastic energy lossg&e) (the
notation is conventionalby the relation
o(e)=2ma’s(¢)le. (11a 1000
According to Ref. 7, the change in the ion energy due to
inelastic losses in the continuous stopping approximation can
be determined in terms of the dimensionless stopping power
for inelastic energy losseg(e) by the relation

ds_ A
dX— 88(8)1 100
4m;m
A=maln ————. (11b
(my+my) 1ol bt vl

. . . . a.01 01 7 10e
The equation$10) and(11) make it possible to obtain an

expression for the probability that the energy of an ionFIG. 1. Projected range of Cu ions in a Si target as a function of energy:
changes due to inelastic losses as the ion moves between W5 04%p=03k 1—0,2—0053—01,4—02

successive events of elastic scattering by target atoms. We
denote the corresponding probability densitypabe,—¢),
wheregy, is the energy with which the ion “commences” its
energy, having undergone a successive elastic colligias;

the energy with which an ion “terminates™ its motion and We shall now determine the average range of an ion with
undergoes the next elastic collision. Using the law of trans-

! X ; . king i he ch in th f
formation of random variabl€s, according to which energyey, taking into account the change in the energy o

— . . an ion due to inelastic stopping. For this, we employ the
?1(5)23(;(2(1;()3\2 Oabfizirnsmple transformations of the Egs. relations(11b) and(12), which describe the energy losses of

an ion in inelastic collisions. Integrating expressidrib),
) oo Sy(e') we obtain an expression for the distange, ,¢) over which
peen—2)=Q - .

IOen(Sb—>8')=J Pe(e—&")pr(e"—&")de". (14

=5de) ex - the energy of an ion decreases as a result of inelastic stop-
e e e'sge’) ping frome,, to &,
(12
1 (ep de’
where X(Sb,s)zzf —.
(my+my)? ¢ sde)
= Tlmz We obtain an expression fokg(ep) by averaging

X(ep,&) with the probability density determined in E@.2):
The density of the probability that the energy of an ion
changes fronz to & as a result of elastic scattering by target ) ;)= beX(sb &)paep—e)de.
atoms is determined, according to Ref. 2, by the relation 0

Q (1 foraese’'s=e, Simple transformations yield
pn<abas'>=g(o fore’ e &’ (13 ,
e >e, e <ag, No(er) 1f£b 1 fSZQ Sn(e’) de’ |d
&p)= 7% —exp — —— Qe €.
where R Ao sde) s g'sye)

2 (15

m;—m, . _
= For prescribed functions,(e) ands,(e), Egs.(1), (2),

m;+m,

(7), (14), and(15) together make it possible to calculate the
The functionp.(e—¢'), determining the density of the total and projected ranges of ions in an amorphous material.
probability that the energy of an ion changes in inelastic andn the calculations, we shall employ the following functions:
elastic stopping processes, can be expressed in terms of thge) =ky/e, s,(¢)=g+e/(b+¢). According to Ref. 7, the
functionsp, andp,, given by expression€l2) and(13), as  expression fors,(g) for g=0.45 andb=0.3 is a good ap-
follows: proximation for calculating the stopping power of ions, ob-
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FIG. 2. Comparison of the experimental and theoretical projected ranges of

ions: Curves — calculation according to E¢®), (7), (14), and(15) for the
following ion—target combinationst — Cu—Si with k=0.04,g=0.43; 2
— Ca-Si,k=0.06,9=0.46; 3 — Ga—-C,k=0.17,9=0.30; 4 — Cu-C,
k=0.09, g=0.34; symbols — experiment of Ref. 1&x — Cu-Si,[] —
Ga-Si and experiment of Ref. ¥ — Cu-C,0 — Ga-C.
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projected range is negligible. This makes it possible to use
the method developed in Ref. 3 to calculate the ion ranges in
the elastic stopping approximation, making a correction of
the projected range of low-energy ions with allowance for
the nonzero value of the threshold enefgy.

Figure 2 compares the results of numerical calculations
of the projected ranges of ions with the experimental results
obtained in Refs. 9 and 10. The two parametgrand k
characterizing the stopping powers of ions in a material were
chosen by the least-squares method by comparing the experi-
mental and theoretical values of the ion ranges. The param-
eterb was assumed to be constant for all ion—target pairs:
b=0.3. It follows from Fig. 2 that the theory agrees well
with experiment.

Let us conclude with a summary of the main results of
this work. A theory of ion passage through a material was
developed with elastic and inelastic energy losses taken into
account. Integral equations were obtained for the total and
projected range of the ions. Expressions for the probability
that the ion energy changes in elastic and inelastic collisions
were obtained. The calculations performed show good agree-
ment between the theoretical and experimental results.
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The modern approach to designing an injector for the driver of a two-beam accelerator is based
on the use of a bunched electron beam. The results of simulation and comparison of the
processes leading to bunching of a relativistic electron beam in a free-electron laser and in a
traveling-wave tube at low electron beam energies are discussed. The simulation and

existing experimental results for bunching of an electron beam in a free-electron laser are
compared. ©1999 American Institute of PhysidsS1063-784£99)01802-4

INTRODUCTION are also compared with the experimental results obtained in
Refs. 7 and 8.
Work on the next generation of electron—positron collid-
ers for the TeV range is now going on all over the world.
These machines will require large gradients of the acceleraEQUATIONS DESCRIBING BUNCHING OF A BEAM

ing electric fields(up to ~100 MeV/m) to conserve energy The following equations describe the self-consistent spa-
and so that the accelerators not be too long. Two schemef| problem of the motion of a relativistic electron beam in a

based on the concept of a two-beam accelerator are beingicrowave electric field. They can be used both for a FEL in

investigated to solve this probleh?.In the two-beam accel- the Compton mode and for the TWT:

erator, the first accelerator produces a high-current electron q

beam that should be bunched over the entire length of the 9% _ _ P P

collider. The electron bunches generate rf electromagnetic dZ «assing;  (J=1... M), @

power for the accelerating resonators in the second accelera- o 1 1

tor, which accelerates the main beam up to the TeV range. —l=_—_ 2
Several schemes for obtaining such high-intensity driver dZ  Byj  PBpn

electron bunches exist. One such scheme was implemented 5

in Refs. 1 and 3, where the so-called “Choppertron” em- - = n(siny;), €)

ployed transverse modulation of the velocity of the 2.5 MeV

main beam wit a 1 kAcurrent in a deflecting resonator with de

a collimator to obtain longitudinal bunching of the beam. g7 &s~ n{cosi;). 4)

The other idea for obtaining such bunches is to use the . ) )
bunching of a beam that occurs in a free-electron lasefi€reM is the number of electror(ma;:ropa_lrncle)s v; is the
(FEL). In Refs. 5 and 6, detailed numerical calculations were""€r9Y of thejth electron E;=muc®y;) in the units E,
performed for the purpose of assessing the advantages of thigMoC™: Mo is the electron rest massjs the speed of light;
method and determining the bunching efficiency as a func-zz_z‘*’O/C is the dimensionless longitudinal cgordmate; and,
tion of the beam energy, the beam current, and the emittanc&o IS the microwave frequency. The quantty is the phase

It was also shown in Refs. 5 and 6 that in FEL amplifiers a°f the jth electron relative to the electromagnetic fiegdjs
high degree of beam bunching can be obtained over quitthe phase of the complex amplituda=asexp(¢)); and,
short lengths. However, in this bunching method the sensi¥j= ¢+ © is the total ponderomotive phase. The brackets in
tivity of the phase stability to a change in beam energy durEds.(3) and(4) indicate averaging over a bunch. The quan-
ing a pulse and the rapid debunching of the beam with excitity as is the dimensionless amplitude of the microwave elec-
tation of the FEL are serious problems. tric field

The first results on the direct observation of bunching of eE,

a relativistic electron beam in a powerful FEL were reported  a,=
in Refs. 7-9. The measurements, employing both electro-
magnetic and optical techniques, were performed at the wigiwheree is the electron charge ari, is the amplitude of the
gler exit and clearly demonstrated bunching of the beam. microwave electric field.

The present work is devoted to a numerical simulation = The parametek is the coupling constant between the
and comparison of bunching of a relativistic electron beam irelectrons and the microwave. Its value depends on the type
a FEL and in a traveling-wave tub@WT). The computa- of setup employed. The parameterin Egs. (3) and (4) is
tional results for the bunching of an electron beam in a FELgiven by the expressidh

©)

moa)oc ’
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2k 5.0
N (6)

The constant ,=myc3/e=17 kA, N is the norm of the
electromagnetic waveg | ; is the longitudinal electron veloc-
ity, and B, is the phase velocity of the microwave.

SIMULATION OF BUNCHING IN A FREE-ELECTRON LASER

To obtain a system of differential equations for simulat-
ing the bunching in a FEL with a helical wiggler, we took as
a basis the corresponding equations from Refs. 10 and 11,

taking account of the effective shift of the frequenay due e /o ]
to the plasma wave in the beam. This corresponds to taking 0 S ,50 : 3;70 : 30 —
account of the plasma wave under the resonance conditions L,em

in Refs. 7 and 8. We have, finally,
FIG. 1. Microwave power of a FEL as a function of the interaction length

dwj . . of the electron beam with the wiggleor=0 (solid curve, 5% (dashed

gz ki assing; (j=1,... M), (7) curve); curves — calculation — theory of Ref. 7,@ — experiment of
Ref. 7.

d®i__(kw+ks)c+l+ o 1+a2+a,asCcosy; @

dz wo wop; 2y5(1-wj)?

gler period\ ,=12 cm; wiggler fieldB,=0.11 T; and, mi-

dag siny; crowave frequency,=3.5X 10'° Hz (H,; mode.

dz ™M 1_—w] ' 9) In Refs. 7 and 8 an initial microwave power of 10 kW
was injected into a circular waveguide in tHg; mode. The

de Cosy; corresponding amplitude of the microwave electric field is

4z %~ 7’1< 1—w,-> ' (10 a;=4.4x10 * [see Eq.(5)]. Then we obtain the following

where values of the parameters from Ed&l), (13), and(14): g
=0.022 andz;=2.5X10"* (the norm of the wave in our

a, Ko case isN=N;=24.3).
Klizzyoyj 1 o, (12) We determine the bunching parameBejust in Ref. 7:

Here wj=1—E;/E, is the relative change in the energy of

thejth electronk,=2m/\,; \,, is the period of wigglerkg

B=|{exp(#))|. We simulated the initial energy spread in the
electron beam using 2000 electrons distributed over the
phase at 40 points fro®=0 to 27 and at each point 50

is the axial wave number of the resonant waveguide mode igjecrons possessed a Gaussian relative-energy distribution
the wiggler; yo=1/\/1— % is the initial energy of the elec- with varianceo.
tron beam;3, is thg Iongitudina_l dimensionless veIo_city of The system of differential equatioi®—(10) was solved
the resonant particle, determined from the relatighs py the Runge—Kutta method for the parameter values indi-
=\Bo— BT, BLIB:=a,!v0; kKo=a,/2¥5 wp is the rela-  cated above. Figure 1 shows the computational results for the
tivistic plasma frequency microwave power of the FEL and compares these results
I 1 wit.h thqse obtained in Refg. 7 an'd 8. To take account of the
@p=\ / © T (12) adiabatic entrance of the wiggler in Refs. 7 and 8, we assume
Mo v,y that exponential power growth commences 48 cm from the

Here n. is the density of the electron beamy, wiggler entrance. This point corresponds to the pa#0 in

—1/\1— B2, the parametea,, is given by the formula Fig. 1. As one can see, these results are in quite good agree-
z ¢ ment. Comparing the microwave power distribution along

the wiggler, obtained experimentally in Refs. 7 and 8, it can
be concluded that the observed difference of the maximum
microwave power by a factor of-10 relative to the com-

whereB,, is the amplitude of the magnetic field of the wig- puted value for a monoenergetic beam can be partially ex-

eB,\,

a,= 1
¢ 2armyc?

13

gler. plained by the presence of an initial energy spread in the
The coefficienty, is given by the expression electron beam.
1\ 2Ko 7o Figure 2 shows the computed dependences of the bunch-
”1:<R) N (149 ing parameteB on the distancd along the wiggler. The

curves in Fig. 2 correspond to measurements of the time
For our simulation we employed the electron-beam andiependence of the bunching parameter along the Bé&re.
FEL parameters from Refs. 7 and 8: electron beam energsegular part of the wiggler terminates htapproximately
~2.2 MeV (y9=5.3187=0.982); electronic current inside equal to 170 cm. Our calculations beyond the regular part of
the wigglerl,~500 A; electron beam radius0.5 cm; wig-  the wiggler are not accurate enough. Thus, comparing the
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FIG. 2. Bunching parameter in a FEL versus the interaction length of an 7/70 -1
electron beam with the wiggleer=0 (solid curve, 5% — dashed+ —

numerical simulatior. FIG. 4. Microwave power at the wiggler exit versus the initial beam energy.

computed curve corresponding to=5% with the experi-

mental results, it can be inferred that the low experimental  4q . 1— w: 1

value of the bunching parameter in Ref. B0.1) can be d_ZJ: = -

explained by the energy spread of the electrons in the beam. V(1= w)=1lyg Bpn

The distance at which the maximum bunching is attained lies a

in the maximum microwave power range. 97 n(sing;), (17
The character of the electron distribution in phase space

{v,4¥} for B=0.75 in the case of a monoenergetic beam ( de

=0) is shown in Fig. 3. The dependence of the computed g 8= 72(COS¥;), (18)

microwave power at the wiggler exit on the initial beam

energy ¢=0) is shown in Fig. 4. It is obvious that this Where

resonance curve is asymmetric and its maximum value cor-

(16)

l
responds toy,=5.6 for our parameter values. K2=y—g, (19
0
SIMULATION OF BUNCHING IN A TRAVELING-WAVE TUBE I, is the amplitude of the corrugation, amdis the spatial
We employed the following system of differential equa- pen_or?];f rr(:\rﬁz:zzugaiusosifine d as
tions to simulate the bunching of an electron beam in a FEL P 72
accelerator based on a corrugated waveguide: _( Ip\2K2v0 20
dw; ) . 2 la/ Nog
az -~ redssingg (j=1.... M), (15 whereNy, is the norm of theEy; mode in the TWT.

For the simulation, we chose the following parameters of
the electron beam anéy; mode: electron beam energy
1.2 ~2.2 MeV (y,=5.31), electron current inside the TWT,

- ~500 A, electron beam radius-0.5 cm, microwave fre-
YT | S quency fo,=17x10° Hz (A=1.76 cm), and microwave

. power input in the TWT 10 kW. The value of the parameter
d was found from the dispersion curve of the corrugated
\0-4 B . waveguide, wherd,=1 mm, the radiusry=1.8 cm, and
lg - ) Bpn=0.982. The dispersion curve was calculated using the

ol . URMEL code. In our casd~5.8 mm andk.d=2/3. Then
we havek,=0.102 from Eq.(19) and 7,=3.2x 103 from
. Eqg. (20) (in our case the norm of the waw,;=10). For
041 . initial microwave power~10 kW in the TWT the corre-

: sponding dimensionless amplitude of the microwave electric
08l Loy . field is a;=6.8x10"4.
0 2.0 4.0 6.0 a0 Figure 5 shows the computed curves of the microwave
¢ power versus distance along the TWT. The two curves cor-
FIG. 3. Phase-space distribution of a bunched beam in a FEL at the poinrteSpond to initial e'?Ctron beam energies 2,'2 and 1 MeV. As
2=129.5 cm, corresponding to the maximum bunching parameter. ThON€ can see from Figs. 1 and 5, the bunching length of a 2.2
solid line shows the computed separatrix. MeV electron beam is-1.5 times shorter in TWT than in
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50k The dependence of the microwave power at the TWT
exit on the energy sprea®.2 MeV) is quite weak. This
dependence becomes substantial when the initial electron en-

40 ergy decreases to 1 MeV.
CONCLUSIONS
o a.0 Our simulation showed that the high degree of bunching
a of a 1-2 MeV electron beam can be quite easily achieved in
E 20 a short traveling-wave tube.

Bunching of an electron beaf@.2 MeV, 500 A occurs
in a ~1.5 times shorter distance in a TWT than in a FEL.
This is because the spatial gain in the TWT is much higher
than in a FEL. The energy spread in the bunches formed in a

T T T TWT is larger than in a FEL. The bunching effect in a TWT
0 50 00 150 200 250 is virtually independent of the initial energy spread in the
L,em beam and in a FEL this dependence is strong.

The bunching efficiency in a TWT decreases with in-
creasing initial electron energy. Thus, a TWT can be used
effectively to bunch an electron beam in the energy range
from 1 to 2 MeV, where the TWT length can range from 0.5
to 1 m.

This work was performed in the Laboratory of Nuclear
Problems at the Joint Institute for Nuclear Research. This
work was supported by MN&oros, Grant No. JLD10G&nd

FIG. 5. Microwave power in a TWT versus the interaction length with the
beam:y,=5.31(solid curvg and 3.0(dashed curve

the FEL. The electron distribution in phase spéagey} for
the maximum value of the bunching parame®er 0.61 (be-
fore saturation of the wave in the TWTs shown in Fig. 6.
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Calculation of the shape of the mass peaks of hyperboloid mass spectrometers
with one-dimensional unipolar sorting of the ions
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The properties of the particular solutions of the Hill equation are used to obtain expressions for
the envelopes of charged-particle trajectories in a hyperboloid analyzer with ion sorting

along one coordinate in its positive range. Analytical relations for calculating the shape of the
mass peaks are obtained on the basis of these expressions. The results of analytical
calculations are compared with a computer simulation. The parameters for calculating the
sensitivity and resolution of the one-dimensional analyzer are determined according to the mass
peaks. ©1999 American Institute of Physids$$1063-784£99)01902-9

The possibilities of producing a dynamic mass spectrom- 42,
eter with an analyzer in the form of two hyperboloids of —2+[a+2q<b(t)]z=0, @
revolution with radiir,>r,, in which the charged particles

are sorted along one coordinateare discussed in Refs. 1 yhered(t) is the normalized step function with period 2

massm, execute almost periodic oscillations in the positive inear combination of two independent particular solutfons
region of the sorting coordinate>0. Estimates made in

Refs. 1 and 2 indicate that it is best to use a one-dimensional, Z(t) =Az(t) +Bz,(t), (2
unipolar regime of particle sorting by specific charge. The

) . whereA andB are constants determined from the initial con-
instrumental function — the shape of the mass peak of th(Fjitions

instrument — gives a more complete idea of the analytica For smallAm/m, when the working point lies near the
possibilities of the sorting method. For a one—dimensionagtability boundang,(q), as the number of sorting periods
unipolar mass spectromet@®@UMS), the instrumental func-  j, reases; the positions of the extremal values of the func-
tion is the dependence of the ion confinement fagtan the 517 (1) andz,(t) coincide with increasing accuracy. For
normalized mas$/ =m/m, (Ref. D). example, for independent particular solutioosy(t) and
The shape of the mass peak can be constructed by COMg,(t) with g=0.8 andn.= 10, the discrepancies in the po-
puter simulation of the charged-particle sorting processeSition of the extremal positions does not exceed 0.75
But, in so doing, the complete relationship between the dif-x 10-2 of a sorting period. The error in determining the
ferent sorting parameters and the analytical indicators of th@xiremal values themselves is<30%. This feature of the
mass spectrometer is not established. The one-dimensiongrticular solutions makes it possible to determine the values
unipolar method of ion sorting makes it possible to obtainof the envelope,,,(t) andZ,(t) as a sum of the extremal
quite simple and accurate analytical representations for th@alues of the functiong,(t) andz,(t).
shape of the mass peaks on the basis of the characteristic To find the extremal values of the trajectories we shall
features of the particle motion near the stability boundaryemploy the method of characteristic solutiénale choose as
ao(q). Under the conditions of field-free phase input and a
small spread of the initial coordinates of the iahg/z<1,
characteristic for the one-dimensional unipolar mass ana-
lyzer, the thermal velocities are the diversity factor of tra- zr a - b
jectories along the sorting axisof the particles with fixed — 42L vv
massm. Some ion trajectories with different masses and dif- 1
ferent velocities are shown in Fig. 1. A particle is stable if [ 1 l‘
during n.. sorting cycles its instantaneous coordinattalls 0.8 ; [
within the electrode system of the analyzgr>z>r,. To N
establish this fact it is sufficient to know the behavior of the i i !”
extremal valueg ,.(n) andZ,,(n), which are the envelopes ;4| 2 LA 2 ‘ MA, ,
of the charged-particle trajectories. 0 § 10 1 20n 0 45 70 1 n
lon motion in an ac field in a square potential with the FIG. 1. lon trajectory in a hyperboloid mass spectrometer with one-

analyzer powered by a pulsed square voltage is described Rynensional unipolar sorting of the ions1=1.002 (a), 0.998 (b); 1 —
the Hill equatiori v=0.0(@), vy (b); 2— v=—v7 (@), 0 (b).

1063-7842/99/44(2)/4/$15.00 226 © 1999 American Institute of Physics
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characteristic point$ma, Or ty, Which coincide with the Depending on the values of the constahfsandB; , the
extrema of the functionz, (t) or z,(t) with entrance phases functions Z,(n) and Z,(n) describe the envelopes of the
o1 and gy, minima or maxima of the trajectories for entrance phasgs

and ¢q,. For Am/m<10 2, the values of the parameters
3 w,=tanh ¥, and w,=tan ¥, can be adequately repre-

2n+1
' sented in the form

2

tmaxn=2TN;  thinn=T

In accordance with the method of characteristic solu- w;=w,=w=+y®Am/m, (6)

tions, the coordinateg, and velocitiesv,, of the particles _ P . .
after thenth sorting cycle are determined by the values ofWhere 7./_(1/2 a—3\al2)sim/a® cosh®+1/2(3-a)
X cosya O sinh®.

these parametes, -, andvy, after the (- 1)th cycle by The constanth; in Egs. (5) for the envelopes of the
, :

the system of equatiofs : > .
y q maximaZ,,,{n) equals the initial coordinatéy; for entrance
2,=Vi3zp_ 1+ Vigvn-1, vn=Yi1Zo_1+¥Yiovn-1, phasegq;, and for the envelopes of the mininZg,,(n) it
(4) equals the initial coordinat&y, for entrance phaseg,. To

where the coefficients can be calculated according to the fopetermme the cons.tanBa , WE take account gf.the fact that

. ) for p>10? the relative changes in the coefficienks, and
lowing formulas: . s Y

for entrance phaseo,;=0 ¥, with m deviating frommg do not exceed 2810 “, so

01 that they can be assumed to be constant. As follows from Eq.

_ JaQ (4), for a zero initial coordinate the envelopes of trajectories
W1;= — Vo) sinJa® cosh® + “a vary linearly with increasing:
for Po1
1 1
x| Ja+ T-ﬁ- \/—_— \/_) cos\a® |sinh®, ZpadN) =W 0N, Zyin(n) =¥ 1,¥ o000,
o o
for Po2
1 1 =/ (n)=
Vo= sin \/;® cosh® + Zmadn) Wi Won,  Zpin(n)=Yyun. (7)
VaQ 2\aQ According to Eq.(7), the expression for the envelope of
1 1 the minima for ¢y, is identical to the expression for the
x| Ja+ T_(\/___ \/_) c0s/a® |sinh®, envelope of the maxima fapg,. For smallAm/m Egs. (5)
a a become
for entrance phaseg,= 7 Z(n)=B,wn. 8

_ ) Equating expression§) and(8), we obtain the values of
W,,= 0 sinh® cosya® — > the constants,; :
for the envelopes of the maxima

1 1 W
R i 14V
x| e+ = (\/E \/_) cosh® |sinya®, Bi=—2 for gq,
1 A 1 \/\1,14\1,24U
\1’24=5 sinh® cos/a® + 20 133=T for @q;,
Ja 1 1 \/_) Ja for the envelopes of the minima
X|Va+ —=+| —=— coshO® [sinya®,
\/E \/; B _\/‘I’14‘P24U for
2= — 01>
for entrance phasegy; and ¢, @
W,=W,=cosh® cos/a® 822‘1’5)40 for ¢op.
_ E \/;_ i sin\/EG) sinh®, We shall use relatiofi5) to calculate the mass peak_s_ of
a an . In terms of the envelope functions, the conditions
2 Ja OUMS. In t f th lope functions, the condit
for particle confinement can be written in the form
where() = \/2Ume/mr21 ;a=U1 /U, is the pulsed voltage P
parameter, and® is the solution of the equation for the Zna M) <ry,  Zpin(N)>T15. 9

boundaryay(q) of the stability zoné.
The solutions of the systefd), which are represented as
a sum of two independent solutions, have the form

These conditions correspond to the range of initial ion
velocities v min—Umax fOr which particles with massn are
confined in the analyzer fan, sorting periods. With allow-
Z,(n)=A, coshw;n+B; sinhw;n, mM>my; ance for the values of the constaitsandB; in Eq. (5), the

limiting velocities should be determined for masses. mg
Z,(n)=A, cosw,n+B; sinw,n, m<m;. (5) andm>mg and entrance phases; and ¢g,.
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FIG. 2. Solution of the nonlinear equations.

For m<mg and ¢q, the equation fow .,;, has the form

V14V 240 min .
w

Zgr,CoSwn+ SiNwN=r,.
Introducing wn.=&;, ro/ri=e, and r,/zgp,=c,, we
have

= erq cz—cosfcg
min— ; c
\\P14\P24C2nc S|n§c

To calculate the maximum velocity,,,, we take into
account the fact that the envelogg,,(n) in the sorting in-
terval &, increases monotonically fog.<¢;, while for
&.>¢, it has a maximum at the poir; =tan *Bgy;/Zo;,
where By;/Zg, is determined below. In the interval<0é,
< ¢, the maximum velocity is found from the equation

(10

W 140 max

Zy1COSE+ siné.=ry.

Transforming and introducing; /zy;= ¢4, we obtain
r{ C;—Ccosé.
1% — A
W eine  sing

In the intervalé.> &4, taking into account the valug,,
the equation fow ,,, becomes

& 11

Ccos taﬁ1801/201+ Sintan71801/201: Cp. (12)

The numerical solution of Eq12) for the parameter

a9=Bg1/Z0 is presented in Fig. 2a. The value found &y
is used to calculate the maximum velocity as

ol

c1Wane ™ (13

Umax—
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FIG. 3. Regions of confinement of analyzed particles with 1.2 (1) and
1.1(2).

Relations(10), (11), (13), and(14) together describe the
region of initial velocities for which the ions are confined in
the analyzer for entrance phagg,. For entrance phasg,,
the limiting velocities calculated using these relations must
be multiplied by the factorn/¥,,¥,, The confinement re-
gions constructed using expressidh6), (11), (13), and(14)
are displayed in Fig. 3 for the sorting parametkrs0.266
and £=0.3 and the two values;=1.1 and 1.2. It can be
shown that forc;<<1.3, which values are of practical signifi-
cance, the confinement regions are closed. The bounded na-
ture of the particle confinement regions determines the finite
extent of the mass peaks, which is an important property of
OUMS, following from the characteristic features of unipo-
lar ion sorting. The points of intersection of the velocity
limits v min @andv nay iN the region of small masses,; and in
the region of large massesg, determine the widtt€y,— &y
of the mass peak. Symmetry of the mass peak, in the sense of
its extent in the direction of masses which are larger and
smaller tharm,, obtains forc,~c,

€01= E0o= §p~3.16yCco— 1. (15

Using Eq.(15) we shall obtain a relation for the number
n. of sorting periods as a function of the resolving powgr
determined according to the zero level,

n.=4.5c2\c;— 1po. (16)
For £=0.3, c;=1.1, and A=0.32 we obtain n,

=0.52/po.
For a strictly bounded mass peak, the sorting velocity in
OUMS is much higher than in other types of hyperboloid

Expressions for the maximum and minimum velocities ;555 spectrometers.

in the mass rangen>m, are determined similarly:

ery C,— coshé,
Umin= Wl ocomyn.  SINNE, & for £.<&y,
borqe
vmin:mfc for £.>¢&5,
r{ cq—coshé. (14

v — n y
maxX- . .cin.  sinhé,  °°

where & =tanh 1By,/Z,,, andby=B,/Zo, is the solution
of the nonlinear equation similar to E[.2) and is presented

in Fig. 2b.

The velocity range min—vmax determines the number of
particles with fixed mass which are confined in the ana-
lyzer. Using the fact that component of the thermal velocity
in the direction of the sorting axis conforms to a normal
distribution and using the expressions @, and v,y as
the limits of integration, we obtain for the confinement factor

n(¢)= ! fvvmaxexp( —v%v2)do. (17)

\/27TUT min
Making the substitution
2
m
&

_'y®1
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According to Egs(18) and(19), a one-dimensional ana-
lyzer is characterized by a weak dependence of the confine-
ment factorz on the resolving powep,. This makes it pos-
sible to obtain high resolutiorpy=10® without greatly
decreasing the sensitivity of the mass spectrometer. Compar-
ing expressiong18) and (19) shows that the sorting effi-
ciency with entrance phasgy, is 1/sc§ times higher than
with the entrance phasey;. This is also reflected in the
different intensity of the peaks in Fig. 4.

FIG. 4. Mass peaks of a one-dimensional unipolar mass spectrometer for
n.=10 andc;=1.1 (a), 1.2 (b); A=0.327(a), 0.276(b). Solid curves — CONCLUSIONS
analytical calculation, dashed curves — computer simulation; for en- The positions of the extrema of the particular solutions
trance phaseg,, 2 — for entrance phasey; . ! . -
of the Hill equations near the stability boundaay(q) for

n.>10 coincide to a high degree of accuracy. This feature of
the trajectories and of the method of characteristic solutions
The mass peaks calculated using the relations obtaindfakes it possible to calculate the envelopes of trajectories of

charged particles with different initial coordinates and initial

for the instrumental function are presented in Fig. 4. To es )~ “e 3 e
timate the computational error associated with the finitevelocities. This is the basis for finding the shape of the mass

spread of the initial particle coordinates and the curvature oP€aks of a one-dimensional unipolar mass spectrometer. The
the electrodes, which are neglected in E®), a computer mass peaks_ constructed using the_ analytical expressions
simulation was performed of one-dimensional unipolar ion29rée Well with the mass peaks obtained by computer simu-
sorting processes. The simulation results, which are prddtion-
sented in Fig. 4, indicate that the accuracy of the analytical A distinguishing feature of the mass peaks of an OUMS
expressions for the mass peaks is adequate. is that they are strictly mass-limited. The confinement factor
Setting in Eq.(17) £&=0 and making a number of sim- of a one-dimensional analyzer is essentially independent of
plifications, we obtain formulas for the confinement factorN€ resolving power of the mass spectrometer. This makes it

for particles with the analyzed mass that characterizes thBOSSible to obtain a parametgs> 10° without appreciably
sensitivity of the OUMS: degrading the sensitivity of the instrument.

L 1 ) g
1.006 0.998 0.99%9 A1l

'.. bl 0 L
05% 1 1002
M

! i
0.994 1.001 1.002

expression(17) becomes the functiom(M).

g(cg_ 1) LE. V. Mamontov, Vestn. RyazanskRadiotekh. Akad., No. 3, 11@.997.
i ———— for ©= o1, (18) 2E. V. Mamontov, Dynamic Mass Spectrometer with One-Dimensional
V(Co—1)pg Separation, 14the IMSCrampere, 1997.
3N. W. McLachlan,Theory and Application of Mathieu FunctiarSlaren-
(C(Z)— 1) don Press, Oxford, 194Russ. trans., IL, Moscow, 1953
for ©= gy, (19 4E. P. Sheretov and V. I. Terent'ev, Zh. Tekh. F2(5), 953(1972 [Sov.

M=~nN 5,
co\(co—1)po

where 7,=8.9yU,e/m/v+.

Phys. Tech. Phys12, 755(1972].

Translated by M. E. Alferieff
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The maodification of a gallium arsenide surface during irradiation by heavy cesium iongsCs
investigated by measuring the surface height distribution with an atomic force microscope.

Both increases and decreases in the rms heighéin integral parameter of the surface, are
observed to occur. It is established that for all experimental samples the roughness of the
gallium arsenide surface increases in a 1-100 nm lateral range. Analysis of the structure function
yields an estimate of the characteristic lateral dimensions of the surface structures arising

during ion etching. ©1999 American Institute of PhysidsS1063-784£99)02002-4

INTRODUCTION 1) and samples of gallium arsenide doped with germanfum

lon etching in combination with surface-sensitive meth-layers grown by magnetron sputteritgamples 2-4 We
ods is one of the basic methods used to investigate the depfipte that the surfaces of the samples 2-4 are not as smooth
distributions of the host and impurity elements of semicon-2s the surface of sample 1, probably because of the short-
ductor devices. However, ion bombardment changes the sufomings the magnetron sputtering method. Their rms heights
face topography. Low-energy ion etching of the surface®r® 7.6—18 and 1.4 nm, respectively. To study the develop-
gives rise to cone formation and, in some cases, at glancing€nt of surface topography as a function of the ion irradia-
angles of incidence a groove structure forhi® understand  tion dose the samples were irradiated with"Gsns with
these changes in greater detail, it is necessary to study tf€rgyE,=3keV and angle of incidence of 40° with respect
effect of various conditions of irradiation on the modification to the surface normal. The height distribution of the surface
of the microrelief. In previous works these features wereMicrorelief was measured with an Autoprobe-CP atomic
studied mainly by electron microscdppr Auger-electron force microscope with a tip radius of about 10 nm. The sta-
spectroscopy, x-ray electron spectroscopy, and secondarVStical characteristics of the microrelief were calculated from
electron spectroscopyBut these methods do not adequatelythe map obtained for the height distribution. The resolution
reflect the three-dimensional topography of the surface. Thef the AFM surface maps was 5512 pixels. Varying the
advent of the scanning tunneling microscope and atomi§canning lengttithe measurement base lin¢, the discreti-
force microscopg AFM) has made it possible to obtain a zation step was measured automatically. For comparative
three-dimensional image of a surface that can be used fa¥nalysis, measurements were performed arbam surface
quantitative characterization of the changes produced in thégions with a 10 mm discretization step.
the surface morphology by ion bombardment. AFM mea-
surements make it possible to obtain high lateral and heigHfESULTS AND DISCUSSION

resolution, making the AFM an ideal tool for investigating |y such measurements it is ordinarily assumed that the
quite smooth semiconductor surfaces. However, in suctatistical parameters of the surface carry only qualitative or
investigation$~° are often limited their work to only measur- rejative information and that they all depend on the measure-
ing the rms height, which does not carry any informationment scale, i.e., on the resolution of the instrument and the
about the structure of the surface. Our objective in theneasurement base lidét is also necessary to take into con-
present work was to find out which statistical parameters ofjderation the existence of instrumental effects of AFM mea-
the microrelief provide an adequate description of the surfacgyrements. The parameters of the AFM surface maps before
topography of semiconductor structures obtained by iomngd after ion irradiation are presented in Fig. 1. They were
bombardment. The statistical approach to the investigation ofised to calculate the roughness characteristics of a surface,

such structures will make it possible in the future to modekhe height probability densit(h), and the rms roughness
both the surfaces arising in the course of ion bombardmeny given by

and the physicochemical processes accompanying ion irra-
diation.

1 N
o=\y=1 = (hi—h)?, (1)
EXPERIMENTAL PROCEDURE =1

We investigated samples of gallium arsenide doped wittwhereh; is the height at a poinh_is the average height of
indium & layers grown by molecular beam epitaggample the surface, andll is the number of points.

1063-7842/99/44(2)/5/$15.00 230 © 1999 American Institute of Physics
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FIG. 1. AFM surface maps for samples
2 and 1 and various ion radiation doses:
a—d — sample 2, e-f — sample 1; a, e —

initial surface; dose, cm®: b — 3.3
X10Y, ¢ — 6.6x10Y, d — 2.7x10%,
f — 4.6x 10

It was found that on the surface scale considered, alinagnetron sputtering and initially possessing larger height
surfaces possess a close to Gaussian height probability devariances, while the roughness of a sample obtained by
sity, which in turn can be approximated by an orthogonal seimolecular-beam epitaxy, conversely, becomes worse.
of Hermite functiong Figure 2 shows the height probability Together with the height characteristics, we calculated
densities approximated by Hermite polynomials for surfaceshe lateral parameters of the surface roughness, which carry
modified by different ion doses. The dose dependence of theformation about the structure of the surface, the quasi-two-
rms roughness is shown in Fig. 3 and is of an exponentiaflimensional correlation and structure functions of the surface
character. An effect of this kin@exponential dependence of
the rms roughness on the ion irradiation dos)ewaz ob- Cor(m)=(h(x)h(x+ 7)), @
?erved for irradiation of InP with low-energy Arions;” but ' Ctr2(7)=((h(x+ - h(x))2>7_ @)
or InP surfaces the authors observed only exponential
growth of o, while in the present case both exponentialHere(...) indicates statistical averaging over a length. The
growth and exponential decrease®fduring the ion modi- quasi-two-dimensional averages mean that in calculating
fication process are observed. Therefore it can be inferrethese functions the averaging was performed over each row
that ion etching has a polishing effect on samples grown byf the measurements, after which everything was averaged.
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FIG. 2. Probability densityP(h) of the heights of surfaces modified by
various ion irradiation dosesample 2. FIG. 4. Correlation functions of sample (initial surface, measured for
various base line lengtHs.

In Ref. 7 it is shown that the values of the two-dimensional
and quasi-two-dimensional lateral functions of a surface ari,I

?lmtht eq;.:c\]{alent, and that Ithe corrT]\pul':jaté)onal tlngje Leqwr:e an exhibit fractal behavior only on limited length scales. It
or them differs very strongly. It shou e noted that t €is known that for self-affine surfaces, i.e., surfaces which are

values of the correlat'|on fL.mct'|on depend on the MEASUrGhLyariant under a scale transformation in the lateral direction,
ment length and the discretization step. Measurements overg, following relation holds:

distance exceeding the correlation length, defined as the in-
tersection of the correlation function with zero, by more than ~ Str(7)= | 7", 4
_afa_ctor of 1Q can be taken as reliaBl€his fact_is iIIustr;_ated whereH is a self-affine exponent or Hurst parameter.
in Fig. 4, which displays examples of correlation functions of |, addition, there exists the concept of the fractal dimen-
sample 1 which were measured for various discretizationjon of a surfac® =3—H, and for physical surfaceB lies
steps and, correspondingly, different base libes in the range 2d=<3. The parameteD is a measure of the
surface roughnessThe structure function of a fractal sur-
face constructed in log—log coordinates should be linear and
its slope proportional to the fractal dimension of the surface.
- The structure functions measured for sample 1 in different
scanning regions are shown in Fig. 5. The curves coincide
15+ with one another in the crossing regior 1—100 nm. Their
slope does not depend on the measurement scale, so that they
L quantitatively characterize the surface state. The change in
the fractal dimension during ion etching was investigated.
ok For sample 1 the parametBrincreases from 2.088 to 2.215;
\ 2 - the accuracy of the values obtainedsis +0.007. All of the
, surfaces investigated exhibit a similar behavior. Figure 6
shows the structure functions and fractal dimensions of the
— surfaces of sample 2 for the initial surface and for surfaces
ir irradiated with various ion doses. The dose dependence of
the fractal dimensioriFig. 7) makes it possible to conclude
B that in the length range 1-100 nm the fractal dimension in-
creases during etching for all experimental samples, i.e., un-
OO [ T Y SOV N der bombardment by cesium ions the surface roughness of
0.0 0.5 1.0 135 -2 2.0 2.5 3.0 gallium arsenide increases on these length scales. This in-
Dose, 10" cm crease in roughness corresponds to the development of
FIG. 3. The rms height versus ion irradiation dose for different samgies ~ Prominences with characteristic diameters of up to 100 nm;
numbers on the curves correspond to the numbers of the sgmples the appearance of such prominences is clearly seen in the

We shall use a fractal approach to describe the surfaces
vestigated. On account of physical limitations, the surface

6,nm

g 1 1 1 1 l 1
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FIG. 5. Structure functions of sample 1, measured with various basellines

for surfaces beforéa) and after(b) ion etching.

AFM maps(Fig. 1d,). The measured values of however,
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FIG. 7. Fractal dimensio® versus ion irradiation dos¢ — sample 1,
B — sample 2,+ — sample 3@ — sample 4.

scale and an increase on a small scale, was observed in Ref.
9. The title of this work “lon etching: does the roughness
increase or decrease?” attests to the ambiguity of the mea-
sured integral statistical parameters. It can be concluded on
the basis of the investigations performed that in ion etching
there exist at least two different processes that modify the

characterize the larger-scale roughness. For sample 1 thisirface roughness) ion polishing of the surface, and the
roughness increases, while for samples 2—4 it decreases, iformation of random surface structures. Thus, the behavior
dicating the presence of a process that smoothens the surfacé.the structure function assists in estimating the character-
A similar behavior of the statistical parameters of a surfacastic lateral dimensions of the processes accompanying ion
under ion irradiation, i.e., a decrease in roughness on a larggching.

Str(T)ynm

i 1 [ W W |

10 100
T, nm

FIG. 6. Structure functions of sample 2, measured for various ion irradiation
surface 0=2.100),* —
(D=2.130)¥ — 4.91x10' cm ?(D=2.153),

doses: @ — initial

(D=2.163) W — 2.70x 10" cm (D =2.222).

1000

3.2 10" cm~2
A — 6.55<10 cm™?

CONCLUSIONS

In the present work we investigated the modification of a
gallium arsenide surface during irradiation with heavy ce-
sium ions C$ by measuring the distribution of the surface
heights of the samples, using an atomic force microscope,
followed by statistical analysis. Both increases and decreases
in the integral parametes, the rms surface height, were
observed. The lateral statistical characteristics of the sur-
faces, such as the correlation and structure functions, were
analyzed. It was found that the correlation length, deter-
mined as the intersection of the correlation function with
zero, in the interesting range of lengths depends on the mea-
surement base line. The structure function constructed in
log—log coordinates possesses a linear segment, whose slope
does not depend on the measurement conditions but is deter-
mined solely by the surface roughness on this segment. It
was established that in the lateral range 1-100 nm the sur-
face roughness of gallium arsenide increases for all samples
investigated. The investigations performed show that in ion
etching there exist at least two different processes that
modify the surface roughness. Analysis of the structure func-
tion made it possible to estimate the characteristic lateral
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Radiation-stimulated interfacial gas release in an Ag—glass thin-film system is investigated. It is
established that under proton irradiation hydrogen accumulates in bubbles, which are the
interfacial gas reservoirs, at the interface. The gas bubbles formed are studied and their parameters
are determined by optical microinterferometry. It is shown that 1580in radius bubbles

contain 2x10°—2x 10" hydrogen molecules. Hydrogen is extracted from the reservoir by
rupturing the thin-film dome of a bubble with a<2L0'® W-cm™?2 laser beam. ©1999

American Institute of Physic§S1063-784£99)02102-9

INTRODUCTION EXPERIMENT

The most promising material in modern nuclear power is Thin silver films deposited on 2424>0.2 mm glass
P 9 P substrates were investigated. The surfaces of the substrates

hydrog_e“’ which can be_ used bof[h by itself as a fuel and Aere cleaned using an alkali and potassium bichromate and
an activator of a chemical reaction of other gaseous reaGnen washed with distilled water. The cleaned substrates
tants. Since the optimal hydrogen content in the gas mixturgere placed in a vacuum chamber and00 nm thick films
can be hundredths of a percéritcareful dosing of the hy- ere deposited by thermal vaporization at 1®a pressure.
drogen is required. The thin-film system(TFS) obtained was irradiated in an
Getters — titanium, palladium, and metal hydrides, electrostatic accelerator with 1 MeV hydrogen ions with flu-
whose sorption of hydrogen is reversible — are used as thence 1x10"-1x10"ionscm 2 and flux density 1.6
hydrogen reservoir. Hydrogen is extracted from a getter byx 10'? ions-.cm 2s 1. The gas bubbles formed at the inter-
standard thermal desorption, the variation of whose paranface were studied and their parameters were determined in a
eters gives rise to substantial difficulties in dosing out thelinnik interferometer. Next, the amount of gas in the bubbles
hydrogen. Specifically, the hydrogen desorption rate from @nd the gas extracted into an exterior volume using laser
getter at fixed temperature decreases with time because Fidiation were calculated.
“exhaustion” of the gas reservoir. During annealing, hydro-
gen can diffuse not only into the exterior volume but alsoRESULTS AND DISCUSSION

into the intercrystallite cracks and gaps forming in the getter 1) physical principles of the method of stimulated gas
as a result of its “swelling” in the process of gas release.It was established that during proton irradiation
absorptior® Finally, gas which has reached the outer surfacesmall spherical formations, whose dimensions increase with
of the getter can migrate along the surfdspillover effect  the irradiation dose, appear on the film—substrate interface
over distances of tens of centimetemsithout reaching the (Fig. 1). Their appearance is explained by the fact that as the
working chamber. As a result, there is a mismatch betweedoes increases, hydrogen implanted in the substrate during
the characteristics of hydrogen diffusion in the getter matrixoombardmengthe proton range in the TFS i810um) starts
and the hydrogen desorption into the exterior volume, makio migrate into the substrate and then emerges into the sur-
ing it difficult to effect a dosed release of hydrogen. rounding medium through various sinks. Some hydrogen mi-
The present lack of reliable methods of dosed extractiorg_rates to the film—substrate interface, which is one of these
of hydrogen makes it necessary to search for unconvention&iKS-
solutions based on new technologies. Specifically, irradiation Gas accumulates near the substrate surface and emerges

of thin-film systems by hydrogen ions has shown elevate(?t the interface when the pressure due to the gas makes it

as release in the interface zahk has been suggested that possible to overcome the film—substrate adhesive force. It is
g . . . 99 obvious that the irradiation doses at which spherical forma-
hydrogen be released into the interfacial zone, where the g

) ) i i i Fons appear on the interface should be progressively higher
bubbles that form in this case will become interfacial gasyjih increasing strength of the initial adhesion, as is in fact
reservorrs. observed experimentalR/This and the fact that the bubble

In the present work the mechanism of ion-stimulated in-giameters are much greatésy three orders of magnitugle
terfacial gas release in a thin-film system is investigated ang¢han the film thickness attest to formation of gas bubbles
the possibilities of using the method of stimulated gas releasgredominantly in the interphase space.
for dosed extraction of embedded hydrogen into an exterior One possible source of bubble formation at the interface
volume are analyzed. are gas inclusions in the glass. To determine the nature of the

1063-7842/99/44(2)/4/$15.00 235 © 1999 American Institute of Physics
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helium is retained in the substrate, and as a result, gas-filled
bubbles, which increase in size with the irradiation dose, are
formed in the implanted layé&rThus, the results of the ex-
periments attest to emergence of hydrogen at the interface
under proton irradiation. Gaseous inclusions in the substrate
do not participate in bubble formation at the interface.

Analysis of Fig. 1 confirmes the homogeneous nucle-
ation of gas bubbles, whose size increases with the dose.
Larger bubbles form at the expense of small neighboring
bubbles, with sphericity being restored by minimization of
the surface area of a bubble. As the dose increases, bubbles
continue to increase in size on account of the diffusion flux
of hydrogen escaping from the substrate and by absorption of
small neighbors. At the same time, some neighboring
bubbles which are close in size can coalesce, forming
“dumbbell-shaped” formations. Bubbles burst when their
diameter reaches 0.2—-0.3 mm.

The average diffusion flux densityy; and the relative
amount of gas escaping from the substrate onto the interface
B=jdit!ii, wherej; is the incident ion flux density, can be
found by studying the bubble growth kinetics. Under the
experimental conditiong g=4x 10! atomscm 25" and
B=0.25 atoms/ion, which confirms the statements made
above about the behavior of hydrogen in a substrate.

2) Calculation of the amount of gas in bubblé&tatisti-
cal analysis of microinterferograms of various sections of the
surface of an irradiated filnfFig. 2) established the follow-
ing: The bubble diameters at fluences ok 10', 3x 10'4,
and 1x 10" ions cm 2 were 5-30, 30-60, and 60-100
um, respectively; the bubble surfaces are predominantly
spherical, as is indicated by the rectilinear character of the
dependence of the squared diameters of the interference rings
on their numbers; the ratio of the bubble radiugo the
radius of curvatureR. of a bubble is a constant for all
bubbles and equald R;=¥=0.10+0.01. The radiusz; is
given by the relation

2 2
R.—m—Rn
¢ N(m=n)’

@

whereR,, andR,, are the radii of Newton’s ringan andn

are the numbers of the rings, akds the wavelength of the

FIG. 1. Photomicrographs of films after proton irradiation with fluence incident light. ..

2% 10° (@), 2X 10 (b), 1x 105 ions cm~2 (c); X 400. It follows from the sphericity of the bubbles and the
constancy of¥ that the film—substrate structure is uniform
over the interface, and the smallness of the relative exten-

sions (Ar/r~10"%) attests to the elastic character of the

gas in the bubbles the films were irradiated with both hydro'deformation of the filn?

gen and helium atoms, which affect the gas inclusions in the The amount of gas in bubbles was calculated using the
glass substrate by essentially the same mechanism. Undﬁ/{endeleev—CIapeyron formula, in which is calculated

. . . B . . . 6 .
|rradlf;1t|on with helium ons with f'”e’?ce 110 'ONS  from the well-known expression relating the gas pressure in
-cm™ © there were no gas bubbles at the interface, while un-

der irradiation with protons the gas bubbles appeared even gtbubble and the elastic characteristics of the fim:
fluences % 10 ions cm™2. This is explained by the well- 2d
known difference in the behavior of hydrogen and helium P= R.
implanted in a substrafe” Under proton irradiation the im- ¢
planted gas strives to escape from the substrate, as a resultwliered is the film thicknessg is the internal tensile stress

which a stationary flux of hydrogen from the substratein the film (which is determined by x-ray extensometry and
against the direction of the incident beam is established somis equal to 410’ Pa), E is Young’s modulus of the film

time after irradiation starts. At the same time, the implantedmaterial, andu is Poisson’s ratio.

2 E W2

Uo+§m7 , 2
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FIG. 2. Interferogram of a film surface after proton irradiation with fluensel@* ions.cm~2; X 1000.

The volumeV of a gas bubble can be calculated from thethin-film coating under the gas pressure are primarily tangen-
formula for a spherical segment with radiRs. Thus, the tial stresses, which do not produce rapid destruction of the

total amount of gas in a bubble is determined as coating. According to the kinetic theory of the fracture of
wdr2w? > E g2 solids, which describes well the fracture of a metallic spheri-
= —( oot = —— _) ©) cal shell by internal pressuf@the fracture timer is deter-
2kT 3l-p 4 mined by the longevity equation

To improve the accuracy of the calculation &, U — vgMax
bubbles 10-10Qum in diameter were used. Such bubbles  __ 7o €XP 0~ Y%an
give a sufficiently large number of Newton ringsore than KT
2). The calculations, which were confirmed by subsequent . . .

. L o where 7 is the acoustic passage time of a gélir metals
mass-spectrometric quantitative monitoring, showed that a 10-135), U, is the activation energy of the fracture pro-
bubble contains from 2 10°(for r=15um) to 2x 10 (for cess v is the Oslo o and™ is the maximum value of the
r=50 um) hydrogen molecules. It should be noted that the Y b, tan

amount of gas in bubbles was computed on the assumptiotr?ngent'al stresses, which is determined by the relation

, 4

that the deformation of the silver film is elastic, which is P R
true’ for relative extensions up to>410 3, which corre- ggﬁ‘X:—z—;. (5)
spond to¥ =0.15. Further extension results in plastic defor- V3

mation and destruction of the film. The valuebfis limited

by preparing the TFS with allowance for the well-known
dependence of the parameters of gas bubbles on the adhes
strengtht! The prescribed adhesion characteristics ar
achieved by varying the technological conditions of film
deposition (deposition rate, substrate temperature, and SQs
on). Specifically,"=0.15 corresponds to adhesion strength
0.5x10° Pa'?

Another parameter that determines the working capacit
of TFSs as a gas reservoir is the thickness of the thin-fil
coating. The minimum thickness is determined by the re-
quirement that the coating remain continuous, and it should o C
not be less than 50 nm. The maximum coating thickness is  |t=—g (6)
determined by the requirement that the coating have a long
lifetime under pressure (£810° s) and derives from the wherec is the speed of lightR is the radiation reflection
need to maintain in the bubble formation zone a ratio of thecoefficient of the thin-film shelffor metals~0.5), ando; is
geometric parameters of the TFS — coating thickribasd  the fracture stress, determined from the longevity equation
radius of curvaturé&, — such that the stresses arising in the by the relation

Calculations using Eq(4) show that the shell of a
bubble will have a quite long lifetiméreater than 10s) if
'IQ?/d> 180. For the minimum radius of the bubbles investi-
e\gated 5um, this ratio holds fod<<280 nm.

3) Extraction of hydrogen from bubbleAfter a bubble

he required size and containing a prescribed amount of

gas is selected, the thin-film dome of the bubble is ruptured

by a laser beam. The minimum laser intengityrequired to

¥upture a metallic thin-film shell can be determined from the
elation
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1 Tt
Of=— Uo_len_ y
Y 70

(@)

where 7; is the fracture time at the impact location
(~10"8 s for a short laser pulge

Calculations using Eq6) show that a laser with inten-
sity of at least 2 10* W-cm™? is required to guarantee

Borisenko et al.
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Elasticity of a cryo-insulation polymer foam coating in the temperature range 8—293 K
L. A. Bulavin, Yu. F. Zabashta, A. Ya. Fridman, and A. |. Kostyuk

Taras Shevchenko Kiev State University, 252127 Kiev, Ukraine
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An apparatus is developed for investigating the dynamic deformation properties of cryo-
insulation coatings in the temperature range 8—293 K. One type of cryo-insulation material —
polyurethane foam — is chosen as the object of investigation. Test measurements on a
polyurethane foam “pack’{metal substrate with a polyurethane foam cogtiaug performed at

0.01 Hz in the temperature range 8—293 K. A jump in the temperature dependence of the
dynamic shear moduludy two orders of magnitudds observed in the temperature range 54—63
K. This feature is attributed to the solidification of the air present in the pores of the
polyurethane foam. Such a transition results in cementation of the polyurethane skeleton of the
coating by the nitrogen and oxygen “ice” that is formed. 99 American Institute of
Physics[S1063-784199)02202-3

Cryo-insulation polymer foam coatings employed in sively on the outer part of the “vessel,” covered with thin,
aviation and space technology are used, as a rule, to insulatieermally stable insulation.
tanks containing liquid hydrogen. However, as far as we
know, there are virtually no published works on the proper-
ties of cryo-insulation polymer foam coatings at low tem-
peratures, including the temperature of liquid hydrogen. Tc
construct and operate aircraft, it is primarily necessary tc
have data on the elasticity of cryo-insulation material in the
indicated temperature interval. In the present paper we de
scribe a method which we have developed for performing
such measurements in the temperature range 8—293 K.

To investigate dynamic deformation properties of cryo-
insulation coatings in the temperature range 8—293 K, we
developed and built an apparat(l§g. 1) which contains a

cryostatic systengincluding a KG-100 helium cryostatan ' N
inverted torsion pendulurhan apparatus for lifting the cry- 2 12 ° A

ostat, a system of transitional flanges, and a working “ves- 3

sel,” located in a helium bath, into which the working part of 71

the pendulum containing the sample is inserted. As one ca

see from Fig. 1, the measuring head of the inverted torsiot , 10

pendulum with inertial rod4 is mounted on a massive me-
tallic plate2. A glass vacuum cap is placed on the measur- &
ing head. The base of the cap is hermetically clamped to th 8\‘
plate by means of quite thickl2 mm) elastic rubberl3. A
rod with the samplé passes through a circular opening in
the plate. The rod with the sample is located inside the pen
dulum tube, welded to the system of transitional flangesé
(central flangg which in turn is hermetically secured, by the
top flange, at the bottom to the metallic plate by means o4
vacuum rubber gasket<.

The tube with the rod holding the samgds placed in
the working “vessel” 6 of the helium cryosta®, welded to
the bottom flange, which is likewise hermetically secured to
the flange of the helium cryostat.

The “vessel” is made of German silver and is enclosed
in a copper jackefup to 2/3 of the heightso as to produce
a thermal bridge. A resistance thermometer and a nichromgg ;. Setup for investigating the dynamic deformation properties of cryo-
heating coil8 followed by insulation are mounted succes- insulation polymer foam coatings in the temperature interval 8—293 K.

1063-7842/99/44(2)/3/$15.00 239 © 1999 American Institute of Physics
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Tubes for feeding and removing helium are located ormanner so that the substrate—foam boundary would be flush
the bottom flange. Helium is poured from a transport Dewamith the top face of the bottom clamp.
using transfer siphorfs. The measurements yieldeg versust — the rotation
The entire systenfvessel cavity, space below the cap angle of the pendulum as a function of time. The conven-
and inside the tube8 and 4 with transitional flangesis  tional theory of a torsion pendulum was used to determine
completely sealed hermetically by means of vacuum gasketéie shear modulu§ from this relation The equations of
10-12 and clamping screws and is evacuated to the requirethotion of the pendulum were written in the form
pressurg0.12 Torp with a roughing pump. Air is evacuated 5
to prevent icing of the working part of the pendulum with the |d_90 ——Co, (1)
sample as the temperature is lowered and with further cryo- dt?

genic suction of air into the system from the outside. lt.wherel is the moment of inertia of the loads a@lis the

should be noted that the comparatively low vacuum used iBorsional stiffness of the systetauspension- sample

dictated by the specific structure of polymer foams: A large Since o= goe'“!, we obtained for the torsional stiffness
pressure drop could destroy the integrity of the pores of theC from Eq. (1) o=

foam.

A lifting device 14 was used to move the cryostat in the ~ C=o?l. 2
vertical direction. After helium was poured into the helium The stiffnessC of the system was written as a sum
bath of the cryostaithe cryostat was first cooled with liquid
nitrogen poured into the nitrogen batl minimum tempera- C=C1+Cy, ©)
ture 6-8 K was established in 190 min. Next, the temperaghereC, is the stiffness of the system without the sample
ture was gradually raised at a definite rate. Attainment an@ndcC, is the stiffness of the sample.
stabilization of a prescribed temperature in the Working The quantityC2 was determined experimenta”y: In the
chamber of the “vessel” were accomplished with an electricahsence of the sample the stiffnés of one sample deter-
heater8 and a resistance thermometer, which is one arm ofnined from the experiment is, according to E(®.and(3),
the ac current bridge. The automatic temperature regulation o,
circuit is described in Ref. 1. Ci= w1 =Cy. )

The temperature of the medium surrounding the sample  To determine the relation between the shear modGlus
was measured with a TPK-N436-68 semiconductor therand the stiffnes€,, we solved a problem of the theory of
mometer, fabricated at the Special Design and Technologglasticity concerning the torsion of a rod with a square cross
Office of IPAN, Ukrainian National Academy of Sciences. sectio?

The accuracy of temperature stabilization was as follows:
4.00-0.05, 30.00-0.10, 100.00-0.50, 200.00—0.80 K. c, S 5)

One form of the cryo-insulation material — polyure- |
thane foam(closed porosity 90%was chosen as the object where J is the moment of inertia of the sectioh,is the
of investigation. We investigated this material experimenyorking length of the sample, and is a coefficient that
tally in previous work by the internal-friction method using takes into account the warping of the section and depends on
an inverted torsion pendulum in the temperature range 93+the ratio of the transverse dimensions of the sample.

373 K? The values so obtained for the shear modutuss a

Our apparatus for investigating the dynamic deformationfynction of temperature are presented in Fig. 2. The main

properties at ultralow temperatures was used for test meapatyre of this curve is the jump in the modulus by approxi-
surements of the elasticity of a “pack” of polyurethane foam

(aluminum substrate with a polyurethane foam coatirg
batch EKG-532-04. The working frequency was 0.01 Hz and
the temperature range was 8—300 K. It is well known that the
elastic properties, just as other physical properties, of a ma
terial are determined by its structure. It is also well known
that foam plastic in the form of a block and foam plastic 1
deposited on a substrate as a coating possess different strU g
tures. Our aim was to measure the elastic characteristics c~¥
the latter. Accordingly, the following method was used to ®
prepare the samples. i
A layer of foam plastic is deposited on a metal substrate
by the technology used for manufacturing objects. Sample:
in the form of parallelepipeds were cut from the pack formed
(substratet coating in such a way that the long side of the ] L ] ) ) {
parallelepipeds was arranged along the thickness of a she «0 60 20 0 20 240
(pack. Correspondingly, the samples obtained, like the pack, T.K

ConSiSFed of a substraté.3 mm thick and foam _plaSti¢30 ~ FIG. 2. Temperature dependence of the dynamic shear mo@ubfsthe
mm thick). For the tests, a sample was placed in clamps in @olyurethane foam pack.

w_
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mately two orders of magnitude at temperature 57 K. Sincéng should acquire the properties of vacuum insulation.

this jump occurs in the range of freezing of nitrogen and  The increase in the modulus and the corresponding im-

oxygen in air, it can evidently be asserted unequivocally thaprovement of the thermal insulation properties of the coating

this jump is due to the indicated phenomenon. In principlethat we observed experimentally provide an additional argu-

this jump could be due to external icing of the sample, deiment in favor of using polymer foam coatings for insulating

spite our efforts to evacuate air from the system. To checkanks containing liquid hydrogen.

this supposition, we performed a control experiment on a

sample fabricated from the substrate material. There is no

jump in modulus in the corresponding temperature depen<a z. Golik and A. F. Lopan, Ukr. Fiz. Zh12, 991 (1967.

denceG(T) in the temperature interval where a jump in 2B. I. Formozov,Experimental Technique in the Physics of Superconduct-

modulus was observed for the pa@kg. 2. Therefore it can  0rslin Russian, Vysshaya Shkola, Kiev, 1978, 198 pp.

be concluded that the observed jump in the modulus is due toéh;}gigg”i%l\((l“égg Zabasta, and A. Ya. Fridman, Int. J. Hydrogen

the solidification of the air contained in the pores in the 4y, s postikovinternal Friction in Metals Metallurgiya, Moscow, 1969,

polyurethane foam coating, which results in cementation of 350 pp.

the polyurethane skeleton of the coating by the nitrogen an(fL. D. Landgu and_ E. M. LifshitzTheory of Elasticity Pergamon Press
o L . - [Russ. original, Mir, Moscow, 1982, 250 gp.

oxygen “ice” formed. In addition, a vacuum arises in the

pores of the polyurethane foam, and the cryo-insulation coatfranslated by M. E. Alferieff
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The effect of the laser sputtering parameters on the crystal properties gftitéfer layers

grown on a (1.02) sapphire substrate and on the properties of superconductingC¥§ga, thin

films are investigated. It is shown th@it00) and(111) CeO, growth is observed, depending

on the sputtering conditions. A buffer layer with the desired unidirectional orientation can be
obtained by varying the heater temperature, the pressure in the chamber, and the energy
density of the laser beam at the target. 1®99 American Institute of Physics.
[S1063-784299)02302-9

INTRODUCTION ergy density on target up to 3 J/émvas used. The laser

The combination of a sapphire substrate witt02) ori- beam was moved along the surface of a stoichiometric ce-
entation ¢ orientation and a Ce® buffer layer appears to ramic target (YBaCu;O; and CeQ) using a rotating mirror
be one of the most promising variants for obtaining epitaxiallnd two motors. A constant pressure of 0.03—1 mbar was
films of the high-temperature superconductor ¥Ba;O,  maintained in the chamber. The substrate was placed 42.5
(YBCO). The cubic lattice of CeqQ with a lattice constant mm from the target on a susceptor heated by a halogen lamp.
of 0.541 nm, matches well with the lattice constants ofThe temperature of this susceptor during deposition was
YBCO (the mismatch along tha, b, andc axes is 0.15, 1.4, monitored with a thermocouple and maintained constant to
and 1.7%, respectively which allows epitaxial growth of within 1°C in the range 750-900 °C. To improve thermal
YBCO. Sputtering of a Cefbuffer layer on sapphire, which  contact with the heater, the substrate was glued to the sus-
is done by laset electron-beant® and rf sputtering* gives  ceptor using silver paste. When the deposition of Ce@s
a dense, monolithic film, which prevents the chemical inter'completed, the substrate was cooled to room temperature at
action (which ordinarily suppressing the superconductivity the maximum rate; after deposition of YBCO, the cooling

OT the glummum_substrate W.'th the YBC_:O film. _Th9 high was conducted in three stages: at maximum rate to tempera-
dielectric properties of sapphire make this combination ON& \re 400°C at the deposition pressure, in oxygen at atmo-
of the most promising ones for fabricating microwave super- '

. . ; spheric pressure to 350 °C over 2 h, and at the maximum rate
conducting components and devices. It is known, howevert, The thick f the d ited fil
that CeQ on sapphire can grow both in tH{&00) and(111) 0 room temperature. The thicknesses of the deposi ed Tims
orientations, and these two orientations often coe(R&fs. were 16_ nm for the Cegbuffer layer and 60 nm for the film
3,5, and 6 Purely(111) and(100) CeO, orientations have ©f the high-temperature superconductor. _
been obtained by varying the properties of the sapphire sur- Thg structure of the films obtalneq was investigated by
face by chemical treatmedtThe existence of two domain X-ray diffractometry @/20 and® scanning. The parameter
subsystems with relative disorientation of about 30° in thel R, equal to the ratio of the intensities of ttte11) and (200
(111) plane have been noted in th@11l) CeO, buffer = peaks of the ®/20 scanning diffraction pattern|R
layer®” It has been pointed out that the formation ofidl) ~ =1(111)/(200), was used to estimate the fraction of the
CeO, film was due to the formation of an oxygen-deficient (111 orientation in the buffer layer. The lattice parameter
AlO, phase on the substrate surface. The effect of the growtbf the YBCO film was calculated according to the positions
conditions during cathodic sputtering on #tid1) CeG; con-  of the (00) peaks of YBCO in theéd/20-scanning diffrac-
tent was noted in Ref. 6. In the present work we investigateion patterns; the parameter of the cubic lattice of Ca@s
d the structure of Cepbuffer layers grown on sapphire un- calculated according to th€00) peak using th€1102) peak
der different laser sputtering conditions, and we studied they sapphire as the standdtdhe quality of the YBCO films
structural and electrophysical parameters of YBCO filmsyas estimated according to the half-widi26) (o0s) Of the
grown by Ilaser §puttermg on these Gebuffer layers of (005 peak from the®/20 scanning and the FWHighs
different orientation and structure. from the ® scanning, the quality of the Cedfilms was
estimated according to the width(20) ;g of the (200
peak from the®/20 scanning. For the YBCO films, the

A laser sputtering setfwvas used to deposit YBCO and stresses in a film were calculated according to the system of
Ce0,. A KrF excimer laserwavelength 248 ninwith en-  peaks (00) with allowance for the instrumental broadening.

EXPERIMENTAL PROCEDURES

1063-7842/99/44(2)/4/$15.00 242 © 1999 American Institute of Physics
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FIG. 1. Diffraction patterns obtained by
0/20 scanning of Ce@buffer layers on
(1102) sapphire. The layers were depos-
ited by laser sputtering at different sub-
strate temperatures. The oxygen pressure
in the chamber was 0.06 mbar and the
laser energy density at the target was
1.1 J/cmi. Inset: Fraction of the(111)
buffer layer as a function of the laser en-
ergy density at the target. The oxygen
pressure in the chamber was 0.03 mbar
and the substrate temperature was
780 °C.

The desired value of the relative variance of the interplanaRESULTS

spacing(stres$

Ad/d=—(A(20)),,tan® (1)

Figure 1 shows the diffraction patterns obtained at three
different temperatures b@/20 scanning of a CePbuffer
layer deposited on sapphire with therientation. Increasing

was assumed to give the minimum variance of the film thick-the deposition temperature with other laser sputtering param-

nesst, calculated from the equation

t=N((A(20)),cos0) 2
for each (00) peak!® In the formulas presented abo@eis
the Bragg diffraction angled is the interplanar spacing,
A=0.15405 nm is the wavelength of the ICy radiation,

eters held constant decreases the content of1th® orien-
tation; the(111) peak virtually vanishes at 825 °C. Increasing
the thickness of the buffer layer while maintaining the depo-
sition conditions unchanged appreciably increades Par-
ticles of irregular shape are observed on the surface of,CeO
films in the photomicrographs obtained with a scanning elec-
tron microscope; the density of these particles on the surface

(A(20))y and (A(20)),: are the contributions to the increases with decreasing temperatuffieom less than
broadening of the peaks from the small thickness of the filmL0” cm™2 at 825 °C to 5<10° cm™2 at 775 °Q, which sug-

and the stresses in the film, respectively, amtlis the varia-  gests that the particles are Cg€rystallites with the(112)

tion of the lattice constant over the thickness of the film. Toorientation.

determine the contributions of the peaks, the nonadditive Table | gives the parameters of the buffer layer as a
character of their contribution to the observed broadenindunction of the pressure in the chamber, the substrate tem-
A(20) was taken into account. The computed thickness foperature, and the energy density of the beam on the target
the value found for the stress was in good agreement with theurface. At 0.06 mbar pressure and low energy density the
thickness determined from the known rate of deposition for111) orientation of Ce@ predominates. Increasing the en-
all the experimental samples. The film surfaces were studiedrgy density up to 1 J/cfn like a pressure decrease, de-
in a scanning electron microsco8EM). To observe non- crease$sR. However, as the energy density increases further,
conducting buffer layers, the films were coated with a thinthe (111) orientation fraction once again increag@sset in
(less than 2 layer of platinum. The electrical properties of Fig. 1).

the YBCO films(critical temperaturél ., width AT of the The measured lattice constant of the buffer laffeable
superconducting transitiorwere determined from the tem- |) for samples with th€111) orientation comprising a sub-
perature dependence of the resistance of a film. stantial fraction of the film is somewhat higher than the pub-
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TABLE I. Deposition of a Ce@ buffer on a sapphire substrate with the  TABLE Il. Deposition of YBaCu;O, on a CeQ buffer layer on a sapphire

orientation by the laser sputtering methditin thickness 20 nm substrate by laser sputtering.
Sample T,°C p,mbar I,Jcnt IR @& A(20)200 Ta. Poz. Teo, AT,

Sample °C mbar 1, Jienf K K cposy FWHM(s Ad/d
A002,A003 775 0.06 11 0.55 5.421 0.8
A006,A007 800 0.06 11 0.12 5.410 0.63 A019 750 0.8 1.2 853 13 11.668 0.87 0.001
A010 825 0.06 1.1 0.08 5.412 0.55 A017 800 0.8 1.2 88.9 09 11.667 0.65 <0.0001
A013,A016 800 0.06 0.55 117 (5.447 4.64 A007 825 0.8 12 882 12 11.666 0.75 0.0009
A017,A019 800 0.03 0.55 0.12 5.413 0.57 A025 800 0.8 0.8 856 18 -
A024 800 0.11 11 0.18 5.406 0.5 A026 800 0.8 1.8 88.8 0.8 11.665 0.76 <0.0001
A026, 825 0.03 11 0.85 5.409 0.42
A028

*Film thickness 33 nm.

tion of the (111) orientation. A change in pressure in the

chamber, on the one hand, increases the oxygen pressure
lished value. An increase iR is accompanied by an in- and, on the other hand, decreases the energy of the arriving
crease in the lattice constant and the width of @@0) peak; particles. This can explain the observed increaseRirand
this is probably due to an increase in the density of defects isimultaneous decrease of the lattice constant and width of the
the film. The broadening of th€200 peak of films with (200 peak with pressure increasing to 0.11 mbBable ).
lattice constant close to the tabulated value is 0.05—-0.06 nrimcreasing the laser energy density on target results not only
and it is due mainly to the finite thickness of the film: A film in a higher effective temperature on the substrate but also a
thickness of 20 nm gives 0.5° broadening in accordance withapid increase in the deposition rate, which, on the one hand,
Eqg. (2). When the oxygen pressure during deposition is in-increases the thickness of the film with the same number of
creased to 0.11 mbar, the lattice constant decreases and thelses and, on the other hand, results in incomplete oxidation
structural perfection of the film increases. This behavior preof Ce atoms arriving at the substrate. Both effects increase
supposes an oxygen deficiency in buffer layers containinghe content of thé111) orientation in the buffer layefinset
the (111) orientation and deposited at low oxygen pressure irin Fig. 1).
the chamber. This phenomenon agrees well with the results It should be noted that laser sputtering is not a thermo-
of Ref. 3 concerning the nucleation of tkkll) orientation  dynamically equilibrium process, since the main mass of the
accompanying oxygen depletion of the sapphire surface, buhaterial to be deposited arrives at the substrate in a very
in our case the deposition parameters resulting in an oxygeshort time after the pulse. For such high fluxes, the oxygen
deficiency in the growing film operate during the entire pressure at the surface of the substrate is not constant, and
deposition time, a circumstance which can account for thdor several milliseconds after the pulse it is lower than the
observed increase in the content of {th&1) orientation with  pressure in the chamber. This could explain the presence of
increasing film thickness. crystallites with the(111) orientation in films obtained by

A change in the rate of the reaction leading to the oxi-laser sputtering, since in Refs. 2 and 4 the pressures and

dation of cerium atoms on the substrate surface can be sugverage deposition rates close to our values in the cathodic rf
gested as a mechanism for the effect of the deposition corsputtering regime gave pure(§t00)-oriented films with the
ditions on the orientation of the growing film. For same substrate temperature.
thermodynamically equilibrium processes, the intensity of  The deposition of YBCO on a CeObuffer layer on
oxidation is determined by the oxygen pressure and temperaapphire was optimized with respect to the temperature and
ture on the substrate surface. An increase in the temperatutiee laser energy density at the targégable Il). The best
or pressure results in more complete oxidation of the growvalues of the temperature at which the resistance vanished
ing film and promotes formation of th@00) orientation. A and the best value of the width of the transition into the
similar result was reported in Ref. 11, where an increase isuperconducting statéetween levels of 0.1-0.9 times the
the oxygen pressure during laser deposition of yttrium-+esistance above the transitjomere obtained with a deposi-
stabilized ZrQ on sapphire made it possible to change thetion temperature of 800 °C. As the substrate temperature in-
orientation of the obtained film fromil11) to (100). In our  creases, the lattice constamf YBCO decreases; this can be
laser sputtering geometry, the substrate is located at thattributed to the high oxygen saturation of the film during
boundary of the region of intense luminescence of the sputgrowth. However, the half-width of th®05) peak, measured
tered materialflame. The film grows under bombardment by the ®-scanning method, has a minimum near 800 °C, in-
by the sputtered material, whose particles have a substantidicating that the degradation of the superconducting param-
energy. Increasing the laser energy density on target ineters of the film is related with the increase in disorder in the
creases the energy with which the atoms and molecules acrystal lattice. The estimate made of the stresses in the film
rive at the substrate, thereby increasing the effective temen the basis of the system of (QQoeaks shows a minimum
perature at the substrate surface. Decreasing the pressuretémperature of 800 °C. For this temperature, the broadening
the chamber for certain values of the energy density on targeif the peaks can be completely attributed to the small thick-
leads to a similar effect, decreasing the scattering of atomsess of the film. Apparently, the decrease in critical tempera-
and molecules along the path from target to substrate. Botture with an increase in the temperature above 800 °C is due
phenomena, which intensify oxidation, suppress the formato the introduction of additional disorder into the crystal lat-
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tice. An increase of the energy density at the target affectphysical properties were obtained in films with the lowest
the parameters of the film similarly to an increase in tem-content of defects and the lowest stress level. The effective
perature: The lattice constantlecreases, attesting to further substrate temperature and the oxygen pressure at the sub-
saturation of the lattice with oxygen, and the half-width of strate surface apparently have the greatest influence on film
the rocking curve increases, indicating an increase in théormation. The effective substrate temperature is influenced
density of defects in the film. The curves of the electricalby the temperature of the heater, the energy of the laser
parameters of the film as a function of the energy density apulse, the pressure of the gas mixture in the chamber, and the
the target have a bell shape with an optimum near 1.5%)/cm geometric arrangement of the substrate. The second param-
When the energy density at the target drops below the ablater is determined by the gas composition of the atmosphere
tion threshold (1.2 J/cf), the superconducting properties of during deposition and, probably, the flux of material onto the
the film degrade sharply, possibly because of the nonuniforrsubstrate.
sputtering of the target and the nonstoichiometric composi- We thank F. Kra for assisting in the observations in the
tion of the film obtained. Comparing the superconductingscanning microscope and I. M. Kotelyarisknd I. K. Bdikin
parameters obtained for the films with the results of the infor a helpful discussion of the results.
vestigation of the buffer layers shows that the critical tem-  This work was supported in part by the Russian Fund for
peratures of films on the buffer layers with different valuesFundamental Research, the Russian Government Program
of IR differ very little, in agreement with the results of Refs. “Topical Problems Condensed-Matte r Physicédivision
3 and 7. Therefore, for the buffer layers investigated the‘Superconductivity”), programs of the INTAS and INKO-
electrophysical and structural properties of the YBCO filmsCopernicus ES, and the Danish Research Academy.
depended primarily on the deposition parameters. The best
superconducting properties were observed for films of thewuigh electrical parameters of films grown on a mixed-orientation £eO
highest crystalline quality. buffer layer, despite some degradation of the crystal structure of the film,
has been was reported in Ref. 7.
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Taking aberrations into account in experiments testing the relativistic theory
of the Doppler effect

V. O. Beklyamishev'

(Submitted February 3, 1997; resubmitted February 18, 11998
Zh. Tekh. Fiz69, 124—-126(February 1999

The interpretation of experimental results A. Pobedonostsev, Sov. Phys. Tech. P184.303
(1989] on a test of the relativistic formula for the Doppler effect and the mistaken

conclusion drawn by one author of the experiment that the special theory of reld8ViB) is
unsoundL. A. Pobedonostsev, Galilean Electrody(6), 117 (1995] are criticized. It is

suggested that the construction of the slit collimator be altered so as to take into account the
aberration of light. ©1999 American Institute of Physid$$1063-78429)02402-3

INTRODUCTION D=d(k)—d(c)=2L(I'—1). (7

According to the special theory of relativity, when a . ) .
light source and detector are in motion relative to one an- Sincel’>1 in the general case, it follows from expres-

other, the wavelength detected is given by the formula sion (7) that the red shiftd(k) is greater than the blue shift
d(c). Ives and Stillwell measured this asymmetry. The the

L v experiment was later repeated for an energy of 40 keV. The
L'= LF( =3 COS(/’)’ @ results of these worké agreed completely with Ed1).
where Then, in 1938 Ives discovered experimentally and mea-

sured the transverse Doppler effé@nd the relativistic for-

[=(1-v%c?»)~ 12 (2)  mula(l) was confirmed in this case as well. Now, an experi-

ment in which photons are observed at intermediate values of

v is the velocity of relative motiong is the angle between he angles was needed to complete the picture.
the direction of the velocity and the direction of observa- In 1986, a group of investigators at the V. G. Khlopin
tion, L is the wavelength of the radiation in the rest fraktie  Radium Institute in St. Petersburg performed such an experi-
of the source, antl’ is the wavelength of the radiation in the
moving frameK’, to which the photodetector is tied.

In 1938 Ives and Stillwell performed an experiment in
which the radiation was observed simultaneously at two
symmetric anglesp and ¢+ 180°, where the anglé was
close to zero. Thus the longitudinal Doppler effect was
checked. In this experiment, ionized hydrogen molecules
were accelerated in a “cathode tube” up to 28 keV. The
accelerated molecules in the observation zone collided with
unaccelerated molecules and “decayed” into free protons .
and excited hydrogen atoms. The blue-shifted spectral line H,
L’(c) was observed in the direction of motion of the emit- — ™
ting atoms and the red-shifted ling (k) was observed in the
opposite direction, where

L'(c)=LI[1—(v/c)cose], 3

L’(k)=LI[1+ (v/c)cose]. (4) # k

Correspondingly, the blue and red shifts relative to the
wavel are

d(c)=L-L'(¢c)=L[1-T+(v/c)I' cos¢], (5)

d(k)=L'(k)—L=L[I"=1+(v/c)I" cos¢]. (6) FIG. 1. Schematic diagram of the experimental setup of Ref.-%: flange,
] ] 2 — multislit collimator, 3 — Faraday cylinder4 — optical fiber,5 —

Hence follows the differencB of the shifts Lummer cubep — spectrograph slit7 — converging lens.

1063-7842/99/44(2)/3/$15.00 246 © 1999 American Institute of Physics
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FIG. 2. Diagram for determining the aberration anagle
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TABLE I.
E, keV vic r sing’ a
2000 0.04618 1.001068 0.97572 +2.58
1750 0.04315 1.000932 0.97491 +241
1500 0.04000 1.000801 0.97512 +2.23
300 0.01788 1.0001598 0.97982 +1.00
275 0.01722 1.0001482 0.97834 +0.96
260 0.01665 1.0001386 0.97857 +0.93
250 0.01632 1.0001331 0.98012 +0.92
225 0.01549 1.0001199 0.97885 +0.87
210 0.01496 1.0001119 0.97893 +0.84
200 0.01460 1.0001066 0.97941 +0.82
180 0.01385 1.0000959 0.97930 +0.78
175 0.01366 1.0000933 0.97766 +0.76
150 0.01264 1.0000799 0.97878 +0.71

CONSTRUCTION OF A SLIT CALORIMETER WITH
ALLOWANCE FOR THE ABERRATION OF LIGHT

Figure 1 shows a diagram of a slit collimator, consisting
of 29 parallel plates, each plate being 116 mm long, 20 mm
wide, and 0.2 mm thick. The distance between the plates is

ment, in which the radiation was observed at angles 00.5 mm — this is the width of each slit through which light
77 and 257°. However, the results of this experiment, at firspropagates to the photodetector. The stack of plates has a

glance, contradicted the relativistic formyB. A reasonable

through opening, through which a beam of ionized hydrogen

explanation of this was not found, and the affair ended withmolecules is passed.

L. A. Pobedonostsev announcing in Ref. 2 that the experi-

Let us single out one slit of the collimator and imagine it

mental data confirm the classical formula for the Dopplerto be tied to the inertial framk’. Two radiation fluxes pass
effect and do not confirm the relativistic formula. Given the through the slit: the flux from the hydrogen atoms at rest and
experimental successes of special relativity, such an arthe hydrogen atoms moving with velocityv (relative to the
nouncement seemed audacious. A deeper study of the proimertial frameK’). Let us fix the second reference frai¢o

lem revealed that the aberration of the radiation was nethe hydrogen atom emitting a wave with wavelengthAc-

glected in the interpretation of the experimental results.

4
= A\
A
L7
e, S

FIG. 3. Diagram of the setup with a modified slit collimator consisting of

cording to the special theory of relativity, if the light beam in
the rest frame is directed at an anglé, then in the moving
frame K’ this same beam propagates at an angle= ¢
—a, wherea is the aberration angléig. 2).

To picture the aberration more clearly, an analogy can be
drawn with aberration in astronomy, where a telescope must
be tilted by the aberration ang&ein order to observe a star.
Otherwise, the radiation source is simply invisible. Likewise,
the collimator slit must be inclined at an angle which can
be approximately expressed ésee Eq.(20) on p. 81 of
Ref. 5

a=vsing’, v<c. (8)

The relativistic formula(1) can hold only if this condi-
tion is satisfied. Thus, either the initial construction of the slit
collimator, both arms of whichA and B) had a constant
orientation at angles ap’ and ¢’ +180°, must be changed
so that a correction can be made in the observation angle for
the armsA andB independently or the corresponding correc-
tion must be taken into account in the interpretation of the
measurements results. Thus, in our specific case, which
is displayed in Fig. 3, the armA is rotated by the angle
a counterclockwise and the arm is rotated by the same
angle clockwise. The computed values of the aberration cor-

two independent parts andB, which can be rotated relative to one another '€ctiona for different values of the velocity are presented

by the aberration angla. The notation is the same as in Fig. 1.

in Table I.



248 Tech. Phys. 44 (2), February 1999 V. O. Beklyamishev

"Deceased. 3U. E. Ives and G. R. Stilwell, J. Opt. Soc. A8, 215(1938.
4U. E. Ives and G. R. Stilwell, J. Opt. Soc. AB1, 369 (1941).

SV. A. Ugarov, The Special Theory of Relativifyn Russiafi, Moscow,
IL. A. Pobedonostsev, Zh. Tekh. Fig9(3), 84 (1989 [Sov. Phys. Tech. Nauka, 1969, p. 304.

Phys.34, 303 (1989].
2L. A. Pobedonostsev, Galilean Electrody.117 (1995. Translated by M. E. Alferieff



TECHNICAL PHYSICS VOLUME 44, NUMBER 2 FEBRUARY 1999

Stochastic ionization of a relativistic hydrogenlike atom
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The stochastic ionization of a relativistic hydrogenlike atom in a monochromatic field is
investigated. Using Chirikov’s criterion for stochasticity, an analytical formula is obtained for the
critical value of the external field for which stochastic ionization of a relativistic atom

occurs. ©1999 American Institute of Physids$$1063-784£99)02502-1

INTRODUCTION freedomt! A detailed substantiation of the application of the
one-dimensional model for the investigation of stochastic
Deterministic classical systems with chaotic dynamicsionization of the hydrogen atom can be found in Ref. 2.
and their qguantum dynamics have been a subject of intense Applying Chirikov’s criterion to the relativistic Hamil-
study for the last few decades. An important problem here isonian, we obtain an analytical expression for the critical
the behavior of a highly excited atom in a monochromaticexternal field in which stochastic ionization of a relativistic
field. A large number of works, both theoreticedee, for atom occurs. We use the system of units whexe=h=c
example, Refs. 194and experimenta(Refs. 2 and b are =1.
devoted to this problem.
From the standpoint of genera] physicg, thi.s problgnhAMlLTONlAN IN ACTION—ANGLE VARIABLES
falls at the intersection of several different directions of in-
vestigation, so that various fields find general application Consider a relativistic electron moving in a one-
here. The first and probably most important of these subjectdimensional Kepler fiel@Za/x of a chargeZ (a=1371).
is chaos. Indeed, even the simplest theoretical model — &he momentum of this electron is
classical one-dimensional Kepler atom in a monochromatic 742
field — shows that the appearance of chaotic motion makes p= \/le+—| —1,
a large contribution to the classical excitation process. On X
the other hand, a Rydberg atom is, to a high degree, a quamheres is the total energy of the electron.
tum object. For this reason, the study of its chaotic dynamics We introduce the action according to the standard defi-
makes it possible to investigate the possibility of the exis-ition
tence of quantum chaotic phenomena. %
Thus far, most works on chaotic dynamics and overlap- n:J pdx=may1—¢&?,
ping of resonances have been limited to nonrelativistic sys- X2
tems. However, as recent works show, some relativistic sysynere
tems likewise can manifest chaotic dynanfic® Examples
are relativistic electrons propagating in a spatially nonuni- &l
form field of an electron laser, a relativistic electron in the 27 1—g2’
electric field of an electrostatic wave packed, relativistic ] .
electron in the field of two stationary Coulomb centées)d ~ @ndx; andx, are the turning points. _
a relativistic harmonic oscillator in the presence of béats. ‘Expressings in terms ofn for the unperturbed Hamil-
In the present paper the results mentioned above corfonian, we obtain
cerning the stochastic ionization of a nonrelativistic hydro-
genlike atom are extended to the relativistic case for arela- Hy=¢= —===.
tivistic one-dimensional hydrogenlike atom. It is knowh VNt 7l
that in the case of a nonrelativistic hydrogen atom interacting  The characteristic frequency corresponding to this
with an oscillating field, the one-dimensional model makes ity miltonian is
possible to describe quite well the dynamics of stochastiza-
tion of the electron motion and to obtain an ionization dHg m?Z%a?
threshold very close to the experimental value, i.e., validalso  “°~ dn ~  , ., ,3°
for a three-dimensional hydrogen atom. In the case of a rela- (n*+aZ%a%)2
tivistic atom, however, the application of the one- It is easy to show that in the limit of smaflthe Hamil-
dimensional model makes it possible to avoid the difficultiestonian (1) and the frequency2) become the well-known
due to the openness of the trajectories in relativistic Keplenonrelativistic expressions for the Hamiltonian and fre-
motion'® and the appearance of additional degrees ofjuency, respectivell®

n

@

@

1063-7842/99/44(2)/3/$15.00 249 © 1999 American Institute of Physics
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Consider now the interaction of our atom with a mono- Using Eq.(8), we obtain for the distance between the

chromatic perturbation field of the form resonances
= 2
V(x,t)=ex coq wt), ©) k72\3 1
where ¢ and o are, respectively, the amplitude and fre-  oM=| - 3kn,”

guency of the field. _ _
We now write Eq(3) in action—angle variables. For this, According to Refs. 6-8 and 13, the width of thkéh

we expandV(x,t) in a Fourier series resonance is given by
- 1
2
V(=23 x(ncoskd—ot), @ Ank:4(8_x,k) , (10
@o

where the Fourier component of the coordinate is determine\g\lhe

by the integral re

J‘Zﬂ' Ko , dwo 3nk22a2
Xy = dee™’x(6,n) W= g -~ 5
“Jo dn - (n247242)2
a nyn®+2z% We note that the expressions fam, and én, in the
Tk J'(gk) =~ K (k) ) nonrelativistic limit become the well-known expressions for

the nonrelativisticAn, and én,, respectively—3

whereJ,(y) are the derivatives of Bessel functionsygfand Using the expression fa and the asymptotic formuia

5
B Vn®+Z%a* Ji (e ~0.41%k" 2 (for k>1) for the derivative of the Bessel
- n ' function, we obtain for the width of the resonance

Thus, the complete Hamiltonian of a relativistic hydro-

8
; . . . . . Anv~[ek™ 3Z3(n2+ 727242)1%2
genlike atom interacting with the perturbation figlg) can Me~[e (Mgt 7°Z%a%)]

be written in action—angle variables as Substituting the expressions famn, and én, into Eq.
w0 (9), we obtain
n
H= —————=+¢ 2, X (n)cogkf— wt). 6 11 3 1
yn?+ 7?7247 Zoo dn)cos ) © e2k™ 32" 2n(n2+ m2Z%a?)2> 1.

This inequality gives the critical value of the field am-
OVERLAPPING OF RESONANCES plitude for which stochastic ionization of a relativistic elec-

- L . ron moving in th lomb field of a char rs:
For sufficiently weak electric fields, on the basis of thet on moving in the Coulomb field of a chargex occurs

Kolmogorov—Arnol’'d—Moser theory, most electron trajecto-
ries in action—angle space will be slightly distorted by the
perturbation. The maximum distortion of the orbits occurs at  For small Z the latter formula can be expanded in a
resonances, i.e., at locations where the phe8e wt is  power series irZa/ny as follows:

stationary'? Therefore the resonance values of the frequency
and action are related by the relation

Kwg—w=0 (7)

Using Eg.(2) and(7), we obtain the resonance value of OF
the action corresponding to theh subharmonic

2
eo=k3( 7TZa)3nk_2(nE+ w?Z%a?) L.

Z%a?

2
Ny

2 —4
ea=k3Z%n Y 1- + ...

1
2
—m?7%2a?| . (8)

Z%a?
€cr= €un 1——2+... y

2 n
mkZ%a?\3 k
w2

nk:

wheree, is the critical field corresponding to the nonrela-
_ _ _ _ tivistic case
It is known that the chaotic dynamics of systems with a  As one can see from this formula, the critical field re-

Hamiltonian of the form(6) can be investigated approxi- quired for stochastic ionization of a relativistic hydrogenlike
mately using the Chirikov criteriof?3 According to this  atom is less than in the nonrelativistic case.

criterion, chaotic motion arises if two neighboring reso- In summary, we have derived an analytical formula for

nances overlap, i.e., if the critical field required for stochastic ionization of a rela-
An, tivistic hydrogenlike atom in the form of a function of the
5—nk> 1, 9) chargeZ and the actiom,.. Since a hydrogenlike atom is a

strongly quantum object, the study of its excitation by a
where Any is the width of thekth resonance andn, = monochromatic field will make it possible to investigate the
=n,,1— N is the distance between théh and the k+1)th  possibility of existence of relativistic quantum chaos phe-
resonances. nomena. A more detailed analysis of the problem examined
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Alignment on moire ~ fringes of finite width during optical processing of images
of a periodic amplitude grating which are distorted by the reconstructed wave front

A. |. But’ and A. M. Lyalikov

Ya. Kupala Grodno State University, 230023 Grodno, Belarus
(Submitted September 24, 1997; resubmitted February 3,)1998

Zh. Tekh. Fiz69, 130-132(February 1999

A method of alignment on moiringes of finite width for visualization of the deflection angles

of rays reconstructed by a hologram of a phase object is described. It is suggested that the
resulting moirepattern be obtained by superposing two distorted images of amplitude gratings with
different period. The result of an experimental test of the method is presente@99@

American Institute of Physic§S1063-784£99)02602-]

It has been proposédhat the moireeffect in the super- reconstructed by a hologram of a phase objelttis sug-
position of images of defocused gratings be used to increaggested that for purposes of alignment on a fringe of finite
the sensitivity of the quantitative method of investigatingwidth the resulting moirgoattern should be obtained by su-
phase inhomogeneities that is based on obtaining a distortguerposing two distorted images of amplitude gratings with a
image of the defocused amplitude grating during reconstrucdifferent period.
tion of the wave front by a hologramThe images of the Figure 1 shows a scheme of the setup used for optical
distorted gratings were formed by waves reconstructed in thprocessing of holograms of a phase object. This scheme
complex-conjugate orders of diffraction. A moimattern makes it possible to regulate the width of the fringes in the
aligned on an infinitely wide fringe was observed in theresulting moirepattern. The setup contains two channels for
plane of superposition of the grating images. Howeverforming images of amplitude gratingsand5 in the planes8
alignment of the pattern of moirer interference fringes on a and?9, located near the holografi©. The lines of the ampli-
fringe of infinite width has the substantial drawback that thetude gratingsl and5 with different periods are oriented ver-
sign of the fringe number is not unigde. tically for visualizing the projection of the angles of deflec-

In moire or holographic interferometry, alignment on tion of the reconstructed beams on thexis and they are
fringes of finite width is accomplished by turning the inter- oriented horizontally for visualizing on thg axis. The am-
ferograms or holograms and by recording them with differ-plitude gratings are illuminated with collimated beams of
ent period$. Carrying such methods of alignment directly light simultaneously in two channels of the illuminating part
over to the method of visualization of phase objects using anf the setup, and telescopic systems witkh agnification
amplitude grating will lead to a number of errors in the are used to form images of the gratingsnd5 at different
visualized moirepattern which are associated with a shift or distanced_; andL, from the hologramd0. Since the sen-
nonidentical sensitivities of the superposed grating images sitivity of this method is determined by the ratibg/T, and

In the present work we consider a modification of thelL,/T,, whereT,; and T, are the periods of the amplitude
moire method of visualizing angles of deflection of light rays gratings1 and5, respectively, foiT;# T, with identical sen-

7 2 3 4 8 910 1 12 13 14
r’*
o A y —— A {t
% v 7 " rT"-TT h 2
* “ 4! - ——
.y « % % P (3 4 ¢ . .
FIG. 1. Diagram of a setup for optical pro-
L b _ cessing of a hologram of a phase object:
L, 1,5 — amplitude gratings2,3 and 6,7 —
L telescopic systems4 — beam-splitting
2 cube; 8,9 — image planes of an amplitude

grating; 10 — hologram of a phase object;
11,13 — objective; 12 — filtering dia-
phragm;14 — plane of observation of the
moire pattern.
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FIG. 2. Moirepattern with alignment on finite fringes.

sitivity in both channels the equalitids,;/T;=L,/T,=C  the suml .1(X,y)+1_41(X,y). In this case, the illuminance
should hold. In Fig. 1, the position of the plan@snd9 of  distribution in the resulting pattern, describing the low-
the images of the amplitude gratings are presented for thigequency modulation of the illuminance, is determined by
caseT,<T,. The holograml0 is illuminated by a beam- the term

splitting cube4 in a manner such that the waves diffracted by

iF in_the ;1st orders propagate in the same diregtion. A ax(To+Ty) ax(T,—T,)
filtering diaphragm12 separates these waves, which are co T co T +2Cmey|. 4
amplitude-modulated by the gratingsand 5, in the back 2'1 21
focal plane of the objectiv&l. It is obvious that the neces- _ o _
sary condition for such spatial filtering i§ {,T,)> P, where The regions of low visibility of the images of the super-
P is the period of the fringes of the hologram. posed amplitude gratings will be observed when the second

Let the amplitude transmission of the hologram of theCOS'ne vanishes. The equation for the family of mdineges
phase object be described by the expression in this case is

2mX X(To=Ty)
7(X,y)~1+cos T+<I>(x,y) : (1) —Tg T2Ce= N+1/2, N=0,12.... (5
211

wherex andy are coordinates in the plane of the hologram,
they axis is parallel to the holographic fringes, addqx,y)

is the distortion introduced in the phase by the experiment
object.

For example, it can be sho#for vertical orientation of
the lines of the amplitude gratingsand5 that the illumi-
nance distributions produced in the plah& (which is opti-
cally coupled with the holograrhO by the objective leng3)
by each channel of the illuminating part of the setup sepa
rately are

Thus, when two images of amplitude gratings with a
ifferent period that are distorted by the wave fronts recon-
tructed by the hologram are superposed, a madigmed on

finite fringes oriented parallel to the images of the fringes of
the gratings will be observed. The period of the alignment
fringes is determined from Ed@4) asT,T,/(T,—T4).

We underscore an important advantage of this method of
optical processing of images of amplitude gratings over the
method proposed in Ref. 2. In the optical processing scheme
of Ref. 2, the wave fronts reconstructed by the hologram
pass through the objective lenses of the detecting part of the
, ) setup at different angles and along different paths, which can
result in various distortions of the images of the gratings
which are not associated with the phase object under study,

e., it can cause aberrations. In the scheme displayed in Fig.
1, by aligning the beam-splitting culdethe wave fronts re-
constructed in complex-conjugate orders can be directed

The periodicities of the images of the gratings are dis-through the objective41 and 13 along the same path, and
torted by thex component of the angles of deflection from the aberrations inherent in the method of Ref. 2 can thereby
the rectilinear distribution of the light rays reconstructed bybe eliminated.
the hologram, i.e.g,. For incoherent superposition of the Figure 2 displays a moirpattern with alignment on ver-
distorted images of the grating®) and (3), the resulting tical fringes of finite width. This pattern visualizes the
illuminance distribution in the plang4 will be described by component of the angles of deflection of the light beams

27X 20
T—1+ TEy

I,1(X,y)~1+cos

I _4(x,y)~1+cos

2mX
T——ZC’ITSX . (3)

2




254 Tech. Phys. 44 (2), February 1999 A. |. But’ and A. M. Lyalikov

reconstructed by the hologram of a sphere moving on a bal*A. 1. But and A. M. Lyalikov, Zh. Tekh. Fiz63(3), 39(1997 [Sov. Phys.
listic trajectory. Tech. Phys42, 287(1997)].

In summary, the method proposed for alignment on 2A. 1. But’ and A. M. Lyalikov, Zh. Tekh. Fiz.63(7), 134 (1997 [Sov.
fringes of finite width makes it possible to eliminate the er- s Tech. Physi2 845(1997], _
rors in the visualized moirgattern that are due to the shift < eSt Holographic Interferometry Wiley, New York, 1979[Russ.

. . . trans., Mir, Moscow, 1982, 504 pp.

and unequal sensitivities of the superposed images of amplis5 « geketova, A. F. Belozerov, A. N. Berezkiat al, Holographic
tude gratings. It should be noted that in the present work the |nterferometry of Phase Objectslauka, Leningrad, 1979, 232 pp.
same hologranfprovided by I. S. Z#ikovich) of a sphere on

a ballistic trajectory as in Refs. 1 and 2 was used. Translated by M. E. Alferieff
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On the destruction of the superconducting state of a multiconductor composite
A. N. Balev, N. A. Lavrov, V. K. Ozhogina, and V. R. Romanovskil

Kurchatov Institute Russian Science Center, 123182 Moscow, Russia
(Submitted February 2, 1998
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The kinetics of thermal instability in the form of an initially arising local region of normal
conductivity is investigated using a model of a discrete superconducting medium in which the
components are assumed to interact thermally across a thermally thin intermediate layer.

It is found that certain characteristic features of the transient processes occurring at currents close
to the minimum current for propagation of the normal zone must be taken into account in

an experimental determination of the normal-zone propagation velocities in multiconductor
composites. ©1999 American Institute of Physid$$1063-78429)02702-9

The irreversible transition of a superconductor to thecorresponding system of nonstationary equations, which ad-
normal state is due to its thermal bistability. The Joule heatequately describe the transient character of the processes oc-
ing of the superconductor as a result of the formation of acurring and their dependence on the local properties of all
local region with normal conductivity in it can be accompa- elements of the composite.
nied by the propagation of a characteristic heat watvas a Let us consider the propagation of the normal zone in-
rule, the kinetics of the normal zone can be described by &ide an uncooled discrete superconducting region, whose el-
one-dimensional heat-conduction equation. In a number ogments are thermally thin superconducting composite con-
practical applications this approach is not only justified but jtductors, which are in thermal contact with one another and
makes it possible to write down analytical expressions whici2'® separated from one another by a finite thermal resistance.
are convenient for estimating the velocity of a heat wave in &€t & thermal instability be initiated initially by a powerful
single conductot# Recently, however, particular attention external_ h_ea'_[ source, which produces local regions of normal
has been paid to transient processes in superconducting m&e@nductivity in one or several elements of the composite. To

ticonductor current-carrying elementSCES. The processes simplity th? analysis let us assume that the current in each
occurring in them exhibit a number of characteristic featuresCondUCtor is constant. We shall describe the process of sym-

which are a direct consequence of the discrete character {}?etnc redistribution of heat inside the composite by a sys-

the change in their thermal and electrophysical properties. em of equations of the form

Ordinarily, the phenomena responsible for the initial for- 2

. o T . Ty 9 dT |
mation of a resistive region in multiconductor CCEs are c—=_—\—+ —p(T,)
omitted in the investigation of the processes leading to the gtooxox &
appearance and propagation of a normal zone in these com-
posites. In this case, it is assumadpriori that instability
initiated in a single component of the composite certainly
will result in complete destruction of superconducting prop-
erties of the entire CCE. At the same time, the presence of
additional transverse heat flow due to contact heat transfer =
between all components of the CCE apparently will modify —(Tn—Tno1), k=N
this supposition. This concerns chiefly the range of currents \ SR
close to the so-called minimum normal-zone propagation @
current, where the processes occurring depend strongly on. o .
the conditions of dissipation of the heat released. For thigith the initial and boundary conditions
reason, a correct formulation and thelsolutlon of this probl_em T,, 0<x<xg, k=ki, i=12, ..,
are important not only for understanding the general physical
laws of the destruction of the superconducting properties of Tk(x,00=1 To, Xosx=<I, k=k;,
multiconductor superconducting media but also for preparing Ty, O0=xs=lI, k#k;,
and performing the corresponding experiments.

It is convenient to solve such problems for the kinetics 4T,
of the normal zone in a heat-insulated CCE, for which the W(O,t)=0, T(Lt)=To. )
minimum normal-zone propagation current is zero. The most
complete analysis of the conditions leading to the destructiotlerek=1,... N is the number of the conductor in the com-
of superconductivity should be based on the solution of theposite;C is the volume specific heat of theh element) is

(P
ﬁ(Tl_Tz)a k=1,

P
-9 @(ZTk—Tk—ﬁTkﬂ), k=2,N—1,
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the thermal conductivity of the element in the longitudinalmum current for propagation of the normal zone, are pre-
direction; S is the cross-sectional areR;is the contact pe- sented in Figs. 1 and 2. In the calculations it was assumed
rimeter between two neighboring conductoRsis the ther-  without loss of generality that the diameter of a single con-
mal contact resistanceéjs the transport current in each con- ductor is 0.12 cml =200 cm,R=1 cn?- K/W, P=0.01 cm,
ductor; Ty is the temperature of the surrounding medidny;  T,=4.2K,Tg=9.5 K, and initially the normal zone arises

is the initial temperature of a thermal perturbation of extentyg 5 result of local heating, equal Q=10 K. The initial

Xo; and, p(Ty) is the effective resistivity of the supercon- hermo- and electrophysical parameters corresponding to a

ducting composite, which takes into account the existence of;pium—titanium superconductor in a copper matrix were
regions where the current is divided between sections locate

in the kih ductor in th ducti d I(ﬁietermined according to Ref. 6.
Isr:ateg’*“ conductor in the superconducting and norma The solid lines in Fig. 1 show the time variation of the

instantaneous values of the longitudinal propagation velocity
(T =po(Ty) of the normal zone in the first conductor, where it was as-
sumed that an instability with extem,=10 cm arises K;

1, T, >Tse, A . I
k= 'scC =1) initially. Here, for comparison, the longitudinal propa-
X4 (Te=T) (Tsc=Te),  TesTksTsc, gation velocities of the isotherffis in an isolated compos-
0, Tk<Tc=Tsc—(Tsc—To)l/T¢, ite are displayed by dashed curvsse also the dashed curve

. L . in the inset. Formally, these states also correspond to the
wherep, is the resistivity of the matrix antl. and T are limit Rs. Th | lociti ith=60 A
the critical parameters of the superconductor. Imit R—¢e. The normal-zone velocities wi as a

The finite-difference method was used to determine théunction of the initial extent of the perturbation are presented

instantaneous temperature distribution in all elements of thd the inset in Fig. 1. Figure 2 shows the computational re-
composite and the corresponding propagation velocity of results for the longitudinal velocity/y(t) of the normal zone
gions with normal conductivity.The boundary of the resis- in the first conductor of the CCE and the development of the
tive region separating the superconducting and nonsupercofansient processi(t) in its cross section. The number of
ducting states inside a single composite was determined bgonductors in which local regions of normal conductivity
solving the equatiorT (X, x,t)=Tsc. The results of nu- arise initially was varied.

merical experiments reflecting the qualitative laws of the ~ The computational results show that the kinetics of the
transition of a discrete superconducting composite to the nomormal zone in a multiconductor CCE, carrying a current
mal state in the presence of a current in it close to the miniwhich is just slightly higher than the minimum normal-zone
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propagation current, depends largely on the character of theveen the conductors becomes worse, the time of a transition
initial conditions of the perturbation. Thus, fox70 A even  to a steady value of the normal-zone velocity in the trans-
a strong extended perturbationxgz20 cm) in a single el-  verse section of a multiconductor CCE will increase, and the
ement of the composite does not produce a transition of theange of currents for which initiation of instability in several
element to the normal state. In this case, superconductivitgonductors simultaneously will be required to obtain an irre-
will be destroyed primarily by more-extended heat sourcesversible transition of the entire composite to the normal state,
In addition, the presence of heat transfer between conductovsill also increase.

greatly increases the formation time of a heat wave in both  In summary, our investigation shows that in experiments
the longitudinal and transverse directions of propagation ofvhose purpose is to determine the normal-zone propagation
the normal zongmore accurately, the time of asymptotic velocities in a multiconductor superconducting region in
approach to the corresponding limiting values increasesboth the longitudinal and transverse sections, a number of
Specifically, one can see that fo=60 A and X,=40 cm  features characteristic for the development of a transient pro-
there is no quasistationary state, even when the total exteoess in the range of currents close to the minimum normal-
of the normal-conductivity regioritaking account of the zone propagation current occur. In this casgtte extent
symmetry of the procegseaches almost 1 m. On the whole, and power of the heater simulating an external thermal per-
the tendencies noted above become more noticeable, therbation should be many times greater than the analogous
weaker the current under otherwise the same conditiongparameters required for initiating thermal instability in a
Current regimes where even a local transition of several corsingle conductor; Rcurrent regimes where local destruction
ductors simultaneously to the normal state is not accompasf the superconducting properties in several conductors is
nied by irreversible destruction of the superconducting propnecessary for an irreversible transition of the entire compos-
erties of the entire composite are possible. ite to the normal state; and) &he presence of heat transfer

It is obvious that as the thermal resistance increases, thgetween conductors increases the formation time of the qua-

kinetics of the transient process in the longitudinal directionsistationary state, which in turn can result in a substantial
of the CCE will approach processes which destroy supercorincrease of the dimensions of the CCEs which ensure that the
ductivity in a single conductor. However, in this case thedesired values of the normal-zone velocities can be deter-
characteristic features discussed above will affect most theined correctly.
character of the processes occurring in the cross section of This work was supported by the Russian Fund for Fun-
the conductor. For this reason, as the thermal coupling bedamental ReseardfiProject No. 96-02-16122a
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Effect of the microstructure of a metal on the emission spectrum excited during
destruction of current-carrying conductors by an MHD instability

K. B. Abramova, |. P. Shcherbakov, and A. |. Rusakov

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, 194021, St. Petersburg, Russia
(Submitted February 20, 1998
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The spectral characteristics of the radiation emitted during the destruction of copper conductors
with different microstructures by a high-density current are investigated experimentally.

The proposed mechanisms leading to radiation generation and the experimental results
corresponding to these mechanisms are discussed1999 American Institute of Physics.
[S1063-784299)02802-0

The passage of high current densitjes5x 10’ A/lcm?>  and a number of other metals. On the basis of the estimates
along conductors results in deformation and destruction ofmade in Ref. 6, the plasmon luminescence for copper should
the conductors by MHD instabiliti€sThis process is accom- lie in the UV range, and in the present work we shall not
panied by a bright flash of light whose spectrum contains aonsider it.
series of lines and bands, i.e., extensive information about In the process of destruction by a strong current, together
the system and dynamics of the electronic levels of both thevith the excitation caused by high-energy electrons, there
metal itself and individual atoms of the metal. In Ref. 2, thearises emission due to the destruction process its€lfe
emission spectrum excited by MHD destruction of copperproposed mechanism of this emission is as folldws.vis-
conductors was investigated. The emission bands observetus fracture, plastic zones with high dislocation density
were identified, and the processes leading to the excitation dorm near the crack tips. After the load is removed, a dislo-
these bands were examined. cational recovery of the deformed layer occurs in connection

It is well known that bombardment of the surface of awith the annihilation of pairs of dislocations of opposite sign
metal by charged particles with energies of several kiloelecand with the emergence of mobile dislocations on the sur-
tron volts excites cathodo- and ionoluminesceht®adia- face. Real dislocations in metals have a complicated struc-
tive decay of single-particle and collective excitations makedure, so that their complete annihilation is unlikely. In each
the main contribution to the cathodoluminescence. It waglislocation reaction, only the annihilation of individual par-
assumed even in the first work on cathodoluminescence dllel segments is possible. The annihilation of such segments
copper that the emission observed is due not only to thés accompanied by a release of substantial energy, reaching
radiative transition of electrons from the Fermi lewgl to  several electron volts over the interatomic distance along the
lower-lying hole states but also to electron—hole recombinaaxis. For annihilation of dislocations in copper, crossing of
tion from states abover, i.e., cathodoluminescence is of an the terms of the internal electrons, localized near disloca-
above-edge charactéhe luminescence peaks should coin- tion nuclei, with states of unoccupied—pbands is possible.
cide with the peaks in the density of states belgw Quali-  Nonadiabatic transitions arising during crossing result in the
tatively, the mechanism leading to the appearance of a strorgppearance of holes in quasiloechktates near dislocations
electric field in the destruction process due to the passage édrmed as a result of dislocation reactions.

a high density current along a conductor is very simple. The Individual luminescence bands arising during the de-
growth of a sausage-type perturbation up to an amplitudstruction of conductors by high-density curréntsve been
equal to the radius of the conductor leads to the appearanexcited and detected in other processes alsa: dathodolu-

of gaps® On account of the response of the circuit, the volt-minescence band\,,,=5550 A) has been observed under
age across the gaps is many times higher than the initialectron irradiation of a copper sampl&) a photolumines-
voltage, and a strong electric field arises in the gaps. Acceleence band X,,.,,=5800 A has been observed upon laser
eration of electrons and ions in the fields produced in thidrradiation of a copper sampfeand 3 a mechanolumines-
manner should result in the appearance of cathodo- and iowence band X,,=7300 A has been observed on the back
oluminescence, just as under stationary conditions. Howevecleavage surfacurely mechanical load

for the same particle energy, fast electrons excite the elec- A detailed investigation of the luminescence due to
tronic subsystem of the crystal more strongly than do slowpurely mechanical loading is most interesting from our
ions. Therefore electrons make the main contribution tcstandpoint. The reason is that if the dislocation mechanism is
emission in this process. valid, then mechanoluminescence makes it possible not only

Destruction by a strong current can result in the excitato investigate dislocation processes near a metal surface but
tion of plasmon luminescence. Plasmon radiation has beeih also serves as a unique source of information about the
observed under electronic bombardment of aluminum, silvemature of surface electronic states. Other methods of excita-

1063-7842/99/44(2)/3/$15.00 259 © 1999 American Institute of Physics



260 Tech. Phys. 44 (2), February 1999 Abramova et al.

tion of the luminescence of metalby light or charged par-
ticles) are in principle incapable of leading to the excitation
of such luminescence, since in these cases bulk states &
excited in the metal, while surface states are essentially ur
affected.

It seems to us possible and important to assess the vi
lidity of one of the basic assumptions of the dislocation
model of the mechanoluminescence of metals. According t
this mode° the maximum Iuminescence intensity can be
determined from the formula o

Joor

200

S
I=9Nn=3,
mdt 100

wherel is the mechanoluminescence intensipyis the quan-
tum yield of mechanoluminescench,, is the density of
mobile dislocationss; is the thickness of the plastic zorte,
is the luminescence time, amtlis the lattice parameter.

It is evident from this formula that for the same metal
two quantities remain unchanged for any conditions of l0ads g, 1. Emission spectrum of coppér— Rolled Mo-grade copper wire,
ing. These arey, the quantum yield of luminescence, athd 1| — annealed MO-grade copper wirk;— Cul 5700,2 — Cul 5782,3 —
the lattice parameter. The thickne®sof the plastic zone can S!l 6312,4 — Sbll 65035 — Nil 7122,6 — Fel 7207,7 — Bi 7838,8 —
be different for different methods of loading; it will be great- ©! 7772 a — cathodoluminescence bang,,=5550 A b — photolumi-

. . . .. ; . nescence bani;,,,=5800 A ¢ — excitonic luminescence band of copper

est for isotropic stretching. The emission time in the formulay,;ye with ), =6350 A g — mechanoluminescence bang,=7300 A,
occurs in the denominator, so that the more rapid the load-
ing, the higher the mechanoluminescence intensity should
be. The densityN,, of mobile dislocations is ultimately de- were performed at only 20 points of this spectral range, and
termined by the initial dislocation density in the sample. it was necessary to destroy 10 samples in order to obtain the
Correspondingly, the initial material with a high initial dis- average intensity at each point.
location density must emit more photons than material witha  The present measurements were performed in greater de-
lower initial density. tail and on a qualitatively new experimental level. In the first

In Ref. 11, the intensity of mechanoluminescence wasgplace, the entire emission spectrum was measured in a single
investigated as a function of the initial microstructure of theexperiment. In the second place, the measurements were per-
sample. The total emission was detected and comparefbrmed at 500 points in the spectral range 5400—-8100 A.
Spectral measurements of the radiation were not performelinally, not only the continuous emission spectrum but also
because of its low intensity. To confirm the assumptions othe line spectrum were measured. This made it possible to
the dislocation model, it is important to check the existencdncrease the accuracy and reliability of the results.
of a dependence of the mechanoluminescence spectrum on Two of a large number of characteristic curves obtained
the initial microstructure of the sample. are presented in Fig. 1. Curvas the characteristic emission

In the experiments described in the present paper, despectrum produced by the destruction of MO-grade rolled
struction of copper conductors was accomplished by passingopper wire. The following bands are excited: A cathodolu-
along them an electric current with density 0.7-310’ minescence band,® a bandb corresponding to photolumi-
Alcm?. The conductors consisted of a piece of copper wirenescence of coppéran excitonic luminescence bardof
70 mm long and 0.5 mm in diameter, made from “techni- copper oxidé??> and a mechanoluminescence bandue to
cally pure” MO-grade copper wire. The power source was ofrecombination of electrons in surface electron states and
a 400 uF capacitor bank charged to 1.5 kV. The rate ofbandsd, e, and f observed during spallation of the back
loading wasV=1x10° m/s, and the emission duration was side®® and the bands, i, andk, which are yet to be iden-
t=20us. The radiation investigated was focused on the inputified. The sharp peaks in some bands and marked in the
slit of a diffraction spectrometer. An FPP31L autoscanningfigure by the numberd—8 correspond to the most intense
charge-transfer photoelectric linear transducer was placed iatomic lines of copper and impurities present in the sarhple.
the focal plane of the spectrometer. Signals from the trans- Curvell is the emission spectrum of an M0O-grade cop-
ducer were fed into an analog-to-digital converter and themper wire, annealed in advance and destroyed under the same
into a computer. This made it possible to perform measureeonditions. It is known that dislocations with oppositely di-
ments of the spectral characteristics of the light flash in theected Burgers vectors, lying in the same slip plane, mutually
range 5400-8100 A with a spectral resolutidr6dd during  annihilate as they approach one another. If such dislocations
the destruction of a sample. lie in different slip planes, then climb is required in order for

The previously publishédontinuous radiation spectrum them to annihilate one another. Annealing promotes disloca-
accompanying MHD destruction of copper was measured ition climb, and in this manner the dislocation density
a wider range 4500-9000 A. However, the measurementdecreasey! Photographs of the microstructure of annealed

1 1 L I L 1 i °
5600 6000 §400 §600 7200 7600 8000 A ,A
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and rolled samples were obtained in Ref. 11. 1. The change in microstructure during annealing de-

Comparing the spectra presented in Fig. 1 it is evidentreases the probability of excitation of surface electronic
that the cathodoluminescence baradsand the photolumi- states, which determine the appearance of the mechanolumi-
nescence bandsof coppef repeat one another. This is prob- nescence band.
ably due to the fact that these bands arise as a result of the 2. The change in microstructure during annealing has no
excitation of bulk states, which undergo small changes dureffect on the bulk electronic states, which determine the ap-
ing annealing. In other sections of the spectrum of the curvepearance of the cathodoluminescence and photolumines-
I and Il the intensities are different, i.e., changes have oceence bands.
curred in the relative intensity of the luminescence bands of It should be underscored that thus far the dynamics of
different nature. the appearance of and change in the spectral bands in time

The most interesting section of the spectrum for us is thénave not been investigated. Such investigations would yield
mechanoluminescence bagdAs expected, the intensity of information about the dynamics of the change in the surface
the bandg was found to be lower for destruction of an an- and bulk electronic states in a metallic sample during its
nealed sample than for an unannealed sample. These resultsformation and destruction and also about the dynamics of
confirm the dislocation model of mechanoluminescence: Anthe emergence of mobile dislocations on the surface.
nealing decreased the dislocation density and the intensity of This work was supported by the Russian Fund for Fun-
the band due to the excitation of hole states in nonadiabatidamental Research under Grant No. 97-02-18097.
transitions arising at the moment of annihilation of disloca- .
tions and when dislocations emerge at the surface. 1565% (Alg?g‘[ogg\,/ NF;hA-SZ?gf; ggdlgig’él%ir;?ud, Ztksp. Teor. Fiz69,

The mtensmgs of the t_)ands e, andf, which have also K. B. Abramova,.B. Ig/ I.Deregud, and Yu. N. I.Derunov, Opt. Spekt&k.
been observed in spallation of the back Sidéecreased. 809 (1985 [Opt. Spectroscs8, 496 (1985].
These bands were not excited with other methods of actingA. Bonnot, J. M. Debever, and J. Hanus, Solid State Comri0n173
on a metal, such as cathodo-, iono-, and photoirradiation, (1972
Therefore, like the mechanoluminescence bgnthey also 5M' Zivitz and E. W. Thomas, Phys. Rets3, 2747(1976.

! B. A. Trubnikov, inPlasma Physics and Problems of Controlled Thermo-

are excited only when the sample is destroyed. The decreasgwuclear Fusion(in Russiaf, 1958, Vol. 4, pp. 87-91.
in the intensity of these bands with the destruction of ane:\:ﬂﬁ I l\/slolf_)ésgii, ;ig-&vgrfégela&eningrad 20(6), 1651 (1978 [Sov.
anneale_d sample (.:OUId _3|gn|fy that the_ Intensity of these7M.)I/.Si\/locl)oltskiit6:nd B. P.(Pereaé]ﬁd, Zh. Tekh. FEA(3), 618(198 [Sov.
bands, just as the intensity of tigeband, is determined by  ppys Tech. Phy6, 369(1981)]. )
the density of defects in the sample. 8K. B. Abramova, V. L. Valitski, N. A. Zlatin et al, Zh. Eksp. Teor. Fiz.

As one can see from the figure, the intensity of the gzl,hjgzri’gjiiz@gﬁoz- 5231 ;%31-1223(/?36383(1976]-
atormc spectrum also Ch.anged' .Annealmg had no_ effect OQ’B: R. Chandré, M}./ S Ry:;m, R. Seema, Sin.10n, and M. H. Ansari, Cryst.
the linesl, 2, 5, and6, while the lines3, 4, and7 vanished, Res. Technol31, 495(1996.
and the line 8 appeared. The vanishing of the li@e4, and K. B. Abramova, |. P. Shcherbakov, I. Ya. Pukhonto, and A. M.
7 could signify that the density of sulfur, antimony, and bis- Kondyrev, Zh. Tekh. Fiz66(5), 190 (1996 [Sov. Phys. Tech. Phygl,
muth impuriti_es decreased_in the annealing process. T_he ap;,i.lll.(i?;gg'l.d and B. S. Kulinkin, Opt. Spektrosi@3, 706 (1972,
pearance of lin@ and band is probably due to the oxidation 1. N. zaider, V. K. Prokofev, S. M. Raskii, and E. Ya. Shtieler, Tables
and adsorption of oxygen during annealing. of Spectral Linegin Russian, Moscow, 1962, 607 pp.

In summary, analysis of the emission spectra arisingl4V- L. Idenbom and A. N. Orlov, Usp. Fiz. Nauk6, 557 (1962 [Sov.
with the destruction of conductors by a high-density current ~MYs- UsP5: 272(1962]

shows the following. Translated by M. E. Alferieff
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The preliminary results of an investigation of the structure and electrophysical properties of CVD-
grown polycrystalline ZnSe are reported. A weak multicomponent texture is observed which
bears upon the piezoelectric effect, the characteristic features of the electric polarization, and the
characteristic elastic oscillations of samples of regular shapel98@9 American Institute

of Physics[S1063-784£99)02902-3

Zinc selenide crystals find wide application in optical (4X4X10 mm were investigated. The planes of the
instrumentation and, especially, in laser technolbgg,ma- samples were oriented parallel or perpendicular to the sur-
terials with a favorable combination of optical, mechanical,face of the initial wafer. Their piezoelectric and dielectric
and thermal properties. A high-voltage photo-éndfiffrac- parameters were determined by the standard metiRetti-
tion of light as by a periodic phase structdrend other linear polar figure§RPF$ (110 and(111) were obtained in
anomalous properties closely related with the ordered ar€uK, radiation “in reflection” by varying the angle of in-
rangement of two-dimensional structural defects have beedlination of the sample in the range 0—-65° with a 5° step.
observed in individual single crystals of zinc chalcogenidesFast linear displacement of the sample and accumulation of
We report here the first observation of piezoelectric texturesntensity with a 10° step were used. The main orientations
formed in polycrystalline ZnSe during the growth of the were calculated by the method used for weak textures, which
crystals. is described in Ref. 6. The data presented in Table | are

Polycrystalline wafers grown by chemical vapor deposi-characteristic for a series of samples prepared from various
tion (CVD) were used for the investigations. The wafers hadwafers.

a small absorption coefficient3&2x102 cm™1) at a Figure 1 shows a typical RPF for the experimental
wavelength of 10.g.:m. They were selected according to the samples. The distribution of the polar density is complicated
characteristic siz&, of the crystallitegsee Table)lwhichis  and indicates the presence of a weak multicomponent tex-
determined by the conditions under which the polycrystallineture. The results of an analysis of the RPFs of samples with
samples are obtained, primarily the temperature in thelifferent characteristic grain size are presented in Table I. It
chemical reaction zorfeSamples in form of a diskd=20 s evident from the table that the guantitative ratios of the
—25 mm andh=1-4 mm) and a square parallelepiped predominant orientations for samples with differégtare
different. In addition, the fraction of the textureless compo-
nent varies inversely as a function of this parameter. For all
TABLE . samples, the texture axis is normal to the surface of the ini-
tial wafer. We underscore especially the presence of axial
components, since axial texture is characteristic for piezo-

Parameter

) . Sample . -

Texture orientation electric Ceram|c§_
fraction, % S-180 S-120 S-50 A direct manifestation of the piezoelectric properties of
(111) 36 55 2.3 the experimental polycrystalline samples is the excitation of
{111 55 24 12 characteristic elastic oscillations by an ac electric field, i.e.,
(110 12 piezoelectric resonances. Disks from different series differ
gég 23 1; strongly from one another in terms of the number of piezo-
{100 38 electric resonances in the frequency range 40—200 kHz. For
(100 +(211) 3.3 18 example, the spectrum for the samples with the lowest frac-
{100 +{211} 12,5 tion of the textureless componefthe samples S-50con-
{100 +{215 +{311 5.7 tains only one strong piezoelectric resonance with a fre-
ITEXt“nze'eSS component 180 132665 85% quency close to 103 kHz. For samples from the other series,
805'3“ 978 9.43 13.2 additional oscillations, whose frequencies can be less than or
tand 0.80 0.039 0.27 Qgreater than the indicated frequency, are characteristically
da- 10712 CIN 0.68 0.52 059  present in the spectrurfFig. 2). An isolated piezoelectric
ko 0.035 0.027 0.031  resonance is observed in the spectra of all disks, without
8'103 152 1? i'gs exception, as the strongest resonance. The form of the cor-

° ' ' ' responding optical-polarization topogra(ifig. 29 attests to
*Bounded component the fact that this is the first harmonic of the radial

1063-7842/99/44(2)/3/$15.00 262 © 1999 American Institute of Physics
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5 tric loss tangent tafy and anisotropy of the permittivity. The
coefficientK ,=el4e1, is taken as a measure of the latter.
For all samples, the piezoelectric modutlss is less than the
piezoelectric modulusl;, of ZnSe single crystalgd,,=1.1
X102 CIN (Ref. 9]. The anomalously higi) of the pi-
ezoelectric resonances is interesting.
To all appearances, the anisotropy of the elastic proper-
4 ties and the plastic deformation of the crystallites play a
large role in the structural ordering of polycrystalline ZnSe.
Thus, when many crystallites grow simultaneously, each one
is influenced its immediate environment and is subjected to
elastic deformation. Assuming all strain componesisto
be equal, a small fraction of the free energy of the deformed
state of a crystal belonging to the cubic syst®mwill be
related to the shear components, isgy= €51,£13= €31, and
€93= €39, If C11/2+Cq5>2C4, fOr the elastic moduli, just as
in the case of zinc selenide crystafs-Hence it follows that
the crystallites whose orientation in the acting force field
gives rise mainly to the indicated strain components will
FIG. 1. The(110 polar figure of polycrystalline ZnSes-180, reflection  haye the lowest free energgnd hence an advantage in the
(220). Designations of the polar density:— 0, 2 — 0.4-0.8,3 — 24,
4— 01-0.35— 0.9-2. rate of growth.
The mechanical stresses acting on individual crystallites
can exceed the elastic limit. This leads to plastic deformation
oscillations® It is well known that such oscillations are char- of _the crystallites W'th formation _Of slip bands and twm;,
acteristic of piezoceramic disks polarized perpendicular tdVich were observed in the experimental samples by optical
their plane. On this basis, the piezoelectric effect in the exMicroscopy. A planar-stressed state forms in the wafer. For
perimental polycrystalline samples can be linked to the axialis reason, crystallites, whose slip and twinning planes
components of the texture, which, as we have said, have tH8ake acute angles with the plane of the wafer, are most
same orientation of the axis. strongly subjected to plastic deformation. Since slip and
Table | gives some of the main piezoelectric parameteréwinning in ZnSe crystals of the sphalerite modification can
of the experimental polycrystalline samples. One can see th&ccur in the same plangd11}, the formation of an axial
samples which do not have a the textureless component egkomponent of the textur€l11) in the experimental samples
hibit the highestQ for radial oscillations, electromechanical can be explained by plastic deformation of the crystallites. It
coupling coefficientk,, piezoelectric modulusl;;, dielec- is possible that the piezoelectric properties of polycrystallites

%

%
o

J
0
FIG. 2. Spectrum of piezoelectric resonances of a poly-
crystalline ZnSe disk;,e& — optical-polarization topo-
103 grams of the oscillations obtained on different disks.
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are due to this component, since twinning along {h&1} 1G. T. Petrovski, S. N. Borozdin, V. A. Demidenket al, Opt. Zh., No.

planes in the indicated crystals often occurs according to theg 11, 77(1993.
J. Baillou, P. Bugnet, J. Dauneyt al, J. Phys. D12, 451(1979.

. . . . Lo
6’'mm'’ law with conservation of polarity of the twinning sy yva Emelin, N. V. Klassen, and Yu. A. Osip'yaspstracts the Fifth
axis [111] (Ref. 12. This can explain the observation of All-Union Conference on the Physics and Technical Applications-a/Ill
piezoelectric resonances, fragments of whose optical-,Semiconductorgin Russiad, Vilnius, 1983, Vol. 1, p. 56. ,
. . . M. N. Vladyko, A. A. Kolchin, V. A. Tatarchenket al, Vysokochistye
polarization topograms are characterized by a sixfold sym- yeshchestva, No. 2, pp. 217221988,

metry axis(Fig. 2b), in many disks in the frequency range °Piezoceramic Materials. Technical Conditiof Russiad, OST 11

4-1.5 MHz. 0444-87. )
0 5 6M. M. Borodkina and EN. Spektor,X-Ray Diffraction Analysis of Tex-

When the total fraction of oriented crystallites is suffi- yres of Metals and Alloy$in Russia, Metallurgiya, Moscow, 1981,
ciently high, their effect on the piezoelectric properties be-7272 PR _ o
comes more complicated because of the appearance of addit; V: Shubnikov, I. S. Zheludev, V. P. Konstantinogsal, Investigation
] . . . of Piezoelectric TexturesSoviet Academy of Sciences Press, Moscow,
tional piezoelectric resonances. Samples which do not 1955 189 pp.
contain a textureless component, naturally, possess the higiiL. Bergman,Ultrasonics, Bell, London, 193gRuss. trans., Inostr. Lit.,

. i, . . . . . . Moscow, 1957, 726 pp.
est content of crystallites “participating in the piezoelectric o Berlincourt, H. Jaffe, and L. R. Shiozawa, Phys. R&29, 1009

effect,” as a result of which the paramete@s k,, andds; (1963.
reach their highest values. 10, D. Landau and E. M. LifshitzThe Theory of Elasticity3rd ed., Per-
In summary during synthesis of polycrystalline ZnSe gamon Press, Oxford, 198fRuss. original, Nauka, Moscow, 1987,

. ) 248 pp).
wafers by the CVD method, piezoelectric textures areilg H. Lee, J. Appl. Phys4l, 2988(1970.

formed together with multicomponent orientational textures."’M. P. Kulakov, V. D. Kulakovski, and A. V. Fadeev, Izv. Akad. Nauk
This greatly enlarges the range of application of these mate-SSSR: Neorg. Mated?, 1867(1976.
rials. Translated by M. E. Alferieff
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