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Tunnel current—voltage characteristics are calculated for symmetric junctions between metals
waves of with charge or spin density that have equal absolute vii{ie$the dielectric

order parameter. The possibility of different signs ¥on opposite sides of the junction is
considered. As a result, the current—voltage characteristics are highly asymmetric. The
predicted effect is a new example of symmetry breaking in many particle systems and makes it
possible to explain some experimental data for symmetric JSRHURWSI,

microjunctions. ©1998 American Institute of Physids$1063-783#8)00103-9

In metals with charggCDW) or spin (SDW) density  gap nature of the spectrum disappearsefgr |>|. However
waves at temperatures below the transition temperafyre the current—voltage characteristics fN—I-DM junctions
(the structural transition temperatufie, for CDW or the  remain symmetric in terms of this thedhgo that it cannot
Ned temperatureT, for SDW), a dielectric gag| develops be used to explain the experimentally observed current—
on nestedcongruent parts of the Fermi surface. In this re- voltage characteristics for nonsymmetric tunnel and point
gard, the properties of metals with completely or partiallycontacts with the CDW metals Nbg&'® TiSe,_,S,,** and
dielectrized Fermi surfaces and those of superconductors ake sMoOs™* or the SDW metal URSi,.*3* At the same
similar in many ways. This is especially true of the “semi- time, these characteristics agree well with our reduits.
conducting” aspects of the Bardeen—Cooper—Schrieffer The situation is even more confused for symmetric DM—
(BCS model for superconductors and models of Peierls oft—DM junctions. Measurements for URSi,—URWSi, point
exciton dielectrics. The coherence properties of these tweontact$®** have shown that even in this case the current—
types of collective state, however, differ greatly. voltage characteristics can be nonsymmetric. Here we shall

It is well knowr? that the BCS theory and its generali- attempt, within the framework of the approach proposed
zations predict symmetric current—voltage characteristicsearlier; to give a possible explanation for this surprising
for both symmetric and nonsymmetric tunnel junctions in-fact. As far as we know, there are, as yet, no alternative
volving superconductors. Experiments agree fully with thesexplanations.
conclusions. In particular, symmetric current—voltage char- The model Hamiltonian of a system with partial dielec-
acteristics are observed for the nonsymmetrictrization of the electronic spectrum has the form
superconductor—dielectric—normal rr_1e_ta| junction. H=Hg+Hye . 1)

In the absence of superconductivity, the tunnel charac-
teristics of CDW and SDW metals are completely identical,Here H—0 is the free electron Hamiltonian, while the mo-
and we shall use the abbreviation CSO¢tiarge—spin den- lecular field HamiltoniarH ¢ is given by

sity wave. As we have shown previousfythe tunnel 2

current—voltage characteristics of nonsymmefxie|—-DM HMFZ_E 2 [l+(2a_1)q,]2a;rpaas,p+Q,a+ h.c.,
contacts, where DM denotes a partially dielectrized CSDW $=1 pa

metal, should be nonsymmetric with respect to the volddge @

at the junction forT<T,, . The analysis was based on the =0 (1) for a CDW (SDW), a;pa (aspe) is the creation
Biloro—McMillan modeP~’ for a partially dielectrized super- (annihilation) operator for a quasiparticle with momentym
conductor. At the same time, far>T,, there is no dielectric and projected spim from regions of the Fermi surface. The
gap in the electronic spectrum and the correspondingum is taken over the nested parts of the Fermi surface (
current—voltage characteristic is symmetric with respect=1,2) where the electronic spectrum is degene(@tés the
to V. CSDW vectori=1),

On the other hand, an analysis of CSDWs as reported in
Ref. 8 in terms of an anisotropic Hubbard model, including (P =~ &(pTQ), 3)
nonideal nesting, leads to a complex realignment of the eleand the order paramet&r appears as a consequence of an
tronic spectrum belowT,, which depends on the relation exciton (Coulomb or Peierls(electron—phononinstability
between the energy parameter a and|S|. In particular, the  of the initial spectrun(3).1%7 In the remainder of the Fermi
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surface 6=3), the quasiparticle spectrugx(p) is nonde- 6

generate. We limit ourselves to real values|¥f since an J(V):; Ji(V), ®)
imaginary value for it corresponds to thus-far unobserved

phases with current density or spin current wa/es. where

The tunnel quasipa_rticle cur_rent ?n junctions with CSDW 3 (V)=x1(3,3), In(V)=32x,(3,3),
metals was calculated in a fashion similar to Ref. 4, based on
a method developed for superconducting juncti’cﬁm our Ja(V)=2v%,(2,0), J4(V)=v%%,(0,0),
theory it is necessary to include three Green'’s functions for
oot olectrods Js(V)=—2523(3,3), Jo(V)=—2u3xs(3,0. (6)
Here

Gha(Piwn) = ~[iwn+&(p)1Z; i}
Go(Piwn) =~ [ion+ £:(p)1Z37, 33 dofiweun

Gis(P;wn)=—EZ§l. (4 XN(w.eV,21,22)|w||w—eV|,

Here Z;=w2+£3(p), Z,=w2+&(p)+3%  w,=(2n %2(21,22)=CJ dof(w,eV,T)

+1)7T, T is the temperaturekg=1), n=0,+1,%2,..., the -

subscriptnd corresponds to the undielectrized part of the XN(w,eV,%;,2,)sgnw sgnw—eV),
Fermi surfaced to the dielectrized parts 1 and 2, arglto

glectron—hgle coupling. In pa_rticular, the functi@(p; w,) %3(21,22)=CJ’W dwf(w,eV,T)

is responsible for the large difference between superconduct- —

ors and excitor{Peierls dielectrics.

We restrict ourselves to electric fields below threshold, XN(w,eV.21,3;)|w|sgrw—eV), @)
i.e, assume that pinning of the CSDW takes plhédl. the  where
tunnel matrix elements are assumed to be equal, so that there eV
is a single electrical resistance paramet®, for the f(w,eV,T)=th g—th ﬂ, (8
junction? 2T 2T

In our previous work, we have made a detailed analysis 0(|lo|-3,) 6(|lo—eV|—3,)
of the current-voltage characteristic of a symmetric DM—  N(w,eV,3;,35)= —5—=3 1,2 5 221,2,
I-DM junction where the parameters of both electrodes were (0*=3]) " ((0—eV)°—33)
assumed to be the same. This choice for a symmetric junc- ©

tion is natural, but is not the only one possible. In fact, vari-C=—[2eR(1+ v)2] "1, e is the elementary chargé(x) is
ous thermodynamic properties of dielectrized metals are inthe Heaviside functiony=N,4(0)/Ng4(0), andN,4(0) and
dependent of the sign of.” The situation is extremely Ny4(0) are the densities of states in the undielectrized and
similar to the degeneracy of the ground state of an Isinglielectrized parts of the Fermi surface, respectively. In the
magnet as it applies to different directions of magnetizationcase studied previousfywhere there is a symmetry between
An arbitrary infinitesimal anisotropgfor example, owing to the positive and negative branches of the current—voltage
an external interactigncan make any of these states into acharacteristic, there are no termiggV). Then the expres-
preferred state. We assume that a similar effect can occur f@ion for the current whelT=0 and in the corresponding
CSDW metals, as well, although it cannot be displayed for dimit is the same as has been found befbfre.
single sample. The componentsl;(V) of the currents have different
The situation changes sharply when two samples areaymmetry properties, specificallyd;_4(—V)=—3;_4(V)
brought into contact. If, for example, the left electrode isandJs —V)=Js4V). Thus, the total current(V) consid-
characterized by a positivE, while that of the right elec- ered here has no definite symmetry! fe;<0 and X gy
trode is negative with the same absolute value, then a junc>0, the two branches of the current—voltage characteristic
tion between the two is nonsymmetric, although it is as-simply change places, as for nonsymmetric junctibns.
sumeda priori to be symmetric. This is the key point of our WhenT=0 all the components of the currents are ex-
analysis. As will be shown below, this kind of configuration pressed in terms of complete elliptic integrals of the first and
leads to a nonsymmetric current—voltage characteristic, evesecond kinds. If, howevefl,# 0, then only a numerical cal-
though the electrodes have been made of absolutely identicallation is possible. Figure 1 shows plots of the calculated
materials. In essence, this represents a new example ofdimensionless current through the barrigsJeR2, (a),
macroscopic manifestation of the breaking of symmetry in aand the corresponding conductivigy=dj/dx (b) as func-
many particle system. Naturally, this effect can only be ob+tions of the dimensionless voltage across the junction,
served forT<T,, . x=eV/Y,, whereX,=|3(T=0)|, for T/T,,=0.5. The tem-
The calculations yield the following dependence of theperature dependendyT) was assumed to be that typical of
guasiparticle currend on the voltage across a junctiod, the BCS theory for superconductors. The parameter values
= Viight— Vier=0, for the above choice of signs for the order »=0.4 and 1.5 were chosen in accordance with different
parametersgs eq=3%>0 andX. gp= — % <0): published data for URiSi,. 181°
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Experimenters have observed both symmetric and nonsym-
metric current—voltage characteristics in a single series of
measurements. This is consistent with our conception, given
the thermodynamic equivalence of the CSDWs which differ
only in the sign of the order parameter.

In conclusion, we emphasize that in this paper we have
predicted a new macroscopic manifestation of a symmetry
breaking in a many particle system. It differs fundamentally
from the well known effects in bulk media, such as magnetic
or ferroelectric materials. In fact, the predicted effect can be
observed only when a formally symmetridvd>-1-DM junc-
tion in inserted in an electrical circuit. Note that here we
have neglected correlations of the Josephson type, which are
possible in strong electric fields beyond threshold.
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The temperature variations in the modulus of elasti€ifgung’s modulug E and internal

friction Q! of the amorphous metal alloyscfCusy_Niy, (5=<x=20) are studied at temperatures
of 300—800 K. There is an anomalous increas&(i) at temperatures abovi, (which

varies from 440 to 525 K, depending on the composijti®hen the amount of nickel in the alloy
is high (x>12 at. %), a small peak shows up@i }(T). These effects are related to

structural transitions in near-ordering regiqufusters. A model for structural relaxation of near
ordering in amorphous alloys is proposed on the basis of these experimenfQ9®

American Institute of Physic§S1063-783@8)00203-7

Structural relaxation processes in amorphous metal al2. EXPERIMENTAL RESULTS
loys lead to observable changes in many physical properties,
in particular the elastic and inelastic parametersThese ticity (Young's modulus E (E=f2) of the amorphous

propert_les are hlghly se.nsmve to_ structgral Cham.th's metal alloys were measured at various temperatures by heat-
determines their effectiveness in studies of relaxation pro; g the samples at a constant rate. Some of the resulting
cesses in amorphous metal alloys. Thus, work on intern “1(T) curves are shown in Fig. 1. Figure 2 shows some
friction has made_it possible to develop Somge ideas abo lots of the normalized modulus of elasticlBfE, as a func-
_structural defects in amorphous met_al alléys.® The data tign of temperature(E, is the modulus of elasticity of the

in these papers have been analyzed in terms of the concept ﬂ?tial amorphous metal alloy sample at room temperature.
the free volume, which is phenomenological in nature, ancin these curves, several effects show up, some of which are
attempts to use it to specify more clearly the atomic realign'obvious in natu;e. Thus, the strong peak'in the internal fric-
ments responsible for various inelastic effects in amorphou'ﬁOn at temperatures of ’670—730 K is related to crystalliza-
metal alloys have encountered entirely understandable difﬂﬁon (Fig. 1) and the temperature at which it occurs and its
culties associated with the indeterminacy of an amorphou

& e 1 §hape are consistent with the crystallization process in these
struct.ur. . These difficulties can apparently by overcome byamorphous alloy&5 The sharp drop in the modulus of elas-
examining other fundamental concepts associated with ne%ity of the amorphous metal alloys at temperatures above
ordering®®~*? The purpose of this paper is to study elastic o

. . . . ) 90-660 K is caused by vitrification processes and the tem-
and inelastic properties of Ti—Cu—Ni amorphous metal alloy, y P

. e ’perature at which the drop sets in is the vitrification tempera-
systems, whose thermodynamic equilibrium plots contalqp

many interesting phases and critical pottand for which ure T, .18 The other effects are not so predictable, although,
- : " . . th tly should sh i h tal
the probability of different phase transitions with changing €y apparently Snotid Show up Ih marny amorphous mesa

. alloys. Thus, depending on the composition of the alloy, at
temperature is large, and also to develop the concept of near

ordering based on our experimental results.

The internal frictionQ ~* and dynamic modulus of elas-

1. EXPERIMENTAL TECHNIQUE

A spin melt technique was used to obtain 30g48ick
strips of amorphous metal alloy. The melt was cooled at a
rate of 3x 10° K/s. The amorphism of the original samples
was monitored using a DRON-3 x-ray diffractomef€u K,
radiation. The internal friction and modulus of elasticity
were determined on a device in which bending vibrations are
excited electrostaticall§ in a vacuum of 10* Pa as the
original amorphous metal alloy samples are heated. The
samples were heated at a rate of 10 K/min at temperatures of
300-800 K. The relative deformation of the samples during
the measurements was less than 80The frequencyf of
the free vibrations of the amorphous metal alloy samples was
in the range 300—-600 Hz. The error in determinin@vas  FiG. 1. internal friction of TiCuse_,Ni, amorphous metal alloys as a func-
less than 0.5%. tion of temperature fok=>5 (1) and 20(2). The rate of heating is 10 K/min.

a'-1 103
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temperatures of 440-525 K the drop in the modulus of elas- 550k
ticity as the sample is heated is replaced by a (i5g. 2).

The temperaturd, at which E begins to rise varies non-

monotonically with composition(Fig. 3). The alloy with x 500
composition TigCusgNiq» has the highest value af,. The .
maximum in the modulus of elasticCity ., owing to its
increase during heating also varies nonmonotonically. The
largest rise irE is observed for the amorphous metal alloys
TisgCusNig and TiCusaNig (Fig. 2). In the amorphous
alloys TioCuso_4Ni, with greater than 12 at. % nickel, the
change from a drop in the modulus of elasticity to a rise is

accompanied by the appearance of a small nonrelaxatioRG. 3. The temperaturg, at which the elastic modulus of Cus_yNi
peak ianl(T) (Fig. 1. anlﬁrphltl)us metal alloys begins to rise as a function of the Ni concentration
in the alloy.

T
s
-

450

0 10 20
T, at. %

3. DISCUSSION OF RESULTS

Effects similar to those we have observedpeak in the PY the phase diagrams of rapidly quenched alfdyas an
internal friction around 450—-500 K and an anomalous in-2morphous alloy is heated within the confines of the volume

crease in the modulus of elasticity at these temperature®f @ cluster with dimensions of several nanometensiclei
have been observed in studies of the elastic and inelastf @ néw(more stablg phase will be formed. When the de-
properties of the amorphous metal alloys,J;gMo,Bys ~ 97€€ of metastability is high, the critical nuclei of the new
and Fg,Co.4B1,Si; in a saturation magnetic field after vari- Phaser. can be very sngall and may form a sphere with a
ous sorts of annealing and deformatidithe nonrelaxation Volume of a few atomé’ Growth of nuclei with radius
character of the peak in the internal friction was noted and” " !€ads to a phase transition within the cluster volume.
the observed effects were related to structural transitions in N€ Possibility of such a transition is also indicated by data
the amorphous phase which affect the degree of near ordeP! Phase formation in amorphous metal alloys ibysitu
ing. An analysis of scanning differential calorimetry data in- €/€ctron microscopy’ and the data imply that these transi-

dicates that these structural transitions may be a type c;}ons can be reversible. Phase transitions within the volume

order-disorder transitiotf. The papers cited here show that of clusters cause a reduction of the free energy of amorphous
metal alloys, so that they can be referred to as “structural

regions with near orderinclusters are of enormous impor- ° e o
tance in forming the structure and properties of amorphouéelaxat'on of the near ordering.” If the modulus of elasticity

metal alloys, and also suggest that the anomalous effecl the new phase is greater than that of the old phase, then,

observed in the present paper are caused by cluster phalggcause of thes.e. cluster phase transitions, the effective

formation. modulus of elasticity of the amorphous metal alloy sample
It is assumed that the structure of the clusters correWill D& higher. _ _

sponds to the structure of crystalline phases formed by heat- 1hes€ arguments make it possible to understand the

ing above the crystallization temperatde. *® This assump- anomalous effects in the elastic and inelastic properties of

tion is imprecise, since during high-speed quenching fronfmorphous metal allqys observed during heating. In rapidly
the liquid state, the multicomponent system may pas§uenched BCusoNix amorphous alloys, the structure of

through temperature intervals where different phases coexidf!e ordered clusters at room temperature corresponds to a
Thus, the structure of the clusters is metastable, having ifhetastable solid solution of théphase stabilized by copper
herited elements of the structure of one of the high-and nickef! Raising the temperature increases the atomic

temperature crystalline phases: this is indicated, in particulat/iPrations within the cluster volumes and this initially causes
the observed reduction in the elastic modulB&y. 2). Near
the temperaturd, the energies of the thermal fluctuations
1.1k are high enough for formation of nuclei of a new phase with
' critical sizer.. Further growth of nuclei withr >r_ deter-
mines a phase transition within the confines of the clusters
with the formation of higher molecular weight phases of
TiCu, Ti,Cu, and TjNi: 2! structural relaxation of the near
ordering takes place. Here the phase transitions in the amor-
phous metal alloys TjCusy_Ni, with different composi-
tions have their distinct features and this is responsible for
the quantitative differences ify, and E,,y, the atypical ef-
fects observed in the experiment. Thus, raising the nickel

1.0

o¥xpOe

1 L ' ]

0'8200 400 600 800 content of the alloy from 5 to 12 at. % facilitates a reorgani-
T,K zation of the near ordering in accordance with the transitions

B— TiCu andB— Ti,Cu, with the fraction of the structure of

alloys as a function of temperature for-5 (1), 12 (2), 16 (3), 18(4), and  the latter compound predominating at elevated concentra-

20 (5). The heating rate is 10 K/min. tions of Ni?? At the same time, the structure of the amor-

FIG. 2. The normalized elastic modulus o§JGus,_,Ni, amorphous metal
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phous alloy is stabilized and this causes the onset tempera- For cubic (bco packing of the atoms in the nucleus,
ture of the transition to increagkig. 3). Further elevation of geometric considerations yield an estimate for the relation
the nickel content favors the formation of clusters of thebetweenr. andn in the neighborhood of the first coordina-
Ti,Ni phasé®?? with its enhanced elastic properties. This tion spheres of

leads to an increase B, for the amorphous metal alloys a 13

with compositions T§CugyNig and TigCugNiig (Fig. 2). re~==| , ®)
Binding nickel in the TjNi and TiNi phases during nucle- 212
ation facilitates the8— « transition, which becomes more wherea has the significance of a lattice parameter of the
frequent as the Ni content of the alloy is raised. This isnucleus. Given Eqg2) and(3), the size of a critical nucleus

reflected in a lower transition onset temperatliye(Fig. 3 in the new phase can be estimated in terms of the thermody-

and in a lower peak of the moduluS,,, (Fig. 2. Part of the  namic parameters as
B— a transition proceeds via a martensite mecharlisff,
which is distinguished by the appearance of a nonrelaxation .

: ) - . : (4)
peak in the internal friction at temperatures n€arFig. 1). ¢ 1T,

When the nickel content of the amorphous metal alloys issrom the experiment we havé,=5x 1% K and, taking
low (x<10 at. %), this kind of transition is suppressed by , 1 3/n?,25 we obtain ro~10"°m for a~3x10 °m.
Cu and Ni atoms, which are good stabilizers of theThjs estimate of . is consistent with the assumptions of our

3 . . .
,B-phasez. ) o ) “model for near-order structural relaxation and also indicates
The extensive temperature range within which the elastig, high degree of metastability of the phases that form the

modulus increases as an amorphous metal alloy is heatgftial structure of the clusters.
apov_e T, indicates that in clus_ters. the TiCu, 2Qu, and In this paper we have proposed a model for phase tran-
Ti_Ni phases are formed by a diffusion mechanism. Martensitions in the interior of clusters which may offer good pros-
site clusters, on the other hand, develop within a very Shorf)ects for developing a theory of the amorphous state of metal
time interval. The martensite transition takes place in firstanoys_ This model is based on the standard assumptions of
order, since it is prepared by suitable atomic realignmentgqyijibrium thermodynamics and kinetic theory and, with the
within the confines of the clusters owing to thermal fluctua-5;q of these, it can be used to study the nature of the amor-
tions during formation of critical nuclei of the new phases. phous state through the prism of microscopic volumes with
The proposed model for structural relaxation of the neagn ordered structure. From the standpoint of this model it is
ordering based on our experimental data can be used to makgar that such quantities as the cluster size and degree of
several quantitative estimates. Thus, we assume that thgetastability of the phase within a cluster have definite lim-
work of fqrmatlorg for a critical nucleus of the new phase, jteq intervals within which phase transitions in a cluster will
Rmax, is given by be reversible, and this controls the reversible variation of the
macroscopic properti€s: The irreversible growth of clusters
Ao owing to diffusion processes at the cluster-amorphous shell
Rmasz rg, (1) interface, however, forces an ever larger number of clusters
to go outside these intervals; this lowers the degree of revers-

ibility of these properties and inevitably leads to crystalliza-
where a is the specific surface energy. Assuming that thistion of the amorphous metal alloys.

work is equal to the energy of the harmonic oscillators in the
volume of a critical nucleus at temperaturg, we can write

n

maad
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The critical currentl(6) of an intergrain boundary is calculated as a function of the contact
misorientation angle of the granules. It is assumed that the ordering parameter is

suppressed in regions near boundaries with an enhanced mechanical stress induced by randomly
distributed surface dislocations. The stress distribution function is determined using a

probabilistic approach. Assuming that the weak coupling at the boundary is Josephson coupling,
an analytic expression is found for the angular dependég@® (for tilt and twist

boundaries The magnitude of the residual critical current of a boundary in a strong magnetic

field is estimated. ©1998 American Institute of Physids$$1063-783408)00303-1

The low value of the critical current in high-temperature locations, intergrain boundaries are usually associated with a
superconducting ceramics is known to be determined by a sgieriodic system of edgéor tilt boundarie$ or screw (for
of weak intergrain bonds at the boundaries between neighwist boundaries dislocation® whose density is higher
boring superconducting granules. These weak bonds amghen the misorientation angkof the neighboring grains is
caused by the reduction in the superconduction ordering pdarger. The dislocation density is customarily characterized
rameter near boundaries of this type. The reasons for thisy the distanceD between them, which is related to the
may be different; however, at pure boundaries, with no im-angle # by the simple formulaD =b/[2 sin(@/2)], whereb
purities or structural defects, the reduction in the orderings the magnitude of the Burgers vector, which does not differ
parameter is most often attributed to the field of mechanicagreatly from the crystalline lattice constaain the direction
stressew; (i, k=X,y,z) generated by the dislocations which of this vector.(In the simplest casels is simply the same
develop at grain boundariés® asa.)?

Without examining the specific mechanism for suppres-  As the dislocations convergée., as the misorientation
sion of the superconductivity ordering parameter in thoseangle between neighboring grains increasdle stresses
regions subject to strong mechanical stresses, we note thattitey create cancel one another and the width of the severe
is related to the appearance of an electrical potential duringtress boundary region is reduceiccording to this model,
deformation of the lattice, the so called deformation potentiathe intergrain coupling should then become ever weaker,
pxEe, whereE~10eV is a constant of the deformation while the intergrain critical current increases. This com-
potential ande ~ o/ oy is the lattice deformation. When the pletely contradicts the numerous experiments which reveal a
displacement of the electronic energy levels; ¢, becomes rapid drop in the intergrain critical current with increasing
comparable to the Fermi energy~0.1 eV (for HTSC), the  misorientation angl® for all types of boundarie€ilt, twist,
electronic spectrum undergoes a radical realignment whicand mixed in high temperature superconducting fifrfisnd
leads to suppression of the superconducting state. Thus, veeystals®
can regard a stress.~(er/E)0y~0.01o, in which the We assume that this disagreement between theory and
relative lattice deformation is-1%, as “severe.” experiment is not related to a failure of the model, but to an

At the same time, experiments show that the spatial disincorrect assumption of periodicity in the system of bound-
tribution of the oxygen concentration in YBaw,O,_sfilms  ary dislocations. In fact, there are various reasons for the
has a minimum near an intergrain boundaryar from a  breakdown of this periodicity. It is sufficient to recall ther-
boundary it satisfie$~0.05 and at a boundary~0.3 and mal fluctuations, which displace the dislocations over a dis-
~0.5-0.6 for=7 and 31°, respectivelf}. The oxygen con- tance on the order of the lattice constant, as well as the
centration recovers its bulk value over a distance of onlygenerally unavoidable incommensurability of the pefibdf
~20 nm from a boundary. Thus, the width of the oxygen-the dislocation structure with the lattice constant. Thus, it is
depleted layer is clos@ee belowto the width of the bound- physically more correct to regard a system of different dis-
ary region that has been distorted by dislocations. Thus, it itocations as random, assuming that each of them may be
entirely probable that this sort of reduction in the oxygendisplaced in a random manner from its regular position by a
concentration is related to dislocation stresses concentrataetistance on the order @&. Consequently, the problem sub-
near an intergrain boundary. stantially reduces to calculating the stress field of a system of

The stress field at the boundary is completely determinedandom dislocations near an intergrain boundary. Numerical
by the system of boundary dislocations. In the theory of discalculations of this type, which have been reported

1063-7834/98/40(3)/9/$15.00 358 © 1998 American Institute of Physics
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elsewher€, demonstrate qualitative agreement with experi- b\ 2mwX(cosh 27X cos 2rY—1)
ment and cc_)nflrm the fruitfulness of this k!nd of random ny/Uo—+(D—y) (cosh 2rX—cos 27Y)2
model. In this paper we develop an analytical method for

solving this problem. Since, as already noted, the exact stregs which X=x/Dy andY=y/D,,.

dependence of the superconductivity ordering parameter is Let us consider a straight lingve shall refer to it a an
unknown, in calculating the intergrain critical current we x-line) parallel to the boundary and located a distaxdem
have used a simple approximation, according to which thét. The stressr;, varies along the-line and can be described
ordering parameter goes to zero in those regions whgre by a distribution functiorf, (o), where the subscript means
=g, and is constant where; <o.. that this function applies to ax-line. At some points of the
x-line, |y |> o, while at othergo; | < o.. The probability
w, that an arbitrary point of th-line is “good” (i.e.,
|oi| < o, at this poin} is determined by the relative fraction

1. PROBABILISTIC MODEL FOR A RANDOM STRESS FIELD ) )
of good parts in the line and equals

AT A BOUNDARY

In the following we begin with the standard expressfons ~, _ f% (o) oy &)
for the components of the stress tensor created by a single = J-o, ©

edge dislocation located at the origin of the coordinate sys- . . e
tem and characterized by a Burgers vediadirected along while the probability that a point on theline is “bad” (i.e.,

the x axis (since this kind of dislocation corresponds to an|7ik|> o at this point is, naturally, equal to (£ w,).
extra half plane parallel to thg axis, we shall call it a L€t Uus now consider ar-strip, a region bounded by an
intergrain boundary and axtline. The probability that some

Y-dislocation: . L . . .
part of this strip is bad and the corresponding region outside
v y(3x%+y?) v y(x?—y?) it is good is proportional to the product of two probabilities:
Txx= ~ Do x2+y%2 Ty +bayg X2+y?) the probability that even the interior points of this part of the
x-strip farthest from the boundary are still bad and the prob-
Yo ib X(x2+y?) .,  ability that all points adjacent to this part of thestrip on the
Txy= T hog (x7+y2)2 ' @) outside are already good. It is clear that these two probabili-

. ties coincide withw, and (1—-w,), respectively. Thus, the
whereoo=G/[27(1—w)], G is the shear modulus, and  prohability p(x) that the width of the bad layer in this part of

is the Poisson coefficient. _ _ the boundary is equal to is given by the simple equation
This is the so-called Volterra equation for a continuous
medium. It neglects the atomic structure of the crystal and, in  p(X) = powW,(1—w,), 4

particular, the details of the structure of the dislocation ker- . . i .

nel. The latter could be taken into account using the physi%hereéPo is a normalizing factor defined by the condition
cally more correct Peierls equatiBibut the resulting correc- JoP(X)dx=1. Essentially,p(x) is the probability that the
tions to the stress are important only at distances on the ord¥fidth of a bad strip, as measured along a randomly chosen
of the lattice constara. They have no noticeable effect on Normal to the boundary, is equal xo

the superconducting properties of the boundary region, since NOW we can easily find the averagaveraged over a
the width of the latter is determined by the coherence lengtfoundary with a nonuniform stress;) value of any physi-

¢, of the electrons in a normal metal, which greatly exceed$?@l quantity that depends on the width of the bad strip. In
a. We note also that we hae~a in Egs. (1). particular, the most probable width of such a strip is given by

A simple (symmetrid tilt intergrain boundary coincident (X)=JoXp(X)dx. . .
with the yz plane can be represented as a set of The problem of determining the critical current for an
Y-dislocations lying at equal distance,=a/[2 sin(@/2)] inte_rgrain boundar_y congidered as a Josephsz_)n junction, _in
from one another, wher@is the misorientation angle of the Which boundary dislocations cause its properties to be uni-
crystallites (graing. The total stresses created by a line of form, therefore, reduces to finding the above distribution
such dislocations can be calculated using the standarynction p(x) for one or another distribution of dislocations

formulad along. the boundary. o _ _ _
First we consider a periodic system of dislocations in
b which the stresgr(X,Y) is a periodic function of the coor-
oxxl 00= = D, dinatey with periodD, . It is clear that for a low density of
dislocations, whose stress fields are essentially nonoverlap-
sin 2mY(cosh 2rX—cos 2rY + 27X sinh 27X) ping (this corresponds to large values Df and small mis-
(cosh 2rX—cos 27Y)? ' orientation angles¢=1/Dy), the “bad” fraction of the
boundary is proportional to the dislocation density, i.e.,
o — b to 1D,. This leads to a drop in the critical current of
Tyy'o0= Dy the boundary that is linear in the misorientation angle, i.e.,

. . (ig—ic)*(1/Dy)= 6. This simple result, which is contained
sin 2rrY(cosh 2rX—cos 2rY — 27X sinh 2rX) in Ref. 1, was extended theftncorrectly, as is shown be-
(cosh 2rX—cos 2rY)? ' low) to the case of large angles(~ 10°).
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For a periodic system of dislocations, the distributionnormal metal layer at the boundary, ang}, is the electron
function f, (o) is expressed simply in terms of the coordi- correlation length in the normal metal. The generalization of

nate dependence of the stress,

2
fx(oi) = (D_)

y
The functiony(o; ,x) in Eq. (5) is the inverse obr; (X,y),

y(oik ,X)
(90'“( '

)

this expression to the nonuniform case has the form

<ic>:iOJ: exp(—2x/&n) p(x)dx, (10

wherep(x) is assumed normalized to unity and the factor 2

which determines the spatial distribution of the stress in theaccounts for the presence of a bad strip on both sides of the

dislocation systenisee Eq(2)].

For concreteness, in the following we shall consider the

boundary.
Figure 1 shows distribution functiong(x) calculated

diagonal component of the stress,,, which, as was shown using Eq.(8) for the case in which the critical stress is 1%

before, is the most important for our probléms a simple

approximation that yields an explicit inversion afy(x,y),

of oq (i.e.,0./0,=0.0J). It is clear that as the peridd, of
the dislocation structure is reducéshen the misorientation

let us consider the situation in which the width of the badangle § increasels the maximum probabilityp(x) shifts to-

strip is still rather large, specifically, such thatrX=1.
Then Eq.(2) for o, and the inverse functiop(o,,,x) can
be written approximately in the form

_[2my
Txx(X,Y) = = O max SiN D.
y

Dy [ Oy
y=— (ﬂ arcsw((r—m) , (6)

where o qa= 0 ma{X) = moo(b/Dy)[ (27x/D ) sinh(27x/D,)
+ cosh(z-rx/Dy)]/cosr?(wa/Dy). According to Eq.(5), the
distribution function in this case is determined by

1
|0'xx| < Omaxs

fx(ow) =9 7V Urznax_ Uix , (@)
0, |0'xx| = O'maxs

which, upon substitution in Eq3), gives

.| Oc¢ 2 .| Oc¢
po arcsin——||1— — arcsi
Om ™ O ma

|0'c|<0'maxa

p(x)= ®)

ward smalleix. In accordance with this, Fig. 2 illustrates the
reduction in the average widtlx) of the bad strip and Fig. 3,
the rise in the intergrain critical curreftalculated using Eq.
(10)] as the misorientation angkis increased.

This result, as might be expected, completely contradicts
Ref. 1. More importantly, it absolutely disagrees with
experiment§® indicating a rise in the critical current as the
misorientation angle is increased. In light of the above re-
marks, it is clear that the defect in the naive model examined
here lies in the traditional assumption of a periodic disloca-
tion structure near the intergrain boundary. A more realistic
model should, as already noted, take into account the loss of
strict periodicity in the location of the dislocations at the
intergrain boundary owing to their sligkbver a distance on
the order of the crystal lattice constarandom displacement
along the boundary.

In this case, the total stress created at an arbitrary point
in the crystal is given by a sum of random quantitifse

x/a
0 5 15 25 35

| N I R B S SN S NN BAN M S mar

0, |oc|> o max- 0.15

Since the xx-component of the stress of an isolated
y-dislocation positioned at the coordinate origin is an odd
function of y [see Eq.(1)], as the density of dislocations
increasegabove some valyeheir overlapping stress fields
begin to compensate one another, leading to a reduction in
the effective width of the bad strip. Accordingly, the average
width (x)= [¢xp(x)dx of the bad boundary layer should
decrease as the dislocation density incredses asD, de-
creaseps Thus, the critical current of an intergrain contact
with a periodic system of dislocations should vary nonmono-
tonically: as the perio®, decreases, the critical current ini-
tially falls and then rises. Although this conclusion clearly
conflicts with conventional idedsit is confirmed by direct
calculation(see below.

The critical current of a Josephson junction at a uniform
boundary can be written in the form

plz)

z/a

FIG. 1. The probabilityp(x) that the width of the bad layer near an inter-
grain boundary equals. The curves are plotted only where the condition
d for applicability of the computational formulas ¢X=1) is not violated.
i.=ig exp( - The periodic system of dislocations has a separabign(in units of b)
fN between dislocation@nisorientation angl#, deg: 1—50 (1.1); 2—20 (3);
L. . . . . 3—10(5.7); 4—5 (11.7; 5—3 (19); 6—2 (29). The inset shows a system of
whereiy is the critical current in the volumel is the thick- andom dislocations witth/a=1 and misorientation anglé (deg: 1—3:

ness of the badnot superconducting but, for example, a 2—6; 3—12; 4—20; 5—30.

: 9
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stress from the individual dislocationand is also a random
guantity. Obviously, this stress cannot be calculated using an
equation such as Edql) and the natural way of describing
the stresses in the crystal becomes the distribution function

fy (o) introduced above. If this function were known, then \
the method described above could be used to calculate the \

intergrain critical current for a random system of disloca-

T TrrTTyY

tions, as well.
In principle there is a method which can be used to find

\
the distribution of the sum of random quantities distributed 1072 \
4

(8)/i.(0)

L

in a known fashion: the Markov methd@However, in this
case it does not yield a sufficiently simple analytic expres-
sion for this distribution function. Thus, we have chosen an-

1

other, simpler, approach based on using an approximate form -3
of the distribution functiorf (o). 0 A 'zb TR
It is known that a distribution function is completely 8,deg &

determined by the complete set of its momerit,
= [ (045 (o) doyy. 1t Functions, all of whose moments FIG. 3. The Josephson critical curreiptfor an intergrain boundary as a
coincide, are identical, while functions for which only a fi- function of the misorientation anglé. The upper curve is for a periodic
nite number of the earliest moments coincide are similar tgYstem of dislocations. The average widiy of the bad layer near the
one another, with their degree of similarity being greater for oundary safisfies the conditionrfx)/D,=1; for the opposite inequality
! (0—0) the critical current increases with decreasthgndi./ip—1. The

a larger number of coincident moments. For approximat@ower curves(1-4) are for a system of random dislocations. The parameter
calculations, it is sufficient to restrict ourselves to coinci- #o: 1—8; 2—10; 3—16; 4—24.
dence of the first two or three momefits.

Of course, the first two or three moments are still not
enough to write down an expression for the distribution func-

tion. Thus, in order to get an idea of its shape, we use Ztio good accuracy. This means that the distribution function

. : can be written in the form

numerical calculation of the stresses for some example of a

random dlslpcqtlon d|str|but_|o(see Ref. 3 Flgure 4 shows f (T | Tl 1% A, 8) — o] (11)
the stress distribution functiorfg(o,,) at a distancex=5a

from a boundary with a misorientation angle= 10° for dif-

ferent values of the parametar which serves as a measure

of the randomness in the position of the dislocatiof@s. 7000
is the same as the root mean square deviation of the disloca-
tions from their regular positions. Similar results have
been obtained for other values adf=1°, x=a, and
A=0.02. Clearly, the ratid,(oy,)/o is linear in the stress
i 8 600
bl-!
20t x
4
- 2 o’
N
s o8
G -
X
870 200
v
i |
- y g a.70 0.20
IR N T N W N T N A S WO T | 6:2:.1:/60
[} 10 20 30
4, deg‘ FIG. 4. Numerically calculated stress distribution functiohgo,,) at

a distancex="5a from an intergrain boundary with a misorientation angle
FIG. 2. The average width of the bad strip near an intergrain boundary as 8=10° for different values ofA: 1—2; 2—1; 3—0.05. The coordinates
function of the misorientation anglé (1) Periodic system of dislocations, have been chosen so as to reveal the form of the functional dependence
(2) system of random dislocationd(a=1). fy(ox)- The straight lines are the corresponding linear approximations.
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where o1(X,A, ) is the only parameter of the distribution,
which determines all its properties and, in particular, the disD = Z D,~
persionD(x,A,#). It is easy to show that for a parabolic

distribution of the form(11) we haveD = (3/10)03. Thus, it

is sufficient to know the dispersion for a complete descrip-

tion of the distributionf, (o).

In order to determine the dispersion of the stress near a

E. Z. Mellikhov and R. M. Farzetdinova

” o3b2A2

e 3Dy
i 4(n+Y)33X%+(n+Y)?] 3 2
e DXZr(niV)2F X2+ (ntY)?| "’
(18

boundary owing to the combination of stresses from indi-
vidual, randomly positioned dislocations, we shall use a wellVhereX=x/Dy andY=y/D, .

known theorem according to which the dispersion of a sum
of random quantitiesunder extremely general assumptipns
is equal to the sum of their dispersioHsln our case the
dispersionD,, of the stresso") created by an individual
(nth) dislocation is determined by the distribution function

f,(y,) of the random coordinatg, of this dislocation with a

regular positionyﬂ=y+nDy. The dispersion can be found

using Eq.(1) with the substitutiory—y,=y%+nA,, where
A, is the random displacement of tineth dislocation and

D,= f (00— (TN oY) dyn, (12)
where
(o)) = f o0 (Vo) Fo(yn) Y. (13

For simplicity, we make thénot at all fundamentalas-
sumption that the random coordinatgsof the dislocations
are uniformly distributed over equal intervayg—A<yn

<y%+A of width 2A. Then it is possible to use the

approximation$

1 yO+A
(75)= 5% JYO”_A T dYn= 5 (V)
n

Az 2 (n) 2
s (a1 ayr) +..., (14)
Yn=Y°
and
1 (y%a
(=55 [ oy~ LoR R
AZ
+5 (PLodVlayn)|  +.. (15)
Yn=Y2
which imply that
AZ
Dn=((035)%) ~ (0N~ (9051 0n)* (16)

Yn=Y°
According to Eq.(1), the derivative in Eq(16) equals

4(y+nD,)?3x*+(y+nDy)?]
[X?+(y+nDy)?]®

&aii)/&ynlyn:y? bay

3
X2+ (y+nD,)?

. (17)

Finally, the dispersion of the total stressg, is found as the

sum of the dispersionB, of the stresses of the individual

dislocations,

By use of some algebraic identities, Ef8) can be writ-

ten in the form

o3b2A2
4
3Dy

D~ (3,4 8X%3;—64X53+64X8%), (19
whereS, =37 __[x?+(n+Y)2] K

The sumss,, in Eqg. (19) are easily calculated using the
recurrence relation,,, ;= —(1/2kX)[ 9%, /0X] and the

standard formufa

1 m sinh 27X
X2+ (n+Y)2 | X/ cosh 2rX—cos 2rY"
(20)

E1: E

n=—-=

In the following, we restrict ourselves to the caseX
= 1. Then;~ /X and, accordingly,

s - T s.— 37 s - 5
2o BT I
S - 357 s - 63 ”
5_12®(§1 6_256x11' ( )
Finally, we obtain
D 7 2 b2A? 22
12 Jp X_SDy . (22

By comparing this expression f@ with the dispersion
in Eq. (11), we can find the parameter,, which determines
all the properties of this distribution,

357\ 1?2/ bA
o1=01(X,A,0)= 18 W 09
. 0 al/ZA
~3.507 smz 37| (23

where the rightmost expression has been obtained under the
assumptiorb=a and we have used the relationship between
the misorientation anglé and the period, of a system of
edge dislocationd),=a/[2 sin(@/2)].

Now, finally, we can write down an explicit expression
for the distribution functionf,(o,) of the stresses near a
boundary and(in accordance with the scheme described
above, use it to calculate the critical current of an intergrain
Josephson junction. The normalizéoh the segment- o
<o <o) distribution function has the forfh

fx(o)=—5o(o1—0), (24)

g,
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which makes it possible to write down the probabilit¢x), 40
introduced above, as follows:

Jc

p<x>=pof f(o)do

—o¢

2 2
w5 (-3

1—F° f.(o)do

—o¢

s
3 (o] (ox]

(25 =
According to Eq.(25), the width of the bad strip cannot [ 20
exceed some valu;, determined by the conditiorr; of
=0.: x.~2.3a(0o/ o) Ala) 2 sin(@2)]Y3. (Thus, for I
A=a, 0,=0.10, and#=5°, we havex,;~40a.) The nor-
malizing factorpy can be found from the normalization con- N
dition for the probability,fglp(x)dle, and is given by
Po~(3.94) (0ol og)?(Ala) 2 sin(6/2)] 3, -
Figure 1 (insey shows plots of distribution functions 0
p(x) calculated using Eq(24) for the case in which the P 072 0! p
critical stresso is 1% of o (i.e., o./09=0.01). As op- 3./
c¢/do

posed to the situation with a periodic system of dislocations
(Fig. 1, an increase in the misorientation an@ehifts the  FIG. 5. The distribution function of the local critical current density at an
maximum of the probabilityp(x) toward largerx, which intergrain boundary with a random system of dislocatihsa=2; &y /a
corresponds to an increase in the most probable widtrof ~ =10 Misorientation angle (deg: 1-10;2-20; 3-30.

the bad strip.

. . dx . én ]
2. CRITICAL CURRENT OF A BOUNDARY WITH A RANDOM Flio= P[X(Jc)]‘d—- v X(jo=—% |n(-—c : (28
SYSTEM OF DISLOCATIONS Je Jo
. ) ) . wherejg is the volume critical current density.
The critical current of a nonuniform Josephson junction  ag'can be seen from Fig. 5, as the misorientation afgle
is given by Eq/(10). Substituting the above distributigi(x) jycreases, this distribution function shifts substantially to-

in it, we finally find the intergrain critical current at a bound- .24 small values of the local critical current density: this

ary with a random system of edge dislocations, causes a drop in the average critical curkgpi (Fig. 3. The
o _ 2 _ _ magnitude of the latter is determined solely by the parameter
(ic)i0=27y(4) = 3 Y(11/2u) = 3¥(7.u) o (of course, neglecting the angie (See Eq(26).) Taking

o./0¢=0.01, ¢y/a=10, andA/a=1 (arguments in favor
- - of this choice are given in Ref)3we obtainuy~10. At the
+ay(1712p) - 3 i 10*‘)}’ (26) same time, Fig. 3 implies that the magnitude of the average
critical current of the junction depends rather strongly on
o: when ug is increased by a factor of 3j.) falls by a
_ [t 3 _ 3 factor of 10—20. This may explain the rather large scatter of
Y(v,p)= fo s" e dx,  u=puolsin(6/2)]7%, the data observed in many experiments. In fact, the degree of
randomness of the system of dislocations at the boundary,
which is characterized by the parameter may be deter-
mined to some extent by its structural features, which are
related to the techniques used to form it, the purity of the
initial materials, the substrate propertiésr film structures,
etc.

where

Ala 2/3

o:log

46
Ho™ (&nla)

For 6=5° and a reasonable choice of the paramgigr
(see belowwe haveu=10. Then the main contribution to

the sum(26) is from the first termy(4,u)~6/u*. This The level of agreement between the proposed model and
makes it possible to write E26) in the following, although  experiment can be judged from Fig. 6, which shows experi-
approximate, simple form: mental data for Josephson junctions in %880 films on
160 1602 bicrystalline substrate,as well as the calculated angular
(ic)/i(,%F: [sin( 612 T (27)  variation in the critical current of an intergrain Josephson

junction. It is clear that for misorientation anglés 25°, the
Equation(26) gives the average critical current of the widely scattered experimental data fall within a strip
Josephson junction. The local critical current density, howbounded by the theoretical curves corresponding to reason-
ever, varies randomly along the junction and is characterizedble values of.y. For angle®¥=45°, on the other hand, the
by the distribution function experimental data sink well below and evidently can no
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3. RESIDUAL CRITICAL CURRENT OF A NONUNIFORM
JOSEPHSON JUNCTION IN A HIGH MAGNETIC FIELD

For calculating many physical properties of boundaries
with a random system of dislocations, it is necessary to know
both the stress distribution functioh(o,) and the stress
correlation function. In order to find it, we break up the func-
tion o,(y) =i (y+nD+A,) into two parts: a regular part,
oﬂ(y)=aik(y+nD) corresponding ta\ ,=0, and a random
part, a;‘(y)=an(y)—aﬁ(y) which can be written in the

form

T T TN

Jo
o1 ()=, 2K
-3 u] ay y=y+nD

The total stress is equal tg,(y) =2 ,0,(y) and its cor-
D o relation function is

o P(0)=((oi(Y)Tik(y+ 9))), (30)

4
L S .El - where the double averaging symbol denotes averaging both
' 70 70 50 overy (for the regular and random partand overA,, (for
9,deg
the random pajt

FIG. 6. A comparison of the theoretical angular dependences of the critical Then,
current of an intergrain Josephson junctigircles with experimental data

(squaresfor junctions in YBaCu,O-films on bicrystalline substratésu,: _
128; 2_10;13—16; 4—24. e Y o W(6)= < < ; an(y)- % om(y+ 5)> >

T T T
]

=<<2 [aﬁ(y)w:(y)]-; [oo(y+8)

longer be described in terms of our model. For these angles,
the interaction between nearby dislocatfoqsobably be-

comes so strong that it leads, on one hand, to a realignment +ok(y+ 5)]>>

of the dislocation kernel&nd, therefore, in the stress fields

created by themand, on the other, to the appearance of a

certain correlation in their positionsvhich, of course, was —<E ag(y)-E od(y+ 5)>
not taken into account above since the random positions of n m

the dislocations were assumed to be mutually noninteract-
ing). +<<E ady)- > UE(Y+5)>>
In conclusion, we note that the above procedure for cal- " m
culating the random stresses is suitable for analyzing the sys-
tem of edge dislocations at a twist boundary, as well as at a + <<
tilt boundary. The former is usually represented as a grid
(lying in theyz plane of the boundajyof screw dislocations
consisting of two periodi¢with periodD) systems of dislo- + < < > ‘Tz(y)'% oy + 5)> >
cations: in one of them the dislocations are parallel tozhe
axis and in the other, to thg axis. Using the standard The second and third terms of this last expressionyfah
expressiorfsfor the stresses created by individual screw dis-are zero and the last is
locations and the computational technique developed above,
<<Z Ty 2 cr?n(y+5)>>

> aﬂ(y+5)-§ o*r‘n(y>>>

n

one can find the dispersion of the distribution of stresses for
a random system of screw dislocations at a twist boundary, n

T 2 2 b2A2
D(Uzy)%g(l_ﬂ“) vy

=<<Z aﬁ*(y)a:<y+a)>>

v 2 2 bzAz 2 * *
D(04y)=D(030~ 75 (1= ) 05|~z (29 + m#nom(y)an(yw) :

It is clear (for other conditions the samehat the stresses where the second term equals zero.
near the twist boundary do not differ greatly from those ata  Therefore, we have

tilt boundary[see Eq.(22)], so there is every reason to ex-

pect the current carrying characteristics of these boundaries 5)= 0 0yt s
to be similar. This conclusion is confirmed by experinént. %) 2 U”(y)é on(y*+o)
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wherea=bog(1— ), and

+<<;a;(y)a;(y+5)>>. (31)

For screw dislocations,

2 [ Ta sin 2wY
0 ay n 7nY)={ 5| Cosh arX—cos 27V’
U”(y)zszyz'
2_(yim2
n&g_(y) :(aAz”) X2 (v n)2 5 whereX=x/D andY=y/D.
9 ly_yinp D ) X+ (Y+n)7] Thus, the first term of Eq31) for () is given by
2 . .
0 0 _[ma sin 2Y sin2@(Y+t)]
<; In % Um(y+A)> _( D ) <[cosh 2rX—cos 2rY][cosh 2rX—cog2m(Y+1))]
ma\?  cos 2t ma\? -~ o
~| D) 2coskzax | D) EA4mXjcos
wheret=6/D.

Then, we have

. B [X2—=(Y+n)2][X2—(Y+n+1)?]
<<; Un(y)an(y+5)>>_(alD2)2<<; [X2+(Y+n)2]2[X2+(Y+n+t)2]2 Aﬁ> > .

For a random distribution\,, uniform over the interval <A, averaging ovel, gives

. . 1 [X2—(Y+n)2][X2—(Y+n+1)?]
<<2 On (y)Un (y+5)> > = § (aA/D2)2<; [X2+(Y+n)2]2[x2+(Y+n+t)Z]2>1

where the average ové#f still has to be taken. To do this, it in the stress an¢ix) means that the correlation properties of
is necessary to calculat@nd average ovey) the corre- (x) can also be described roughly by the correlation function

sponding sum. M 6).
This sum must be found in the way described above. For We may assume that the correlation function ¢g} is
27X>1 it equals close to that for the stress at=(x) and falls off relatively
X(4X2—12) slowly for §=(x). This means that the correlation function
<<E or(y)ok(y+ 5)> > ~2m(aAID?)? s of the local critical current density.ccexp(—(x)/&,) (which
n (4X°+1%) depends exponentially ofx)) can be written in the form
b?A%\  4—(6Ix)?
~cr%( 30| T 4+((5,X))2]3, (ic]cly+8))oce™ 0. (33

in agreement with the above expressiof®2) and (29)  Thus, the width of the bad strigx), serves as a correlation
for the dispersion of the random part of the stressjength for the local critical current density, which in the Yan-

a* =3 ak(y). son model? determines the so-called residual critical current
Thus, for 27X>1, we have icres- The latter is the critical current of an infinite Josephson
2 junction in a strong magnetic fiel(provided the statistical

exp( —4mX)cos 2t properties of the local critical current density are described
by an exponential correlation function of the fo(8i)). For
a nonuniform junction of finite length, the residual current
, (32 determines the relative height of the plateau in the magnetic
field dependence of its total critical curraptH),*?

b
ww)wé(%

A\? X(4X2—1?)
TeNstp ) axEr g

where const1l. On settingb,A~a and assuming that the

characteristic value ok is determined by the width of the icres ~<D- @) vz (34)
bad strip(x)~10a, it is easy to show that the first term in ic(H=0) L)

the expression for(d) (corresponding to a system of peri-

odic dislocationscan be neglected fof=5°. where L is the length of the boundaryD;=((j.

The width(x) of the bad boundary strip is, itself, a ran- —(j.))2)/{j.)? is the dispersion of the local critical current
dom function of the coordinatg along the boundary. The density distribution function forH=0, and {j.)xi.(H
existence of a direct coupling between the local perturbations-0)/L is the average value gf, for H=0.
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The residual critical current of Josephson junctions offSimilar equations are also obtained for a gaussian distribution, efith
lengthL~20 um in YBa,CusO; films on bicrystalline sub-  dispersionA?.
strates with misorientation angle8=10-30° has been It can be shown that the distribution functi¢®4) obeys a simple scaling
measured® The magnitude of the residual critical current "¢/aUon- Let us introduce the notatiam,=o(x=A=Dy=a). Then for

. . P _ x/la=Ala=Dy/a=1, the normalized distribution functiofl1) can be
Was ¢ res/ic(H=0)=0.01-0.1. In order to understand ... in the formf,y() = (3l oy o). Now it is easy to see that

whether these values correspopd tF’ those predlct('ad. by .eqhe normalized distribution function for arbitrary A, andD, is given in

(34) we use the data presented in Figs. 2 and 5. This implieSieyms offy; by f(o)=kf;(ka). Herek is a scaling parameter, which is
that i¢ esic(H=0)~10(a/L)¥2 Taking a~4x10 & cm given byk=(x*D,)¥%/(bA) according to Eq(22).

and L=20 um, we obtain J s/J;(H=0)~0.1, which  ®For a misorientation angl¢=40° the distance between dislocations cal-
agrees quite well with the experimenta| d&ia. culated formally according to the formuld,=a/[2 sin(@/2)] is 1.3,
which is comparable to the size of the dislocation kernels. Of course, it is
no longer appropriate to speak of using a dislocation model under these

YRecall that the superconducting transition temperature in,€B#,_; conditions

depends strongly o@: T.~92 K for §=0.05, T;~60 K for §=0.4, and
T.=0 for 6=0.65
2In the case of a tilt boundary, this formula is valid only for a boundary
which is symmetric with respect to the corresponding crystallographic
planes of the grains in conta@ so-called symmetric tilt boundaryThe
3general relation for an asymmetric boundary is given elsewhere. M. F Chisholm and S. J. Pennycook, Natdtendon 351, 47 (1991).
)Eguqtlon(S) for p(x) could also be obtained without cglculatlng the dis- 23, E. Babcock and J, L. Vargas, Annu. Rev. Mater. $6j.193 (1995.
tribution function fy(ay. In fact, Egs.(3) and (5) imply that w,  3g 7 velikhov, Zh. Eksp. Teor. Fiz110, 1453 (1996 [JETP83, 803
=(2Dy)[y(oc) —y(—ac)], which, with the second of Eq$6), immedi- (19986].
ately leads to Eq(8). A more “embroidered” approach is used in the text  4Yimei zhu, J. M. Zuo, A. R. Moodenbaught, and M. Suenaga, Philos.
only in order to illustrate the sequence of steps for the case in which the Mag. A 70, 969 (1994
inverse functiory(ay,) is unknown, but the form of the distribution func-  5R. G. Munro and H. Chen, J. Am. Ceram. S@8, 603 (1996.
tion f,(oy) is known (or assumeld This is the situation that will be ex- 63 P. Hirth and J. LotheTheory of Dislocations McGraw-Hill, N.Y.
amined below in this paper. (1968.
“The first three moments have a simple “geometric” significance. The av- ’D. Dimos, P. Chaudhari, J. Mannhart, and F. K. LeGoues, Phys. Rev. Lett.
erage value of the streségy,) and its dispersiorD determine, respec- 61, 1653(1988.
tively, the center of gravity of the distribution and its effective width. R. Gross, inProceedings International Conference on Polycryst. Semi-
Specifying the first two moments of the distributionl; and M,, is cond, Saint Malo(1993.
equivalent to specifying the average stréss,) and its dispersiorD. °M. St. Louis-Weber, V. P. Dravid, V. R. Todt, X. F. Zhang, D. J. Miller,
Thus, (o(X)) = [ ofx(0y)dx=my, while the dispersion is given in _and U. Balachandran, Phys. Rev.58, 16238(1996.

terms ofM,; andM, by D={(0,)2) — ({oy))?=M,—M3. The third mo- iZS. Chandrasekhar, Rev. Mod. Ph¢s, 1 (1943. ) o
ment M is related to the degree to which the shape of the distribution VWVi.IeFeIINer\,(AagI)r;tcr)oductlon to Probability Theory and its Applications
function deviates from symmetricelative to the mean valjieThis asym- 12 Ya);l,soﬁ 'Zh 'IEs- Teor. Fiz58, 1497(1970 [Sov. Phys. JETBL, 800
metry is usually characterized by the parameter((oy—(oy))3)/D3? ('1970] » 4N KSP. : ' - Phys. ’

- BYIVE _ 312
_(M3_ 4,M1_+3M l_M 2)_/D T ] 13E. sarnelli, P. Chaudhary, and J. Lacey, Appl. Phys. 1624t777(1993.
9The distribution function is even im,,. The figure only shows the part
corresponding tar,, >0. Translated by D. H. McNeill
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Precise temperature and polarization dependences of Raman spectra have been investigated for
fully oxygenated twin-free YB#u;0; single crystals. We have found a striking
superconductivity-induces—y anisotropy in the temperature behavior of the 340 tiine: the
magnitudes of the softening and broadening are quite different inxiheand

yy-polarizations. This anisotropy suggests a contribution of the CuO-chain superconductivity
with a pairing symmetry different from that for the Cu@lane, or indicates that the
superconducting gap amplitudes are different inkh@ndk, directions. Thed+s gap symmetry

is the only realistic symmetry in the case d{#A,. © 1998 American Institute of
Physics[S1063-78318)00403-1

1. INTRODUCTION: TEN YEARS LATER in softening for the phonons with frequencieg<<2A(T)
without a significant change in the HWHM, whereas for
Raman scattering spectf@SS provide important infor-  phonons with frequenciesy>2A(T) hardening accompa-
mation on the phononic and electronic excitations in Righ- nying additional broadening of the linewidth is predicted.
superconductors and serves as a tool for testing the propetried!, Thomsen and Cardona have investigated the broaden-
ties of the superconducting gap. Over the past ten years, jgg of the Byy-like modes in various RB&u0;_; com-
wealth of data was obtained on superconductivity—inducec&,oundS with different rare earth elemeRs Using the ZZ-
effects in the phonon behavior in YB2u;0; (YBCO) crys- model, they calculated the value of the gap(@ to be

tals. Let us summarize the main results obtained in studies (§16 cni't (2A/KT,~5), however, being smaller than the
the phononic RSS in higii, materials. The most important phonon energy 340 cnf.

one is related to the softening of the 340 ¢hmode below

; . A number of experimental studies were devoted in the
T found _by Macfa_rla|_ne,_Rosen and Seky on pOIyCWStal“neensuing period to accurate determination of the temperature-
samples in 1987, indicating a strong EPThe softening of

the 340 e mod firmed b hi hdependent behavior of the 340 cmode and gap value
mgas re((:jmd'ffrgr?an? :\sl\{:fe;%? ;;rgce: 0 _rV]C:“gT‘ny %frl;pn?'c;’\s’ It(;fnZA(O)’ but the results are surprisingly different from each
. u ol “a including ¢S, "Myther. Altendorfet al. found that the 340 cit mode exhib-
films and single crystal%: . . =
. : " ited no anomalous broadening beloW., indicating

However, the linewidth anomaly depended critically on SA(0VKT.=5.9° McCarty et al ted th ! ¢
sample. Friedeét al. reported that the half-width at the half h (3310 c. d g Iar_?_/e ad. rehporfe gzgarro;vmg 0 h
maximum (HWHM) of the 340 cm? line increased mono- the cm™mode belowT . and, therefore, deduced a muc

. 10
tonically with decreasing temperature in the superconductin rger value of thg gap- 6I§8'C<2A(O.)<7.7kTC. The .at-.
state® Other work'® showed that the temperature depen- empts to reconcile the widely varying results were limited

dence of the HWHM exhibited a maximum at intermediateP the influence of impurities, defects and oxygen deficien-
temperatures € T* <T,. This maximum was believed to cies. Thomset al. have shown that the temperature behav-
originate from a resonance of the phonon endrgywith the ~ 10F of the 340 cm* line depends dramatically on the amount
superconducting gap energ\gT) atT=T*.” Accordingly, ~ Of defects in the sampléd. Altendorf et al® examined the
this result indicates that the gap energffat0 is larger than ~ Superconductivity-induced change in the linewidths as a
the phonon energy of 340 cit 2A(0)>340 cni ™. function of the oxygen content. Nevertheless on the basis of

Later, it was found that the 430 and 500@1”1\9 modes the ZZ-model, it is difficult to explain by the above factors
also show similar anomalies, namely, additional hardening a&ll the differences of the RSS published in the literature.
T<T,.5710 Recently, Nicol, Jiang and CarbottdlJC) have calcu-

In 1988, Zeyher and ZwicknaglzZ) have calculated lated the phonon-self-energy effect fdrwave pairing** In
theoretically the superconductivity-induced effects on thecontrast to the isotropis-wave ZZ-model, NJC found that a
phonon self-energy af= 0, by assuming an isotropewave  phonon withhv<2A(T) softens and broadens. The broad-
gap and strong coupling for EPY12 According to the ZZ-  ening takes place just beloW, and shows a maximum at
model, the renormalization of the phonon self-energy result¥=T*; hv=2A(T*). The frequencyv exhibits a discon-

1063-7834/98/40(3)/10/$15.00 367 © 1998 American Institute of Physics
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tinuous change from hardening to softening at the same tem- ‘

peratureT*. 0.01
Another missing ingredient of the majority RSS analysis .

is the overlooked importance of the orthorhombicity of the 0.5 i

YBCO structure. The tetragonal approach for describing 7

both superconducting gap and RSS was implied or discussed T ‘ :

explicitly in the large number of papers. However, McCarty = -1.0]

et al™® have found that the 120, 150, 340 and 500 ¢, %

phonon lines exhibit significant anisotropy at room tempera- < -1.54:

ture, e.g., their lineshapes and peak frequencies are quite

different in thexx-, yy- andzz-polarizations. This fact dem- 2.0

onstrates both in-plane and out-of-plane anisotropy of the _

EPI. Thus, we expect that some of the complicated phenom- 250 . L N

ena observed in the RSS beldw originate from the aniso- pndll IESEE N IR I :

tropic properties of the superconducting order parameter. 8 85 90 95 100
We should note that, in spite of the large humber of the T (K)

experimental and theoretical works published during the ten

years Si.nce. the first. RSS S’FUdieS were done on YBCO, S€VG. 1. Superconducting transitions in overdopad=¢ 86 K) (a) and opti-

eral major issues still remain unsolved. The most importantnally doped T,=93.6 K) (b) twin-free YBCO single crystals measured in

and unsettled problems are summarized as follows. zero—fie!d cpoled samples at the applies field of 10. Oe. The estimated dia-
1) No RSS study concerning the temperature depended}]agnetlzatlon factob = 2.3 correspond tg= — 1/44, in agreement with a

. . , . 00% shielding effect.
cies of the out-of-plane and in-of-plane anisotropies have
been reported.

2) Although the in-plane anisotropy in the RSS at roommeasurements of . were crucial for crystal selection. A
temperature has already demonstratéde limitation of the  |arge number of crystals were examined after detwinning
tetragonal approach, the validity and limitation of this ap-proces& annealing at 490 °C in an oxygen flow. For detwin-
proach to the superconducting induced phenomena have naing, a uniaxial pressure of typically 10 MPa was applied
been examined sufficiently. during cooling from 700° to 490 °C over a week and, as a

3) No significant superconducting-induced effect hasresult, large untwinned orthorhombic crystdtgpical vol-
been observed in the 120 and 150 ¢rmodes, although the yme 10 cr) with oxygen content close to ‘g’ were ob-

condition h»<2A(0) should obviously hold for these tained. The annealing temperature of 490 °C results in opti-

modes. . mal doping of the single crystals, whereas a lower annealing
4) The temperature-dependent behavior of the 340'cm temperature leads to an overdoped state. Since the stoichi-
mode is still controversial. omatric YBCO is overdop€d2! we avoid obtaining the

5) No RSS analysis was applied to examine the possiblgverdoped state at the first state of oxygen loading, which is
constraints imposed by the Raman experiment on the choiggeeded to select the purest crystals. The first step of sample
of the actual gap symmetry among pure isotropicaniso-  preparation leads to optimal doping and allowed us to select
tropics, mixeds+id ands+d symmetries. This leads to the for the study crystals with a maximufi, of 93.6 K (Fig. 1).
question about the possibilities of the phononic RSS in re-  The most important finding in the second step of sample
solving the problem of pairing state symmetry and thepreparation is that the apparent degree of overdoping could
mechanism of superconductivity in high-copper-oxides.  be much larger in the high-purity single crystals than, for

These issues, which may be enlightening for the mechanstance, in ceramics or powder. This was again reflected in
nism of the hight. superconductivity, are addressed in thethe T, values, which indicate that the detrimental effect from
present study. oxygen overdoped into a single crystal is the most pro-
nounced in high-quality single crystals. The latter effect
could be understood from the simple idea that the lateral
surface layer parallel tab or ac plane in a small powder

1) Single crystal preparation and propertiebhe single  particle or single crystallite of granular material could be
crystal pulling technique developed in ISTEC-SRIokyo). intrinsically oxygen-depleted or highly defects of surfate.
called the SRL-CP methdd,allows one to prepare for the Therefore, the powder or ceramic materials may show higher
measurements a large number of crystals with different chawvalue of T, when the measurement @f. is done using the
acteristics of twinning, oxygen content and impurity level. In surface-sensitive resistive method, or the low-field magnetic
order to avoid any influence of surface defects on RGBe  measurements, in which a screening current is induced in the
crystals were studied immediately after annealing or freshlysurface layer of a small crystallite. With increasing yield, the
cleaved just before the measurements. Another probleraurrent capacity of such a thin surface layer becomes insuf-
which has to be solved before collecting reliable spectroficient and the superconductive transition broadens for the
scopic data is how to reduce the impurity concentrationgranular material. Such a broadening occurs when the pow-
down to the p.p.m level. Because almost all cationic impuri-der or ceramic sample is overdoped in the bulk, but shows
ties in YBCO exert a large detrimental effect diy, the  optimal T, relative to the surface. On the contrary, we ob-

2. EXPERIMENTAL
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serve in single crystals, which have a sharp transition, & 25 —
small uniform shift of T, with increasing field instead of the

: ) " . - a YBa Cu O
broadening of the superconductive transition. Since the sur
face contribution is negligible in the large crystals, the tran- 20 15
sition reflects the bulk oxygen content. These consideration: :
x1/5]

are inconsistent with the fact that the preparation process fo
the apparently optimally doped granular materials requires
much lower temperature of annealing in oxygen or irfair 114
than that for genuinely optimally doped single crysfals.

The importance of preparation of the overdoped crystals
involves two reasons. One is that the close-to-ideal stoichio-
metric defect-free structure would exhibit the narrowest lines
in the spectra. The other is that the anisotropic properties o *
YBCO are very different in the optimally doped and over-
doped state# In particular, at 320 °C the overdoped sample
shows apparently half as much out-of-plane anisotrepy
=(mg/myp) 2, wherem, andm,, are the effective carrier
mass in the out-of-plane and in-plane directions, respec
tively. This could be roughly estimated from the slopes of
the irreversibility lines and fishtail liné<. The large differ-
ence in the in-plane anisotropigs= (m,/m,)*2 between op-
timally doped and overdoped at 320 °C was found in the
normal state magnetic susceptibilities. The large in-plane an
isotropy in the untwinned overdoped crystals is of particular
interest in the present study. Thus, the best crystals wer 05k
selected in the first stage of oxygen loading and then were
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annealed again at 320 °C. As a result, high-quality sample: 0.0 %( 148 337 494 .

with T.=86 K and transition widtl AT, of 0.4 K (Fig. 1 ‘ * : : *

e Chtained. g (Fig- 1 0 100 200 300 400 500 600 700
2) Raman scattering techniqgu&dhe RSS were studied Raman shift (cm -1)

with using a triple-stage T64000 Jobin—Ivon spectrometer

equipped with a liquid-nitrogen cooled CCD detector. TheFiG. 2. Raman spectra of the overdopeB,£86 K) () and optimally
typical spectral resolution was 3 ¢y and several spectra doped =94 K) (b) twin-free YBCO single crystals in thex-, yy- and
were measured with the resolution of 1 cnTo accurately ~2ZZPolarizations aff =290 K.

study the temperature dependence of RSS and eliminate the

systematic error in the determination of frequence shifts,

RSS was observed in the spectrographic mode, i.e., the spegequency region and 430 and 500 cht (high-frequency
tral regime was fixed without scanning the diffraction grat-region. The rest of this paper is organized as follows: In
ings. The pseudo-backscattering configuration was adoptegection 3.2 the temperature behavior of the 120 and
Thexx- andyy-polarized RSS were obtained from the same150 cm* modes(Fig. 3 is described; the RSS in the mid-
partions on the mirrorlike regions of crystals. As for the frequency region and their analysis is presented in Section
zzpolarization, the RSS taken from tlae andbc-surfaces, 3.3 (Figs. 4—6; in Section 3.4, the phonons in the high-
which were the native and cleft ones, were essentially thérequence region is discussed; from these experimental re-
same. The 514.5 nm line of the Ar-ion laser was employed asults we analyzed superconducting gap symmetry in Section
an excitation light source. The power density was adjusted t@.5. Our discussion of the RSS is based on the results of the
be 0.2—1 Wi/crfion the sample surface, and, as result, thegynamical calculation® which showed quite satisfactory
overheating was suppressed3K in all theexperiments. To  agreement between the experimental data and the calcula-
measure the temperature dependence of the RSS, the cloggns (see, for example, review in Ref. R4
cycle UHV cryostat was used with temperature stabilization 1) Raman scattering in optimally doped and overdoped
to better than 1 K. The spectra were corrected for the spectrafBCO crystals at room temperaturén Fig. 2, we can see a
response of the optical system and normalized for lasefumber of effects of varying the oxygen content of RSS.
power. First, the frequencies of all the modes shift slightly. Second,
the 234 and 583 cit modes, which are observed in the
yy-polarization in the optimally doped YBCO, vanish in the
overdoped crystals. The appearance of these modes is related
The RSS in the overdoped and optimally doped YBCOto the oxygen disorder at the Qy—0O(4)-chains. According
crystals at 290 K are shown in Fig. 2. Let us specify for theto the dynamical calculatiorfs,in the fully stoichiometric
sake of clarity three spectral regions, comprising the lines a¥BCO the IR-active vibration of 1) along the chains is at
120 and 150 cm® (low-frequency regioj) 340 cmi'* (mid- 153 cm'?, and the corresponding chain oxygen mode is at

3. RESULTS AND DISCUSSION
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FIG. 3. (a) Low-frequency region of RSS of the overdoped twin-free YBCO Raman shift (Cm -1 )

single crystals irezpolarization at different temperatures above and below

T.. Shown in(b) are the temperature dependences of the 120 and 150 cm FIG. 4. Raman spectra in the region of the 340 ¢rmode at different

modes inxx-, yy- andzzpolarizations. All curves are guides to the eye. temperatures in thex-(filled circles and yy-polarizations(open circles
The spectra are normalized to the intensity at 250%crThe filled triangles
show the differentiall,—kl, spectra with the normalizing factok
=1(v)/ly(vy).

593 cm L. In the oxygen-deficient crystal these vibrations

become Raman-active and appear in ylyepolarization the

(y axis is along the chains oxygen, @2) and 3) are the oxygen from the Cy®lane.

The distinctive features of the RSS in the overdopedyy, s~ aqmixture ofz-displacements of other atoms is ex-
crystals are a well articulated polarization dependence arZﬁected to be small

the absence of any additional line which is usually activate As for the 120 cri* mode, we successfully observe the

from oxyk?en disoLder or limp;}uri;y atorﬂslé as m,entio,nedeffect of the out-of-plane anisotropy of the electron—phonon
above. The RSS shows only the five well known V'brat'onsinteraction(EPI) in the full temperature range between 10 K

of the A; symmetry. Note that all the results presented belowand 300 K(Fig. 3. This effect manifests itself in the sig-

are relevant to the overdopeql‘aO crystals. nificant difference of the peak frequencies between the out-
2) The 120 and 150 cm "Ag-modes. The 120 and of-plane zzpolarization and the planarxx- and

71 . . -
15(_) cm’Ag  vibrations are formed m_amly by yy-polarization. The anisotropic EPI is more clearly seen in
z-displacements of Ba and planar Cu, respectively. Accordfhe shape of the 120cm mode (Fig. 23. In the
Ing to Ref. 23, thef\tomm displacements .atIhpomt in the yy-polarization, the line shape is strikingly asymmetric, re-
Brillouin zone atT=290 K are as follows: sulting from the coupling to the intense electronic back-
ground (Fano-type interferengeOn the other hand, in the

120 cm*:  6Bat1Cu+l O(2)+1 O@), (D zzpolarization, in which the electronic scattering at low fre-
quencies is negligibly weak, the lineshape is symmetric and
150 cm:  9Cu+3 O(1)+1 O2)+1 O(3), (2)  described well by a Lorentzian profile. As can be seen in

Figs. 2a and 3b, the out-of-plane anisotropy is also apparent
where the coefficients preceding the atoms denote corrén the 150 cmn* mode(although not so conspicuously as for
sponding normalizedz-displacements; @) is the apical the 120 cm® mode.
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One of the significant findings is the superconductivity-
induced behavior of the 120 and 150 chmodes inxx, yy
and zzpolarizations(Fig. 3b. The 120 cm* mode fre-
quence exhibits the usual broadening as the temperature de-
creases from 290 K t®. . However, belowT; this frequence
slightly decreases. Therefore, superconductivity-induced
softening of the 120 cm* mode takes place. As for the
150 cm ! mode, it is almost temperature-independent below
T.. Softening of these modes lying beldw entirely within
the gaphr<2A(0) was predicted by several theorrds.
Note that the successful observation of this effect is due to
the narrow Raman lines in our high-quality samples. For
example, the HWHM for the line at 150 c¢m in
zz-polarization is only 1.5 cm! at 10 K.

3) The340cm'! B,4like mode.In the majority of stud-
ies of the superconductivity effects on the RSS in YBCO, the
340 cm ! mode is the main target. In a crude tetragonal as-
sessment, this vibration ha y symmetry and corresponds
to the out-of-phase displacements with equal amplitudes of
the O2) and 3) oxygens in the direction of the-axis. In
the genuine orthorhombic structure of the oxygen-undepleted
YBCO, the symmetry of the 340 cmh mode turns into the
totally symmetricA, one, and thez-displacements of the
0O(2) and (3) atoms are unequéaf:

340 cm® 13 02)-12 O@3). ®)

The deviation of the ideaB,4-vibrational configuration is
small(below 10%. Hence this mode still hasBy 4 character
even in the orthorhombic YBCO, which is consistent with
the polarization dependence reported in the literature.

Our key discovery deals with the character of softening
of this mode. Because the relative magnitude for the
340 cm ! line is the largest one, it is possible to accurately
measure the difference in the temperature behavior okxhe
andyy polarizations. The results refer to the magnitude of

v -10(1/qx—1lqy) 43
o) VX-V

° 2y-2y,

T

y

N

FIG. 6. Temperature dependences of
the x—y differences ofv,, v, , and
1/q, for the 340 cm?! mode. All

1
VoV, 2 yx-27y (cm )

curves are guides for the eye.
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softening and the character of broadening are illustrated in

Limonov et al.

From Egs.(3) and(5), it follows that the orthorhombic

Figs. 4-6. We performed a least-squares fits to the RSS idistortion mixes the tetragond,; (O(2)—0O(3)) and A,

the spectral region around the 340 c¢hmode (175 cm?
<p<400 cmY) in terms of a standard expression
I=A+Br+Cr2+ly(e+q)%(1+£?), (4)

where the termA+Bv+ Cv? describes the background con-

tinuum arising from the electronic Raman scattering. The

last term describes the Fano profile of the 340 ¢érfine
wheree=(v—v,)/vy, andq, is the asymmetry parameter
(a=x,y). Here the frequency, and linewidthy are renor-

(O(2)+0(3)) modes belonging to the sandg symmetry in

the D, structure. Note that the distortion is very small for
the 430 cm?! Ag-vibration, as in the case of thB,,-like
mode. As for the 500 cit vibration, it is preferentially as-
sociated with the apical oxygen displacements along the
Z-axis:

500 cm% 17 O1)—1Cu?2). (6)

The temperature behavior of the 430 and 500 tiines
(Fig. 7) is similar to that reported previous?y° The addi-

malized by the real and imaginary parts of the electronidional hardening of these lines takes place betweégn 86

responsey(w)=—R(w)+imp(w) asv,=0Q+V?R and vy,
=T"+V2xp, respectively, wher€) andI" are the uncoupled
frequency and dampin¢(2,=Q,, I',=I'y for nondegener-

and 40 K. The hardening of these modes indicates that the
magnitude of the superconducting gap is less than 430.cm
50 The symmetry of the superconducting gap in

ate A;-modes, andV is the coupling constant. It should be YB&Cu;O-. In this Section, we first discuss the general fea-
noted that the thermal Bose factor does not affect signifitures of the effects of superconductivity on RSS. Next, we
cantly the numerical fitting in the relevant frequency region.explore a possible origin of the in-plane anisotropy of the

In Fig. 4, the 340 cm?® line is shown in thexx- and 340 cm ! line and discuss the gap symmetry on the basis of
yy-polarizations together with the normalized differential the experimental data.
spectral ,—kl,, which demonstrate clearly the in-plane an- ~ The main features of the self-energy effects agree basi-
isotropy. In the normal state, the frequency of the 340tm cally with those expected in d-wave staté? Namely, the
line in the xx-polarization ,) is slightly higher that in the theory predicts that the step-like softening and maximum of
yy-polarization () (Fig. 538. The differencev,—v, is  the line broadening should be at the same temperditire
roughly temperature-independeffiig. 6) while the differ- <T. (Fig. 5a and 5pb Actually, the temperature region of
ences of the parametessand 1f] increase with decreasing softening is broadened up to the appreciable width of 30 K
temperaturéFigs. 5b and 5c Noticeably, we can see in Fig. (Fig. 53. This could be related to the significant width of the
4 that the line shapes are almost symmetric in both polariza340 cni’* line, so that the &-peak of the density of states
tions at T=290K, while at T=T, this line in the crosses this line in the finite temperature interval. On the
xx-polarization already shows a slight asymmetry. other hand, the broadening of the 340 Crtine starts in both

At temperatures just below,, the frequency of the Xx- andyy-polarizations immediately at the superconducting
340 cm tline deviates slightly from th&-linear dependence transition, again in accordance with the theoretical anafysis.
of the normal state one. As the temperature decreases further, Here we shall discuss the possible origin of the observed
this mode exhibits a steep softening. As for thein-plane anisotropy in the RSS. According to the results of
xx-polarization, the frequency decreases by about 7'am  the numerical calculations for trewave andd-wave states,
temperature range 40T<70 K, whereas the decrease is the magnitude of the softening is directly linked to the dif-
only 1 cm? below 40 K. In theyy-polarization, the total ference between the phonon and gap energies, that is
softening of this mode is about 5.5 ch less than that in the 2A(t)—hw. If the xx- andyy-polarized phonons probe pre-
xx-polarization. Significantly, at the midpoint of the main dominantly the values ofA, and Ay, respectively, the
softening temperature range Bf =55-60 K the maximum X—y anisotropy in the superconductivity-induced effects
broadening of this line occurs in tixx-polarization, whereas should result from the difference in the gap values;
in the yy-polarization, there is an uncertain maximum in the # A, . Note thatA,=A, holds in all the cases &, s, d,
linewidth dependence at the temperatlifeabout 45-50 K s+id andd+is symmetries with gaps of the forms
(Fig. 5b. The in-plane anisotropy of both the inverse line

s(0) =
asymmetry 1g and linewidthvy is quite large in the region A const, (73
40 K<T<T, while the anisotropy is small again at low tem- ASH) = AS(cosky—cosky), (7b)
peratures. As can be seen from Fig. 3, the differential spec- 4 nd
trum |,—kl, is inverted when passing througf, demon- A%+ A%(cosk,—cosk,), (70
strating the changeover from,>v, aboveT* to »,>w, ASHid=AS(cosk, + cos ky)+iAd(cos ke—cosk,),
below T*. (7d)

4) The 430 and 500 cmi ! A-modes The 430 cm* vi- e § .

bration is mainly due to in-phasedisplacements of the @) A%M5=A%(cosky—cosky) +iA%(cosky+cosky).
and 3) oxygens. While the displacements ofZpand Q3) (78

are equal in oxygen-depleted tetragonal YBCO, in the orthoTo be specific, the functionéb) and (7¢c) for the case of
rhombic  structure this mode accompanies thespherical Fermi surface with a radius of @.7i.e., k,
z-displacements of G@) and 1) as follows =0.77 cose, ky=0.7m sing, 0<¢=<2m) are depicted in
Fig. 8. Clearly, nox—y anisotropy is seen in the figure for
430 cmi k: either of these functions. In this respect, it is pertinent to

12 0(2)+13 O3)—-1Cu2)—-1 O1). (5)
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recall here the evolution of continuing debates on this gafynes and co-workerd,in which a current from Pks-wave
symmetry problem. Three main periods in the chronology ofsuperconductojso YBCO was observed, although no such
events can be identified) fuick discarding of the model of current is expected in the putkwave state. Thus, the pos-
the isotropics-gap; 2 attempts to choose between the aniso-sibility of an admixture of thes-wave component owing to
tropic s-gap and thed-gap; 3 extension of the number of orthorhombicity might be suggested by this observatibti.
proposed models due to the mixseetd, s+id andd+is?® In the discussion of our experiments, it should be em-
symmetries and even due to coexistence of two types of corphasized that thel+s symmetry is the only realistic sym-
densate with different order parameters eof and d metry which applies to the cagg, # A, . Thes+d state has
symmetry?® a gap function of

A large number of the experimental techniques have dis_ Ad s
been used for determining the symmetry. Up until now, defi- ATT=A%(cosky—cosky) +AYcoskytcosky).  (8)
nite progress has been made in agreeing thatdtheave  Figure 8 shows the angular dependence of the magnitude of
component could be predominant in the gap wave functionthe gap at a cylindrical Fermi surface wiky=0.77 cosp
It has been revealed, however, that the Ginzburg—Landaand k,=0.77 sine for various ratios between the and s
solution for the orthorhombic symmetry leads directly to thecomponent amplitudes. Because the main features of the
d+s symmetry(or s+d if the dominant component is taken RSS can be described in accordance with thevave
to be placed firgt?’~3° Experimental confirmation of the modell* the s-component is expected to be weaker than the
mixed symmetry is still lacking. A possible exception could d-component. The observation of the maximyg(T) near
be related to a rationalization of the tunnel experiments byl =55 K implies 2A,(55 K)=(). In order to estimate the
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FIG. 8. The gap functions for various ratios
between thed- and s-component ampli-
tudes. (a)—isotropic s°, (b)—d, (c)—
anisotropics*, (d—d and mixeds®+id,
(e)—d and mixeds* +id, (f)—d and mixed
0.95d+0.0%°, 0.9d+0.1s°, (gy—d and
mixed 0.951+0.05", 0.9d+0.1s".

—d
— 0.95d+0.05s°
—— 0.9d+0.1s°

—d
—— 0.95d+0.05s"
— 0.9d+0.1s"

value of the uncoupled frequendy, one must analyze the fects. It could be due to the CuO chain contribution. The
observed spectrum in terms of a more complicated Green’soupling of the 340 cm® phonon with the chain electronic
function, taking into account ther-dependence of the excitation is not expected to be strong, because this phonon
electron—electron scattering ratéy) and massm(v»). Ac- mode does not involve vibrations of the atoms in the chain
cording to this analysisQ)=350 cm ! is larger thanv, by  (see Eq. 3 However, the coupling could be enhanced by a
about 10 cm? in the normal state. Assuming a BCS-like resonance of this phonon energy and the interband excitation
T-dependence ofA(T), we obtain 2\,(0)=400cm®  energy between the CuO chain and the gpf@ane bands. In
=6.7KT, (Fig. 9. For theyy-spectrum, the maximurp,(T) this case, the 340 ¢ phonon must be affected by the gap
is observed around 45 K, &(0)=370 cm 1=6.XT,. opening in the chain. If the chain superconductivity is in-
Therefore we have 2,(0)/2A,(0)=1.1, which leads to a duced mainly by the attractive interaction within the one-
small admixture ofA;=0.0% (Fig. 8). dimensional chain, the gap function cannot bé-&ave but
Because of the substantial linewidth of the 340¢ém should be as-wave. Thus, the Raman response should be
mode, which is 30 cmt at T* =55 K, we can ignore broad- quite different from that fod-symmetry in the plane super-
ening of the softening temperature range and estimate theonductivity. Consequently, the phonon self-energy effect is
width of this region. By assuming the BCS dependence foobserved to be different in they-spectrum from that in the
A(T), we find (Fig. 9 that the width of the softening region xx-spectrum, which reflects only thlegap in the plane.
is AT=15 K, which is quite comparable with the experimen-
tal value of 30 K(Fig. 589 broadened additionally due to the
finite width of the 2-peak of the electronic state density.
Now we shall discuss other possible explanations for the  The effect of the out-of-plane and the in-plane anisotro-
observedx—y anisotropy in superconductivity-induced ef- pies, the softening beloW, of the 120, 150 and 340 cm

4. CONCLUSIONS
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modes with frequenciebr<2A(0) along with the well- symmetry may be intimately related to the physical origin of
known hardening of the 430 and 500 chrmodes with fre-  pairing interactions. It is well known that tlsewave is likely
guenciehv>2A(0), and thediscovery that bounded region linked with long-range interactions and implies a phononic
of softening for the 340 cm" mode coincides in temperature mechanism. On the other hand, tdewave pairing arises
with the maximum broadening of this line constitute the en-from the spin-fluctuation mechanisfn It might then be
tire picture of the phonon behavior in the superconductingspeculated that the mechanism of the superconductivity in
phase of YBCO. YBa,Cu;0O;_, crystals originates from the mixed interac-
It is remarkable than until now, when a variety of the tions.
experimental techniques were used for determining the sym- _ .
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The electronic specific heat of metals with quantum defects in the superconducting state is
examined. The role of the electron—polaron effect, as well as that of the level population factor
of two-level states, is analyzed in an adiabatic approach. The cases of intermediate and
strong coupling are discussed. ®98 American Institute of Physid$S1063-783%8)00503-4

The tunnelling of particles in an electron fluid is known Ref. 1, for examplg.Here there is an intrinsic width that
to be accompanied by a strong electron—polaron effect. Thimmay be comparable to the level splitting in the well. Given
problem has recently been analyzed rigorously in an adiathese remarks, we intend to show, using a rigorous adiabatic
batic approach by Kagan and ProkofeRased on this ap- approach, that for subbarrier motion of the defect, the
proach, we have examingtla number of parameters of su- electron—polaron effect causes a significant renormalization
perconductors with quantum defects. In particular, we havéf the electron specific heat in superconductors.
studied some specific features of the behavior of the super-  The behavior of the electron specific heat at tempera-
conducting transition critical temperatufie, owing to the tures from zero td is analyzed using the Bardeen—Stephen
electron—polaron effect. Here we note that the effect of tworepresentation for the jump in the free enérgnd a system
level states ofT; has been discussed in a number of papersof Eliashberg integral equations for the order parameters and
For the case of tunnelling states with a symmetric potentialfor the renormalization of the electron mass. The kernel of
we mention Ref. 1. A more realistic situation has been exhe system was expressed in terms of the delta-function spec-
amined, for example, by Kozubin addition, the behavior of tral function Srg(w) which we have found ea_rl|ér3_ The
the isotropic shift factor and the order parametgr as well ~ auantity SC(T)=AC(T)/AC(T.), whereAC(T) is the dif-
as of the magnetic fiel# ,, have also been studi@d.Ex- ference in the specific heats of the superconducting and nor-

periments on amorphous systems and dilute metal hydride@al states, was examined directly. The cases of intermediate
have been discussed in terms of this theory coupling with the standard attraction spectrum and strong

This paper is a continuation of Refs. 2 and 3. We studyCOUpllng with the nonstandard spectruSg-(w) are dis-

the effect of quantum defects on the electronic specific hea(fussed' . . . . .
) : ; . In Section 1 basic equations and algebraic relations for
of metals in the superconducting state in terms of the adia,, - : . . :
dgtermlnlng the factodC in various special cases are given.

batic theory. It is assumed that these defects can be descrlen Section 2 a model spectrurB;<(w) is determined for the
by sets of two-level states.

Note that tems with two-level states differ from interaction of electrons with a two-level state. In the last
¢ do?j a sysz St In th o-le be .Sda es h er o ahsection this spectrum and the representationg©fintro-
standard superconductor. In them, besides a phonon MeChg;q i section 1 are used to analyze the effect of a strong

nism for coupling OT eIe_ctrons _through a two-level state, aelectron—polaron effect, and of the level population factor,
nonphonon mechanism is possible. Here, because of a spatl% the specific heat

delocalization of the tunnelling particles, the coupling con-

stanth g may be large, and strong coupling may be realized.

The characteristic frequenci€3;s in the interaction spec- 1. GENERAL EQUATIONS FOR THE ELECTRONIC SPECIFIC
trum S;5(w) of the electrons with the two-level state may be HEAT OF SUPERCONDUCTORS

lower than or on the order of the critical temperatdrge A general expression for the jump in the free energy as

Both of these parameters depend on the temperdi@e o o qom goes from the norm{ad) to the superconducting
below) because of the electron—polaron effect, as well a?S) state

because of the level population factors.
Recall, also, that when there is a strong electron—polaron AF=Fg(T)—=Fn(T)
effect in the well, the energy difference between the symmetp o< peen obtained by Wal®ardeen and Steph®osed an
ric and antisymmetric two-level states is substantially |°Wer-analytical relation between the Green’s functions of the qua-

The renormalization scale depends on the relation betweegyarticles to greatly simplify the expression faF. They
the seed tunnel amplitude and the effective phonon frefoyng that in the Matsubara representation

guency, a parameter which characterizes the interaction be- AF

tween the electron—hole pairs and the tunnelling atoms, and __ E 2 A2 _
o . =—aT2 [Nor+A%(iwn) —|w]
the critical temperaturd; (or superconducting gap(See N(ef) n

1063-7834/98/40(3)/6/$15.00 377 © 1998 American Institute of Physics
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wn T
[wh+ A% (iwm) ] T,

Zg(iwp) —Zy(iwy)

w,=7T(2n+1), n=0,1,2,.... (1) c,=53, =117, d;=3, d,=2.0. (4)

HereA(iw,) andZ(iw,) are, respectively, the gap function An analytic expression has been fothébr 5C that is

and renormalization factor for the electron mager) de-  applicable over a wider range than E4), specifically,
notes the band density of electron states at the Fermi level.

2
A(iw,) andZ(i w,) satisfy a system of standard nonlin- SC— §i Y.(1-t)] 1+ 7Tc)?
ear integral equations of the Eliashberg form 22w ¢ on
® 6 4
. . . . ac 3 bc I [
A(Ia)n)Z(lwn):W)\Tm;x I(Iwn—lwm) _6772_b§tY‘3:(Za_‘C‘ 1+63(2: L w_m
Aliwy) 2 (T \%2 @72 [T.\%\] 1
X : , 2 Sl (R R L -
[wr+A%(i0m) ]2 23 3lon 3aZ w|n) 2 ©
and For brevity, we introduce the notation
. mT & 8 128 |14
Z(iw,)=1+ > Hiog—io) o I el
D e, e %=\ 7g3y P o)
Al o) ~ 1(T)\2
X - . (2b) “1_1_-22[ | — |+ 2| —
[wﬁ]_’_AZ(Iwm)]l/Z YC 1 3ac L o + 3 a)m) ),
The kernel of these equationdj w,—iw,,) is expressed in — (T\2 113
terms of the spectral function of the attractive interelectronic L—(—C) In = T .
interaction,S(w), by @in e
2 In the limit T—T,, Eq.(5) has the same form as E@), but

I(iwn—iwm)=% f:dwz s((;)) 3)

0’ (lwp—iwm)? c,=3a2, c,=122, d;=1, d,=e.
For simplicity, in Eq.(2) the coupling constant is assumed The results of using Eq$4) and (5) were close.
to be much greater in magnitude than the Coulomb pseudo- An approximate analytic representation 8C can also

potential. be obtained in the strong-coupling limit; it is valid for an
By definition arbitrary relationship between the characteristic frequency of
IAC the tunnelling mode and .. Using the expression for the
AC=CqT)-C\(T)=—-T 7z jump in the free energy given in Ref. 9, we have
The temperature behavior of the factdiC has been 5@:1?2(1_40_ (6)

analyzed many times in terms of an electron—phonon mecha-

nism. The cases of intermediate and strong coupling have \ye now go to the limit of low temperatures. Let the
been examined, with standard and nonstan@asgectra of a coupling be intermediate. Then the factéC is given
general form(in the first caserT .<w),, where w, is a roughly by the formul&

characteristic frequency of the spectrum and in the second,

7T.<w,). Pioneering work was done by @ikman and °

— 0 —4y/
Kresin. This is summarized in the book by ilkenan® The SA=t—1\/87 T372 ol
results of later work have been summarized in a review by ¢
Carbotte’ Ag (A 2A2
In the case of intermediate coupling and a standard X 1+?'— on —2 w2 |’ @)

S-spectrum, for temperatures néarexperimental data have
been fitted® to yield an analytic representation of the form where

(T<To)=3 o) wd " eT

3 m2(1+N)N(ep) T
Note that the parametefs, and A, obey

Te )2 Win
=1.431+c¢c,—]| In 24 Te
{ ! Win d; T, T, _3'5@((1)"] '
2
—3.77{1+c2 L) In 2 where the factorg describes the deviation from the BCS
W doT. theory. It can be written in the form
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1.13w),

2
In
) BT
Fitting to a large number of experimettyields a=12.3,
B=2. (An analytic calculatiolf gavea= 7?2, B=e.)

Tc

W

g=1l+a

Because of the relation between the order parameter an

T., 6C (T—T.) in Eq. (7) actually depends on two param-
eters,w,, /T, andT/T,.

For the case of strong coupling, in this paper we hav
analyzed the behavior ofC (T—T.) by comparing the re-
sults obtained by solving Eq$2) iteratively for different
values of the parameters which determine the interactio
spectrum and kerngB).

We conclude this section by noting an important point.
Let the interaction spectrum have the Einstein form, i.e.,

)\wm

2
Then, by substituting Eq(8) in Egs. (1) and (2) we can

A=

S(w)=Ad(w—wn), 8

[S]
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B ds, dS. _,/ f ds, \?
<<f(q)>>_LJ& ve) vy TRTKD) ( o 7]

The integration is taken over the Fermi surface, an element
of which is denoted bylS,, v is the electron group veloc-
,andg=k—k’.

As already noted, in metals electronic shielding of a tun-
nelling particle plays an important role. Thétast” virtual
electron-hole pairs with energiesy<E<egy, (wq is a char-
acteristic energy of the particle motion on the order of the
Debye frequency andy, is on the order of the Fermi energy

Br band gap follow a particle adiabatically, both when it

moves in the well and during subbarrier transitions. The
electron—polaron effect arises only because of the interaction
of a particle with “slow” virtual excitations that have ener-
gies belowwg. It is important that the energy of this sort of
electron—hole pair is also bounded below. The reciprocal of
the particle lifetime in the well7 1, appears as a corre-
sponding quantity for normal metals. For a superconductor,

confirm that over the entire temperature range from zero t@ne cutoff occurs at a frequency on the scale of the energy

T., 6C is a function of two parameteror details, see
elsewherg!¥, specifically,

OC=Tf(aw)n /T, TIT,). 9

Here the effective Sommerfeld facter(used to describe the
nontrivial temperature dependence of the specific Ggatn
Eq. (9) is given by

mMpKg
3 [1+2NZ(T/w),)],

=

wherem, is the free electron mass akd is the Fermi mo-
mentum. The factoZ (x) is a universal function for which an
algebraic approximation exists.

2. SPECTRAL FUNCTION FOR THE INTERACTION OF
ELECTRONS WITH A TWO-LEVEL STATE

The spectral functio®s(w) has been determinédf for
the interaction of electrons with a two-level state which lies
in a double potential well with equivalent minima when the
electron—polaron effect is neglected. When the electron
polaron effect is taken into account, it is redefifédwe
have

sm(w):N(sF)Z (AN DVI(@)?)

|
oy

x tanh dl
tan F

(o- 0l o

Here y%(q) and V,(q) are, respectively, the pseudospin
form factor and the pseudopotential of théh defect, with
. O
Yr(@)=i sin——
(Ryq is the distance between the minima of the potential wvell
andQ{ andT', are the characteristic energies and broaden

ing of thel-th level (owing to the interaction with the elec-
trons. The symbok{...)) is interpreted as follows:

11

gap parametedo(T), rather than at 1.

According to the theory of Ref. 1, the narrowing of the
level (of which the seed quantity i4{, which equals the
energy difference between the symmetric and antisymmetric

states in the wellis described by a factdp,, with

QfR=PAN, (12)
and

o [ (8o e, A= 7T(284(T)), 13

T (#T206(T) wg)®,  7T(2Ao(T))>AL.

As for the intrinsic widthI"; of the level, it is given by

[y~ab T/[1+expAy(T)/T)] 1 (149
(assumingT~{tg). This expression fol is valid both
above and below the superconducting transition temperature
-

Let us comment on Eqg12) and (14). First, if in a
normal metal the renormalized frequen€l;s satisfies a
condition of the formQ+s>2A4(0), then belowT its mag-
nitude actually does not change. If, on the other hahg;
<2A,(0), then forT<T, this frequency is greater than its
value in the normal metal by a factor aé/,/2A1s)° (owing
to a change in the rate of relaxation of the tunnel gtate
Second, in both cases, for<T, the level widthT falls off
exponentially with decreasing temperature owing to a weak-
ening of the interaction of the particle with the electron me-
dium.

The distribution function of possible values of the effec-
tive tunnelling amplitudes appear implicitly in E¢LO) for
S(w). Keeping in mind the qualitative aspect of the phenom-
enon, we assume further that the distribution function has a
Lorentzian form in the neighborhood of some typical value
of O1g; here the superscriptis omitted.

We now determine the coupling constant using 8d)
for the interaction spectrum. We have
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A —2Fdw 7 (anhests
=2 ?STS(‘U)NCTSQ_TS anh o

7=N2(ep){(¥7s(V*(9))), (19

wherecrg is the effective concentration of light tunnelling

atoms andy is customarily called the Hopfield factor.

Let us comment on Eq15). For quantum defects such

as hydrogen(localized at interstitial sitgs as a ruleQ g
<1K and the factory/Qs~10*.23 It is customarily as-

sumed that the number of tunnelling states within the energgtrong. In addition, the quantity

interval from 0 b 1 K is on theorder of 10°°, while in the

interval 1-10 K,crs~10"“. In highly nonequilibrium sys-
tems, such as freshly prepared amorphous materials, the con-
centrations of two-level states may greatly exceed the stan-

dard values. Thus, in principle, the parameXeg may be
much greater than unity.
Note the according to the definitiofl5), the coupling

constant of electrons with a two-level state is proportional t

the population factor, with

‘Q’TS
A TS™ tan h F/ wTS:

A situation is possible in which the characteristic frequencyg ass tharr
-

Q+gis less(and on the order ¢fthe critical temperaturg&..
Then, owing to the population factor the constart may
increase substantially as— 0.

We summarize the above remarks. If the condition

Ars>Ao, T

is satisfied, then over the entire temperature rangeT9
the following relations hold:

Qrs= ATS(ATS/wO)b, Nrs= 7/ Qrs. (16)
Here for brevity we have sep=cs7.
In the strong coupling case, where
O1s<Ag, Te,
the effective amplitude is given by
T\P
ATS -, T:TC,
wo
Qs A\D (17
0 —
ATS(w—O , T=0.

The approximate temperatuTél) at whichQ g changes
is found from the equation

Ag(TH)~T.

At the same time, when the explicit form of the population

factor is taken into account, the coupling constart is
given by the equations

2T,  T=T.,
Are=1{ —
ST 7120+, T=0

(the corresponding crossover temperatur@fféw Q9.

(18)

(o]
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that, in principle, this theory applies to metastable systems
such as the hydrides of the simple metals, as well as to the
ternary palladium—-noble-metal-hydrogen compounds. In
these systems some part of the hydrogen atoms are appar-
ently localized inT-sites and move in two-well potentials
with equivalent minima in neighboring-sites. In this case

the characteristic frequency satisfiegg=®, where®p is

the Debye frequency, whilAts~1 K.

As for the electron—polaron effect parametet! the
interaction potential of a proton with electrons is relatively
R, is also not small. As a
result,

1 1 5 _
b%(g_g)fy {=N(ep)/No(ep),

where( is the ratio of the band electron density at the Fermi
level to the density in the free electron model. Recall that in
such metals as Al, Zn, and Sn, we hafre 1, while for Be
and Cd,Z<1/2. In the first case, the role of the electron—
polaron effect is substantial, while in the second, it can be
neglected. Here the polaron factor Bs~0.5. Thus, level
narrowing is significant, but not catastrophic.

Calculations show that in these Mgldompounds{)+g
18-201 addition, the coupling constant satis-
fiesA>1. Thus, we are dealing with nonstandard supercon-
ductors.

3. THE EFFECT OF THE ELECTRON—-POLARON EFFECT
ON THE ELECTRONIC SPECIFIC HEAT

As noted above, the temperature behavio6f is de-
termined by two parameter3/T. and T¢/Q+5. We shall
determine them based on the material in Sections 1 and 2.

Consider the case of intermediate coupliglandard
spectrumS;g(w)). Note thatT, can be expressed in terms of
the zeroth moment oB;¢(w),?! specifically

T.=2Q1s\7s,  2,=0.072. (19)
Using Egs.(16) and (19), we immediately obtain

T —[w\> T T

s A 29

where for brevity we set

7
Ars’

It turns out thafl /T, is independent of the electron—polaron
parameters. As foff./Q+g, it increases as the electron—
polaron effect becomes greater.

Let us substitute Eq20) in the above equationd), (5),
and(7) for the specific heaiBy definition, w,= w+s.) It is
easy to confirm that as the electron—polaron effect becomes
greater(and T, /(g increasel for T— T, the angular coef-
ficient k increases in the expression for the fad®of the
form

)\_Ts: As(b=0)=

To end this section we discuss a question relating to the

estimates of the electron—polaron parameters. We have ex-

amined this question in detail befoteHere we note only

~AC(T)
- AC(T,)

=(1—kt).
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For

havek=3.876 and 4.291.
We now proceed to the strong coupling case. We use the
representatioi; in terms of the first moment of the interac-

tion

and

T=2,0:0¥2, 2,=0.183 (21)

(see details in Ref. 20Using Eqs.(17), (18), and(21), for
T—T. we have

example, forT./Q;s=0.1 and 0.2, respectively, we ot

spectrum,

- u-/

AC(T) 7 AC(T,)
S
™

Te 2y =, wo|™®
——— 7\1’3( —°> , (22
Qrs v2 Te ' .
0.4 0.10 0.20
T/T,
2b/3

l: i _i Yo L (223 FIG. 1. The factoAC(T)/AC(T.) as a function ofl/T,. (1) BCS theory;
T. 2z, \L/3 7T, ATS (2—-4) strong-coupling theory with the paramefBtw,, equal, respectively,

to 0.2, 0.6, and 1.2.
In the limit of strong couplingR depends only ort,

with R=1—-kt (k=4). Because of Eq22), the deviation of

R from unity should, in general, decrease as the electron-According to Eq.(24), K;>1 andK,=<1. For example, for
polaron effect becomes stronger. Note tkas smaller than A=~20, we haveK;~2 andK,~1.

in the intermediate coupling case fog/Q15=0.2, but re- As an illustration of the possible role of the renormaliza-
mains substantially larger than in the BCS theory, where tion of the factorK,, numerical calculations were done us-

=2.

636. ing the general form of Eq$1)—(3) and specifying the ker-
It is immediately clear from Eq919) and (22) that the nel of the Eliashberg equations in the fo8). The results

parameteil ./ Q)5 depends strongly on the electron—polaronare shown in Fig. 1, where the factarC(T)/AC(T.) is

effe

ct. The above remarks imply that as the electron—polaroplotted as a function off /T, for T/T.<1. It was assumed

effect becomes stronger, fd& the angular coefficient ini- thatw,,/T.=0.2, 0.6, and 1.2. The curve for the BCS theory
tially increases and then begins to decrease. is shown in the figure for comparison.
Let us consider the situation ds—0. We shall assume It is immediately evident from the figure that, for strong
that the conditio)+s< 2T, is satisfied. Using Eq$17) and  coupling withA =20, whenw,,/T.~1, AC(T)/AC(T.) can
(18), we have increase substantially owing to the temperature dependence
T (over the interval 6-T.) of the level population factor and
T(0)/Qrg(0) =Ky =——, the polaron factorP (cf. curves3 and 4). Here it is also
Qrg(Te) necessary to take the renormalization of the Sommerfeld pa-
T wl? rameter into account. Sincex AT, holds, the correspond-
K1=)\1’5< —2,20—) (23)  ing quantity equals £,/T.)?2 Note also that in the case
Ad of intermediate coupling, as we have noted, the dependence
and of the factorR(T—0) ont becomes weakefcf. curvesl
and?2).
T _ l In this paper we have examined the effect of quantum
T(0) T*T. defects on the electronic specific heat of metals in the super-
o [T\ 2053/ A\ /6 conducting state. The electron—polaron effect has been taken
Ko=—1r (_C) (_0) ) (233 into account in the framework of the adiabatic thebiyhas
A Ao “o been shown that for light defects such as hydrogen, the tun-

Here T,(0) and Q;5(0) denote the parameters deter- nelling parameters are significant. The intermediate and

mined by Egs(20) and(17) for T—0. The change in these Strong coupling cases have been discussed. For a delta-
parameters owing to the temperature dependence of the leviéinction spectrum of the interelectronic interaction, it has

pop

ulation factor and of the polaron factBrare taken into been known that the temperature behaviorsef is deter-

explicit account througtk ; and K. mined by two parameter€)+s/T. and T/T.. In this paper
We note the approximate relatfobetweerA, andT. of ~ We have investigated the dependence of these parameters and
the form AC(T) on the electron—polaron effect, taking the tempera-
O T b(L+ 4b)/6 ture variation of the level populations into account. We note
200/T~97 "\ (wo/Ap) : that if the electron attraction spectrum paramddgs/T. at
Then, givenB<1/2, for the quantitiex,; and K, in Egs. T=T, without the electron—polaron effect is eqL_JaI to a few
(23) and (239 we have tenths, then _when the electron—polaron effect is strong the
b6 b6 type of coupling may change. As a result, the character of the
g @0 _ 2 Ao temperature dependenceRE AC(T)/AC(T,) changes sig-
Ki=AN P ] Ko~ —g7em | — (29 " . . S
Ag A wq nificantly compared to the case of intermediate coupling; in
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Irradiation of various single-crystal CuO fadesc,bc, (110)] with 4.6-MeV He' ions has been

found to result in reduction of CuO to g0 and Cu on the irradiated and unirradiated

sides, lifting of forbiddenness from optical transitions in fl@&uQ,]’~ electron center in the
0.7-0.95-eV energy range, a change in dichroism near the bands corresponding to transitions in the
hole centersj CuQ,]°~, and electron centerCuQ,]’~, as well as in a resonant increase

of absorption at 0.95-1.30 eV with an unusual polarization dependence. The results of He
irradiation of CuO single crystals are discussed in terms of a model of the nucleation of

the phase of polagelectron and holecenters in copper—oxygen systems. 1898 American

Institute of Physicg.S1063-783#8)00603-(

The antiferromagnetic semiconductor CuO is a modekxpect that the reduction reaction would increase the number
object for copper-oxide-based high- semiconducting of [CuQ,]’~ electronic centers in tHeCuQ,]®~ matrix. This
phases. The properties of CuO are similar in many respectsork studies the effect of irradiation of CuO single crystals
to those of lightly-doped copper-oxide high-systems with by He" ions on optical absorption spectra in the IR range,
charge inhomogeneities and can be explained using thehere the transitions involving hole and electronic Jahn—
model of nucleation of the phase of polérole,[ CuQ,]°", Teller centers become manifest.
and electronfCuQ,]” ") Jahn—Teller centers in the host ma-
trix [CuQ,]®~. The narrow region of homogeneity of the
CuO crystals does not permit one to produce in them a sig%' SAMPLES AND EXPERIMENTAL RESULTS
nificant concentration of defects by doping and annealing  CuO single crystals were irradiated with 4.6-MeV He

which would act as nucleation centers. Defects in high conions on the U-120 cyclotron at USTU-UPI. The sample tem-
centrations can be created by irradiation. This work is a conperature under irradiation did not exceed 100 °C, and

tinuation of a series of publications dealing with the influ- vacuum was 10° Torr.

ence of radiation-induced defects as nucleation centers onthe The absorption spectra were taken on an improved,
optical and electrical properties of single-crystal CuO. Irra-computer-controlled IKS-21 spectrometer in the photon en-
diation of CuO single crystals with 5-MeV electrons was ergy range 0.12—1.5 eV and on a KSVU-12 spectrometer in
found to increase the resistivity by two orders of magnitudethe 1.0—1.7-eV range, at room temperature and 80 K, in
and change the concentration of the Jahn-Teller hole cenmpolarized and linearly polarized light. As polarizers served
ters, which manifest themselves as absorption bands in theflon- and polyethylene-based grating polarizers, as well as
medium IR range at 0.2 and 0.1 €MIR bands. Implanta-  a Glan prism. Absorption index calculations took into ac-
tion of 6.65-MeV oxygen ions at fluences of up to 3 count the reflection coefficient of the crystal.

X 10" cm~2 was shown not to affect noticeably the electri- Three crystals were chosen for optical studies, namely,
cal and optical properties of single-crystal CuO. Copper oxsample N1 cut in thexc plane, N2 cut in théoc plane, and

ide belongs to the oxides which release oxygen easily undeM3, cut in the(110 plane, which is the natural face of a
ion bombardmertt.It is knowrf that irradiation of polycrys- growing CuO single crystal with monoclinic structure. The
talline CuO with 1.5-keV AF ions reduces the irradiated samples measured typically<Bx 0.3 mm.

surface to metallic copper. Reduction of CuO to,Ouvas Attention was focused primarily on sample N1, because
also observed to occur in polycrystalline CuO irradiated bythe changes observed in earlier stuflies CuO irradiation
He?™ ions in the 5-32-MeV energy rangdt is natural to by electrons were largest in ttee plane. In this work, the

1063-7834/98/40(3)/6/$15.00 383 © 1998 American Institute of Physics
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FIG. 1. Absorption spectra of Cu@¢) (1,2 before irradiation and3,4) E,ev
fi irradiati fi larizations: 1. EI[101
thzr_lz—lﬁtl_oiaradlatlon or two  polarizations:1, 3—EI[101], and FIG. 2. Difference between the Cu@xg) absorption spectra obtained after

(1) the second and first irradiations af®) third and second irradiations for
El[101].

sample was subjected to five consecutive” Headiations

with fluences of 1& cm™2 each. Samples N2 and N3 were
irradiated twice with fluences of 10cm™2 each. 2. After the second irradiation, copper was seen to ap-
Each irradiation was followed by x-ray diffraction and Pear on the face opposite the irradiated one. The absorption
electrical resistance measurements. Structural changes in tABectra exhibit a general rise in both polarizations. The dif-
samples were observed to begin at a fluence of Jerence between the spectra obtained after the second and
x 10" cm~2. The total intensity of th&110) and (020 re- firstirradiations in theEll[ 101] polarization(Fig. 2) shows a
flections increases, and g and Cu phases appear on theweakly wavelength-dependent absorptigollowing a cer-
irradiated face an¢to a larger degreeon the side opposite it. tain rise near the 0.16-eV bandssociated with the contri-
The projected depth of Heion penetration in our case is bution to absorption due to the copper film. The film was
10.4 um. Segregation of copper to an irradiated CuO surfacground off with diamond pastégrain size 0.1um), after
has been reported by a number of autfor@bservation of ~ which the spectrum of the sample approached that measured
Cu,0 and copper on unirradiated crystal faces wasafter the first irradiation.
unexpected.A copper film was visually observed to appear 3. The third irradiation resulted in a strong increase of
on sample N1 after the second irradiation, with more coppegbsorption in the high-energy region. The difference between
segregated to the unirradiated side. the spectra measured after the third and second irradiations
In contrast to electron irradiation which resulted in an (after the sample grindingshown in Fig. 2 grows monotoni-
increase of electrical resistance of CuO single crystéhe  cally with increasing energy. This growth in absorption is
resistance of the samples subjected to" Hens decreased due to the appearance in the near IR range of absorption
only slightly (by 15—20% before the second phase appearedbands absent in the unirradiated crystal. Figure 3 presents
Segregation of copper brought about a stronger decrease itew broad absorption bands of complex shape for two polar-
resistance. izations. The band obtained withl[101] peaks at 0.72
Absorption spectra of sample N1 were studied in two
polarizations, namely, with the light-wave electric vector
parallel and perpendicular to th&01] direction. The anisot-
ropy in the optical and electrical properties is largest in 200}t
the[101] direction in theac plane of the CuO crystaland
it is in this direction that the antiferromagnetically coupled -
Cu—-0O-Cuchains are aligned. We will show the successive 'E
action of irradiation fluences on optical spectra. <
1. A fluence of 18’ cm 2 changes insignificantly the x
spectra of sample N1 in the region of the absorption band
connected with CuQ,]°~ hole centers. As seen from Fig. 1,
He" irradiation results in a slight shift of the 0.2-eV absorp- 1001
tion band toward higher energies, which is the opposite of
the case of electron irradiatiGnAfter irradiation, the weak : : .
absorption band at 0.160.01 eV disappears, and absorption 0.6 0.9 1.2
in the high-energy domain increases. The 0.16-eV band be-
haves irregularly under further irradiation, appearing and disgig 3. cuoac) absorption spectra in the near IR range obtaified after
appearing. It was reliably resolved in the spectra of CuGhe third and after3,4) the fourth irradiations for two polarizationg;3—
samples bombarded by electrdns. EI[101], and2,4—E1 [101].
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FIG. 4. CuOgc) absorption spectra obtained wifla) IKS-21 and (b) 0

MDR-12 monochromators, for different light polarizatiods:=natural light,

2—El[101], 3—EL[101]. -
FIG. 5. Dichroism of CuGdc) with respect to thg 101] axis (1) before

irradiation, (2) after the third irradiation(3) after the fourth irradiation, and
(4) after the fifth irradiation and removal of 8@m from each side of the

+0.03 eV and has a shoulder at 1110.03 eV. In the first sample. Inset: dichroism in the near IR.
three irradiations only one of the crystal faces was exposed.

4. In the fourth irradiation, the face opposite the one

bombarded earlier was exposed. The spectra exhibit the fofgf z)n?;geyrsz;iiszn ?)fstizgnbz??ﬁésgzg?rizzzz?;;viiﬂtziif?er
lowing changes: in the medium IR range, B 101] spec- 99, P

) : i ent polarizations can be considered correct. This is supported
trum in the region of the 0.2-eV band did not change,,  ,nsorntion measurements in the region of the above band
whereas in theEL[101] polarization the spectrum as a made with an MDR-12 grating monochromator with a slit
whole rose by approximately 30—40 cfp which evidences spectral width smaller than 0.01 efFig. 4b. The low-

a change in absorption anisotropy. In the nea(HARy. 3), the energy band peaking at 1.458.005 eV in unpolarized
broad bands at 0.7-1.1 eV found after the third irradiatior]ight and at 1.4410.005 and 1.4500.005 eV in the

disappeared leaving a rise in absorption, monotonic for bOﬂII:‘H[l_Ol] and F_L[l_Ol] polarizations, respectively, has the

polarizations, toward the absorption edge, with o_nly a Sllghtsame nature as the feature presented in Fig. 4a. The high-

difference between the values fBff[101] andEL[101] (@  gnergy, polarization-independent band at 1:522005 eV is
small dichroism. S an exciton-like feature associated with the transition from the
5. The_ surface exposed to the flfth |rr.ad|at|on was theolg ground state to the strongly correlatefi state of the
same as in the fou_rth one. >§—ray diffraction data did notjzhn-Teller doublet in theCuO, ]~ doublet® This band was
reveal any substantial change in the amount of Cu an®Cu ghserved after the sample had been successively ground off
on the surfaces. In the region of the 0.2-eV band, the spegp poth sides and disappeared when the thickness of the
trum underwent changes opposite those observed after thgmoyed layer reached 80 um on each side. After the last
fourth one, namely, the absorption coefficient increased inyinding the absorption spectra observed both in the funda-
El[101] polarization while changing only insignificantly for mental absorption region and in the medium IR range were
EL[101]. A narrow resonance feature is observed near théound to be close to those of the unirradiated safiplete
fundamental absorption edgd-ig. 43. The polarization that in contrast to the measurements carried out with the
characteristics of this feature are unusual for bands originatMDR-12 monochromator under normal incidence of mono-
ing from optical transitions between two levels, in that thechromatic radiation on the sample, in the IKS-21 spectrom-
highest energy of this feature is observed in unpolarizeagter the nonmonochromatic light was incident at 6° to the
light, 1.28+0.12 eV, and its position changes from 0.97 normal.
+0.12 to 1.130.12 eV with the polarization changed in Figure 5 shows the fluence dependence of the dichroism,
direction from EII[l_Ol] to EL[1_01]_ We observed such an i.€., of the ratio of the_difference angsum of the absorption
absorption band at 1.340.12 eV in spectra of electron- coefficients for theEl[101] and EL[101] polarizations in
irradiated CuO, with the absorption coefficient at its maxi-the region of the band associated with i‘lﬁqg—lEu transi-
mum reaching as high as 1000 ¢ The results shown in tion in the[ CuQ,]®~ hole cluster. We see that the dichroism
Fig. 4a were obtained on an IKS-21 prism spectrometer in @ecreases, particularly when the irradiated surface is changed
large number of measurements made in single-channel acc(the fourth irradiation After the fifth irradiation, the dichro-
mulation mode. Therefore while the error in determination ofism is close to that seen after the fourth one. In the high-
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energy region, above 0.4 eV, the dichroism is comparativelgthey are due to transitions in the hole clugt€uQ,]®". In
small, both before the irradiation and at fluences which daontrast to highF. superconductors, in CuO optical transi-
not give rise to bands within 0.7-0.95 €¥6r instance, the tjons in the electron cent¢CuQ,]”~ are forbidden because
fourth irradiation; see inset to Fig.)5When these bands of the electron center in CuO having a triplet ground state.
appear after the third irradiation, the dichroism remains largerhese transitions are observed, however, in microcontact
(up to 30% down to the absorption edge. After the last, fifth spectra of CuO above 0.7 €¥.The radiation-induced de-
irradiation, the dichroism was as large, but only in the centraftects which are produced in CuO single crystals irradiated by
part of the sample obtained after abott80 um were He' jons become nucleation centers and change the concen-
ground off on both sides of the crystal, although no bandsrations of the hole and electron centers.
within 0.7-0.95 eV were directly observed in the absorption  Reduction of CuO to Ci© and Cu on the unirradiated
spectrum of this part of the sample before this procedure. sjde in the sample of thickness 2@ with a projected He
Irradiation of thebc face of the single-crystal sample N2 penetration depth of only 10.4m, implies that H&é bom-
also results in reduction of CuO to gvand Cu, as revealed bardment affects the properties of CuO to distances consid-
by x-ray diffraction, but no copper film was seen visually. erably in excess of the ion mean free pdthe so-called
The main change in absorption spectra observed to occur idng-range effegt Various mechanisms are proposed to ex-
the region of transitions in theCuQ,]°~ hole center consists plain the long-range effects in semiconductor irradiation.
of a decrease in absorption after the irradiation near thehese include, for instance, anomalous diffusion which may
0.1-eV band, which also belongs to the hole cent&ig. 5.  be enhanced by the Jahn-Teller effécor anomalous
Similar to the case with thac plane, broad bands appear in radiation-stimulated diffusion caused by quantum diffusion,
the near IR range at 0.89.03 and 1.02 0.03 eV(see inset  with the potential barrier undergoing periodic inversion due
to Fig. 5. The long-wavelength side of the measuremento charge exchange of diffusing atoffsThe latter mecha-
range was limited by 1.1 eV because of the smallness of thgism can be favored in CuO by the low threshold of the
sample. After the second irradiation the absorption coeffidisproportionation reactidninvolving formation of polar
cient increased throughout the range studied by more thagahn—Teller centers and by charge density waves, whose ex-
60 cm ' and obscured the details of the spectrum. The dijstence in copper oxides was experimentally establidhed.
chroism relative to thé axis near the 0.2-eV band was prac- The effect of elastic waves excited by the ion beam on the
tically unaffected by irradiation, but in the near IR range native-defect system has recently been widely discu¥std.
(above 0.4 eYit increased to 20%. It has been shown recently that shear strain produces in CuO
Irradiation of the(110 plane of sample N3 also resulted results similar to those observed under *Heradiation,
in a rise of the absorption spectrum, which was particularlyhamely, reduction to G and Cu, and a change in tt@20)
pronounced in the near IR. No broad bands were observed iaray reflection corresponding to the parameter This
this region. The narrow band like the one detected from thenakes the elastic-wave mechanism of phase transformations
ac plane, has an energy 1.28.12 eV. and of the long-range effect under Hérradiation of CuO
highly probablée’:!® The elastic waves generated in atomic
collisions in a sample bombarded by energetic particles, or
subjected to strong shear strains under pressure result in ex-
The main findings obtained in irradiation of CuO single citation of atoms, which entails chemical bond rupture and
crystals with 4.6-MeV Hg ions can be summed up as fol- formation of additional polar centers. Copper segregation to
lows: (1) Reduction of CuO to & and Cu, which is par- the ac face indicates anisotropy in the long-range effect,
ticularly pronounced on the side opposite to the irradiatedvith the preferred direction along the twofold akisin the
one;(2) Appearance in the near IR of broad bands having anonoclinic crystal CuO.
complex structure within 0.7—0.95 e\3) Appearance in the The effect of Hé irradiation on the MIR absorption
energy range 0.95-1.30 eV of an absorption feature with abands at 0.2 and 0.1 eV, which are due, respectively, to the
unusual polarization dependence; & A decrease of di- 'A;;—'E, and'A;,—'E,» transitions in th¢ CuQ,]°~ hole
chroism in the region of the absorption band associated witkluster(medium IR rangg differs substantially from that of
the hole centefat 0.2 eVj with increasing fluence for an irradiation by electrons. Electron irradiation produced a red
ac-cut CuO crystal, and an increase of dichroism in the reshift of the 0.2-eV band, its intensity increased, and an addi-
gion of the 0.7-0.95-eV bands. tional band at 0.165 eV appeared against its backgréund.
Like the highT. cuprate superconductors, the physical This was assigned to an increase in hole center concentration
properties of the magnetic semiconductor CuO are describeahd a decrease in the activation energy and binding energy of
in terms of a model considering nucleation of a polar phas@olarons. At the same time the lar@®o orders of magni-
of Jahn—Teller centers’ The existence of nuclei of a mixed- tude increase in the resistivity gfCuO observed to occur
valence phase, whose shape and size depend on the concander electron irradiation is apparently related to the more
tration of hole and electron polar Jahn—Teller centers, sugsubstantial increase in the electron center concentration.
gests that these compounds are materials with chargélectron centers are not seen in absorption spectra because
inhomogeneity. Optical spectra of CuO and of weakly dopedptical transitions in them are forbidden. The copper layer
high-T, cuprates are similar both at the absorption edgeforming on opticalac surfaces under Heirradiation intro-
where they originate from charge-transfer transitions in theluces additional constant absorption, which does not permit
main[CuQ,]®~ cluster, and in the medium IR range, where an unambiguous conclusion on the character of the change in

2. DISCUSSION OF RESULTS
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two levels. Note also the higher intensity of the absorption
240 J peak in the electron-irradiated sample (1000 émcom-
pared to that of the 300-cm peak for the H&-bombarded
160 4 E,eV crystal. This feature is not connected with interference ef-
- T fects in a thin boundary layer. It exists at depths of up to 80
~~0.8_ 0.9 1.0 .11 : X .
~—— pm from the surface. This anomalous band is possibly due to
light scattering from a radiation-textured system of nuclei of
the polar-center phase with a refractive index different from
that of the matrix. The scattering takes place in connection
with strong dispersion of the refractive index of the matrix
near the absorption edge. The differences in the band posi-
tion and halfwidth obtained with two instruments should be
attributed to different slopes of the refractive-index disper-
1 sion associated with the different spectral width of the instru-
0.z E oe\lf 0.6 ments. The deviation from normal incidence and the non-
? monochromaticity of the radiation also contribute to the
FIG. 6. CuOpc) absorption spectra obtainéd,2) before irradiation and ~ Scattering pattern. Incidentally, a strong increase of the re-
(3,4 after irradiation for two polarizationsl,3—Ellb, and2,4—ELblc.  fractive index of the matrix under ion irradiation, which is
Spectra 2,4 are shifted by 40 Ch Inset: near-IR spectra of irradiated the result of radiation-stimulated escape of oxygen and for-
sample. mation of colloidal particles with metallic conduction, was
observed to occur, for instance, in zirconidifn.

) ) . The long-range effect indicates the volume character of
the 0.2-eV band intensity and, hence, on the change in holg,o changes induced by Hérradiation of CuO. The disap-

center concentration. The strong change of the dichréism  ,o4rance of the scattering feature after removal of material
a factor tw9 in the region of this bandFig. 6) indicates  fom poth sides of the sample and the associated restoration

considerable atomic displacements under irradiation and g the apsorption spectrum in unpolarized light to that seen
change in anisotropy, which is particularly substantial whemyefore the irradiation suggests that the most significant

the irradiated surface is replacétie fourth and fifth irradia- changes occur near the surface, at depths belowrB0At
tions). Bombardment by He particles of thebc face does the same time the large dichroisfup to 30% near transi-

not affect the dichroism in the region of the 0.1-0.2-eVyjons in the electronic center in the central part of the sample
bf‘”ds’ ) although the intensity of the 0.1-eV  bandimpjies reduction(formation of electron centersn this part
(*A14— "Ey transition drops significantly(Fig. 6). of the sample too.

The 0.7-0.9-eV absorption bands in near IR, in our  apsorption spectra measured in the region of antiferro-

opinion, arise because transitions in electron Jah”—Te”%agnetic ordering in CuO at 80 K did not reveal any new
centers, which are present in inhomogeneous-phase nuclgiatyres in addition to those seen in unirradiated and
formed at radiation defects, become allowed. The anisotropy|ectron-irradiated samplé§.

near these bands, which exhibits preferential absorption 1p g4 study of the effect of Hebombardment provided

along the[ 101] axis of the crystal, persists like that of the optical evidence in support of light scattering from nuclei of

hole center. The dichroism with respect to 1] axis the phase of polar centers forming near radiation-induced

reaches as high as 30%. A change in the radiation-defedefects, permitted determination of optical transitions in

distribution gradient results in disappearance of the bandslectronic Jahn—Teller canters, and revealed a long-range ef-

and in a decrease of the dichroism. Thus optical transitions ifiect consisting in reduction of CuO to gb and copper on

a triplet electronic Jahn—Teller center require for their existhe side opposite the irradiated face.

tence strong local distortions near radiation-induced defects ,

in the CuO crystal, like those generated under ionic bom-  1he support of the Russian Fund for Fundamental Re-

bardment. In the case of electron irradiation the character ofearch(Grant 96-02-16063as gratefully acknowledged.
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The dependence of the electron mobility on the iron impurity contgatand temperature is

studied for three variants of the ordering offFéons in crystalline HgSe:Fe, a weakly

correlated gas, states with near ordering like that in a strongly correlated Coulomb liquid, and long-
range ordering. The electron mobilities owing to scattering on the correlated systerfi'of Fe

ions are determined. The temperature dependence of the mobility is analyzed for electron scattering
on fluctuations in the charge density in a system df'F&e" iron ions with mixed

valency, and the correlation length is determined. It is shown that the ordering region for the
Fe** ions encompasses only the first coordination sphere, i.e., near ordering in the

position of the F&' ions is established, as in a liquid. The coupling between the ordering of the
Fe** ions and the formation of a correlation gap in the density of imputistates and its

effect on the low-temperature behavior of the electron mobility in HgSe:Fe crystals are examined.
© 1998 American Institute of PhysidsS1063-783#8)00703-3

Studies of spatial ordering in mixed-valency systems and’hus, in crystals with different impurity iron contents, the
the determination of the type of ground state in these systemsontribution to the electron mobility from scattering on the
are important for interpreting the physical properties of crys-correlated F& ion system can be distinguished. Second, be-
talline HgSe:Fe and other mixed valency systéniperi-  cause of the low concentration of Feions, their effect on
mental studi¢shave shown that the anomalous dependencethe conduction electron spectrum is negligible, in both the
of such physical properties of these compounds as theirdered and disordered states. Third, studies of the contribu-
conductivity>* thermal emf, longitudinal and transverse tion of electron scattering on correlated®Fédon systems to
Nernst—Ettingshausen effect€ etc., on the iron impurity the mobility (or to other kinetic characteristit®) can be
concentratiorNg, and temperatur€ are determined by some used to determine the degree of ordering as a function of the
features of electron scattering resulting from the spatial oriron concentration and to track the dynamics of the changes
dering of trivalent iron ions. in the ordering of F&" ions with temperature.

A state with mixed valency of the Be—Fé&" ions in Coulomb correlations in the Ee—F&" ion system in
HgSe:Fe occurs for concentrationsNgs>N*=4.5 crystalline HgSe:F¢as in other mixed-valency systethsit
x 10*® cm~3, when the Fermi level reaches the donor levelhigh iron contents and low temperatures lead to one of three
of iron (e4=0.21 eV)?2 A further rise in the iron content types of ordering(1) a weakly correlated gas of Feions;
only raises the concentration of neutrals in the lattice 8f Fe (2) a state with near ordering like that found in a highly
ions (No=Ng— N*), while the Fermi level is fixed at the correlated liquid of F& ions; and(3) long-range ordering in
d-level of iron. ForNg>N* in FE*-F&* mixed- valency a system of charged centers, i.e., the formation of a Wigner
systems with the same energies, positive charges on iron iomsystal of Fé" ions.

(d-holes can be redistributed over the lattice sites occupied  To explain the anomalous rise in the mobility of conduc-
by F€" ions. Coulomb repulsion of the-holes leads to tion electrons in HgSe:Fe fdg.>N* the hypothesis has
spatial correlations in their positions: the larger the iron conbeen advancédhat a Wigner crystal of Fe ions is formed.
tent, the more free sites there are for redistribution of theLater, others proposéd!! a model of short-range correla-
d-holes and the higher the degree of ordering in the corretions (MKKI ) in which it was assumed that ordering occurs
lated system of F& ions. The F&' ions are the principal in the immediate neighborhood of a given®Féon. It has
scattering centers in HgSe:Fe at low temperatures, so as thégen showhthat this variant of the MKKI modei®**which
become ordered, scattering is reduced and the electron m& based on approximating the pairwise correlation function
bility increases* by a step function, is restricted to weak interimpurity corre-

Crystalline HgSe:Fe is a convenient object for studyinglations. This approximation corresponds to ordering in the
the role of interimpurity Coulomb correlations in mixed- correlated system of Bé ions of the weakly correlated gas
valency systems. First, when they displacéHin the crys-  type? The variant of the MKKI model proposed in Ref. 4 is
tal lattice sites, the P& ions do not disrupt the spectrum of valid for arbitrary magnitudes of the Coulomb correlations in
the band current carriers but only cause alloy scattering ofin Fé' ion system. It has made it possible to calculate
the electrons owing to the potential differende&/=Vg,  w(Ngd qualitatively over a wide range of iron contents. It
—Vygz+. This potential is localized in a unit cell and its was shown that foNg>N* in HgSe:Fe crystals, Coulomb
contribution to electron scattering can easily be isoldted.correlations lead to the formation of a ground state of the

1063-7834/98/40(3)/7/$15.00 389 © 1998 American Institute of Physics
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correlated F&" ion system of the correlated Coulomb liquid as in a binary alloy consisting of charged®Feand neutral
type. However, this conclusion about the type of ordefing, in-the-lattice F&" centers. We write the electron mobility in
which is based only on an analysis of the dependencthe form
1#(Ngg), is limited. First, the two other orderings of Fe ions 1
. 1 1
(weakly correlated gas and Wigner crystalere not ana- w(Npo)=| —+ _> ’ (1)
lyzed and, in this regard, the question of the adequacy of Mc  Ma1
these data remained open. Second, this conclusion is limiteghere 14 and u, are the contributions to the mobility for
to an approximation of the correlated*eion system by a  gcattering of electrons on the correlated*Fion system and
model system of hard spheres. Thus, the variations in thgn the alloy potential. Scattering on the alloy potential
mobility 4(Ne) for the three ways of ordering the Feions  causes a monotonic reduction in the mobility as the iron
whenNg>N* have been analyzed further. In this paper it iscontent is raised.
shown that forNg>N* the dominant contribution to the
relaxation of the electron momentum is from alloy scattering _ A -
and that it is rather difficult to reach an unambiguous con- Hal— KeH Doy ' )
clusion in favor of one of the ordering variants based solely, . +
on data aboui(Ngg). In this regard, we have examined the Here No and_N+ are the (_:oncentranons B Fgand Fé
temperature dependence of the mobility for electron scattet>" respect!vely, anflg,, is the _electrqn mobility fo-r scat-
ing on fluctuations in the density of charged centers resultin%erlng on a @sordered aggregation of ons. A(i(iordlng to the
from thermally activated transitions dfholes between Fé rooks-Hergmg theorybgyy=In(1+bg) ~1/(1+bs 7), where
and Fé" ions and determined the correlation lengtifT). bs:(ZKFrS),’l s is the Thomas-Fermi screening radius,
We have also shown that the ordering region of the correfp“):l_bS In(1-+by, andA.|s the ratio of the interaction
lated F&" ion system encompasses only the first coordina—conStant,s for the electrons with the ngutral and charged cen-
tion sphere(as in a liquid. This makes it possible to deter- ters+, _est|mate”dasA=O.1. qu scattering on _the correlated
mine the type of ground state in the ¥eion system of Fe** ion system, the expression for the mobility has the form
HgSe:Fe for low temperatures amdE>N* without using dgy
the hard-sphere model approximation for the correlated Fe #e(NFe) = pH D
ion system. ¢
A second important problem involving mixed valency 1 x3S(2kg x)
systems is to study the effect of the ordered correlatéd Fe De(kp)=2 J 0 m X, ©)
ion system on the structure of the impuritsband. It is ®
knownt?13that in gapless compensated semiconductors sucithereS(q) is a structure factor characterizing the degree of
as HgCdTe the interaction of oppositely charged donors an@rdering of the donor system determined in Ref. 4. For a
acceptors leads to the formation of Coulomb pseudopoterflisordered syster8(q) =1 and®(kg) =gy
tials at the Fermi level, a minimum in the density of impurity ~ Equations(1) and(2) make it possible to isolate from the
states withg(e ) >g.(eg). % An analysid'**of EPR dataon experimentally measured mobiligy®*(Ngy) the contribution
Fe** ions based on the MKKI model, which is valid in the ¢ ®(Neg owing to scattering on the correlated®Féon sys-
case of weak Coulomb correlations, showed that there is &m,
minimum in the density ofl-states, but could not establish exp_ (=1, =1y-1 4)
whether a gap or a pseudogap is formed at the Fermi level. A e Hexp™ Kal '
Coulomb gap in the density of impuriy-states was neces- An analysis of experimental data using E4) showed that
sary for them to reduce the effect of resonance electron scater T=4.2 K andNg>3x 10 cm™3, scattering on the cor-
tering ond-states of the impurity iron, inclusion of which related F&" ion system is roughly 8 times less likely than
had led to catastrophically low values for the electron mobil-that on randomly distributed Be ions? Thus, in HgSe:Fe,
ity in HgSe:Fé€ It is shown in Section 4 that in the weak interimpurity Coulomb correlations are strong and cause a
Coulomb correlation region, the ordering of the correlatedsubstantial spatial redistribution of the¥dons.
ion system in HgSe:Fe leads to the appearance of a correla- In calculating the structure factd®(q) in the strong
tion gap in the density of impuritg-states, i.e., to the for- Coulomb correlation regidn® we have used the Perkus-
mation of a finite energy gap between the filled{Peand  Yevick approximatiof® for the hard sphere model system.
empty (F€™) states, whergy(e) =0, and to complete sup- Here the integral equation for the direct correlation function
pression of resonance electron scattering. can be solved exactly, ar8(q) is found without using per-
turbation theory in a small parametéThe physical reason
which permits the correlated Feion system to be approxi-
mated by a hard sphere model system is the following: an

1. ELECTRON MOBILITY IN HgSe:Fe WITH SCATTERING analysis of the gain in free energy for ordering of the corre-
ON THE CORRELATED Fe3* ION SYSTEM FOR THE lated Fé+ ion SyStem has ShOVb?]that Coulomb repulSion of
THREE TYPES OF ORDERING d-holes redistributes them in a way such that a correlation

sphere of radius. without any otherd-holes in it develops
In accordance with the model proposed in Ref. 4, wearound each Fé ion. This makes it possible to approximate
shall treat the scattering of conduction electrons in HgSe:Féhe correlated F& ion system by a system of hard spheres
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of diameterd=r in which the degree of ordering is deter- where 5., determines the limiting value of the packing pa-
mined by the packing parameter=7d>N, /6, equal to the rameter whenNg>N* for the different kinds of ground
ratio of the volume occupied by the hard spheres to the totadtate: for the weakly correlated gag,.=0.125, for the
volume of the system. As the concentratldg, is raised, the strongly correlated Coulomb liquig.,,=0.45—-0.47, and for
number of free sites for redistribution dfholes increases, the Wigner crystalby,,=0.52—-0.64.

so thatr. and, therefore, the degree of ordering become Plots ofu.(Ngg calculated using Eq$3) and(5) for all
larger'® This approach has been fruitful for describing ther-the types of ordering of the Be ions in HgSe:Fe at low
mogalvanomagnetic effects in crystalline HgSe'Fe. temperatures are shown in Fig. 1. This figure implies that the

As —0, the aggregation of scattering centers is entirelyweakly correlated gas model can be used only for concentra-
disordered $(q)=1). The rangep<0.125 corresponds to a tions Np<6x10® cm 3 The values of the mobility
weakly correlated gasFor the correlated Coulomb liquid, w.(Ngd for Nge>3x 10 cm™2 lie in a region correspond-
7=0.45-0.47. These values of the packing parameter ariag to a strongly correlated Coulomb liquid. Mobilities
obtained for all liquid metal$>!’ The degree of spatial or- u.(Ngo for long-range ordering like that in Wigner crystals
dering in a hard sphere model system increases discontinlie somewhat higher. Thus, an analysis of the ordering of the
ously as the packing parameter is raised, andsfer0.74  correlated F& ion system in HgSe:Fe at low temperatures
ideal hexagonal close packing is realized. According to thavould suggest that the ground state of the system &f Fe
statistical theory of Bernaf, for defective hexagonal close ions in the hard-sphere approximation is a strongly corre-
packing, n~0.64. The calculated values of for dense- lated Coulomb liquid. Actually, however, data on the mobil-
packed cubic and body-centered cubic lattices are 0.52 arity u.(Ngo alone are not sufficient for such an unambiguous
0.68, respectively. Nevertheless, this does not mean that orm®nclusion. In fact, foNz>N* the dominant contribution
of the above lattice types will be realized in a hard spherdo the relaxation of the electron momentum is from alloy
system. Since fory>0.52 the peak in the pairwise correla- scattering(curve6 of Fig. 1) and the total mobility becomes
tion function of the distribution corresponding to the third insensitive to variations im,, from 0.45 to 0.52. Figure 2
correlation sphere is fairly distinct, we can take this value ashows calculated..(Ngo) curves for different values of the
an arbitrary boundary between near and far ordering. As wearametersy and A. It is clear from this figure that the
shall see below, the final result will be insensitive to thisu.(Ngo) curves2—4 are close to the experimental ones, al-
assumption. though the values ofi. for Nga>N* differ greatly. There-

It is evident that the spatial correlations in the’Féon  fore, in the following we shall consider another method for
system are stronger, the higher the concentration of neutraletermining the type of ordering of the Feions in HgSe:Fe
Fe&* centers. FONg>N*, one of the three types of order- at low temperatures.
ing is established in the correlated®Féon system. An equa-

tion for the packing parameter as a functionN\y,, which is

valid for the three types of ordering in the correlated'Fe 2. THE TEMPERATURE DEPENDENCE OF THE MOBILITY
. ) . o FOR SCATTERING ON DENSITY FLUCTUATIONS IN

ion system, can be obtained in a way similar to that em-,c ~cORRELATED Fe®* ION SYSTEM AND THE

ployed in Ref. 4, CORRELATION LENGTH

1—ex;{ - %)
7 Ny

The temperature dependence of the electron mobility
(5) u(T) in crystaline HgSe:Fe has been examined

e elsewheré®2° Beginning with a model of Wigner crystal




392 Phys. Solid State 40 (3), March 1998 I. G. Kuleev

75
@
> 10
o ,
£ FIG. 2. A comparison of the calculatgd(Ngy) curves
29 B with experimental dafafor different values of the pa-
$~'~ rametersz,,=0.125 (1), 0.45 (2), 0.47 (3), and 0.52
b~ (4,5 andA=0.1(1-3,5 and 0.12(4).
5F
0 1
7

Fe" ions, an analysis was madeof the effect of the non-  §.—0. With ordering,¢. increases and in the limig,— o
idealness and vibrations of the Wigner lattice of thé*'Fe long range ordering is established. The temperafyeat
ions on the mobilityw(T). This approach has been criticized Which this happens is the critical temperature for the order—
in Ref. 2. The results of a calculation gf,(T) have been disorder(strongly correlated Coulomb liquid—Wigner crys-
compared® with the total mobility x®¥T). In fact, it was tal) phase transition.
necessary to isolate the contribution owing to scattering on  Calculations of Wigner crystallization of electron
the correlated Fe ion system from the experimental data plasma&*** have shown that the nonidealness parameter of
according to Eq(4) and to compare the theoretically calcu- the plasma at the phase transition point is
lated w.(T) with this contribution, as we have done here. In e?
Ref. 20, the total mobilityw(T) and w.(T) were calculated [.=347N./3
for crystalline HgSe:Fe using a temperature-dependent hard- xksTe
sphere model, and qualitative agreement was obtained witiyhere y is the dielectric permittivity. This gives an order—
experimental data. In the following, another method is prodisorder transition temperature for thd-holes in an
posed for describing the temperature dependence of the mge** —Fe&+ system(for y=20) of T.=1 K. During the onset
bility. It has the advantage that it can be used to determinef near ordering in the correlated Feion systemg. should
the type of ordering in the correlated ¥eion system. be on the order of the interimpurity distanBe =N*3. we

Let us consider the temperature dependence of the co’hall examine scattering on long-wavelength fluctuations in
tribution to the mobility u(T) from electron scattering on the Fé* ion density and show that, in fact, fol
the FE€* ion system forNee>N*. As the temperature is =5-10 K, £,=(1—2)R. . In this case the expression for
raised, the migration ad-holes between Fé and FE" ions  the mobility u¢(T) has the forn?®

is enhanced, and this leads to disruption of the order in the
correlated F&" ion system and hence to increased scattering po(T)= 37h _ #erFeH
C

=155+10, (7)

of electrons by the charged centers. Transitiongl-dfoles degFe.  F(T)

between iron ions can be regarded as thermally activated

fluctuations in the density of charged*feenters in a binary Fo(T)= tbo b n be(1tby) 1 ]
Fe"—F&" alloy. It has been shown that the spectrum of ¢ (be=bg) [(be—bs) ~ bg(1+be) 1+Dbs
long-wavelength fluctuations in these systems is well de- ®
scribed by the Ornstein—Zernike thedfywhich makes it Here eg is the Bohr energy,t=T/T., &=Ar3

possible to estimate the scale of ordering in alloys and simisx t— 1|—1, A is an adjustable parameter of the thedny,
lar systems. The degree of ordering of the system of particles (1/z<Fr0)2, b= (1/2(Frs)21 b.=Dba(t—1), and bu
in this case may be determined by a correlation function of=p_/A. As can be seen from Ed8), the expression for
the form'™ wue(T) contains three parametens;, T., and A. We can
1 r eliminater, from Eq.(8) by taking the ratigu:(T)/u(To),
I'iry=-— exp{ - =, (6)  where we have takem, to be 10 K. By varying the param-
r & etersT, and b,, we attempt to describe the experimental
where &, is the correlation length characterizing the size of ug™™(T) curves for different concentrations of iron in Hg-
the ordering region. The temperature dependencé.afe-  Se:Fe. The values of the main parametexsg), kg, rs,
scribes the change in the scale length of the ordering of thetc., have been chosen to be the same as in the analysis of the
system. At high temperatures the system is disordered antbncentration dependence of the mobility.
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Figure 3 shows the calculatgd,(T) curves and experi- order of 10 meV. The Fermi level separates the empfy Fe
mental datau®®T) for HgSe:Fe samples with large iron d-states from the filled states (£¢. With ordering, each
impurity contents. Note that the values af™T) for Hg-  Fé&®* jon at pointR; lies in the field of a correlation potential
Se:Fe samples witlNge>3x 10" cm™2 are essentially the U (R;) determined by the self-consistent effect of the poten-
same over a wide range of temperatures. This confirms oufals of the other F& ions surrounding the given iof,
model for ordering of the Fé ions; a ground state has
formed in the correlated Bé ion system, so that the tem-
perature variation in the degree of ordering of thé'Fens Us( Ri):;ti V(Rj)(9(Rjj)—1). ©)
no longer depends on the iron content. It is clear from the J
figure that over temperatures of 5-40 K, the computational HereV(R;) is the potential created by ttjeth Fét ion

results are in fair agreement with the experimental da8. 4t the pointR;. For a screened Coulomb interaction of the
higher temperatures the calculatpd(T) exceed the mea- jons we have

sured values. This difference occurs because we have ne-

glected electron-phonon scattering, which makes a signifi- e2 (= gZdq sin(gR)
cant contribution to the mobility fof >40 K.?* The values Ug(R)=— f =2 (S(@-1) —(x— (10
of the variable parameters ar@.=1-2K and by, X7 qr
=0.005-0.01, whiler,=(1-2)x10 %cm™3 Thus, the
value of T, obtained by fitting thew(T) curve is consistent
with the value found for Wigner crystallization of an electron
plasma??23

0 q2+rs

The potentialU4(r) tends to redistribute thd-holes in the
system of F& —Fée** ions whenNg.>N* so as to ensure a
minimum in the potential energy at those places where there
. : . are F&" ions. Equationg9) and (10) make it possible to
The correlation length determined from (T) is & analyze the gain in the Coulomb energy per centd,,,

=(1~16R, for T=5K, Thl.J.S' an a_naly5|s of _the tempera- for an ordered ion distribution compared to a disordered
ture dependence of the mobility during scattering on fluctua- " 1517

tions in the density of charged centers has shown that, i '
fact, the ordering of the correlated ¥eion system in Hg- AE. 1 2 (= q2d
Se:Fe for low temperatures afd:>N* encompasses only AEklz_ng: ~U(0)= f g (12 (S(q)—1).
the first coordination sphere, i.e., near ordering develops in NEe 2 2xm Jo q°+rg
the positions of the Fé ions, as in a liquidhence the term (11
strongly correlated Coulomb liquidFor T<5 K, the experi-

mental mobility data cease to depend on the temperé&ure,':h'gure 4 ShO]\CNS dplo_ts OﬁEﬁl ars1 a fu;ctlon ONIF‘? forl thef
while the theory of scattering on critical fluctuations predictst ree types of ordering of the charged centers. Itis clear from

a sharp increase in the mobility owing to the further devel-this figure that the gain in energy for the weakly correlated

opment of ordering in the correlated ¥eion system as gas differs greatly from th\E,, obtained for a strongly

T—T,. As we shall see below, the observed mobility behav_correlated Coulomb liquid. On the other hand, the energies
c* [

ior asT—0 is caused by the presence of a correlation gap iréEkl for a strongly correlated Coulomb liquid and a system
the density of impurityd-states with long-range ordering differ littléby 0.3—0.4 meV.; this

confirms that the system of Feions is close to a strongly
correlated Coulomb liquid—Wigner crystal phase transition.
The sharp rise iIMEy, for N* <Ng<1x 10" cm 3 takes
place because it is primarily the closesholes which move

In the absence of ordering effects, the random fields ofiway from one another during ordering. This yields a maxi-
the F€" ions cause spreading of the energies ofdkgtates mum gain in the Coulomb energy and leads to the formation
and the formation of an impurity gap with a width on the of correlation spheres around each*F&n.2® It is this cir-

3. THE CORRELATION POTENTIAL AND THE GAP IN THE
DENSITY OF IMPURITY d-STATES
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Fe AE;j; is the energy of an inelastic transition ofiehole from pointR; to R;,

equal to the difference in the energies of the two configuratipnand (Il)

FIG. 4. AE,; as a function ofNg, for the three types of ordering of the
k1 Fe wp 9 of the near-ordering cluster.

charged centergl) weakly correlated gasr(,=0.125),(2) and(3) strongly
correlated Coulomb liquidz..=0.45 and 0.4), (4) and(5) Wigner crystal
(7-.=0.52 and 0.6%

ration temperature T~10° K), it turns out that Ry,
~(1-2), (aq is the lattice constant Thus, AE;>AEp,
cumstance which allows us to approximate the spatial=A. Equations(10) and(12) then imply
correlation system of the Bé ions by a system of hard s 2 4
spheres e“(ARmin)® (= Q°dq
P : . . . o . A~ 72 (S(q)—1). (13
In discussing the impuritg-states of iron ions in Hg- 6y 0 q°trg
Se:Fe crystals, two competing effects must be taken into aGor AR =107 cm Eq.(13) givesA~5 K whenNgo>3
count: s—d-hybridization, which facilitates the delocaliza- e o3 Rough’ly the same estimate d hasF been
tion of d-holes, and Coulomb correlations @fholes, which obtained® for a linear chain model of Bé ions. The exis-

tend to preserve the local character of the impurity stateSance of a minimum energy for the-electron transitions

Since the width of‘%gdl-lleve_l owing tos—d-hybridization is e ang that the band of filled Fed-states is separated from
less than 0.1 meV,™ while the energy of the Coulomb o 1ahq of emptyl-states by a finite energy, whereA is
correlations of thed-holes is two orders of magnitude g piantially greater thah,, the temperature of the strongly
greater, the local character of tiiestates is maintained in oo qrejated Coulomb liquid—Wigner crystal phase transition.
crystalline HgSe:Fe. It should be noted that, although the Thus, ordering of the correlated Feion system in
s—d-hybridization interaction is weak, it can play an impor- ixo 4 valency systems leads to the formation of a correla-

tant role in the inelastic scattering of conduction electronstion gap between the filled and emptystates and not to an
and lead to charge exchange of iron idn$he potential Efros—Shklovski pseudogap?'® as has been assumed

U4(R;) inhibits jumping byd-holes from F&" to F€" ions,  ¢jsawherd®! The role of resonance scattering of conduc-
thereby contributing to their localization on charged centersyin electrons ord-states in HgSe:Fe compounds at low tem-
Because of the random distribution of the’Féons over the peratures has been discussed éctively in the literAf9ret
crystal lattice sitesand, therefore, in near-ordering Clus¥ers paseq on the above analysis, we can say definitively that
the probability of many-particle transitions by-holes is  jniarimpurity Coulomb correlations completely suppress
small, and their contribution can be neglected at low tem-.cqnance scattering: the density dtates at the Fermi
peratures. Here we restrict ourselves to examining singleg, g gu(sr) =0 andA->F (T'y is the width of thed-level
particle transitions: we shall assume that a transition of %win'g tdo SF_ d-h;/bridizatiog' agcording to Refs. 10 and 11
d-hole in a near-ordering cluster from an’fFdon located at I',<0.1 meVi. As can be seen from Fig. 4, foMpN* ’
the pointR; to an F&" ion at the poiniR; takes place inthe  oqonant capture of a conduction electron at dHevel of
static field of the remaining Pé ions (Fig. 5). The inelastic the FE* ion requires a large activation energy.(0)

. . o . . s
energyAE;; of this kind of transition is equal to the differ- _ 54 mev uniike scattering processes with charge exchange
ence in the energies of the two configurati¢h. 5), of d-centers. The mobility behavior of HgSe:Fe foNg,

> N* )
AE;=U(R)~U(R). (12) >N* and T—O0 also becomes understandalfeg. 3). At
temperature§ <5 K, d-hole jumps are frozen out, the cor-
Since iron ions displace Hg ions at lattice sites, there related F&" ion system loses its capacity for long-range or-
is @ minimum jump length for d-hole,AR;;=AR,,. Given  dering, and the electron mobility, as observed in
the Coulomb interimpurity correlations at the sample prepaexperiment$® ceases to depend on temperature. The near
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ordering of the correlated Be ion system “freezes” and in This work was supported by the INTAS progrd@rant
a certain sense we can speak of a transition of tHé km  No. 93-3657 EXJ.
system into a metallic glass st&té’ (taking th|§ t(_erm to 1D, 1. Khomski, Usp. Fiz. Nauki29, 443(1979 [Sov. Phys. Usp22, 379
mean a frozen strongly correlated Coulomb liquidhus, (1979].
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A generalization applicable to magnetic semiconductors is proposed for the Mott criterion for
transitions of heavily doped semiconductors from an insulating into a highly conducting

state. Based on this generalization, a study is made of insulator—-metal transitions in a
ferromagnetic semiconductor associated with temperature variations and of insulator—metal
transitions in an antiferromagnetic semiconductor acted on by a magnetic field. These results are
of independent interest for nondegenerate semiconductors as well, since they yield the
temperature and field dependence for the impurity state radii and for the energies and
magnetizations of unionized donors or acceptors. 1998 American Institute of Physics.
[S1063-783%8)00803-X

Many heavily doped magnetic semiconductors undergo é&emperature one, so that the system may remain in an insu-
transition from a highly conducting to an insulating statelating state up to very high temperatures.
when the type of magnetic ordering is changed or when the The simplest theory of insulator—metal transitions in-
ordering is destroyed. For example, within a certain range ofluced by a magnetic field is the following: As first shown by
donor impurities as the temperature is raised the ferromadrkhin,* a gap appears in the conduction band for antiferro-
netic semiconductor EuO experiences a transition from dnagnetic ordering. When the band is half filled, the lower
highly conducting state into an insulating state in which thesubband is completely filled and is separated by a gap from
jump in resistance is a record 19 orders of magnitude. the upper subband, i.e., the system is in an insulating state.
the temperature is raised further, samples with a high impuYVhen a ferromagnetic ordering is established, the gap van-
rity content pass through a peak resistance in the neighbofshes and the crystal becomes highly conducting. This simple
hood of the Curie poinT¢ and return to a highly conducting theory, how_ever, is cI_earIy inadequate for systems in which
state, while samples with a lower impurity content remain inth€ conduction band is much less than half full. ,
an insulating state up to the highest temperatures. Similar In this paper a theoretical interpretation of these transi-

although less marked resistive singularities occur in the marfions IS given under conditions such that the conduction band

) . Is far less than half filled. A mechanism is proposed for these
ganites(La;_CaMnOs, etc). (See the review by Nagaéy. transitions based on the development of a local magnetiza-

In some mangamtes magnetlc f!elds are four)d 0 Induc%on in the neighborhood of a defect and the smoothing out of
a transition from an insulating to a highly conducting state. It

il v with a di i ¢ tion f the magnetization over the crystal in an external magnetic
occurs simultaneously with a GISContinuous transition roMge 4 - 1his mechanism is related to that described above and
the antiferromagnetic into the ferromagnetic state, e.g.,

ith 0.9<x<0 52 IrEbperates when the impurity concentration is close to the criti-
Pr_xCaMnO; with 0.3<x<0.5. . _ cal value at which a Mott transition takes place. It can ex-
The nature of the insulator—metal transitions which oc-

. . > plain Mott transitions which occur during temperature
cur as the temperature is changed is the followirige ra- changes, as well as in a magnetic field.

dius of the electron orbit at a donor in a ferromagnetic semi- ¢ emergence of magnetization in the neighborhood of
conductor is smaller for finite temperatures than 160 5 donor and the associated reduction in the orbital radius
because of enhanced magnetization in the neighborhood Qfere first noticed in a study of an antiferromagnetic
the donor owing to indirect exchange betweerspins  semiconductof, and shortly thereafter it was pointed But
through the donor electron. The difference between the maghat the local magnetization increases near a donor in a fer-

netization averaged over the crystal and the local magnetizaomagnetic semiconductor at finite temperatures. The ques-
tion in the neighborhood of the donor is greatest for temperation of the orbital radius was not discussed there.

tures close tdl . Thus, if the Mott criterion(1) is satisfied
atT=0, it may cease to be valid in the neighborhood ef,
and as the temperature increases a transition from the metd- 'NPIRECT EXCHANGE THROUGH A LOCALIZED
lic to the insulating state should take place. ELECTRON

It might be supposed that a reverse transition should oc-  As opposed to an Anderson transition, a Mott transition
cur at very high temperatures, since a correlation betweeis associated only with electron correlations, and not with
spins is absent everywhere, including the neighborhood odlisorder in the positioning of impurity atoms. It is well
donors or acceptors. It will be shown below, however, thaknown that, even in a periodic system of atoms far removed
the low-temperature radius actually exceeds the highfrom one another, if the distance between them is sufficiently

1063-7834/98/40(3)/5/$15.00 396 © 1998 American Institute of Physics
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large, the electrons will remain localized, each at its own
atom. They become delocalized when the distante¥® Hsd:_Ag (Sy'9)D(r—g),
between atoms becomes comparable to their atomic radius

a, . As a criterion for the delocalization in nonmagnetic su- 1
perconductors, Mott proposed the inequdlity Haa=—5 > (SySyea)— X (SyH), i)
nY3a,>0.25, (1) WwhereD(r—g) equals 1 inside the unit ce§ and zero out-

side it, andSy ands are the spins of the atoify) and con-
duction electron, respectively. The interaction of the

where a, is the same as the Bohr radig=eo/me’ s-electron with the external magnetic field need not be writ-

(A=1). The Mott criterion follows from the condition for . L . .
| : . en down, since it is constant fér>0 and a given field.
the existence of a discrete level in the screened Coulom . : .
. . . In the following we shall assume that the inequality
potential of a degenerate semiconductor, i.e., from the cons 5 . o . .
o . - . . AS<W~1/ma’ is satisfied, whera is the lattice constant
dition of absolute instability of the metallic state. This ap- : . . . N
. . . and S is the spin of the magnetic atom. This condition is
proach, however, can hardly be viewed as rigorous, since th o . . o
. 4 2 : Clearly satisfied in the europium chalcogenidés.addition,
number of potential wells in a crystal coincides with the

. . it may also be satisfied in materials such as the manganites
number of atoms and the appearance of a discrete level in an

individual well by no means excludes the formation of anwhlch are currently of great interest because of their enor-

energy band from these levels. The Mott criterion agrees s00Us magnetic resistance. Although for a long time it was

4 . ; : assumed that the holes in them move over the Mn ions, so
well with experiment, that it makes sense to regard it more aﬁ,‘ .
empirical. at double exchangeN(<AS) occurs in them, recent ex-

The question arises of how to extend this relationship tcperlmental dathindicate that they, in fact, move along the

i . ; . gxygen ions, which corresponds to the opposite inequality.
magnetic semiconductors, whose electrical properties affec We beain the discussion with the long-range paramad-
their magnetic properties andce versa This can be at- 9 g-range p 9

tempted, taking the initial state to be either the metallic Olrnetlc region. in order to find the ground state of an electron at

the insulating state. The first approdtlike that of Mott a doSr}?]gew;SshS?gnlqjsoejg ﬁgfg?gle%ocaerigjés Slow com-
himself, is based on the condition for appearance of a dis-ared o thes),/-electron Eubs stem. it ?s natural to use an
crete level in the total potential, including the screened cou? Y '

lomb and exchange potentials. As a result, in the atomigd'abatlc approximation, assuming that the state of the mag-

radius of Eq.(1) the actual permittivitye, is replaced by an netic_s_ubsystem_depends on its av_graged characteristics. The
i A 0™ . conditions for this are the inequalitigsSW<1 andIS/A

effective permittivity for a degenerate semiconductor which L )
. i . . <1. A test wave function is, therefore, sought in the form
includes the exchange interaction between the conduction
electrons and the magnetization. W(r,S9)=y(r)®{S}, 3

Besides the fact, already mentioned above, that the ap-
pearance of an isolated discrete level is not equivalent to awhere ® is the normalized magnetic wave function, which
insulator—metal transition, this approach has the furthetvill be made more specific below as a functional of the elec-
shortcoming that the effective permittivity has always beeriron wave functiony. After constructing a wave equation
calculated for a highly degenerate semiconductor, i.e., agwith the hamiltonian(2) and wave functior{3), by multiply-
suming that the wave functions of the conduction electrondng it by ¢ on the left and integrating with respect to the
correspond to plane waves, which is hardly true near a trarcoordinates we obtain the wave equation for the magnetic
sition boundary. Otherwise, a specific examination of arsubsystem:
insulator—metal transition based on this generalization of the
Mott critgrion has not been made.. N H,®=(E—Eo)®, Ee:f * Hoydr,

In this paper we analyze an insulator—metal transition
with the insulating state as the basis. In this case, the atomic
radiusa, in Eq. (1) i_s chosen to be Fhe actqql radiu_s ina  H,= —A>, w(g)(Sys),  w(g)=|¢(g)|*as. 4)
nondegenerate semiconductor and it, specifically, is com-
pared with the average distance between impurities. Thigye seek a magnetic wave function of the form
analysis is more physical. Besides information on the
insulator—metal transition, it provides information on the  ®{S’}=¢{S}d(0,1/2)+ x{S*} 6(0,—1/2); (5

roperties of nondegenerate magnetic semiconductors, . . .
prop g g vehereﬁ(a,t1/2) is thes-electron spin wave functiorigp, x)

topic of independent value. is the t ; functi ¢ tilespi &
The basis of this discussion is the one-electron hamil!> '€ (WO component wave function of taespins, and S’}

tonian in ans—d model with an additional energy from the is the set of its variables. Using Ed#) and(5), we have

Coulomb interaction between the electron and a donor. In the ALT ALZ
coordinate representation it has the form > o+ E— 5 >X=O,
H=H,+H+H H.,= A ¢ =1 E+ALZ +AL_ =0
=HetHsatHag, He=—57— %, (h=1), - |et = x=0,
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ented parallel or antiparallel to the direction of the angular

L= 2 w(9)Sy, (6) momentum and fluctuates along with it. This ensures a maxi-
9 mum gain in thes—d-exchange energy for the energetically
whereL ™ =L**iLY. favorable direction of the-spin relative to the angular mo-

Solving the system of Eqs(6) with an accuracy of mentum of the localization region.
1/(2SN,), whereN, is the number of magnetic atoms over
which an electron is spread at a local level, yields the fol-

lowing expression for the effectwe magnetic ham|lt_on|a}n2_ TEMPERATURE-INDUCED MOTT TRANSITIONS
Hme, Which has the same eigenvalues as the hamiltonian

H,, but only acts on the component of the wave function At high temperatures, when correlations between the
®: d-spins are weak, the magnetic hamiltonia can be rep-
A 2 resented in the Heisenberg form
Hme=*75 1 2 W(gwW(N)Sy St (7)
2 | gf A 1
Hu==7 VPHHy, Hy=—3 2 1@NSS,

The double sign in Eq(7) corresponds to the two permitted

values of the total angular momentum of the system, A

L+1/2 andL - 1/2, obtained by adding the total momentum  |(g,f)= —= ww;+14(g—f),

L of the system in this region and the electron spin. The 2\P

upper and lower signs correspond to the first and second of

these two values of the angular momentum, respectively. In  P=S(S+1)>, wg, (12)
order to confirm this directly, it is sufficient to write the

indirect exchange hamiltoniahi,,. for the case ofw(g)  where directd—d-exchange has been taken into account.

=1/N,, retaining terms~1/N,, Then the free energy of the system is given by
A |1 1 A Hy
— - 2 = - — — -
me= 3N 5 L +Z , (8) F=E. 5 VP=TInTr ex;{ T ) (12

for which the exact eigenvalues are AL/2 and A(L Using the high-temperature expansions, for the first order in
+1)/2. In deriving Eqs(7) and (8) we have used the fol- 1/T we find
lowing equations, which are valid for any function $f:

S f(SH)=Ff(S+1)S", L L"=L?—L%L%*+1). (9

They follow from the definition of the operat@™ and the S?(S+1)? 5

spin operator commutation rules. BT > J(g.f). (13
Evidently, the hamiltonian§7) and (8) are isotropic, as ) . o ]

they should be. Unlike the Heisenberg hamiltonian, they deEduation(13) will be minimized with respect to the electron

scribe many-spin exchange, involving up My(N,—1)  Wave functiong.

d-spins, rather than bilinear exchange. The intensity of indi-  AS Ed. (10) implies, s—d-exchange tends to reduce the

rect exchange between spins depends on the distance baZ€ of the localization region for theelectron, since then

tween each spin and the center, rather than on the distandaS—d-exchange energy is lowered. According to this prin-

between spins. Thus, despite its apparently simple structur&/PI€. it is appropriate to choose the orbital radius as a varia-

the hamiltoniang7) and (8) are quite complicatedThe ei- tional paramete'r in the condition for m|n|m|2|ng the free

genvalues of the latter are known, but determining the eiger€N€rdy. Assuming that the electrostatic energy is much

A
F~Ec— % JP—NT In(25+1)

functions is an extremely complicated problém. greater than the—d-exchange energy fof —c« given by
The hamiltoniang7) and (8) give perfectly correct val- Eq. (10), we seek a test electron wave function in the form
ues of thes— d-exchange energy for ferromagnetic ordering. Xr X3
But, even forT—o, when there is no correlation between Y(r)=C exr{ - —) C=\—=7= (14)
d-spins, this energy is still nonzero. As E8) implies, then ma
it is given by After substituting Eq.(14) in Eq. (13), using Eqgs.(4) and
(11), and replacing the sum ovgiin the expression foP by
Eo ()= IAVs(S‘Ll) _ (10) integration with respect to, we obtain
VNa e? 1
. o . F=(x?/2—X) —Lx32— =
The physical significance of Eq10) becomes clear if we €0ap T

recall that, in accordance with mathematical statistics, a sys-
tem of N noninteracting spins must have a total angular mo-
mentum on the order ofN) ~Y? times their maximum mo-

NI13S?(S+1)2
X[Mx3+S(S+1)Ide3’2+ e 5 ,

3/2

mentum. The direction of this total angular momentum is not A [SST1
fixed, and fluctuates freely in space, so that its average value | — _ / (S+1) a
is zero. The spin of as-electron, however, is always ori- 8m ag
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the orbital radius should be minimal nedg. Thus, the
(15 probability that the sample goes from a highly conducting to
an insulating state is greatest there.
In writing down Eq.(15) we have used the nearest-neighbor |, however, the sample went from a metallic to an insu-
approximation for thed-spins, along with the inequality |ating state as the temperature was raised, then it is, by no
ag>a. For T—o, minimizing Eq. (15 with respect tox  means necessary that it return to a metallic state as the tem-
yields perature is raised further. As E(L6) implies, whenT—

_ A’S(S+1)
- 384rw

ag/’

) 2 the orbital radiusagx is shorter than for complete ferromag-
R R 380LaB . . . _ . . . .
Xo={=+\/1+—{ , = 5 (16) netic ordering withx=1. Thus, if the impurity concentration
2 4 2e ensures a metallic state far=0 (the inequality(1) is satis-
Equation(15) can also be used to find a correctionxto ~fied), it may be insulating foff —o when this inequality is
for finite temperatures, violated.

3Mx2+3S(S+1)14Lx3%2

(17) 3. MOTT TRANSITIONS INDUCED BY A MAGNETIC FIELD
N(e?/&qag—3L/2xY?)

In this section we discuss an insulator—metal transition
Under the above assumption that the electrostatic energy einduced by a magnetic field in an antiferromagnetic, doped
ceeds the energy &f—d-exchange, the denominator in Eq. semiconductor. Fof =0 we must begin with the minimum
(17) is positive. The sign of the numerator depends on thenergy condition determined by Edqd) and(14) and use the
sign and magnitude of the direct exchange intetyallf it is fact that the atomic spig forms an anglee(g) with the
positive or negative, but small in absolute value, then thenagnetic field and that all these angles, together with the
orbital radius decreases as the temperature is lowered.  parametex in Eqg. (14), are the variational parameters,

The above analysis must be supplemented by an analysis 2
of the msulato_r—metal transition in th(=T spin-wave region. If Ez(_ - X)EB_E Ho(9)S cos ¢(g)
we follow the ideology of Ref. 8, then it would be sufficient 2
for this purpose to use the expression for the effective per-

mittivity of a degenerate ferromagnetic semiconductor given - > coge(g)+e(g+rA)],

in Ref. 3. In this paper, however, in order to use Ef.we

have to find an expression for the donor orbit radius in a e? Ay (g)ad

nondegenerate semiconductor. EBZSOaB’ He(@=H+ ——5—. (22)

We shall assume that the electron is uniformly distrib-
uted over a region of radiua,. Then indirect exchange The energy21) is minimized with respect to the angles un-
renormalizes the magnon frequencies only inside this regiorfler the assumptions that the Bohr radajsis large com-
For T>T/S, when only short wavelength magnons are im-pared to the lattice constaatand thatx<ag/a. Thene(g
portant, we can use an averaged expression for the magnond) can be replaced by(g) in Eq. (21), after which we

frequencies, obtain
A (g)
0= +1, cos o(g)= —— O{He—He(g)} + Of{Ho(g) —H},
2Np
Ao 3 He=-2IS,, (22)

J~1S, Np=Npx%, Ng=— (18

3 where®(x) is the Heaviside step function aads the num-
ber of nearest neighborsl<€0). The cases withHg
%HG(O) and its opposite must be distinguished. In the first
case, there exists a region of full ferromagnetic ordering
whose radius is determined by the conditiod=H(h).

At distances greater thanfrom the donor center, a skewed

aB

Using the same computational scheme as in the parama
netic region and calculating the electron enetglywith the
aid of the wave functior(14), we obtain the following ex-
pression for the free energy of the system:

X2 AS ® antiferromagnetic ordering is established instead of a collin-
F=|% — X|BEs= %5 TFn(X), Fn=TNaln7. ear one. Equatiof21) implies that
(19 e ag 27Tag(H,:—H)
Minimizing Eqgs.(18) and(19) with respect tox, we find L aSx3A (23

for low temperatur h . . . . .
or low temperatures that Let us first consider the case in which there is no saturated

ag|® d ferromagnetism. Then, according to E¢81) and (22),
Xx=~1+47T| — Ng In| 1 (20
a dNB ZNBJ X2 LE X
. . . == — X|E +const,
As can be seen from Eq20), in the spin-wave region the 2~ X|FBT T3

orbital radius decreases as the temperature rises. Along with 3A2S25°
the above conclusion that it decreases in the paramagnetic | = — ~ — (24)
region as the temperature is lowered, this also implies that 64magEgHr
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Since a minimum oE given by(24) for x— has no physi- x~[K(Hg—H)%Eg]*®, x>1. 27

cal significance because of the conditiorca,/a used ) , )
above, it is sufficient to consider only a minimummear As can be seen from_ on_Zﬂ, with ferromggnenc ordering .
unity. On the other hand, if there is no ferromagnetic reglon( =1) the donor radius is the same as in the nonmagnetic
then Eqs(23) and(24) imply thatL<0.01. Then we obtain crystal. But, asH is reduced this radius becomes smaller.
an equilibrium value ok=1-+2L. This result already indi- Thus, while the Mott condition1) is not satisfied in the
cates that the electron orbit radius is less than that with ferantlferromagnetm state, it may be satisfied in the ferromag-
romagnetic orderingX=1). It should be noted that here it netic state; this implies an insulator—metal transition induced
does not depend on the magnetic field. by the magnetic field. Certainly, the field at which the Mott

The case in which a ferromagnetic region exists around:ond't'on begins to be satisfied does depend on the impurity

the donor is more interesting. Then the energy is given by concentration. However, in analyzing experimental data it
should be kept in mind that, in general, not all the atoms
x? AS (2mh® =
E=|=—x|Eg— =+

I introduced into a crystal are electrically active. If they form
2 2 a’ x> clusters, then they cannot serve as suppliers of free charge
carriers. Therefore, the number of impurity atoms which are

212 22
X(EJF Kh+ %) ] 2(H H) S _ isolated from others may be several orders of magnitude
32 8ag 4ag lower than the total number of impurity atoms.
(25)
In place of EqQ.(23), we can write, to within logarithmic
terms, IM. Oliver et al, Phys. Rev. Lett24, 1064(1970; T. Pennyet al, Phys.
3 Rev. B5, 3669(1972; Y. Shapiraet al, Phys. Rev. B3, 2299(1973.
he agk e 2mag(Hg—H) 2E. . Nagaev, Usp. Fiz. Nauk66, 833 (1996.
- 2%’ =-In asA : 3E. L. Nagaev,The Physics of Magnetic Semiconducta¥iir, Moscow
) (1983; Nauka, Moscow(1979 [in Russian.
Hence, we obtain 4yu. P. Irkhin, Fiz. Met. Metalloveds, 214, 586(1958.
2 K(He—H 2 S5E. L. Nagaev, Zh. Esp. Teor. Fiz54, 228 (1968 [Sov. Phys. JETR7,
I O P ) 122 (1968,
2 B 3x3 ! 6A. Janase and T. Kasuya, J. Phys. Soc. 2511025(1968.
"N. Mott and E. DavisElectronic Processes in Noncrystalline Materials
6mS?ad 15 7k 3k Oxford (1971).
= Ha 32 16 16 +2k (26) 8E. L. Nagaev, Zh. Esp. Teor. Fiz90, 652 (1986 [Sov. Phys. JETR®3,
F

379(1986]; ibid. 65, 322(1986; ibid. 92, 569 (1987.
After minimizing the energy26) with respect tax, we have ~ °T. Saitohet al, Phys. Rev. B51, 13942(1995.

x=1+K(Hg—H)%Eg, H—Hg, Translated by D. H. McNeill
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Long-range structural interaction effect in gallium arsenide during ion bombardment
N. A. Bert, I. P. Soshnikov, and M. G. Stepanova

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
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Fiz. Tverd. Tela(St. Petersbupg40, 438—440(March 1998

Transmission electron microscopy is used to study changes in the structure of gallium arsenide
samples after bombardment by high doses of 5 keV argon ions. A change in the structure

of the samples is observed at depths exceeding the average penetration depth of the ions by an
order of magnitude. A model is proposed to explain the long-range structural interaction

effect in gallium arsenide in terms of a phase transition induced by elastic stresses in the sample.
© 1998 American Institute of Physids$1063-783498)00903-4

A change in the composition of GaAs samples bom-bombardment:* The theoretical model developed here ex-
barded with high doses of 5 keV argon ions has beerplains the formation of a second region in the altered layer of
observed at depths of 100 nm and more, which is an orderGaAs as a phase transition induced by elastic stresses.
of magnitude greater than the average penetration depth of It is knowr?* that cascade mixing causes formation of a
the ions in the target. This effect is not consistent with tra-region of higher density in a target. It has been shbthat
ditional ideas about the formation of an altered layer duringadiation- enhanced diffusion may cause the high-density re-
ion bombardment and requires deeper study. In this papergion to propagate far beyond the confines of the average
transmission electron microscopy is used to study the strugenetration depth of the ion&ig. 2). It is assumed that in
ture of the altered layer in GaAs samples and a model ishe high-density region a phase precipitates out with a higher
developed for its formation. equilibrium density than that of GaAs. This assumption

Sample targets were cut from standard chemically polimakes it possible to explain the formation of a second dam-
ished AGChT and AgChO gallium arsenide slaims-(10*  aged region and its anomalous thickness.

—10'% cm™3). Then the samples were subjected to ion bom-  In this paper we model numerically the change in the
bardment in a special device, described elsewhevljch  atomic concentrations of Ga and As in crystalline Géthe
produces an ion beam with an energy of 5 keV and a currert phase¢ and in a new precipitate phasie p phas¢ under
density of 150uA/cm? in a 5 mmdiameter spot. A standard ion bombardment conditions identical to those in the experi-
method of sample preparation without ion etching was use#hent. Thus, the equation for the atomic density of the com-
in the transmission electron microscopic studies. The sampleonents of the precipitat®l;.(x,t) (i=Ga, A3 has the form
surfaces coincided with the.00) crystallographic plane.

The structures of the irradiated samples were studied on (i _
a Philips EM-420 transmission electron microscope. These at
studies showed that for irradiation doses of up t0®10
ion cm 2 the altered layer consists of an amorphized region
with a thickness of roughly 15 nm. The development of this 9
region is associated with cascade mixing. As the dose is —(?—X[Jm(x,tHJ?p(X,t)]. ey
increased over the range 6 3.5x 10 ion/cn?, yet an-
other region with structural damage is formed under theyhereV is the rate of displacement of the sputtered surface,
amorphized Iayer. Figure 1 shows that the structure of th|S{|C is the Sputtering coefficient of Compondmtﬁ(x) is the

region differs from that of the amorphized surface layer.  delta function J™(x,t) is the flux of material associated with
The characteristic feature of the second region is an incascade mixing, which as calculated in a diffusion

crease in its thickness with rising irradiation dose. The transapproximatiorf J9(x,t) is the flux of material associated

mission electron microscope studies showed that for a dosgith radiation enhanced diffusictf

of 0.9x 10 ion/cn?, the lower boundary of the altered layer

lies at a depth of about 40 nm, while for a dose of 3.5 § Dip(x,t) 9

x 10* jon/cn? it lies at a depth of 140 nm, substantially Jip(xit):_T Nip(X,1)Qip x a(x,t)

deeper than the penetration depth of the ions in the target.

The rate at which the altered layer thickens was roughly 0.15 a4

nm/min, in agreement with previous data on changes in the T ax [Dip(XONip(X,D)], @

composition of GaAs samplésThe long-range structural in-

teraction effect in gallium arsenide was first observed therewhere D{, and Didp are the effective diffusion coefficients,
These results cannot be explained in terms of the tradi€);, is the atomic volume, and is the first invariant of the

tional theory of the formation of an altered layer during ion elastic stress tensqiSee the variation ier(x) in Fig. 2) The

J
\Y ﬂ_X) Nic(x,t)= chNic(th)

—8(X)IY;cOQN;(X,1)

1063-7834/98/40(3)/3/$15.00 401 © 1998 American Institute of Physics
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FIG. 3. Profiles of the concentratiddy,(x,t) at timest=1, 2, 3, 4, 5, and 6
h after the onset of ion bombardme(alculation using the model Eq4l)
and(2)).

As Dj, and Didp increase, there is a sharp transition from
FIG. 1. Dark field images of the transverse cross section of samples irradlt—he first to the second regime. In models of autocatalytic
ated with 5 keV Af ions to doses of 0910 (a) and 3.5¢ 10! cm™3 (b). processes the unbounded propagation of a phase transition
(1) cascade mixing regior(2) long-range “structural” interaction region, (reactior) front is known as a “KoIomogorov—Petrov—
(3) crystalline GaAs. Piskunov wave” (KPP wave.”®

Since the experimentally observed propagation speed of
the second altered region is two orders of magnitude less
than the theoretical speed of the phase transition front in the

KPP wave regime, the model equatidn was supplemented

It has been shown that the mod#) allows two different t?y_the assumption that the diffusion coefficieBts, andDy,
regimes for the evolution of the concentration profile(I =Ga, A9 vary across the front. It was assumed that when
Co(xt) of the precipitate phase Cf(x,t)=(Ngap(X.1) the concentra_tloGC exceeds some arpltrary va'Ilﬂ':emn', a
+Nasp(X,1))/EN). In the first case, over 10-15 min a structural realignment makes the diffusion coefficiebta-

s ’ . ’

steady-state concentration distributiGp(x) develops. This crease(we omit the labels for simplicityfrom their initial
regime is typical of the formation of an altered layer duringV&/4€S Dmin (for which the first regime occuysto Dpmax
ion bombardment? The second regime consists of an in- (When a KPP wave developaccording to

tense propagation of thee— p phase transition which encom-

passes the entire sample over these minutes. Here the speed 9

of the “front” of the C,(x,t) profile can reach 1 nm/s. A 7= o DX =Dma=D(x,1) €
necessary condition for this regime is that the> p phase

transition be autocatalytick(.,=KqC,(x,t)), and that the

diffusion coefficients for the components in phaskee large. over a characteristic time This made it possible to describe
the smooth propagation of the phase decomposition region at

a speed which depends on the delay time

term K¢Nic(x,t) in Eq. (1) describes the—p phase tran-
sition (in the regiono>0 of Fig. 2 andK, is a phenom-
enological coefficient.

1.0 Figure 3 illustrates the steady expansion of the concen-
0.8 tration profile C,(x,t) of the precipitate phase ové h of
ion bombardment with a delay time=100 s. The calcula-
ouk tions also showed that the propagation speed of the front is
g inversely proportional ta-.

bﬁ . Thus, the proposed model of an autocatalytic phase de-
~ 0 20 4|0 b‘lO composition with retarded diffusion provides a qualitative
© Depth , nm explanation of the experimentally observed long-range struc-
-0.4F tural interaction in gallium arsenide associated with ion bom-
bardment and gives a rate of thickening of the altered layer

that is of the same order of magnitude as observed experi-

~0.81 mentally. This sort of model has not been used before in the

FIG. 2. The stress as a function of depth in GaAs during bombardment theory of the formatlon of the altered Iayer. .
by 5 keV, normally incident Af ions. (Calculation according to the model The possible character of the phase transition has not

discussed in Ref. 5. been discussed in detail so far, since this question is of minor
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importance for a qualitative theoretical model. One possibil-3P. Sigmund and N. Q. Lam, Mat. Fys. Medd. K. Dan. Vidensk. Sel8k.
ity is that it is the decomposition GaAsGatAs, since the 255(1993.
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that of GaAs. An experimental test of this proposition is an Srl\‘/lriséh(sEt:g'a ';(')evr;“’rz’v'\‘g Aﬁﬁ' \é?gﬁfe) 63 (1992
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Effect of Ti on the galvanomagnetic properties of single-crystal Sb o_xTiTes
V. A. Kul'bachinskii, G. V. Zemitan, C. Drasar, and P. Lostak
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A study is reported of the lattice parameters, Hall effect, Shubnikov—de Haas effect, and
thermopower of single-crystal $b,Ti, Te; as functions of titanium content within the range
0<x<0.04. An increase in titanium content is shown to decrease the initial hole concentration in
a sample without a noticeable change of the energy spectrunil998 American Institute

of Physics[S1063-783%8)01003-X

Tellurides of bismuth, BiTe;, and of antimony, Sfie;, desired physical parameters, such as electrical and heat con-
and their solid solutions are widely used in thermoelectricductivity, hole mobility, and thermopower, which are essen-

devices. The Sfie; lattice represents a set of complex tial for development of thermoelectric devices. Incorporation
quintet layers alternating in the order (Ig-Sb—T&€2)  of metal atoms, for instance, of In, into the Sb sublattice

—Sb-Tel), where the figuresl) and (2) refer to different i, ea5es the polarity of the Sb—Te bond, which reduces the
Te positions in the lattice. Studie4 of the valence band of ntisite concentration and. hence. the concentration of

Sh,Te; established the existence of two valence bands an _ o

the validity of the Drabble—Wolf six-ellipsoid modebr the oles?™* The hole mob|l|t>/ 'r_] IQSb&,‘XT% crystals, hgw—
Fermi surface of the upper valence b&ntf Characteristic €€ decreases rapidly with increasing In concentration.
point defects associated with Sh atoms occupying Te posi- This work studies the effect of titanium on galvanomag-
tions (antisite$ result in p conduction of single-crystal netic properties in the temperature range<4T2<300 K,
Sh,Te; and a high hole concentration, up to’d@m™3. Dop-  Shubnikov—de Haas effect, lattice parameters, and ther-
ing SkyTe; with metals permits one to obtain materials with mopower of single-crystal Sb,Ti,Te; (0<x=<0.04).
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TABLE I. Lattice parametera andc of single-crystal Sh ,Ti,Te; at room
0251 temperature.
R : Ti atom concentration
“ X 10 cm3 a, nm ¢, nm V, nnt?
g 015k 0 0 0.426483) 3.04501) 0.479646)
g 0.001 0.14 0.42654) 3.04432) 0.479739)
- ] 0.007 0.97 0.42648) 3.044G2) 0.4795@7)
{ - 0.01 6.2 0.4264%) 3.04382) 0.4793Q9)
n 0.02 10.1 0.42638) 3.04412) 0.4792Q7)
0.04 19.0 0.42633) 3.044G2) 0.479148)
0.05} .
o
1/} 1 1 g 1
0 0.02 0.04

centration in Sp_,Ti, Te;. Both parameters and the cell vol-
ume are seen to decrease with increasingVe studied the
FIG. 2. Hall mobility u\, of Sb,_,Ti,Te; samples vs Ti concentrationat  rgom-temperature thermopower, temperature behavior of re-
4.2 K. sistivity within the range 4.2 T<300 K, Hall effect, mag-

netoresistance and Shubnikov—-de Haas effect on
1. SAMPLES AND MEASUREMENT TECHNIQUES Sh, ,Ti,Te; samples with seven different compositions
within the range 0.00£x=<0.04. Some of the parameters of
these samples are given in Table Il

x

Sh,_,Ti,Te; single crystals were grown in two stages.
First polycrystalline TiTe was prepared from 99.999%-pure
elemental Te and Ti taken in stoichiometric ratio, by main-
taining the mixture at 1100 °C for five days. Analysis
showed the TiTgsynthesized in these conditions to be single  Figure 1 displays the temperature behavior of the resis-
phase. Next Sb, Te, and TiJwere mixed in the ratio cor- tivity of the samples. One observes a decrease in resistivity
responding to the atomic compositiéBb+Ti)/Te=2/3, and  with decreasing temperature, which is characteristic of anti-
the mixture was maintained at 800 °C for two days to pro-mony telluride with a high hole concentration. As the tita-
duce polycrystalline Sh ,Ti,Te;. Single crystals were pre- nium content increases, the sample resistivity grows for all
pared by directed crystallization by the modified Bridgmantemperatures. This reflects the fact that an increase in tita-
method at a temperature gradient of 400 K/cm and with anium content reduces the hole concentration in the crystals.
rate of 0.13 cm/h. The single crystals thus grown were anThis follows both from the increase in resistivity and from
nealed at =730 °C and removed from the ampoule. TBe the data on the dependence of the Hall coefficient on Ti
axis was always perpendicular to the pulling direction. Thecontent(see Table ). The temperature dependence of the
starting concentration of Ti was determined by the batciHall coefficientR,, exhibits an interesting feature, namely,
composition and refined by microprobe analysis. Samplefor most sample®,, decreases with temperature decreasing
measuring 0.8 0.8X5 mm were spark cut from the ingots, down to~77 K, after which it practically does not change.
and six contactgtwo current and four potential onewere  If there were only one type of carriers present, this would
soldered to them. The current was passed along the twofolgsult in a paradoxical growth of their concentration with
axis, and the magnetic fieBl was oriented along the trigonal decreasing temperature. For holes of two types, light and
axis. A superconducting coil was used to generate magnetiteavy, whose existence in antimony telluride was established
fields of up to 10 T. earliet? and whose parameters were measdréti’°such a

The lattice parameters andc and the unit cell volume behavior of R,(T) allows quantitative explanation. Within
V are presented in Table | as functions of measured Ti conthis approach, the mobilities of both light and heavy holes

2. MEASUREMENT RESULTS AND THEIR DISCUSSION

TABLE Il. Characteristics of Sp ,Ti, samples.

Sample Ri2, R3%0, wi?, wi®, Thermopower uV/K
No. X 399 p42 cnr/C cnr/C m?V-s m2\V.-s (at 300 K
1 0.001 7.91 0.082 0.082 0.2412 0.0305 80
2a 0.003 6.86 0.035 - - - -

2b 0.003 6.70 0.094 0.080 0.2186 0.0277 -
3 0.007 4.46 0.090 0.168 0.1184 0.0496 103
4 0.01 3.87 0.091 0.216 0.0827 0.0507 95
5a 0.02 2.41 0.131 0.363 0.0379 0.0436 99
5b 0.02 3.29 0.061 - - - -

6 0.03 1.81 0.098 - 0.0144

7a 0.04 2.60 0.034 - - - -

7b 0.04 2.44 0.049 0.107 0.0191 0.0170 94

Note p3%%p*2is the ratio of resistivities at 300 and 4.2 R}? and R are the Hall coefficients, and;i? and 3%, the Hall mobilities at 4.2 and 300 K,
respectively.
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60 - E(k)=ﬁ2/2m(a11ki+ a22k§+ a33k§+ a23k2k3), (1)
B 3 where the components;; of the reciprocal effective-mass
« tensor depend on energy, akgl,k,,k; are parallel to the
3§ uils twofold, bisector, and trigonal crystal axes, respectively. The
A 2b tilt angle ¢ of the ellipsoid can be expressed through
s F
[N
.}
o« 201 tan(26) = 2as/ (33— az)), (2
B and the period of Shubnikov—de Haas oscillatiar{d/B) is
0 . ] . ‘ . related to parameteus;; through
6 3 10
8, T A(1/B)=eh/moEr[ (apass— ads)
FIG. 3. Shubnikov-de Haas oscillations of the transverse magnetoresistance X coZL a+ 11033 cog B+ aq1a0;
of Sh,_,Ti,Te; samples2b and 3 obtained af =4.2 K in a magnetic field
oriented parallel to th€ axis. X €0S y—2aq a,3 €OS B cosy]*?, 3

) ) ] .where cosx,cosB,cosy are the cosines of the angles be-
are found to grow with decreasing temperature, while theit, een the magnetic field and axes 1, 2, and 3. As follows
concentrations do not change. The Hall mobilitigsin the 0 our study of the Shubnikov—de Haas effect, in
samples are presented in Fig. 2 as functions of Ti contenlgy, i Te, single crystals the Fermi surface of light holes
Slmllar. to the case of c.iop.mg w|th GRef. 7-9, up in can be described in terms of a six-ellipsoid model. Similar to
Shy_TixTe; decreases with increasing but not so strongly  gp e (Ref. 3, we take the tilt angle of the ellipsoids to be
as it does in IpSh, _Tes. ~50°. The hole concentrations in the upper valence band

Room-temperature  measurements  of  thermopOwefere calculated using Eq&l)—(3). Calculations made with
showed that it decreases insignificantly with increasing titanq energy spectrum parameters determined in Ref. 3
nium concentration in the samples. These data are listed igyq\ that the change in hole concentration can be described
Table II. _ in terms of the decrease in Fermi energy in, SFi,Te;

The energy spectrum of the SQTi,Te; samples was \ithin the rigid-band model, i.e., if one assumes that the
measured using the Shubnikov—de Haas effect. Figure 3 ilyhisotropy and the tilt angles of the Fermi surface ellipsoids
lustrates oscillations of transverse magnetoresistance in twq, ot change with hole concentration.

Sh,TixTe; samples withx=0.003 (No. 2) and x=0.007, Thus we have established that incorporation of Ti atoms
with the magnetic field directed along ti@ axis (i.e. Per- jnts the Sh sublattice reduces the initial hole concentration in
pendicular to the layeysFor this orientation, all six extremal ShyTe,, which means that Ti behaves as a donor. It may be
cross-sections of the Fermi surface coincide. Note the spin cqniectured that titanium, similar to indium, suppresses for-
splitting observed in the oscillations. Figure 4 shows the deqation of antisites, and this accounts for its donor action.
pendence of the cross-sectional aBean titanium contenk.  The carrier mobility in Sp_, Ti, Te, single crystals decreases
The cross-sectional area is seen to decrease with increasige times at the maximum concentratios 0.04. whereas
X. A quantitative comparison of Hall and Shubnikov—de;, Sh,_,In,Te, it drops by two orders of magnitude® An

. . — X" X .
Haas measurements requires the knowledge of the Fermi syfirease in Ti concentration reduces the Fermi energy in
face anisotropy. We did not succeed in studylng the angwaébz,xTixTe?,, but the energy spectrum does not change,
dependence of the extremal _crpss-sectlonal areas iamely, for the upper valence bariight holeg the Fermi
Sh,_«In,Te; because the magnetic field range covered wag face retains the six-ellipsoid shape.
too narrow. Qualitative estimates can be made based on
Refs. 1, 3. The ellipsoidal nonparabolic model describes sat- Support of the Russian Fund for Fundamental Research

isfactorily the energy spectrum of light holes in,$b;. This  (Grant No. 96-15-96500and of the NATO(Grant HTECH.

model gives the following dispersion law: CRG 960850 is gratefully acknowledged.
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Influence of structural deformations on the magnetic properties of Jahn—Teller
complexes of divalent copper in Ca ,Sr,;_,F, mixed crystals

V. A. Ulanov, M. M. Zaripov, V. A. Shustov, and I. I. Fazlizhanov

Kazan Physicotechnical Institute, Russian Academy of Sciences, 420029 Kazan, Russia
(Submitted August 27, 1997
Fiz. Tverd. Tela(St. Petersbuig0, 445—451(March 1998

Crystals of variable constituency & F,:Cu (0=<x<0.05,x=0.5, 1.3=x=0.95 are

investigated by EPR and x-ray structural analysis. The electron-Zeeman, intrinsic hyperfine, and
ligand hyperfine interaction parameters are determined; they characterize the magnetic
properties of the copper paramagnetic complexes formed in the crystals. Models of the molecular
structures of these complexes are discussed, along with the influence of structural

deformations and vibronic interactions on their magnetic properties1998 American Institute

of Physics[S1063-783#8)01103-4

The C#" ion in the free state has the ground-state con-of the impurity ion nuclei corresponds to the centroid of this
figuration 3° and the ground-state terfD. When it is in-  figure (Fig. 1). In these two crystals, therefore, we have a
jected as a substitutional impurity into crystals of the fluoritecase in which an impurity ion interacts approximately
structural serie$CdF,, CaF,, SrF, and Bak), it occupies a equally with modes of trigonal and tetragonal symmetries.
lattice cation site, where it exists in a cubic crystal field and  Paramagnetic complexes of divalent copper with a to-
is surrounded by eight Fions. This field splits the orbital tally different molecular structure have been obsefvied
states of the ground-state term of the free state into an exSrF,:Cu and Bak:Cu crystals(where the sides of the Sr
cited doubletzEg and a ground-state triple?thg. In this  and B&" coordination cubes are equal to 2.89 A and 3.10 A,
orbital ground state the impurity ion can interact efficiently respectively. In these complexes the impurity ion is situated
with normal modes of neighboring fluorine nuclei of trigonal in an off-center position, and the symmetry of the resulting
(tag) and tetragonal€;) symmetries. The predominant in- complex corresponds to th€,, group (Fig. 2). Conse-
teraction witht,; modes should give rise to complexes in the quently, here the CU ion interacts with a tetragonal mode,
crystal interior that have trigonally distorted coordinationthe interaction being superposed on the high polarizability of
cubes and, accordingly, trigonal symmetry of the low-the complex.
temperature magnetic properties. If the interaction with the It must be emphasized that in all four of these ionic
ey modes dominates, complexes are formed whose magnetarystals the impurity ion is surrounded by the very same
properties have tetragonal symmetry. However, an intermeanions (F) which, before the impurity was introduced, oc-
diate case is possible, where an impurity ion in ﬁqu cupied equilibrium positions corresponding to the vertices of
orbital ground state interacts in approximately equal measura cube. Consequently, the main cause of the qualitative
with both modeqinteraction of the typéngx(tzg+eg)]. changes in the observed low-temperature magnetic proper-
The coordination polyhedron of the impurity ion can un- ties of the divalent copper complexes formed in the transition
dergo orthorhombic distortion in this case, and the low-from one crystal matrix to another, which are obviously at-
temperature magnetic properties can acquire orthorhombitibutable to vibronic interactions, can be interpreted as
symmetry as a resutt. variations of the size of the coordination cube replaced by

Electron paramagnetic resonar(&R) studies of Jahn— the cation impurity. A mere 0.16-A variation in the size of
Teller octacoordinated complexes of divalent copper in crysthis cube has produced a change in the symmetry of the
tals of the fluorite structural serfe§have shown that their molecular structure of the complex and shifted the ion-
molecular structure and the symmetry of their magnetiaccomplexing agent 0.9 A to an off-center position.
properties depend largely on the dimensions of the impurity ~ Thus, the principal changes in the molecular structure
ion-substituted coordination cubes of lattice cations of thesand magnetic properties of copper impurity complexes in
crystals. In Cdk and Cak crystals, where the sides of the crystals of the fluorite structural series take place in a com-
coordination cubes of the Edand C&" cations are equal to paratively narrow range of interionic distances, from values
2.69 A and 2.73 A, respectively, it has been found that theiconsistent with the CaFerystal to values typical of SgFIn
replacement by Gii impurity ions’ leads to the formation of this range of interionic distances in matrix crystals the vi-
[CuF,F,]®~ complexes with orthorhombic symmetry of the bronic interactions of an impurityd ion changes from the
magnetic properties. The equilibrium positions of the nucleiZngx(tzg+ gg) 10 theszgx(eg). If this transitional range
of the eight nearest-neighbor fluorine ions in this case correis not determined by the size of the coordination cube, but by
spond to the vertices of a coordination polyhedron in thethe ratio =2(Ry.+R.)/(v3a.) (wherea, is the edge of
shape of a right rhombic prism, and the equilibrium positionthe coordination cubeR. is the radius of a paramagnetic
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FIG. 3. First nearest-neighbor anionic and cationic spheres ofa iBypu-
rity ion in crystals of the fluorite structural series.

FIG. 1. Molecular structure and orientation of the coordinate axes used to
represent the magnetic interaction tensors of copper impurity complexes in
CdF, and Cak crystals.

These considerations have prompted us to inquire
whether it would not be feasible, by inducing deformations
of the proper symmetry in a crystal, to intensify vibronic
impurity ion, andR,_is the ionic radius of its ligandsitis  jnteraction with one of the two effective vibrational modes at
found that a similar dependence of the magnetic propertiefhe expense of suppressing interaction with the other mode.
on the parametey, is also obeyed by divalent copper com- 1o solve this problem experimentally, in the present
plexes in SrCJ crystal$ and by divalent silver complexes study we have investigated two possible means of creating
(electron configuration @) in CdF,, Cak, SrF, BaR, and  anisotropic deformations in the crystal volume: uniaxial me-
SrCh, crystals?™’ chanical compression of the crystal by an external force; and

the isomorphic injection of diamagnetic cations of alkaline-
earth metaldAEMs) with different ionic radii as substitu-
472 tional impurities. In the second case it was expected that for
a definite concentration of AEM impurity ions
(~5 mol %) the nearest-neighbor cationic sphere of the ma-
8 jority of copper ions would contain just one AEM impurity
cation. It was assumed in this regard that the probability of
two such cations appearing simultaneously at the given con-
centration should be approximately 15—-20 times lower. In-
asmuch as each of the 12 cations of the first cationic sphere
surrounding the copper impurity is situated relative to it in a
direction parallel to one of the siKl10 axes of the crystal
(Fig. 3), the isomorphic substitution of an AEM impurity ion
in place of a primary lattice cation will lead to deformation
of the anionic coordination polyhedron of the copper ion in
this specific direction.

For example, if a small fraction of 4 ions in a Cak
crystal is replaced by &f ions, the coordination polyhedron
of copper, for which the first nearest-neighbor cationic
sphere contains one Brimpurity ion, is compressed in one

. - of the crystallographig110) directions as a result of the
large ionic radius of this cation. In another case, where some
Guz+ of the SF* io_ns i_n a Srk Crystal_ are_repl_aced by Eaions,
the deformation is in the opposite direction. In both cases the

FIG. 2. Molecular structure and orientation of the coordinate axes used tc&;’ymmemes of the deformation field generated by the AEM

represent the magnetic interaction tensors of copper impurity complexes iFNPUrity Cor.reSpond to _thé:zu group. Since the displa_ce-
SrF, and Bak crystals. ments of anions of the first coordination sphere of the impu-
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rity copper are small in either case<Q.1 A), the entire I
cubic part in the potential of the crystal field of the paramag-
netic complex remains predominant, and one expéﬂg

X (tpg+€gy) Vibronic interaction. But if approximately equal
numbers of calcium and strontium cationg=(0.5) are
present in the lattice of a mixed crystal, there is a major i ’
increase in the probability that copper complexes occur
whose anionic sphere falls under the influence of a low- - ’
symmetry deformation field. This phenomenon is attributable
to the fact that the nearest-neighbor cationic spheres of the L
copper ions must, on the average, contain approximately J
equal numbers of cations of both species in the given situa- J

tion, but they can have a disordered distribution within the N T
limits of these spheres. However, because the displacement 726 130 134  28,°
of each anion, taken separately, of the paramagnetic complex

in such crystals is the result of the averaged influence oFIG. 4. Fragments of diffraction patterns of ,G&_,F,:Cu crystals.1)
these cations, the entire cubic part in the Hamiltonian of the=1:0:2) 0.95:3) 0.5.

crystal field in this case as well can be almost as large as for

crystals having a fairly low concentration of AEM impurity

ions or a disordered distribution of €aand Sf* cations in (333 for mixed-crystal samples witk=0.95 (curve2) and

crystals withx=0.5. Consequently, vibronic interactions can 0.5 (curve 3) are only slightly greater than the width of the
also influence the properties of such impurity centers. Howcorresponding reflection for the impurity-free Gagtystal
ever, it is unlikely that the properties of these centers couldcurve 1). On the other hand, the values of the angtef@
be predicted without their experimental investigation. these three samples differ considerably. The x-ray examina-
In view of the low success rate of experiments involvingtions established that the average size of the unit cell of the
the application of uniaxial pressure to a crydthle crystal mixed crystals increases almost linearly as the composition
samples broke up at comparatively low specific pres$presis varied fromx=1 to 0. In particular, af ~300 K the side
here we discuss only the results obtained in the investigatiosf the unit cell is equal toa,=5.4864+0.0001 A for x
of mixed crystals of the type G&r,_,F,:Cu. The constitu- =0.95, a,=5.6239-0.0001 A forx=0.5, anda,=5.7815
ency of the investigated crystals was limited to<@  +0.0001 A forx=0.05. The main criteria of quality of the
<0.05, 1.6=x=0.95, orx=0.5. This choice was dictated crystals were the size of the regions of coherent scattering of
by the fact that in growth tests high-quality crystals havex—rays and the magnitude of the microscopic distortions
been obtained only for a comparatively low content of AEM within the boundaries of these regions. Such information was
impurity ions (<5%) or when two types of AEM ions were gbtained by harmonic analysis of the profiles of the x-ray
present in the melt in approximately equal amounts. interference lines from thél11), (222), and (333 planes of
the investigated G&r,_,F,:Cu single crystals and “stan-
dard” (impurity-free CaF; single crystals. A comparison of
the results of calculations for the mixed crystals and the stan-
Crystals of variable composition ¢3r;_,F,:Cu were dard crystal showed that the dimensions of the coherent scat-
grown by the Czochralski method in a helium atmospherdering regions in all the mixed crystals of the indicated com-
with small fluorine additive$~ 2% of the total gas volume  position are greater than 1000 A, as opposed to the 0.0002 A
The main growth parameters were varied in the followingscale of the microdistortions. An examination of the cleavage
ranges: 1 pulling rate of the crystal from the melt from 5 planes of these crystals under a microscope did not reveal
mm/h to 30 mm/h; 2rate of rotation of the crystal about the any macroscopic defects or evidence of polycrystalline for-
vertical axis from 10 min® to 60 min %; 3) temperature gra- mations. The reported x-ray structural and microscopic ex-
dient in the interior of the crystal near the crystallization aminations therefore attest to the high quality of the crystals.
front from 5 K/mm to 20 K/mm. The growth conditions were The structure and magnetic properties of the copper im-
chosen so as to ensure the most uniform possible impuritpurity complexes in the mixed C&r, _,F,:Cu crystals were
distribution throughout the volume of the growing crystal investigated by the EPR method at frequencies of 9.3 GHz
while maintaining high quality on the part of the latter. Theand 37 GHz and at temperatures f.2-270 K. The
copper impurity was added to the crystal in the form of theelectron-Zeeman, intrinsic hyperfine, and ligand hyperfine
predried salt Cuj: interaction parameters, which determine the magnetic prop-
X-ray structural analysis was used to investigate theerties of the observed complexes, were evaluated from an
structure of the as-grown crystals and to monitor their qualinvestigation of crystals of the three most typical composi-
ity. The x-ray patterns were photographed in the usial tions(x=0.05, 0.5, and 0.95and are given in Table I. Also
—26 geometry on a DRON-3M diffractometer. Figure 4 shown in the table for comparison are the values of these
shows fragments of diffraction patterns for three crystalparameters determined from previous studies of ;Gailr
samples with different contents of calcium and strontiumand Srk:Cu crystals>® The orientations of the coordinate
ions. It is evident that the widths of the x-ray reflections axes used to represent the magnetic interaction parameters of

L
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TABLE |. Parameters of the magnetic interaction tensors of divalent copper impurity complexegSn_GB, crystals.

CaF; Cay.9551p 052 CaysSi sk Cay, 055 0552 SIF,

Parameters 1 2 3 4 5 6 7 8

gy 2.099) 2.098) 2.101) 2.098) 2.2(0) 2.493) 2.493)
gy 2.147) 2.145) 2.141) 2.139) 2.200) 2.493) 2.493)
g, 2.802) 2.795) 2.792) 2.756) 2.36) 2.751) 2.084) 2.084)
Ay 97+3 98+10 100+ 20 70+10 26+ 5 26+5
ayy 96+ 3 96+ 10 100+ 20 7010 26+5 26+5
a,, 76+ 3 71+=10 70+ 20 ~0 ~0 362+5 362+5
Q —-11+3 —-10+5 ~—10 —-7%5 —-8+5 —-8=+3
Ay 221+5 230+15 230+ 20 23515 95+10 99+3
Ayy 136+5 130+ 15 130+ 20 11515 380+ 15 380+8
A,, 58+3 60+ 10 60+ 20 7010 60+ 20 125+15 1275
Aij 89+5 80+ 15 80+ 20 80+ 15 85+ 15 875

Note: The parameter groups 1—-4 and 6 refer to orthorhombic centers; groups 5, 7, and 8 correspond to tetragonal centers. For both types of centers the ligand
hyperfine interaction tensors shown here refer to ligand N@:ids. 1 and 2 The parameter groups 1 and 2 have been obtained at a temperature of 4.2 K;

all the others have been obtained at 77 K. The components of the hyperfine interaction(&ntioe ligand hyperfine interaction tens@k), and the

quadrupole interaction tens¢®) are given in MHz.

the complexes are shown in Fig.(fbr centers whose mag- CaSr, _,F,:Cu (x=0.5) also increased, becoming approxi-
netic properties are characterized by effective orthorhombignately three times the widths in 3r;_,F,:Cu (x=0.95).
symmetry tensopsand in Fig. 2(for centers whose magnetic One of the components of the hyperfine interaction tensors
properties are close to tetragopal (A, of a copper impurity ion dropped almost to zero.

The angular variations of the resonance lines and the |n addition to the orthorhombic complexes, other com-
structure of the EPR spectra observed in&a ,F,:Cu  plexes described by an electron-Zeeman tensor of axial sym-
(x=0.95) crystals were qualitatively similar to those ob- metry were also detected in crystals witk0.5. The direc-
served in Caf:Cu crystals: This means that the composition tion of the principal axis of this tensor is parallel to one of
of the paramagnetic complexes and their molecular structurgie crystallographi¢001) axes. The EPR spectra were ob-
are identical in these two types of crystals. The differences iderved at temperature§<45 K. The hyperfine and
the complexes observed in (G ,F,:Cu (x=0.95) and superhyperfine structures of the spectra were not resolved,
CaR,:Cu were as follows: 1The EPR lines at a temperature gbviously because of certain differences in the magnetic in-
of 4.2 K were approximately 3—4 times broader for the firstteraction parameters of different complexes of this kind. The
type; 2 the EPR spectra in the first case were observed up teoncentration of these complexéshich we call “tetrago-

a temperaturd ~120 K, whereas in CafCu spectral lines nal”) in all the investigated mixed crystals with=0.5 and
were observed only at a much lower temperature

(T=<35 K); 3) the ligand interaction parameters varied insig-
nificantly in the mixed crystal¢see Table)l, indicating mi- 1t
nor variations of the interionic distances in the paramagnetic
complexes as a result of deformation of the coordination
polyhedron of the ion-complexing agent by an AEM impu-
rity ion. An analysis of the temperature dependence of the
total intensity of the EPR spectra of the ,Gg_,F,:Cu
(x=0.95) crystals indicate that at least two types of para-
magnetic complexes are encountered here: “low- P
temperature” (EPR spectra observed af<35 K) and
“high-temperature” T<120 K). It was also determined
that the number of high-temperature complexes increases a
the concentration of AEM impurity ions is increased, owing
to a decrease in the number of low-temperature complexes.
Paramagnetic complexes of divalent copper with an ef-
fective electron-Zeeman interaction tensor of orthorhombic
symmetry were also detected in ,G& _,F,:Cu (x=0.5)
crystals, but their EPR spect(kig. 5 already differed to a
substantially greater extent from those observed in,&2dr
crystals. These differences primarily involved the val(see
Table ) of the hyperfine interaction parameters and the 0:3,0 L 1 0:35 BT
width of the temperature interval in which these spectra were ’ ) 4
observedthe interval is much broader here than in crystalsgig. 5. EPR spectrum of GaStsF, crystal, Bo(110, T=77K,
with x=0.95, T=<240 K). The widths of the spectral lines in f=9.3 GHz.

[ 1 1 1 i L )
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different copper impurity contents was found to be 10—15copper is the profile of the EPR spectral lines of the
times lower than the concentration of orthorhombic com-CaSr,_,F,:Cu (x=0.5) crystal(Fig. 5. Consider the group
plexes. No other paramagnetic centers were detected in cryef lines(group ) introduced into the spectrum by orthorhom-
tals withx=0.5. bic copper complexes with the# axis oriented parallel to
Paramagnetic complexes with electron-Zeeman tensonthie direction of the external static magnetic field
of orthorhombic and axial symmetry were also observed inB,|| Z||(110). The lines of this group clearly have an un-
CasSrn_4F:Cu (x=0.05) crystals at temperatured usual profile. The uncommon asymmetric shape of the lines
=270 K. Here, however, the greatest number of complexesf the first derivative of the absorption signal is normally
had virtually the same electron-Zeeman, hyperfine, anéncountered in the spectra of powders and is induced by the
ligand hyperfine interaction parameters as the correspondingquiprobable distribution of directions of the crystal axes of
tetragonal complexes of copper in $r€u (Ref. 3, and only  the individual single-crystal powder grains. However, data
~2-3% of the paramagnetic complexes detected in thérom the x-ray structural examination of these crystals defi-
crystals were found to be orthorhombic. In view of the factnitely indicate the absence of any kind of disoriented grains
that the EPR spectra of both types of complexes were obin their interior. On the other hand, distortion of the line
served in approximately the same temperature interval, thgrofiles of the EPR spectrum can also occur in the event of
far weaker lines of the orthorhombic complexes were moskaturation of resonance EPR transitions. However, the form
often masked by the very strong lines of the tetragonal comof the EPR spectra remains virtually unchanged at different
plexes. Consequently, only some of the magnetic interactiomicrowave power levels in the spectrometer cavity in the
parameters were determined for orthorhombic complexes ifange from 20um to 10 mW. Moreover, the profiles of the
crystals withx=0.05. lines in group Il in Fig. 5, always within the limits of this
It should be emphasized that ligand hyperfine interactiorhower range, essentially coincide with the usual profile of
with four equivalentF nuclei situated in one of thé110)  the curve representing the first derivative of the absorption
planes was distinctly observed in the EPR spectra of all typesignal. In this case, therefore, we can also rule out relaxation
of orthorhombic complexes of divalent copper. Conse-mechanisms for the distortion of the EPR signal profile. Con-
quently, the constituencies of these complexes in all the insequently, the only explanation we can see for the unusual
vestigated crystals with various AEM impurity ion contents jine profiles in the left group is the hypothesis of small dif-
is approximately identical. Obviously the only difference in ferences in the directions of the principal axes of the corre-
their molecular structure from that of the OrthorhombiCSponding magnetic interaction tens@mgnetic axesin the
[CuR,F,4]°~ complexes in Cdfand Cak crystal$ is in the  ensemble of orthorhombic paramagnetic complexes. In fact,
comparatively small displacements of the fluorine and copcalculations of the profiles of the spectral lines with allow-
per nuclei relative to their characteristic sites. ance for the actual angular dependences of the resonance
magnetic fields for the left and right groups yield a pattern
that essentially coincides with the real spectrum shown in
Fig. 5. In the course of these calculations it has been found
The method used to induce deformations in the first anthat the difference in the directions of the magnetic axes of
ionic sphere surrounding a paramagnetic impurity ion by thalifferent complexes can be as muchaS§°. This means that
isomorphic substitution of chemically similar ions for lattice the composition and relative positioning of the calcium and
cations has been found to work well. However, it has onestrontium ions in the cationic sphere surrounding the impu-
idiosyncrasy: The deformation field, which affects the posi-rity ion are different, so that the anionic coordination poly-
tions of the ions of this nearest-neighbor sphere, is not cerhedra of the copper impurity ions acquire different shapes
trosymmetric. It is evident from the results of the investiga-from one complex to another. The end result is that the cop-
tions that this asymmetry of the deformation field exertsper impurity ions are subjected to low-symmetry crystal
comparatively little influence on the magnetic interaction pa<fields characterized by different sets of parameters.
rameters in copper complexes in crystals with 695 We have performed approximate calculations based on a
=<1.0, its main effect being only to significantly lower the point model of the crystal field, which show that the low-
level of the bottom of one of the six adiabatic potential wellssymmetry components of the potential of this field influence
of each complex and, naturally, to raise the temperature ahe directions of the principal axes of the effective electron-
observation of the EPR spectra. However, with an increase ideeman interaction tensor to a greater extent than they affect
the interionic distances in the crystal the properties of thanagnitude of its principal values. However, to explain the
paramagnetic impurity complexes become more sensitive temergence of two types of paramagnetic complexes in a
noncentrosymmetric deformations. In particular, this trendcrystal, apart from the comparatively small expected dis-
indicates a sharp reduction in the magnitude of the isotropiplacements of the impurity copper ligands:Q.1 A), the
part of the hyperfine interaction tensor in crystals withpossibility of displacements of the copper ions themselves
x=0.5, and such a reduction could account for themust be considered. These displacements can occur in vari-
intermingling of excited configurations of noncentrosymmet-ous directions distinct from the principal crystallographic
ric components of the crystal field potential with the ground-axes. If vibronic interactions are disregarded, the direction of
state electron configuration of €u(Ref. 8. displacement of a given paramagnetic ion in the situation
Further evidence of the major influence of noncen-discussed here should roughly coincide with the direction
trosymmetric deformations on the magnetic properties ofrom the centroid of the set of strontium cations situated in

2. DISCUSSION OF THE RESULTS
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the first cationic sphere of this ion toward the centroid of thein the magnetic properties of such complexes, specifically
same set of calcium cations. In the most probable casdhe formation of complexes with an orthorhombic electron-
where the centroids of the sets of calcium and strontiunZeeman interaction tensor. It is obvious that the paramag-
cations almost coincide, and the displacements of the coppeetic C#* ion in the composition of such complexes is also
ion from the site of the cation substituted for it are small, thesituated at an off-center site, but the direction of its displace-
main components of the crystal field acting on thé Cion ~ ment from the position of the replaced?Srcation in this
will be the components of a cubic field. The impossibility of case must be parallel to one of tk&l0) directions. This
ignoring vibronic interactions in this case is self-evident; ac-conclusion follows primarily from the observation of a char-
cording to the experimental results, they are paramount imcteristic ligand hyperfine interaction with relative line inten-
determining the magnetic properties of such clustéirgg sities 1:4:6:4:1 in the EPR spectrum in the orientation
X (togt+€y) interaction takes place, and complexes withBg| Z|(110.
orthorhombic symmetry of the magnetic properties are  Consequently, as long as the repulsive interaction be-
formed|. Magnetic properties of the same symmetry and aptween a copper ion and its nearest-neighbor environment of
proximately the same electron-Zeeman, hyperfine, anduorine ions in CgSr; _,F, (0.95<x=<1.0) crystals is suffi-
ligand hyperfine interaction parameters can also be found iniently strong, the low-symmetry deformation field cannot
complexes in whose nearest-neighbor cationic sphere thgroduce any appreciable displacement of the copper ion from
centroids of the sets of €4 and Sf* ions are shifted in the site of the lattice cation replaced by it. This is especially
opposite directions from the copper impurity ion along direc-true in that the AEM impurity ion generating the indicated
tions close to(111) and(110. The problem is that in such field replaces a principal lattice cation, whose coordination
crystals components of trigonal and orthorhombic symmetryanionig polyhedron has already increased in volume on ac-
appear in the potential of the crystal field acting on a paracount of Jahn-Teller deformation of the nearest-neigtiivor
magnetic copper ion in such complexes as a result of iothe (110 direction anionic cell with the Ct' ion at the
displacements. For this reason, impurity copper in lower orcenter. Becoming localized in the first cationic sphere of the
bital stateqdprovided that the energy intervals between themcopper ion in the direction of thX axis (according to Fig.
do not become too largecan still interact efficiently with 1), an AEM impurity ion exerts scarcely any additional de-
nuclear vibrations of trigonal and tetragonal symmetry. Informing influence on the anionic sphere surrounding the im-
the present situation these complexes probably differ fronpurity copper. On the other hand, the average dimensions of
the first ones primarily in the directions of the magnetic axeghe unit cells in crystals of the Car, _,F, (0.95<x<1.0)
and the higher upper limit of the temperature interval inseries differ very little. Naturally, the magnetic interaction
which the EPR spectra are observed. parameters of these complexes in the indicated series also
Tetragonal complexes in crystals with=0.5, on the differ very little.
other hand, can occur in the less probable situation where the As the unit cell increases in size, the electron shells of a
centroids of the sets of calcium and strontium ions in theCuw?* impurity ion and the surrounding Fons soon overlap
nearest-neighbor cationic sphere of a copper ion are on ope a lesser degree, so that the repulsive interaction between
posite sides of the central ion in one of #@01) directions. the copper ion and the fluorine ions subsides, and the equi-
The efficiency of interaction of the impurity copper with librium position of the impurity copper nucleus, simulta-
vibrations of tetragonal symmetry can increase in this situaneously with the electrostatic, exchange, and vibronic inter-
tion. The adiabatic potential surface can acquire severactions inside the paramagnetic complex, also begins to be
deeper tetragonal minima in addition to the orthorhombicsignificantly influenced by the deformation field external to
minima. Owing to the complex relief of the adiabatic poten-this complex. Under these conditions, depending on the sym-
tial surface, the height of the barriers between the variousnetry of the deformation field, divalent copper complexes
minima might not be very high, causing the upper limit of with different symmetries of the magnetic properties are
the temperature interval of observation of the EPR spectra dbrmed in the bulk of the mixed crystal. In the case of the
the tetragonal complexes to shift toward lower temperaturesCa, sSr, sF2:Cu crystal we find that the totality of the para-
The investigation of Cér,_,F>:Cu (x=0.05) crystals magnetic complexes formed in the process can be divided
shows that anisotropic deformations have the strongest inflinto two groups, within each of which the magnetic proper-
ence on the magnetic properties of copper complexes in tes differ only slightly. The first group of complexes is char-
narrow interval of interionic distances, from values typical of acterized by effective electron-Zeeman interaction tensors of
a CgSr,_,F,:Cu (x=0.5) crystal to values corresponding to orthorhombic symmetry, whose principal axes form small
a Srk, crystal. The unit cell becomes especially large in thesangles with the crystallographi@10 direction. The axes of
crystals. According to the well-known Goldschmidt crystal- the electron-Zeeman interaction tensors of the second group
chemical law, a paramagnetic complex is rendered structuiapproximately coincide with the directions of t{@01) axes
ally unstable by a drastic reduction of repulsive interactionof the crystal. These special aspects of the magnetic proper-
between the Cii ion and its nearest-neighbor Fons. Con- ties of the paramagnetic complexes imply that vibronic inter-
sequently, the occurrence of a single AEM cation with aactions still have a significant influence on the evolution of
smaller ionic radius (CG&) in the first cationic sphere of a the magnetic properties of the copper impurity complexes in
CU" ion in the(110) direction produces a qualitative change mixed crystals subjected to an array of structural deforma-
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The temperature dependence of the impurity optical absorption of nominally puRi®i,

(BSO) crystals and BSO crystals doped with Ga, Cr, Mn, and Ag ions is investigated. A method
is proposed for determining the thermal activation energy, and certain properties of deep

levels are found. ©1998 American Institute of Physids$1063-783#8)01203-9

Sillenite Bi;;MO,, (BMO, M=Si, Ge, Tj crystals are currents>*?® Consequently, further study of the local levels
used as the working medium in holographic interferometryin doped sillenites is still an important objective.
and various types of light-modulating devices. Doping over a  Useful information about the local centers is obtained by
wide range of levels alters the characteristics of BM®In  investigating the temperature dependence of the optical ab-
particular, Ca ions lower the half-wave voltage, while Al, sorption. For hydrogenlike centers, where the zone of local-
Ga, and Mn ions increase the diffraction efficiency andization of a bound electron is large, such information can be
modify the write and destructive-readout kinetics of volumeused to identify shallow-level—conduction-band transitions
phase hologramfsElectron-beam-addressable light modula-(lightly doped semiconductdt3 or to determine the distri-
tors using Ga- or Ca-doped BMO are characterized by Supé)ution function of the tails of the density of states near the
rior resolving powe?. The photochromic effect is enhanced €dges of allowed bandsighly doped semiconductdts. In

by Mn, Cr, and Cu ions, which also lengthévin, Fe, Cy or  the case of deep impurity centers, where an electron is tightly
shorten(Cr) the storage time of written dafa. bound to a defect, the photoionization cross section exhibits

The photorefractive effect, which is the basis of optical® Unique kind of temperature dependefitejhich depends

data processing, is associated with the presence of shallod' the type of electron—phonon mt_eractﬁfr?.g _
and deep levels in the BMO band gap. Here we give the results of an mvestlgat_lon _of the Fem—
Therefore, the key to the successful utilization of doped€'ature dependence of the optical absorption in nominally
crystals is a detailed understanding of the structure of th@Ure and Ga-, Cr-, Mn-, and Ag-doped 580, (BSO)
local levels as well as the nature and role of impurity centers(.:ryStals'
For example, differentiation of the intensity of photoexcita-
tion of the holographic grating and quenching of the diffrac-
tion efficiency in BSO:Al and BSO:Mn crystals are linked to The crystals were grown by the Czochralski method
deep-level optical charge transfer. along the crystallographif001] direction with dopant con-
The information on local levels to date is insufficient. It centrations of 0.1%4Ga), 0.02%(Cr), and 0.1%(Mn, Ag).
has been shown that dopigith Ga, Al, Ca, Mn, Cr, or Ni  The samples were prepared in the form of optically polished
does not produce any new impurity photoresponse b3tds, wafers of thicknessl=1-5 mm cut in thg001) plane. The
and a decrease in the photoconductivity is attributed to thé&emperature dependence of the optical absorption was inves-
occurrence of a fast-recombination cerlfet? but their pa-  tigated through heating—cooling cycles in the temperature
rameters have not been determined. The quenching of tH&ngeT=280-700 K. The optical transmission spedifk)
optical absorption shoulder of undoped BMO crystals in thevere recorded every 5-10 K in the wavelength range
interval (2.2—3.0 eV with the introduction of Al, Ga, and Ca =0-33-0.91um by means of a Specord M40 dual-beam
ions has been describ&c13-151t is postulated that A" or ~ SPectrophotometer. The effective rate of measurement of the

G&" ions acting as acceptors replacéBions introduced at temperature was~0.01 K-s%. The absorption spectra

M sites and play the role of color centéfdS or they com- a(hv),_wherehv is the p_hoton energy, were calculat_ed gwth
pensate deep donors of unknown origin responsible for thgorrectlonzfor the reflection spectR(\) from the relau_oﬁ
absorption shouldéf18 Relatively shallow local levels (=(1~R) exp(-ad)[1-Reexp(~2\d)]. ~ Taking into
have been detected by thermally stimulated currents, but REcount the strong dependence of the optical and photoelec-
does not look as though they can be linked to Al or Galfc prope.r_t|e_s of BMO on their past h|stof’9/,crystals in a
ions®1512 Deep levels can manifest themselves in thenear—equmbrlum statéafter prolopged §tor§ge in the dark at
photochromic effect, but in BMO crystals doped with Cr, T~300 K) were chosen for the investigations.

Mn, Cu, or Fe ions the strong fundamental and photoinduced

absorption bands are interpreted merely as in-centef | -MPERATURE DEPENDENCE OF THE ABSORPTION
transitions:’~>30n the other hand, these ions can be donors  The temperature dependence of the optical absorption
or acceptors, as evinced by the induced photosensitiity, «(T) has been investigated as a function of temperature in
the dark conductivity, and the thermally stimulatedthe spectral intervahv=1.4-2.0 eV, where the different

1. EXPERIMENTAL

1063-7834/98/40(3)/5/$15.00 415 © 1998 American Institute of Physics
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FIG. 1. Spectral plots of the optical absorption of sillenite crystals,

T=297 K. 1) BSO;2) BSO:Ga;3) BSO:Ag; 4) BSO:Cr;5) BSO:Mn. ) ) ) )
FIG. 3. Optical absorption versus temperatulg. For light with hy

=1.65 eV, BSO:Cr crystal) hv,=1.68 eV, BSO:Mn crystal. The arrows

kind f infl fi it fairl I d pointing toward and away from the temperature axis indicate heating and
INds OfT Influence otr Impurities are tairly well pronounce cooling, respectively.

(Fig. 1). Here Ga and Ag ions reduce the absorption of nomi-
nally pure BSO crystals, whereas Cr and Mn ions produce a

strong absorption band, conflictingly described in the litera-

ture as a band of in-center transitions in Cr and Mn ions o8SO:Mn. In the first case each curve has two well-defined
different valences and localizatioRs:22 narrow steps, which are higher for the nominally pure BSO

The «(T) curves of the investigated crystals are showntha” for BSO:Ga, and the low-temperature steps have differ-

in Figs. 2—4. They all exhibit temperature hysteresis, wher&"t temperature positiongig. 2). In the second case the
the absorption for the heating branch of #€T) curve ex- descent ofx is slower, the steps are not as distinct, but their

ceeds the level in cooling. For BSO, BSO:Ga, BSO:Cr andemperature positions are all the same, and the increfent

BSO:Mn an increase in the temperature causes the absor[t?—r the Cr-doped crystals is an order of magnitude higher
h

tion to decrease in steps. The height, width AT, slope an for BSO:Mn, implying a difference in the absorption

Aa/AT, and temperature positions of the descendirsgeps inteqsities in the investigated spectral rari§e. 3): In the
differ for different dopant ions. However, pairs of similar €00ling of BSO and BSO:Ga crystals the absorption depends

«(T) curves exist for BSO and BSO:Ga and for BSL:Cr and"€"Y weakly on the temperature, whereas for the second pair
(BSO:Cr and BSO:Mnwe observe a tendency to restore the

initial value of a. The direct and reverse branches of the
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FIG. 2. Optical absorption versus temperature for light with=1.65 eV. T,K

1) BSO crystal;2) BSO:Ga crystal. The arrows pointing toward and away

from the temperature axis indicate heating and cooling, respectively. Th&IG. 4. Optical absorption versus temperature for light with=1.65 eV in
solid curve3 represents the calculated temperature dependence of the alBSO:Ag crystals. The arrows pointing toward and away from the tempera-
sorption for BSO crystals. ture axis indicate heating and cooling, respectively.
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£ ing, as in the case of BSO and BSO:Ga crystals, is attribut-
able to variation of the populations of these levels.

3. APPROXIMATION OF THE TEMPERATURE DEPENDENCE
OF THE OPTICAL ABSORPTION

The optical ionization(activation energy of the local
levels (of the donor type for definitenesss high (EJ
=1.4-2.0 eV) in the investigated range; consequently, they
cannot be treated as hydrogenlike. We therefore use a
configuration-coordinate modéFig. 5 similar to the one
described in Refs. 29 and 33. In this model we introduce the
FIG. 5. Total energyE of a crystal with a deep donor level versus configu- effective capture cross section for the thermal trapping of an

ration coordinate, showing the principal energy characteristics. Ee electron in the conduction band associated with donor ion-
E,, andE4 curves correspond t@respectively the empty level with an  jzation:

electron in the conduction band, the same with an electron in the valence

band, and the electron-occupied level. o.tsh: av\/t(f, (1)

wherea= const, ano\Ni1 is the capture probability. Accord-

a(T) curves in the heating-cooling cycle are the closest toing to Ref. 9,
gether for BSO:Mn. th_ —05 th

The heating branches of the(T) curves for BSO:Ag Wo=Ax(BrckT) 7> exp(— B, /KT), @
crystals differ sharply from those described above; here thevhere A; does not depend on the temperatugg is the
exponential growth of the absorptipas a~ expE,/kT) with Franck—Condon shifk is the Boltzmann constant, aﬁ’f is
E,=0.25 eV] is superseded by a sudden plunge, followed bythe thermal activation energy of the capture cross section
a certain increase ia.. In the cooling process the absorption (Fig. 5). Factoring out the temperature dependence, we write
in these crystals, as in BSO and BSO:Ga, is practically inde- _ th
pendent of the temperatu(Eig. 5). o= oB(TITe) %% exp(—EM/KT), ®)

The «(T) curves for various values dfv in the inves-  where we have assumed thaj=300 K.
tigated range for each of the crystals are similar, but the ratio  The flux e,, of thermally activated electrons from donor
of the heights of the low-temperature and high-temperatur¢evels into the conduction band is given by the well-known
steps differs. Ashv increases, the height of the high- expression
temperature step decreases considerably. This general behav- th th
ior of these curves tends to change to exponential growth at €n=WhosNeVr, )
a pointhv<hw., wherehv. depends on the type of impurity whereW!"=exp(-E"/kT) is the probability of thermal acti-
(for example hv.=2.6 eV for BSO:Ga crystals vation of donorsEY is the energy of thermal ionization of a

It is important to note tha(T) curves characterized by donor level relative to the bottom of the conduction band
decreasing absorption in the range 80—300 K, similarto  (Fig. 5), N.=N(T/To)*® is the density of states in the
those described above, have been obtdintat Bi;,GeO,  conduction band, where for BSO crystalbl,=7.8
(BGO) and BGO:AI crystals in an investigation of the ther- x 109 ¢m™3 (according to Ref. 3¢ and V= V1o(T/To)%>,
mal breakdown of photoinduced color centers; several stage,,=6.2 cms L. On the basis of Eq3) the preexponential
of reduction of the photoinduced absorptiGthermoregula- factor is ~(TITo)*® and we disregard this dependence as
tion) have been observed for BGO:Fe and BSO crystals. weaker than exponential.

The pronounced hysteresis and weak temperature depen- We write the kinetic equation for the variation of the
dence of the absorption in cooling suggest that the variouaensity of ionized donorbly in the form
features of the heating parts of th€T) curves for BSO, i i
BSO:Ga, and BSO:Ag crystals are linked to the thermal de- dNg/dt=Nge, ®)
trapping(BSO and BSO:Gpor charge transfefBSO:Ag) in The following simple relation holds between the densi-
local levels of the band gap that participate in the formationjes of ionized and neutral donohg; :
of the impurity absorption band. The situation is more com- 0 i
plicated in the case of BSO:Cr and BSO:Mn crystals. The ~ Na=Ng+Nq, 6

a(T) curves obtained in cooling become linear in the cooryhereNJ is the density of neutral donors at the initial time

dinatesa, T~*° over the entire temperature ran@SO:Mn)  T—0_ To find the temperature dependemdgT), we make
or in the partT <500 K (BSO:Cp. This result indicates in- | ;se of the fact thal = bt, whereb is the rate of change of
center transitions involving phonofsput the difference in the temperature. From E¢5) we obtain

the behavior of thex(T) curves during heating and cooling

and their hysteresis suggest that impurity-level—allowed- NL=C fT —1p -1 th_ =th / /
) ; . =Ce b™" exd —(E_'+E;)/kgT']dT".

band transitiongconduction or valengecontribute to the d X 0 7o XA~ (Bo+Ea)/keT']

absorption, and the variation of the absorption during heat- (7)
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Here C=p8NY is determined from the condition that), 8r 15
H,BNS asT—T,, where the value of3 is dictated by the ) }
degree of compensation of donor levels by acceptor levels, w 2 :: 7
76 1= (0N Vo), andEN+EN=E" is the effective ther- '3? 1':. -
mal activation energy. The integral in E) can be replaced é i HEE " —
by the approximate expression S : : ,‘ ,t; 13 x
- : ]
5 [(KT?)/(EM+1.85T)Jexp(— EM/KT), ®) < pLogr o g
. - HEES | ] -
where 7§ = 7, b~ 1. Consequently, N 4 i : \ "-'p. M?
. 3 . .
Ng(T)=NJ{1—- B ex 5 KT?/(E"+ 1.8%T)] E ,' E ?"'-‘ S
x ex — EMKT)}. © S b iy obay AT %
: N I N
We write the temperature dependence of the optical ab- ;’ k% j. T ;c‘
sorption in the form / W \
‘/ N
a(T) =R TIN(T), (10 byiv w500 700
where o3%(T) is the effective photoionization cross section T,K

of the donor level.

FIG. 6. Differential optical absorption curves for crystals aJ: BSO;

According to Ref. 28, in active electron—phonon inter- ) gso:Ga.
action the cross sectiomy” decreases monotonically as the
temperature increases. This functional dependence can be

represented by the expression
oP(T)=B[coth hw/2kT)] %%,

localized-phonon energy.

(11)

where B is independent of the temperature, amd is the

(da/dT)(T) curves, which corroborate this assumption
(Figs. 6 and Y. For BSO and BSO:Ga crystals they have
peaks whose temperature positions correlate with the analo-
gous positions of the peaks of the thermally stimulated cur-
rent (TSC and the thermally stimulated depolarization

Expanding coth{w/2kT) in series form, subject to the (TSD) current described in Refs. 35 and 36: For example, in

conditionshw<2kT andhw/2kT< 7, we write Eq.(11) as

o (T)=05(TITe) %%,

whereo is independent of the temperature.

Thus,
a(T)=0}(TITe) " "Ny(T).

BSO crystals, as opposed to BSO:Ga, the TSD current has
no peaks af ~300 K, or they are not very pronounced. We

(12 encounter an analogous situation for the peaks of the
(da/dT)(T) curves. Correlation is also observed for BSO:Cr
and BSO:Mn crystals, and it is interesting to note in this case

(13 that the @a/dT)(T) curves reproduce the characteristic be-
havior of the TSD current, a set of narrow peaks in the in-

The two descending absorption steps can be associatéerval E=300-500 K, and their intensity, like that of the
with the vacating of two types of donor levels with thermal TSD currents, is an order of magnitude higher in BSO:Cr
activation energieEtlh and Etzh. The temperature dependence crystal than for BSO:Mn. On the whole, however, the spectra

of the absorption can now be written in the final form

a(T)=(TITo) "% 0% Ng1+ o2,Ngo) + ao, (14)

where ay is the residual absorption. Equatiéi¥) approxi-
mates the experimental observed stepwise decrease of the
absorption at certain values of the parameters for each step.
In particular, the following values of the parameters apply to

a BSO crystal:o* ~o%,=10 '8 cn?, N};=8x 10" cm 3,
E"=0.6 eV, 75,=3x10 s, 8;=0.1, Ng,=5%x10"" cm3,
ES'=0.8 eV, 70,=5%x1C° s, 8,=0.05, g=0.4 cnmi * (Fig.

2).

4. OPTICAL AND THERMAL IONIZATION ENERGIES

We have found that the temperature dependence of the
optical absorption is determined mainly by the variation of
the density of neutral donor®r acceptors Consequently,
the temperature rate of change of the absorptefdT is
analogous to the thermally stimulated current intensity,
which is determined by the variation of the density of free

carriers in the conduction band or the valence band. Differgig, 7. pifferential optical absorption curves for crystals &f:BSO:Cr:
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TABLE I. Thermal activation energies of deep levels in BSO, BSO:Ga, vy, L. Kopylov, V. B. Kravchenko, and V. V. Kucha, Pis'ma zh. Tekh.

BSO:Mn, and BSO:Cr crystals. Fiz. 8, 205(1982 [Sov. Tech. Phys. LetB, 88 (1982)].
2N. I. Katsavets, E. I. Leonov, V. M. Orlov, and E. B. Shadrin, Pis'ma Zh.
Crystal Tm, K EM eV Tn (K), EM (eV) from TSC data Tekh. Fiz.9, 424 (1983 [Sov. Tech. Phys. Let®, 183(1983].
SA. V. Ivanov, Yu. L. Kopylov, V. V. Kravchenko, V. V. Kucha, and
BSO 393 0.67 370, 0.66-0.7Ref. 19 R. Sh. Tukhvatulin, Zh. Tekh. FiB4, 2416(1984 [Sov. Tech. Phys. Lett.
488 0.85 29, 1428(1984].
BSO:Ga 305 0.74 300, 0.6%Ref. 35, 285, 0.71(Ref. 35 4T. V. Panchenko and Yu. G. OsetskPis'ma Zh. Tekh. Fiz15(20), 20
480 113 (1989 [Sov. Tech. Phys. Lettl5, 795(1989].
BSO:Mn 410 0.69 460, 0.7Ref. 25 SN. I. Katsavets and E. I. Leonov, Zh. Tekh. FB6, 1993 (1986 [Sov.
490 1.15 Tech. Phys. Lett31, 1191(1986)].
BSO:Cr 370 0.59 460, 1.5-1(Ref. 25, 6S. L. Hou, R. E. Lauer, and J. Aldrich, J. Appl. Phyig, 2652 (1973.
490 1.56 "Yu. L. Kopylov, V. B. Kravchenko, and V. V. Kucha, Mikroelektronika

11, 477(1982.
8T. V. Panchenko, A. Yu. Kudzin, and V. Kh. Kostyuk, Izv. Akad. Nauk
SSSR, Neorg. Mated9, 1144(1983.
V. I. Berezkin, Phys. Status Solidi 82, K95 (1984.
10M. V. Shilova, V. V. Orlov, E. I. Leonov, E. E. Koslov, and I. A.
of the TSD currents are richer, because they contain the con-Karpovich, Izv. Akad. Nauk SSSR, Neorg. Mat@e, 103 (1986.
tribution of quasidipole polarization mechanisms. On the'T- V. Panchenko and Z. Z. Yanchuk, Fiz. Tverd. Té#. Petersbuig3s,

. . . ... 3042(1996 [Phys. Solid Stat&8, 1663(1996)].
other hand, broadening the optical range of the mvestlgatlonﬁll S. Zakharov, P. A. Petukhov. V. M. Skorikov, M. G. Kisteneva, and

and improving the accuracy of the(T) measurements can vy, F. Kargin, Izv. Vyssh. Uchebn. Zaved. MV SSO SSSR Fiz. No. 6, 85
be expected to “enrich” theda/dT)(T) curves in the sense  (1995.

of achieving better correlation with thermal-activation spec—iiT- \ébpanchhef‘dko i”d '\gA- Tf??g}g L2”E<‘>r3 Fi;ém 1186(1984.
troscopy(TAS) data. R. Oberschmid, Phys. Status Solidig®, (1986.

S . 158, C. Grabmaier and R. Oberschmid, Phys. Status Solid®6A 199
The initial parts of the low-temperature and high- (19gg.

temperature slopes of the distinctly recorded peaks of th&T. v. Panchenko and N. A. Truseeva, Ukr. Fiz. 4, 1495(1989.
(da/dT)(T) curves become linear in the coordinates”'(-: FO'dvaf%L-l gEl'(Tg’"gf“”"”’ G. J. Edvards, and L. Otsi, Solid State

.5 H H ommun.//, .
In(T**da/dT), 1KT, and this property can be exploited t0 157y o™ “F o™ and 6. A Hunt, 0 Appl. Phy#0, 7554(1991).
dEtergt:n(e a r'll'urglbe)[ of values of the thermal activation enw. wardzynski, H. Szymczak, and K. Pataj, J. Phys. Chem. Sdis
ergy E™ (see Table 767 (1982.

The large difference between the optical and thermafo\(’:vr-] Wargz{zjg Hl-lf?(/%(g;‘k’ and M. P. Borowiec, and K. Pataj, J. Phys.
. . . . op__ th: _ . _ em. SOll 3 .
|0_n|zat|on energiesE,"—ET=0.5 0,'9 eV., which d‘?te_r ZLA. B. Dubovski, A. A. Mar'in, G. A. Sidorenko, and A. A. Fotchenkov,
mines the Franck—Condon shiiitc (Fig. 5), is characteristic |y, Akad. Nauk SSSR, Neorg. Matez2, 1874 (1986.
of sillenite crystals and indicates a multiphonon mechanisn¥*T. V. Panchenko and N. A. Truseeva, Ferroelectiits 73 (1991).

. . 23

of electron transitions; however, there is a need here to de-g-l\(/iggagChe”kov Yu. G. Osetsky, and N. A. Truseeva, Ferroeledrids

: op . .
ter,mme E," more accurately, TO.I‘ example, by analyzing the 24y, 1. Kalinin, Zh. S. Kuchuk, N. G. Gorashchenko, and A. A. g Izv.
heights of the steps characterizing the decrease of the absorpakad. Nauk SSSR, Neorg. Mate24, 637 (1988.
tion, as a function of the energy of absorbed optical photons®A. Yu. Kudzin, T. V. Panchenko, and N. A. Truseeva, Ukr. Fiz. 2B,
It should also be noted that for peaks with,~500 K in 26%(414'(1%?(?]- outical Prosertics. of Semiconduciofi Rusel
BSO:Mn crystals the shifEgc decreases, and in BSO:Cr (,\t‘uka Mosaon, 187')C73 roperties of Semiconductoisn Russian
th . ’ ’ L
crystals the values dE;” and E" correlate well with each  27g_ |, shkiovski and A. L. Hros, Electronic Properties of Doped Semi-
other; a similar situation has been remarked in an investiga- conductors[Springer-Verlag, Berlin-New York1984; Nauka, Moscow
tion of thermally stimulated currents. 28;19;9*]{ | d A. N. Pikhtin, Fiz. Tverd. Teléeni 16, 1837

The relation between the values Bf' andE" in BMO (1574 [%%’:lo‘é,ﬁ” ol Sttt 12001974 eld.eningrad 16,

- . 237-39 . Phys. Solid Stat&6, 1200(1974)].
crystals has long been debated in the literafifel® 29B, K. Ridley, Quantum Processes in Semiconduct@sl ed., Clarendon
with no consensus among the different authors. For example,Press, Oxford; Oxford Univ. Press, New Yotk993 [Russian trans. of
it has been postulatéd*3"*%hat the local states of the band 30/1ftHed-' !V”,\r/'l MSOSCO"{’/' 1T98]6 4 B. Briat, Opt. Matd, 167(1995
H th__ _ op_ _ . i . Ramri, M. secu, V. 1opa, an . priat, Opt. Matek. .
gap withE;=0.3-1.3 eV asncEa 1.3-3.0 eV are identi- a1, Malinovskii, O. A. Gudaev, V. A. Gusev, and S. I. Demenko,
cal, whereas other authdts®have concluded that the values Photoinduced Processes in Sillenitgs Russiad (Nauka, Novosibirsk,
of EQ” andE™ coincide for the same levels of the band gap. 1990. - . _ .
The contradictions stem from the difficulties of comparing™ 4 E'-iﬁ?ﬂflﬁofﬁa‘”ﬁg T}g,aens'tl'g’%z in Impurity Centers in Solids
. . .. . ; ussi ukova Du , Kiev,

these values in the juxtaposition of results obtained by difssp "gois'and A. Chante, Rev. Phys. Apf, 631 (1980.
ferent methods. 3R, B. Lauer, J. Appl. Physi5, 1794(1974.
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The spectroscopic behavior of Smions is investigated in monoactivated and coactivateith

cerium glasses obtained by the direct sol-gel-glass transition. It is shown that the majority

of the Sni* ions form optical centers of the same type, whose luminescence spectral
characteristics depend weakly on the concentration of the activator and the technique used

to introduce it. Complex centers, including $mand Cé&" ions bound by bridge oxygen, are also
formed in the coactivated glass during the pore nucleation stage. TRgisns in these

centers are characterized on the average by higher local symmetry, the efficient enhancement of
luminescence by photoreduced (Cg ions, and its extinction by Ce-containing clusters.

© 1998 American Institute of PhysidsS1063-783#8)01303-3

Glasses containing Sth ions are promising materials xerogels. In chemical purity all the working reagents were
for quantum electronics. For example, they work well inclassified analytical grade or better. The samples were sin-
neodymium laser guns for the absorption of superluminestered in air aff =1250 °C, followed by cooling. The samples
cence radiation propagating perpendicularly to the axis of thevere also annealed at 750° for three hours in hydrogen at a
active element:? Moreover, they are characterized by com- pressure of 1.1 atm. The volume concentrafiomf activa-
paratively inefficient quenching cross-relaxation tors in the experimental samples was determined by means
interactions and the absence of the induced absorption fronof an IMS-4F ion microscope with: 15% measurement er-

a metastable state commonly associated with the region abr limits. The adopted standard wag@e, Sm-containing
fundamental radiative transitions. These attributes welkilica gel glass, in which the mass concentration of the in-
qualify them as active media for visible-range fiber laders. gredients was determined with a Camebax x-ray
The preparation of such glasses by the sol-gel technique ofnicroanalyzet and converted into the values df for the

fers new capabilities for controlling their spectroscopic be-corresponding elements.

havior. In particular, Demskaya and Pivovatdave shown The optical extinction spectra were recorded on a Beck-
that the luminescence spectra of high-silicon, Sm-containingnan UV5270 spectrophotometer. The luminescence spectra
gel glasses can vary considerably, depending on the heatnd the luminescence excitation spectra were recorded on an
treatment temperature and the presence of buffer elements 8DL-2 spectrofluorimeter, then were correCteshd dis-
them. We have recently discovePddthat the role of such played to show the wavelength dependence of the number of
buffers can be played by ¢eions, which promote the entry photons(luminescence or excitatipper unit wavelength in-

of Ce" and N&* ions into silica gel glasses and signifi- tervaldn/dx or the wavenumber dependence of the number
cantly alter the structure of their luminescence bands. Thesgf photons per unit wavenumber interveth/d7. Conven-
considerations have stimulated an interest in determining thgonal method% were used to reduce excess absorption and
influence of cerium on the luminescence spectral characteextinction of luminescence.

istics and salient features of the injection of 8nions into The luminescence kinetics was investigated with a PRA-
similar glasses. It is also important to assess this influencgo00 spectrofluorimeter at various excitation wavelengths
from the standpoint of finding luminescence enhancers foR . and recording wavelengths,... The average lumines-
these .ions, becauge they are characterized by extremgly wegknce extinction time was calculated from the equati_on
“working” absorption bands. The results of such an mves—ZEiai 7,13, a;, wherea; denotes the coefficients of the de-

tigation are presented below. cay exponential, which characterize the relative contributions
of components with the decay time constantdo the ex-
1. MATERIALS AND EXPERIMENTAL PROCEDURE tinction curve. All the luminescence spectral measurements

) ~were performed aT =2988 K.
The experimental samples were prepared by the direct

sol-gel-glass transition using to a standard procefiuveti-
. . . . . 2. RESULTS
vation was achieved by introducing chlorides of the corre-
sponding lanthanides in the stages of the sol-colloidal system Traces of extraneous impurity metals such as Al, K, Ca,
and also by impregnating them with aqueous solutions o&nd Ti are detected in the prepared samples. However, their

1063-7834/98/40(3)/7/$15.00 420 © 1998 American Institute of Physics
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FIG. 1. Optical extinction spectra of

by nonactivated and Sm-(Ce, Sm-,

S -~ and Ce-containing glasses activated

"' 4 e —~ g oue - N by xerogel impregnationl, 6) Ng,

~ =0; 2,4 Ngy=3.0x10"ion/cn?,
x0.01 3,5 Ng,=3.5x10"ion/cnt; 1, 2, 4

Nee=0; 3,5  Nc~=3.5x10Y
ion/cn; 6) Nee=3.7X10" ion/cn,
4, 5) glasses annealed in hydrogen.
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concentrations are almost three orders of magnitude lower Figure 2 shows the luminescence and luminescence ex-
than those of Ce and Sm. An industrial chlorine impurity iscitation spectra of Sm- an@e, Sm-containing glasses. It is
detected only for highly activated samplesN,f evident that the luminescence of monoactivated glass with
~10% ion/cn?) in concentrations lower than 0.1 timBls,.  Ng,=9.0x 10'8 jon/cn? at \ o,.= 400 nm consists of a series
Figure 1 shows the optical extinction spectra of Sm-,of relatively narrow bands having an intricate profi@irve
(Ce, Sm-, and Ce-containing glasses. Also shown are thel), the strongest band occurring at 15340¢m(\
like spectra of the first two glasses after annealing in hydro=652 nm). The spectral half-widthA\,. of the strongest
gen and the spectrum of a nonactivated glassve 1) with component of this band is 90 ¢rh An increase in the acti-
the same natural extinction coefficightat the fundamental vator concentration to 3:810'° ion/cnt and scanning of the
wavelength of hydroxyl ions as for the monoactivated glasshort-wavelength group of absorption bands by exciting ra-
(A=2720 nm, Ref. 1D It is evident that activation by sa- diation with A\.,=4 nm are not accompanied by any ap-
marium in a concentration of 3:010'° ion/cn? is accompa-  preciable change in the luminescence spectrum. Nor is it
nied by a monotonic increase in the attenuation of the glasaltered by hydrogen annealing. The luminescence excitation
as \ decreases and by the onset of two groups of weakspectrum of monoactivated glagurve2) is slightly depen-
narrow bands separated by a long spectral intgaualve2).  dent onA,. and is similar to the spectrum of its short-
The narrow bands do not exhibit any conspicuous violationvavelength group of absorption bands. The luminescence
of the Bouguer—Lambert—Beer whély,, is lowered to 8.0 spectrum of coactivated glass with Ng,
x 10 jon/cn. The introduction of cerium coactivator with =0.4Nc=8.0x10"8ion/cn? at \,=400 nm is similar to
Nee=3.5x 10'% ion/cn? in the same kind of glas$Ng, the spectrum of the monoactivated glass. However, a radical
=3.5x 10'° ion/cn? induces strong ultraviolgUV) absorp-  change in the narrowband luminescence spectrum is ob-
tion and attenuation of the narrow ban@sirve 3). The an-  served when\ .. moves toward the short-wavelength end
nealing of Sm-containing glass in hydrogen has scarcely angcurve 3, \q=320 nnm. Appearing simultaneously is a
effect at all on its spectrurtcurve 4). Similar annealing of broad, weak luminescence band with a maximum at
(Ce, Sm-containing glass produces a slight reduction in the23 000 cm* (not shown on curve). The profile and total
intensities of the narrow bands and a marked decrease of thetensity of this band are essentially identical {@e, Sm-
attenuation in the UV regioricurve 5). The spectrum of and Ce-containing glasses of equal thickness and édgal
Ce-containing glaséNg.=3.7x 10'° ion/cn? takes the form  The excitation spectra of the strongest bands on cBri-
of a strong UV band with a long-wavelength edge and, adfer slightly and are characterized by the presence of a broad,
jacent to it, a broad, weak band extending into the near instrong band at 330 nrfcurve 4, \ .= 615 nm. A similar
frared (IR) region(curve6). but much weaker broad band is also observed in the lumi-
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FIG. 2. Normalized and corrected luminescence and luminescence excitation curves of Si@eaBd)-containing glasses activated in the stage of the
sol-colloidal system1, 3, § Luminescence spectr®; 4, 5 excitation spectra3, 6) A¢,=320 nm; 1) 400 nm;5) \ =430 nm; 4) 615 nm;2) 650 nm.
ANgye=2ANee=4 nNM. 3, 4, § Ng,=8.0x 108 ion/cn?; 1, 2) Ng,,=9.0x 10 ion/cn?; 1, 2) Nee=0; 3-6) Ng=2.0x 10'° ion/cn?; 6) glass annealed in
hydrogen.

nescence excitation spectrum at 23 000 ércurve 5, Ao  nential behaviofcurve 4), and the average time constant
=430 nm. As A\ increases within the limits of this lumi- approaches 0.7 ms. In this case the variation of the decay rate
nescence band, the excitation band broadens consideraldg a function ofA ., and \ o falls within 20% limits. The
toward the long-wavelength end of the spectrum, but there iattempt to isolate the transient rise of narrowband lumines-
no perceptible broadening on the short-wavelength side atence was futile: The initial part of the kinetic curve essen-
any wavelength\ ... The annealing of coactivated glass in
hydrogen increases the relative intensity of the broad, short-
wavelength band severalfold, but the narrowband lumines- 4 g}
cence spectrum at =320 nm (curve 6) becomes more [
like the spectrum of the Sm-containing glass. Also resem-
bling the latter at all values of,; are the narrowband lumi-
nescence spectra of coactivated xerogels subjected to hee®
treatment in air at 1000 °C.

Figure 3 shows the luminescence decay kinetics of Sm-,
(Ce, Sm-, and Ce-containing glasses. It is evident that the 'E )
luminescence decay law of Sm-containing glass over a dy- .
namic intensity range of £Ofor Ng,=9.0x 108 ion/cn?, ~
Aexc=400 nm, and A =650 nm is close to a single-

exponential curvécurve2) with 7=~1.6 Ms. ASA rec OF N exc

is scanned over the corresponding spectra, the variance of
does not exceed 15%. An increase Mg, to 3.8

X 10" ion/cn® is not accompanied by any changesiror in -+ FIG. 3. Luminescence decay kinetics of Sii€g, Sm-, and Ce-containing
the nature of the decay process. For coactivated glass wiftlasses activated in the stage of the sol-colloidal sys#mB, 7) Aey
Ngy= 0.4N co= 8.0X 108 ion/cn? at Aex=400 Nnm the nar- =320 nm; 2, 3) 400 nm;6, 7) \ec=430 nm; 4) 615 nm;28,_3) 650 nm.
rowband luminescence decay cufearve3) is similar to the Ahex—Ahecd nm. 6 Nsy=0; 3, 4, 7 Nsn—8.0x10* ionfern; 2)
i A Ngm=9.0x 10% ion/cn?; 2) Nge=0; 6) Ngo=1.7x10" ion/cn?; 3, 4, 7)
corresponding curve for the monoactivated glass.Myc  N.=2.0x10"ion/cn?; 1, 5 excitation pulsesl—4) a=1; 5-7) a=2

=320 nm, however, it deviates more radically from expo-x 10t

uni
o

L\ 'l 1

2 4 oat, ms
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tially coincided with the leading edge of the excitation pulseTABLE . Characteristics of the absorption and luminescence bands of
for all values ofk g,c and ec. The decay of wideband lumi- ST ions in monoactivated silica gel glass.

nesc%nce of ~Ce-containing glass WIFhNCe: 9.0 Absorption from®Hy,, states Luminescence frofGs, states
X 10'8 jon/cn? also departs from an exponential ldaurve  Transition to state Mo nm/enit Transition to statex/p nm/eni M

6), but its time constantr is many orders of magnitude

6 6

. N Fuo 1570/6370 Fiuo 1476/6770 6
smaller, with a value~5_0 ns for Agye=320 nm andA\ ¢ SHye 1520/6580 gy 1240/8060 7
=430 nm. For the coactivated glass under the same eXCItaF3/2 1450/6900 6|:7/2 1065/9390 4
tion and recording conditions the value ofis shortened to ZFslz 1350/7410 zFSIZ 976/10250 5
45 ns, mainly as a result of acceleration of the far decay" 1210/8260 D 940/10640 4
tage(curve 7) Fop 1060/9430 His 902/11090 6
stag : 5F 940/10640 oF 866/11550 3

Th Its should be viewed i text with the ob<g... "

'ese results S O'U e V|E\{Ve In context wi e 0 '4G5/2 565/17700 6H1312 824/12140 7
servation that the indicated luminescence spectral relations 545/18350 *Hi1p 714/14000 6
of the investigated glasses occur for both of the activatioriFaxz 524/19080 zHQIZ 652/15340 7
techniques used. However, for glasses coactivated by im®72 503/19880 Hare 606/16500 6

+*M 157 488/20580 Hsp 566/17670 4

pregnation with xerogels a radical difference in the lumines- '3

,Cence spectra a,'zsexc is shifted from tlhe regior=400 nm Note Here\ andv are the wavelength and the wavenumber corresponding
into the UV region occurs at many times lower concentra+o the position of the maximum of the given band, ands the number of
tions Nce. Stark splitting components.

3. DISCUSSION OF THE RESULTS . . . L
exclusion of “stimulated” electric dipole transitiort$.The

In light of the results of a quantitative analysis we cansecond possible reason is an increase in the symmetry of the
disregard the presence of impurity metals and industriabptical centers, which also reduces the mixing of these states.
chlorine and identify the spectra described above entirelyAs for the strong UV absorption of coactivated glasses, this
with the presence of the injected activators. Of course, ireffect is mainly attributable to the charge-transfer band of
analyzing the optical extinction spectra associated with thes€g(IV) oxo complexe$. The absence of explicit manifesta-
activators(Fig. 1), we need to exclude the band at 1380 nmtions of bands associated with interconfigurational transitions
associated with the first harmonic of the hydroxyl idAShe  of Ce®" ions and Sm" ions? can be attributed to the fact
small differences in the intensity of this band for all the that sintering of the glasses is not accompanied by the ther-
experimental samples indicate an approximately unifornmal dissociation of silica, a process that imparts reducibility
concentration of these ions, whose influence can therefore tie the matrix'3
ignored in the interpretation of the observed spectral varia- The very nearly identical values b, for the monoac-
tions. tivated glass before and after hydrogen annealing imply that

The narrow extinction bands of Sm- ari@e, Sm-  the reduction of SAT ions is not very efficient. Conversely,
containing glasse@=ig. 1) are attributable to absorption tran- judging from the abatement of the optical extinction of co-
sitions within the 4° shells of the S ions2 The mono-  activated glass in the UV regiofcurve 5), the reduction of
tonic increase ok in the visible and near-IR regions of the Ce&** ions in the same annealing process is quite efficient.
spectrum with decreasing for the Sm-containing glass The low annealing temperature in this case suggests that a
(curve?2) is logically attributed to light scattering as a result change in the coordination numbers of rare-earth activators is
of the material microinhomogeneity induced by the incom-not very probable. Consequently, the appreciable decrease of
patibility of the highly coordinated samarium-oxygen poly- | g, as a result of such annealing favors the entry of'Ce
hedra with the structural matrix of S}OCerium activation ions into the first cationic shell of the Sfions. Indeed, the
detracts far less from the optical homogeneity of the glassieduction of quadruply charged to triply charged cerium in
but leads to absorption in the visible and near-IR regionghis case raises the degree of covalence of the bond between
(curve 6) in connection with Ce-containing clustér&Vhen  the samarium ions and ligands by curtailing the stretching of
the extrapolated light-scattering spectrum is subtracted frorthe latter by cerium ions owing to diminution of the strength
the spectrum described by cunZ and when curves is  of the single cerium—ligand chemical bond from 1.33 to 1.25
additionally subtracted from cun& it is a simple matter to  arbitrary units
determine the partial intensities of the narrow IR bands for To achieve a truer interpretation of the results of the
both glasses. The reduction of the resulting absorption spetdminescence investigations, we have used data on the posi-
tra to a single S ion shows that their total specific inten- tions of the energy states of Smions in aqueous solution
sity | s for the coactivated glass is approximately 1.7 timesand in the crystal latticé to identify the series of absorption
lower than for the monoactivated glass. Two reasons can bigands observed for monoactivated glass; the results are sum-
cited as capable of producing such a reductiohg. The  marized in Table I. The determination of the positions of the
first is an increase in the degree of covalence of theaveak bands due to transitions to the upper system of multip-
samarium-ligand bond. Owing to the significantly differentlets is refined on the basis of the luminescence excitation
degrees of participation of theandd shells in the chemical spectracurve2 in Fig. 2). The identification can be regarded
bonds(the d shell exhibits greater broadenindecreases the as unambiguous except for the extra band at 545 nm, which
mixing of energy states of opposite parity and intensifies thean be identified with transitions to the upper Stark compo-
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nent of the'Gy, state or to the lower component of 3, ment off—f transitions of S ionst® and is very likely the
state. main cause of the above-discussed decreadeofor the
Judging from the insignificant variability of the lumines- coactivated glass without heat treatment in air. The lack of
cence spectrum of the Sm-containing glassrve 1 in Fig.  ce—Sm centers in air-heat-treated activated xerogels fosters
2) when excitation takes place in different short-wavelengthye assumption that they are formed only during the consoli-
bands, the spectrum must be associated with intraconfigurgmtion of the matrix in the pore nucleation stage.
tional transitions of ST ions from a metastable state  The essentially identical intensity of the wideband lumi-
(“Gspo) to levels of the lower system of multiplets. This con- nescence of monoactivated and coactivated glasses at equal
clusion seems natural, since the energy gaps between stai@scentrationdN, and the difference in the UV lumines-
of the upper system of multiplets, expressed in érfsee cence excitation bands of Ce and Ce-Sm centeusves5
Table ), are close to half the wave number corresponding tgnd4 in Fig. 2, respectivelyattest to the weak participation
the funda_mental absorption edge of atoms of the silica glasgf ce* ions in enhancing the luminescence of Znions.
network(»~1100 cm*, Ref. 10 and are approximately one Consequently, the strong UV band in the luminescence ex-
fifth the wave number of the fundamental valence mode otitation spectrum of Ce—Sm centers is logically attributed to
hydroxyl ions, which have a high concentration in the inves-the transfer of S ions from photoreduced (¢&)~ ions,
tigated glasse$Noy~3x 107 ion/cn?, Ref. §. We have  whose absorption spectrum is clé the like spectrum of
used the tabulated data on the positions of the absorptiotheir representatives. The formation of such photocharge-
bands of S ions in such a glass to identify the lumines- exchanged ions is obviously the result offCéons capturing
cence bands and to determine the numieof their indi-  electrons from excited sublevels of the charge-transfer com-
vidual components, which for several transitions is found toplex, which exist in resonance with the corresponding energy
be higher than the maximum possible number of Stark splitstates of the (C¥)~ ions, and is described as follows:
ting components of the corresponding lower stéses Table _ _ ~
). This fact can be attributed to the dissimilar ways in which Ce'" —O% —Sn" +hy—[(Ce) J*—(0% )" S
the activator enters the matrix of the investigated glass or tqhe impossibility of separating the luminescence rise stage
radiation from thermally populated Stark components of thef the Sni* ions leads to the conclusion that excitations are
“Gg, state. However, considering the low intensity of thesetransferred to them in the presence of strong interaction,
extra components and the slight variation of the spectra aghich is achievable if the ¢& and Smi" ions are linked by
NexciS scanned along the spectrum, we can conclude that theridge oxygen with the formation of a nearly collinear
fraction of Smi* ions that form possible extraneous types of configurationt’” Here the transfer process can probably take
optical centers is minuscule. The high relative intensity ofp|ace through the transfer of an electron to a3Shon with
the ultrasensitive electric dipole transiti8Gs,—°Hg, (the  the formation of an excited photoreducEBn+) "1 ion,

fraction of photons emitted in the transition is 4bhdicates  which is converted into (Sfi)*, giving up an electron to
that the Sm" ions reside in a low-symmetry local environ- the ligand from its ground state:

ment in the monoactivated glass.

The similarity of the luminescence spectra recorded fo,[(Ce4+)‘]*—(02‘)+—Sn?+—>Ce4+—(02‘)+—[(Sm°’+)‘]*
Sm- and(Ce, Sm-containing glasses at.,=400 nm sug- _.Ceé —0% —(SnEH)*,
gests that the optical centers excited in them are of the same
type. The radical change of the narrowband luminescenchlor should we rule out the transfer of excitation to a>$m
spectrum of the coactivated glasshat.=320 nm(curve3  ion with the simultaneous return of an electron from the
in Fig. 2 indicates the excitation of a new type of center.ground state of a (C€) ™ ion to the ligand, i.e., omitting the
The wide luminescence band observed in such excitation dfiddle link in the above photochemical reaction.
23000 cm?! is attributable to the parity-allowed intercon- ~ The near-exponential luminescence decay kinetics of
figurational transitions #°5d—4f* of Ce*" ions, the frac- Sm-containing glasécurve2 in Fig. 3), the invariance of its
tion of which remains appreciable when such glasses areharacteristics asNsy, is varied in the range (938)
sintered in aif. The spectroscopic nonappearance of a newx 10'8 ion/cn?, and the small variance af indicates weak
type of center adNcq)—0 (see curveb) means that they cross-relaxation interaction of the activator ions and a small
can be ascribed to complex formations, includingdCand  difference between the probabilities of their radiative transi-
Snt* ions linked by bridge oxygen, whose existence is in-tions. The nearly exact identity of the kinetic cun2and3
ferred from an analysis of Fig. 1. The major redistribution ofconfirms the above conclusion that the optical centers ex-
the relative luminescence intensity of these Ce—Sm centeited at Ao,=400 nm in Sm- and(Ce, Sm-containing
in favor of bands corresponding to the resolved magnetiglasses are similar. The substantially more pronounced de-
dipole transitions*Gg,—Hsp,®H7j»,6F3,,6F 4, justifies  parture from exponential decay of the luminescence of'Sm
the assertion that they are characterized on the average byians in coactivated glasses with excitation through the ab-
far higher local symmetry of the Sthions. We note that the sorption band of the Cé ions (curve4) is a consequence of
possibility of this type of activator entry into disordered ma-the heightened efficiency of deactivation of th®g, state
trices is corroborated by Ref. 15, in which the slightly dis- due to the transfer of excitations to a disordered collection of
torted cubic centers of singly charged copper ions in zircoacceptors® The role of the latter in our case can be filled by
nium fluoride glasses are described. The elevation of th&nt' ions and Ce-containing clusters, which absorb in the
indicated symmetry should be accompanied by the abatessible range of the spectrum. An analysis of the kinetic
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FIG. 4. Plot of the functiorY =In I(0)/I(t)—t/74 versust™ for the lumines-
cence decay kinetics ofCe, Sm-containing glass.2) Aex=320 nm, FIG. 5. Absorption spectrum d¢Ce, Sm)-containing glasgcurve1) and its
)‘rec:86‘15 nm;_ 1) Aee=400NmM, A=650 Nm. Ngn=0.4Nce=8.0  cajculated component attributable to Emions (curve 2). Ngp
X 10" ion/cn?®. =0.4N,=8.0x 10" jon/cri?.

curves3 and4 in Fig. 3 has shown that the function charac- in the far stage of exponential luminescence decay ot'Sm
terizing the rate of nonexponential luminescence deday, ions for both the discussed types of optical centér63 ms
=In1(0)/I(t)—t/4, wherel (0) andI(t) are the luminescence and 1.47 ms for samples characterized by cuf/asd4 in
intensities at the initialmaximumn) and final times;74 is the Fig. 3, respectively contradict the conclusion that tHe-f

time constant of the far exponential, is linear in the coordi-transitions of these ions in Ce—Sm centers are highly attenu-
nates () in both cases(Fig. 4). This result implies a ated. The kinetic curve for narrowband luminescence prob-
dipole-dipole donor-acceptor interaction mechanism andbly does in fact have a significantly slower exponential seg-
means that the Fster decay macroparameteysan be de- ment, but the low intensity of the signal hampers its
termined from the slope of the lines 1 =400 nm) and 2  identification. Not to be overlooked, however, is the possi-
(Nexc=320 nm) in Fig. 4 relative to the horizontal axis; they bijlity that the proximity of these values of is associated

are equal to 8 s2and 45 52, respectively. with the migration of excitations of Sth ions from the
To ascertain the relationship of the nonexponential beCe—_Sm centers.
havior to the cross-relaxation interaction of Sions, we We conclude with an estimate of the concentration of the

have calculated the overlap integréisormalized to the area ahove-described Ce—Sm centers. It is obviously close to the
of the luminescence spectfie=320 nm and 400 nirand  product ofN¢, and the quantum yield of luminescence en-
the absorption of these ions in coactivated glass. The integrfancement of the Sth ions (7). This yield can be calculated
in question is found to increase only 10% for Ce—Sm cenby comparing the intensities of the cerium and samarium
ters. This increment is clearly not sufficient for the observechands at 330 nm and 400 nm in the spectra of absorption and
5.6-fold increase iny. Such an increase im should certainly  excitation of enhanced luminescence according to the equa-
be impossible in view of the dominant nonresonant interaction 7= (Bg ksndnce/d\)/(kednsm/dN), where B is the
tions in Ln-containing glasseés,because the fraction of Iu- fraction of photons absorbed by Sions. Determining the
minescence photons of Ce—Sm centers within the spectrglarameters in this equation for glass wittNgpy,
region corresponding to the long-wavelength group of ab—0.4Nc.=8.0x10"ion/cn® from curve4 in Fig. 2 and from
sorption bands of SH ions is 15% smaller than the analo- the total(integrated absorption spectrurcurvel in Fig. 5
gous fraction of luminescence photons of Sm centers. Cormand, derived from the latter by a standard metfiétithe
sequently, the most probable cause of the nonexponentighmarium absorption spectrucurve2 in Fig. 5), we obtain
decay of the narrowband luminescence of Ce—Sm centers i$=49%. The concentration of Ce—Sm centers then falls at
the nonradiative transfer of excitations to Ce-containing clusthe level of 0.& 10 ion/cn®, or 10% ofNg,,,. We note that
ters, which absorb light in the visible region. It is obvious this value is obtained for glass activated in the stage of the
that the distance between the indicated clusters and” Sm sol—colloidal system. Naturally, for glass activated by xero-
ions in the Ce—Sm centers is small. Conversely, the wealjel impregnation witiNg,= Nce=3.5xX 10" ion/cn? (Fig. 1)
influence of these clusters on the extinction of luminescencehe fraction of Ce—Sm centers will be significantly higher,
of the Sm centers bears witness to their pronounced spatighereby accounting for the observed decreasks;gf
confinement. On the other hand, the nonexponential decay of - we have thus shown that samarium enters into silica gel
the luminescence of Cé ions in monoactivated glagsurve  glasses sintered at 1250 °C in the triply charged state. By far
6) is attributable to extinction by the indicated clusters and tahe greater fraction of its ions form optical centers of one
the nonequivalence of the local environments of theseSonstype. Such centers are characterized by the weak cross-
The slight reduction of their constantsfor the coactivated relaxation interaction of SHi ions and a sizable fraction of
glass(curve 7) confirms the low efficiency with which the photons (~45%) emitted in the ultrasensitive electric dipole
luminescence of S is enhanced by Cé ions. transition*Gg,—®Hgj,. The coactivation of Sm-containing

It should be noted at this point that the close values of glasses with cerium results in the formation of a new type of
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Silica gel films dyed with rhodamine 6G in the sol stage are prepared and investigated. It is
shown that the host matrix of the film loosens structurally as a result of intensification of the
formation of dye molecular associates, lowering of the luminescence photon yield, and
enhancement of the luminescence spectral sensitivity of such films to vapors of highly volatile
organic solvents. ©1998 American Institute of Physid$1063-783%8)01403-§

Silica gel films stained by organic dyes hold fair pros-total absorption intensities before and after soaking the film
pects as light filtersand photochemical sensdrdNot to be  in tap water for 4 h, divided by the “before” value. The
overlooked are their potential applications in quantum elecimechanical strengttmeasured in the number of slip cycles
tronics and solar power as wélHowever, reports of com- necessary to completely strip the filrvas tested with a
prehensive studies of the luminescence-spectrum an@d.3-kg load by means of a rubber tip operating through a
strength properties of such films are unfortunately lacking irbatiste spacer in alcohol.
the literature, and information of this kind could be used to  The absorption spectra were recorded by means of Beck-
assess their practical value. Nor have we encountered amgan UV5270 and UR-2 spectrophotometers. In every case
published information on their infrareddR) spectra. In addi- substrates of the same type and identical thickness were
tion, the comparatively recent undertaking of research in thiplaced in a comparison channel. The luminescence spectra
field with vast prospects for varying the chemical technologywere recorded by an SDL-2 spectrofluorimeter, then they
used to prepare such films makes each new item of informawere corrected with allowance for the spectral sensitivity of
tion all the more useful. the recording system and were displayed to show the number

The objective of the present study is to determine theof luminescence photons per unit wavelength interval as a
characteristics of dye fixing in a host silica gel matrix and tofunction of the wavelengthdn(\)/d\. The measurements
assess the possibilities of fabricating glass—organic light filwere performed in a frontal excitation and recording geom-
ters and sensors with high optical density and a higtetry.
luminescence-spectrum sensitivity to temperature and or- The quantum luminescence yielgdwas determined by
ganic solvent vapors. Concurrently we have attempted to agn established proceddrbased on comparison of the area
certain the influence of the injected dye concentration on theinder the corrected luminescence spectra of the experimental
mechanical strength and water resistafff@stness of the  samples and a standard, with allowance for the refractive
resulting films. indices and the fraction of exciting radiation absorbed by the
samples. The adopted standard was a solution of rhodamine
6G in ethanol at a concentration of TOmol/liter, which
provided a set quantum yielg=0.94 (Ref. 6. The samples

The preparation of the films entailed the hydrolysis ofwere excited in transmitted light. The refractive index was
tetraethyl orthosilicate in a water—alcohol solution of hydro-determined by a standard spectroscopic procefiure.
chloric acid until a sol was obtainefdvith a molar ratio
H,0:Si(OCHs), equal to 10:]; the sol was then held in

S . .2. RESULTS
storage for one week, at which time the dye was dissolved in
it. The dye-containing sol was deposited on a quartz or sili-  The profilometric monitoring of the prepared gel films
con substrate by centrifugal deposition, and the resultinghows that their thickness lies between the limits
films where heat-treated at various temperatuiigg for 5  0.19-0.21um. It increases somewhat as the concentration
min. As soon as the sol film had been formed, immediatelyC . of dye injected into the sol is increased, and it decreases
after the centrifuging operation, the substrate and film werevery slightly (no more than 15%asT,, is raised. The dura-
covered with a matching substrate, and the whole piece wasility is a maximum atT;=300 °C and at low rhodamine
sealed at the edges by a special paste. 6G concentrations: Fa€q,.=1 mass % the film withstands

The film thickness was monitored on a profilograph—5x 10° slip cycles, and at the highest concentratiog,e
profilometer within+10% error limits. The fastness of the =12.5 mass % it survives 250 cycles. The washout of the
dye was monitored on the basis of the difference between theye atC,.=1 mass % is less than 5% but increases by mul-

1. SAMPLES AND EXPERIMENTAL PROCEDURE

1063-7834/98/40(3)/5/$15.00 427 © 1998 American Institute of Physics
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FIG. 1. Infrared absorption spectra of undoped and
rhodamine 6G-doped filmsl) Cg,=0; 2) Cgyye

=3 mass %,3) Cqye=12.5 mass %.T,=300 °C,
T=22 °C, film thickness 0.Zxzm. The intensities of
the spectra are magnified by a factor of two in the
interval 2400-4000 cnt.

300

tiples asCyye is increased. However, when an undoped silicapart has a “shoulder” at 530 nm, and by a series of overlap-
gel film is deposited on a film witlC4,.=12.5 mass % and Ping bands in the UV regioiicurve 1). Drying of this sol
is then heat-treated at,=300 °C, the mechanical strength film has the effect of attenuating the short-wavelength com-
of such a hybrid film and the fastness of the dye are on a paonent of the absorption band in the visible region at the
with the film with Cye=1 mass %. expense of amplifying its long-wavelength component,
Figure 1 shows IR absorption spectra of undoped andvhich attains maximum intensity &=300 °C (curve 2).
rhodamine 6G-doped gel films with various concentrationgAt Ty=360 °C the dye absorption decreases considerably,
Caye and the samd, =300 °C. In the spectrum of the un- and the maximum of the given band shifts in the short-
doped film (curve 1) we clearly observe a comparatively Wavelength direction to 515 nrfeurve 3). Halving Cyye at
broad, low intensity band at 3400 ¢th a strong, double- fixed T;=300 °C has scarcely any effect on the profiles of
humped band with a maximum at 1075 cinand a weaker the spectral band and is accompanied by a proportionate re-
band at 945 cmt. For a film with Caye=3 mass % the duction of the absorption. On the other hand, wii&j. is
maximum of the 3400-cmt band undergoes a bathochromic increased above 1 mass %, we observe an increase in the
shift by approximately 50 cm* and broadens toward lower intensity of the short-wavelength component of the absorp-
frequencies(curve 2). Simultaneously, an approximately filon b:_;\nd in the visible region but a decrease in its specific
7-cm ! bathochromic shift of the maximum of the strongestintensity

band is observed with appreciable broadening toward the f”D()\)d)\
low-frequency end, while the band at 945 chgrows stron- | A
ger and shifts by 15 cnt toward the high-frequency end; dve Caye

weak, relatively narrow bands also appear in the interval
1075-1700 cm®. When Cuaye is increased to 12.5 mass %,
the bands in the interval 1075—1700 chbecome distorted
and grow stronger; the intensity of the band at 3350tm -0
increases, and new secondary maxima emerge in its wing
the band at 960 ciit is amplified and undergoes a further

hypsochromic shift; and the spectrum acquires a distinca

band at 880 cm' (curve 3). Moreover, the doped films ex- 5§

hibit very low-intensity, narrow bands in the interval

3570—-3940 cm?, which become stronger &Byye Is raised 805

and the longer the films are kept in a humid atmosphere. A<

the temperaturd@, is lowered, we mainly observe a moder- §

ate (up to 30% increase in the indicated groups of high- &

frequency bands, the emergence of bands at 3400emd & | /4 /fF Tl W

945 cm'%, and attenuation of the band at 1075¢m ) ‘ DR
Figure 2 shows the absorption spectra of rhodamine 6G 600 700 A, nm

doped sol and gel films in the visible and ultraviol&tV) FIG. 2. Absornii tra of rhodamine 6G-doped fillsSol film: 2-5)
. . L 2. Ssorption spectra of rnodamine -adopeadti ol Tiim; 2—
regions for various values @ andT, . We see thata sol | films; 1-3) Coye=1 Mass %:4) Coye=12.5 mass %:1) T,=22 °C;

film with Cqye=1 mass % is characterized by a strong, broaogAa 300 °C;3) 360 °C.T=22 °C, thickness of the gel films 02m. The
band with a maximum at 500 nm, whose long-wavelengthntensities of spectra 1-3 are magnified by a factor of two.



Phys. Solid State 40 (3), March 1998 Malashkevich et al. 429

80 7.°
7-% 7% '
4
0.5 -~
5\‘~A-3.A
2 -~
0.2 T
[} 1 I:'
- 1 | 4 8 ¢ mess. %
4 8 Cd‘y" mess. Y% e

FIG. 4. Luminescence photon yield of rhodamine 6G-doped gel films in air
FIG. 3. Luminescence spectra of rhodamine 6G-doped gel films in airgraphs 1, 3, 4) and in saturated pyridine vapagraph 2). 3) Cgy,
(graphs 1-§ and in saturated pyridine vapofgraph 3. 1,5 Cg, =0.5 mass %; ¥ Cqye=6 mass %. T,=300 °C, T=22 °C (graphs 1
=0.5 mass %2) Cqye=1 mass %3,4,6,9 Cye=12.5 mass %1-3,5-7) and2).
Nexc= 350 nm; 4) A =520 nm; 1-4,7) T=22 °C; 5,6) T=110 °C. T,
=300 °C. The intensities of spectra 5 and 6 are plotted relative to spectra 1
and 3, respectively. 7). When the saturated vapor temperature of the solvent is
raised, a similar variation of the spectrum is observed even
for films with Cy,<6 mass %.
where A; =440 nm and\,=580 nm. ForCgy,=6 mass % Figure 4 shows the luminescence photon vyield of
this band broadens consideralturve 4), and its intensity  rhodamine 6G-doped gel films in air and in pyridine vapor as
laye drops 20% from the value of the same parameter fog function ofCqye andT at\ex=350 nm. Itis evident that at
curve 2. For Cye=12.5 mass % light is almost totally ab- Cgye=0.5 mass % and’=22 °C the value ofy in air is
sorbed in the interval 490-530 nm and at the shorter waveapproximately 0.6% and decreases when the doping level is
length of 260 nm, andiy,e decreases still furthefcurve 5).  increased to 0.07% a4y=6 mass %(curvel). The abso-
The prolonged(about one full day storage of films with |ute value of 5 increases somewhat in pyridine vapor, but
Caye>1 mass % in a humid atmosphere is accompanied bylecreases with increasing concentratig, in the interval
appreciable amplification of the short-wavelength componeny 5—-6 mass % and increases @4,=12.5 mass %(curve
and attenuation of the long-wavelength component of the). Heating of the films in air is accompanied by a decrease
visible absorption band. in 7. This decrease is substantially less pronounced for films
Figure 3 shows the luminescence spectra of rhodamingjith Caye=0.5 mass %(curve 3) than for films with Cgye
6G-doped gel films in air and in saturated pyridine vapor at=6 mass %(curve 4). We note that heating of the films in
various temperatures. Clearly, for the films exposed to aisaturated pyridine and ethanol vapors is accompanied by a

with Cye=0.5 mass % at an excitation wavelengtl,.  severalfold increase im and washout of the dye from the
=350 nm andT=22 °C the given spectrum represents anfilm.

asymmetric band with a maximum in the vicinity of 585 nm

(curV(_e 1). The scanning Oh o along the absor_ption SPEC . 11SCUSSION OF THE RESULTS
trum is not accompanied by any real change in the absorp-
tion or the profile of this band. Increasir@,. to 1 mass % The bands observed in the IR spectrum of the undoped
produces a small bathochromic shift of the luminescencegel film (curve 1 in Fig. 1) at 3400 cm?, 1075 cmi!, and
band and a kink in its long-wavelength compon@nirve2). 940 cm! are attributable to the fundamental valence oscil-
For a film with Cy,=12.5 mass % at¢,=350 nm there is lations of the OH groups and to the antisymmetric oscilla-
a significant bathochromic shift of the luminescence bandtions of the Si—-O and Si—-Obonds, respectivel§ The ba-

and it acquires a new maximum at 660 rfourve 3). This  thochromic shift of the band at 3400 cthfor a film with

film also exhibits a shift and distortion of the spectrum whenlow Cg,. (curve 2) could be evidence of a decrease in the
Nexc iS varied(cf. curves3 and4). Raising the film tempera- length of the hydrogen bondsand the analogous shift at
ture to 110 °C decreases the luminescence and simultd075cm? is logically identified with the stretching and
neously produces a hypsochromic shift of its spectral band direaking of Si—O bond¥ Further evidence of such bond
low Cgye (curve 5) and a redistribution of the intensity in breaking is found in the amplification of the band at
favor of the short-wavelength component at h@f, (curve 940 cml, and the shift of this band toward the high-
6). The presence of pyridine vapor has a weak influence ofrequency end suggests the foreshortening of Sib0Onds.

the profile of the luminescence band of gel films W@,  The significant amplification of the band associated with
<6 mass %, but a€y,=12.5 mass % an appreciable hyp- nonbridge-oxygen centers and the distinct appearance of a
sochromic shift of the luminescence and substantial attenuapectral band at 800—920 ¢i corresponding to tricoordi-
tion of its long-wavelength component are observedrve  nated oxygefi,are the results of further disintegration of the



430 Phys. Solid State 40 (3), March 1998 Malashkevich et al.

host for a film with the maximunCqy, (curve 3). This con-  “cages” in the matrix,” which enclose the dye molecules.
jecture is further indicated by the multiple amplification of The further reduction in the concentration of these associates
the band associated with OH groups, because the breaking By heat treatment is logically explained by the fact that re-
Si—0 bonds is accompanied by the formation of free radisidual water molecules, which take part in the formation of
cals, which interact with atmospheric moisture. In this casdhe associates through hydrogen bohdse now removed
one should observe more of a low-frequency shift and atfrom the film, and also by the shrinking of the cages as
tenuation of the band corresponding to oscillations of théydroxyl ions are replaced by bridge oxygen according to the
Si—0 bonds. This band obviously shows up on cilBwethe reaction=Si—OH+HO-SE—=Si-0-SE+H,07. How-
form of the shoulder at 1055 cm. The band shielding it, ever, the possibilities for raisirf, are limited, because even
like the series of bands in the interval 110-180¢nand  at approximately 360 °C thermal degradation of the dye sets
judging from their similarity to the absorption spectrum of in, manifested by a drastic decrease in the absorpdn
rhodamine 6G in KBr, is associated with dye molecule os<curves2 and3). The essentially constant value lgf,. when
cillations. These molecules are probably also responsible fdp 4y is reduced below 1 mass % indicates the low degree of
the occurrence of the secondary maximum at 2950'¢m association of rhodamine 6G molecules in such films. Con-
which is identified with valence oscillations of C—H borlds. versely, the increase in the relative intensity of the short-
The loosening of the host matrix in connection with the in-wavelength component of th8,« S, band whenC is
jection of the dye molecules is conducive to amplification ofraised above this valugf. curves2 and4) bears witness to
the weak bands in the interval 3570—3940 ¢ma sizable the fact that the cages are no longer strong enough to prevent
fraction of which can be referred to the fundamental-modehe formation of associates of rhodamine 6G molecules. The
and combination-mode oscillations of various types of hy-similar phenomenon observed when the gel films are kept in
droxyl groups on the surface of the fifth!? Setting a humid atmosphere is indicative of their fairly high capacity
Con="0.01koy (mass %) for the investigated filmdwhere  for absorption relative to water molecules.
Kon is the peak absorption index at 3400 cinwe find that The strong dependence of the luminescence spectrum of
Con is approximately 60% in undoped and lightly dopedrhodamine 6G-doped gel films dy. (Fig. 3) is consistent
films. The calculation of this quantity provides a means forwith the above-described concentration variation of the de-
estimating the ratio of the volume concentrations of OHgree of association of the dye molecules. For example, the
groups and silicon atoms from the equatidfp,/Ng;  luminescence band of a gel film wit@,,=0.5 mass %
=CouM(SIO,/C(SiO)M oy, whereM denotes the corre- (curvel) must be ascribed 8, S transitions of its mono-
sponding molecular weights. The resulting estimated rationers. The invariance of the position and profile of this band
Non=~5Ng; provides a basis for conceptualizing the structureasi ., is a sign of its uniform broadening. The presence of a
of such films in the form of a slightly crisscrossed networksmall kink in the long-wavelength part of the bandGy,e
permeated by pores filled with structurally bound water, resi=1 mass %/(curve 2) and the substantial increase in the
dues of organic matter, and injected dye molecules. relative intensity of its corresponding component with a fur-
The strong band in the visible part of the absorptionther increase irCyye (curve 3) are attributable to lumines-
spectrum of rhodamine 6G-doped gel filifi$g. 2) is attrib-  cence from complex associatésThe bathochromic shift of
utable toS,«+ S, transitions of dye molecules and is the pri- the monomer component of the luminescence band with an
mary functional band when these films are used as light filincrease inCgy, indicates the inhibition of reorientation of
ters. Its spectroscopic behavior as a functio€gf. has been  structural elements of the cage around a dye molecule during
well studied, and it has been established that the band ihe lifetime of the excited state of the latter. A consequence
governed by the proportion of monomers, dimers, and moref such inhibition is the onset of nonuniform broadening of
complex associates in the host matrix. For the monomethe luminescence band of highly doped films, as evinced by
form of rhodamine 6G, &,—S, band with a maximum at the shift of this band wheR,,.is varied(cf. curves3 and4).
534 nm has been observed in such matrices. Splitting of th&he intensity redistribution of this band in favor of the short-
band into two components associated with transitions fronwavelength component during heating of the filourve 6)
the ground state to bonding and antibonding orbitals of théndicates disintegration of the dye-molecule associates. The
excited state is characteristic of the associéfBse strongest analogous phenomenon observed when the film is placed in
in the dimer spectrum is the long-wavelength componentpyridine vapor(curve 7) can be attributed to the absorption
which is usually shifted several nanometers into the red relaef dye molecules by the film, which then form solvate shells
tive to the monomer absorption baffdThe spectrum of around the rhodamine 6G molecules, and the effect of these
complex associates is characterized by the opposite relatioshells in preventing association of the dye molecules. On the
ship between the intensities of these components and sliglother hand, the narrowing of th®— S, band of a lightly
changes in the positions of their maxiffa. doped film as the temperature is raised indicates a decrease
In light of these considerations and the shape of cdrve in the distortions of the rhodamine 6G molecules under the
we can assume that complex associates of rhodamine 6i@fluence of the host matrix. This effect can be identified
molecules are predominant in the sol film. The attenuation oWith thermal expansion of the matrix and an increase in the
the short-wavelength component of tBe— S, band in the  mobility of its structural elements, which encourages dye
conversion of the sol film to a gel film indicates a decrease irmolecules to occupy sites having a less nonuniform environ-
the concentration of the associates as a result of the formanent.
tion of silanol (Si—OH) and siloxang(Si—O-S) groups of The most probable cause of the low valuespfor the
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investigated rhodamine 6G-doped gel filffSg. 4) is the  tends to increase the luminescence photon yield of the struc-
migration of energy of excitation of monomers to nonlumi- tures while simultaneously producing a hypsochromic shift
nescing dimeré and weakly luminescing complex associ- of the luminescence spectrum and making these films ser-
ates. Thus, assuming that the cross section of3he S,  viceable as luminescence sensors. Raising the heat-treatment
(A max=350 nm) varies negligibly in the transition from so- temperature inhibits structural loosening of the host matrix
lution (0~3.8x 10 " cn?, Ref. 16 to gel film, we readily and reduces the fraction of dye associates, but at high
determine that the volume concentration of rhodamine 6G imhodamine 6G concentrations their negative influence cannot
a fim with Cg=05mass% is close to 3.2 be overcome.

x 10?° molecules/cti In this case, assuming that the dye
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The influence of doping of BySiO,, (BSO) with chromium and manganese ions on the thermal
depolarization current§TDCs) is investigated. Measurements are performed in the
temperature interval 300—800 K as the preliminary polarization temperature is varied in the
range T,=300-523 K. It is shown that doping significantly alters the structure of the TDC
spectra. The Cr and Mn ions produce a set of new peaks over the entire investigated
temperature range. The thermal activation energies are 0.85-1.9B3Y.C) and 0.58-1.72

eV (BSO:Mn). Another consequence of doping is an increase in the amplitudes of the

peaks and the charge accumulated during preliminary polarizationl 998 American Institute

of Physics[S1063-78348)01503-3

A comprehensive series of investigations of materialcharge stratificatichetc. Doping offers the possibility of ex-
properties sensitive to point defects has been reported to dagecising direct control of these properties of sillenites by

for crystals of the sillenites B}jSiO,q (BSO) and Bi;,GeOy

transforming the spectrum of local states. Transition-metal

(BGO). A variety of methods has been used: optical absorpions of the iron group are of special interest in this scenario.
tion spectroscopyOAS), photoelectric absorption analysis As a multiply charged impurity, these ions by virtue of the

(PAA), thermally stimulated currentTSC) spectroscopy,
thermoluminescence spectroscdpy.S), and photolumines-
cence spectroscogPLS (Refs. 1 and 2 Thermoregulation
(TR) processésand alternating-current conductivitACC)

splitting of d terms in the ligand field produce levels that
have been well-studied, for example, in such wide-gap semi-
conductors as GaAs and G&Ref. 7).

Information on local levels in sillenites doped with tran-

(Ref. 3 have been investigated. A diagram of local states okition metals is not very plentifdt®>®°Only in-center transi-

the bandgap has been propodeging in with the absorption
and photoconductivity “shoulders(Ref. 2), thermoelectric
and photoelectric statésthe photochromic effect,space-

tions are analyzed in studies of optical absorption and the
photochromic effect®*?Levels at 1.5 eV, 1.6—1.7 eV, and
2.27 eV have been found in BSO:Cr and BSO:Mn crystals.
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TABLE I|. Parameters of electrically active defects in BSO, BSO:Cr, and BSO:Mn crystals.

Activation energiegeV)
from published data,

Crystal Tm, K E,, eV Q. C method[Refs]
BSO 417 0.67 1.5%10°° 0.62-0.68, TLS, TSC, PAA, TR
554 0.74 %10°° 0.72-0.78, TLS, TSC, PAA, TR
599 0.9 4.%10°° 0.9, TSD[14]
618 0.91 6<10°8
749 1.07 1.86x1077 1.04, OAS[9]
783 1.12 2.37x10°7 1.12, TSD[14]
800 1.1% 4.18<1077 1.15, TLS, PAA, PLS, TR
BSO:Mn 431 0.58 1.8210°°
476 0.83 8.3%x10°8
536 0.9% 2x1077
587 1.14 5.4 107
647 1.25 1.1%10°¢ 1.5-1.7, OAS9, 15|, TSC[1]]
701 1.54 8.2%10°7
749 1.6% 2.74x10°°
780 1.72 2.08x10°©
BSO:Cr 363 0.85 4.1x1071° 0.85, OAS[9], ACC [3], (BGO:Cp
406 0.95 2.5%107°
460 1.15 1.1%10°8 1.18, OAS[9]
531 1.27 7.6%10°7
637 1.5 5.3x1077 1.5-1.7, OAY9, 15|, TSC[1]
696 1.6% 1.1x10°°
764 1.8 1.19x10°¢
800 1.89 7.74x<10°7

However, the TSC method used in this work has a low sen300—-480(A), 480-581(B), 581-823(C) (see Fig. 1

sitivity. Here we give the results of further investigation of  Groups A and B are represented by a set of quasidiscrete
the local levels in BSO:Cr and BSO:Mn crystals using thepeaks. For group C thET) thermograms have the appear-
more sensitive thermally stimulated depolarizati®fSD)  ance of structured curves. Heterocharge relaxation is ob-
method:® served for all the investigated crystals, irrespective of the

Tréelconcer;}rati%ng g; Mn ar(‘; Crin t?_e If’S(_?hcr}[/rf‘talspoIarization conditions. Total depolarization occurs Tat
were 9. mass Yo and U.Uo mass 7o, FeSpectively. 'he thefMaigsq - A characteristic trait of doping with Cr ions, as

depolarization of thermoelectric states created beforehand in

BSO, BSO:Cr, and BSO:Mn crystals was investigated. Theopposed to Mn ions, is the appearance of a set of narrow

polarization temperature was varied in the interva) peaks in group Athe temperature spreading of the maxima
=300-523 K. The polarizing voltage was,=190 V, and AT<30 K) having an essentially symmetric profile. In both
the polarization time was held consta@®@0 min) in every CasesBSO:Crand BSO:Mnthe peaks of group B are char-
case. The TSD current{T) were measured during linear acterized by largadT (AT>100 K).

heating of the samples at a rate of 0.16K in the tem- The spectra of TSD currents for the investigated crystals
perature interval 300—800 K. The sample preparation anere found to be sensitive to variation of the polarization con-
measurement procedure is described in Ref. 14. The activatitions. An increase ifT, lowers the intensities of the peaks
tion energy was calculated by the initial-rise methdg,) and the chargeQ; released at the TSD current peaks for
and by utilizing the temperature position of the maximum,group C in the case of doped crystals, thereby improving the
with EY = akTp (Ref. 13. We estimatedy on the basis of  resolution of details of the spectrum. The variation Tof

the equality ofE, andEj for the same discrete peaks of the giscloses a series of peaks, whose parameters are shown in
TSD spectra. Table I. For the doped crystals correlation is observed in the

The spectrd (T) obtained here are shown in Fig. 1a. ;00 15_1.7 eMBSO:Mn) and 0.85-1.7 eMBSO:CH.

Assuming that the contributions from different centers to theThe TSD method has enabled us to distinguish, in addition
resultant spectra are additive, we have also calculated ﬂ‘{e ’

. : _ _ 0 these data, several new levels in the lower-energy range
Icilifferentlal spectra Al(T)=1(Tesocan ~1(TNeso_(see for BSO:Mn and over the entire range for BSO:Cr. BSO
g. 1b. This procedure permits sharper discrimination of - A ”
the dopant contribution at a concentratierL 0! cm 3, be- crystal_s are more sensitive to Cr doping than to Mn doping

cause the densities of native point defects are much higher i$€€ Fig. 1

nominally pure BSO crystals~10® cm™3). It is evident A consequence of doping is an incredselative to un-
that doping with Cr and Mn ions significantly transforms thedoped BSQ in the intensities of the peaks and the total
structure of the spectddT). Three groups of peaks A, B,)C chargeQ released in depolarization; we define this quantity
are discernible in the corresponding temperature intervalas
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The behavior of mobile interstitial impurities in a crystal matrix has been simulated numerically.
The contribution of the impurity subsystem to the heat capacity, and the effect of
clusterization on the temperature dependence of the impurity diffusion coefficient have been
studied. ©1998 American Institute of Physid$1063-783#8)01603-7

Due to their quantum properties, light interstitial impu- phase separation. These metastable states are long-lived, be-
rities remain mobile at low temperatures. A prominent ex-cause clusterization reduces strongly the mobility of impuri-
ample of such impurities is hydrogen isotopes in the matrixies. Metastable states differ from one another in the relative
of a transition metal. position and number of particles in a cluster, their location

Although at high temperatures transitions of an impurityand concentration.
from one equivalent interstice to another occur primarily via ~ These metastable states are separated in phase space
activated over-barrier processes, tunneling between adjacefiom one another and from the equilibrium state by high
equivalent interstitial sites becomes increasingly dominant abarriers, whose heights differ by many orders of magnitude.
the temperature decreases. Since the probability of coherePuring an experiment, the impurity system undergoes aver-
tunneling increases with decreasing temperature, one woufRging not over the whole phase space but only in the vicinity
expect the diffusion coefficierid to have a temperature de- Of the deep minimum which the system reached under cool-
pendence like that shown in Fig. 1. ing. In other words, the behavior of the impurity system is

Experiments on hydrogen diffusion in metals do not, not ergOdiC. In this sense its behavior is similar to that of
however, reveal anything of the kifdThe reason for this spin glasses; only the potential barriers between metastable
lies in the impurity clusterization phenomenon. states in our system remain finite.

It is known that in an insulator the long-range part of the ~ This work was aimed at studying the properties of the
interaction between point defects is elastic, i.e., it is an indiabove metastable states by numerical simulation, because
rect interaction via acoustic phonons. In a metal, one shoul@nalytical treatment would involve very considerable diffi-
add to this the indirect interaction via Friedel oscillations inculties. _
electron density. Since both these interactions have an alter- The first part of the work describes the model used. The
nating character, for any pair of defects in a metal matrix an€cond part presents the results of calculation of the heat
a pair of neutral defects in an insulator a set of bound state&aPacity of the impurity subsystem, and the third, those for
develops, irrespective of the actual form of the short-rangdn€ impurity diffusion coefficient. In the end, the main con-
part of the interactioR? As the temperature is lowered, this ¢lusions are summed up.
leads inevitably either to capture of a mobile defect by a
fixed one, or to clusterization of mobile defects. We shall
limit ourselves here to a consideration of the latter case.

If cooling were performed in quasistatic conditions, clus-
terization would result in a large-scale separation of the sys-
tem into phases, which would contain impurities in a high
(b) and a low @) concentration, with the equilibrium impu-
rity concentration in thea phase tending to zero with de-
creasing temperature. The time required for the impurity sub-
system to reach equilibrium at low temperatures, however, as
a rule, is considerably longer than the duration of the experi-
ment.

This is why in a crystal with a low concentration of
interstitial impuritiesx<10 2-10 ! (x is the dimensionless T
concentration per unit cellsmall clusters, containing only a g, 1. Temperature dependence of the impurity diffusion coefficient in the
few impurity atoms each, appear in place of large-scalebsence of clusterization processes.

1063-7834/98/40(3)/6/$15.00 435 © 1998 American Institute of Physics
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1. DESCRIPTION OF THE MODEL transfer from sité were generated randomly. Next the quan-
tity &;, the change in potential energy of the chosen impu-

rity in the field of the other impurities, was calculated
Besides interaction with one another, impurities interact

with the crystal matrix, and the potential of this interaction £i= E (W — ) @
has sharp minima at interstices. We shall assume that the > 4% > '™ im/z
interaction of the impurities with the matrix is the strongest,
and neglect the change in equilibrium positions of the impuWwhere the summation runs over all impurities with the ex-
rities at interstitial sites caused by their interaction with oneception of the one chosen in the beginning.
another. We take a cubic lattice of interstices with an ealge Let J, be the tunneling matrix element for impurity tran-
which corresponds to tetrahedral pores in an fcc lattice. Insition between adjacent equivalent interstices in the absence
terstitial impurities are distributed over the positions of theof disorder, i.e., forg; =0.
interstitial lattice. We shall assume the short-range part of the  In the casd&;;|>Jo, the transition of an impurity from
interaction among impurities to be repulsive and oppose théne interstitial site to another is caused by either its interac-
transition of an impurity to a site already occupied by an-tion with conduction electrongn a metal or one-phonon
other impurity. processes. The transition probability determined by interac-

The elastic interaction between impurities in a weaklytion with electrons is, in order of magnitude,
anisotropic cubic crystal can be presented in the form

, (N whereT is the temperature.

3 (x\* (Y\* [z)\4
NORUNE
The transition probability due to phonon emission or ab-

wherer=(X,Y,Z) is the distance between impurities in the sorption can be writteh
coordinate frame whose axes coincide with the crystallo-
graphic axes of the cubic crystal, and the constahis the W~ JGEE; 11 0° expl(&; I T) — 1], (6)
same sign as the combination of the elastic constaois 2
+c1,—Cq;. In the given interstice lattice, the dimensionlesswhereE is atomic-scale energy, artis the Debye tempera-
vectorp=r/a has integer coordinatep=(X,Y,Z). ture.

The interaction via Friedel oscillations in electron den-  The total transition probability is the sum ¥, and
sity will be prescribed in a simple form corresponding to awp,. For &;<0, it depends weakly or;;, while for &;

A. Interaction potential

W~ I3/ R & exp(&; /T)— 1], 5
a

Welas= @ r

spherical Fermi surface: >0 it falls off exponentially with increasing;; . Therefore
3 the total transition probability can be represented to a good
Welzlg(§> co 2Ker), (2)  approximation in the form
. . . 1 for &;=<0,
wherekg is the Fermi wave vector of the conduction elec- Wi = ] ) @)
trons, and3>0. The constanta and3 are of the same order P lexp—§&;/T) for &;>0

of magnitude. For hydrogen in a metal~3~10"2 eV. . . . . . . . :
After making all energy quantities dimensionless by di—WIth this ch0|ce.0f the jump probabll!ty, th.e'Jum'p time in
the absence of interaction between impurities, i.e., §or

viding them by the constart+ 8, we finally arrive at the X . .
9 y B y =0, turns out to be dimensionless for the duration of the

interaction potential acting on impurities at interstitial sites . ; . ) .
P 9 P jump. This does not affect in any way the static characteris-

andj: tics of the system. When simulating the diffusion process,
—  b[3/5—(XIp)*—(YIp)*—(ZIp)*1+(1—Db)cod yp) however, we obtain in place of the diffusion coefficidht
ij= X ' the ratioD/Dg, where D, is the diffusion coefficient for

3) noninteracting impurities.

where y=2kga, andb=a(a+ ).
The valueb=1 corresponds to the case of an insulator
(8=0). C. Calculation of the heat capacity of the impurity system

We performed simulated annealing from the high-
B. Transition probability temperature region where the distribution of interstitial im-
purities over interstices is a random function. The initial im-
purity distribution was chosen in a random way. The
mperature of the system was varied linearly

The simulation was performed for a cube of >X380
X 30 interstices, which was extended periodically to elimi-
nate boundary effects. The number of impurity atoms was séf
equal to 30 and 100, which corresponds to concentrations T=To—ct, )
x=3.6x10"% and 1.1x 10 3 per site(or to concentrations
twice as large per matrix atgm where Ty is the initial temperature of the system,is the
The behavior of the impurity system was studied usingcooling rate, and is the time(i.e., the number of stejs
the Metropolis algorithm for the Monte Carlo methdthy The energy of the impurity systef was determined as
which the impurity and the adjacent site¢o which it could the sum of their pair interaction energies. Different cooling
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F?' 2. l—i.eat capacity of the impurity subsystem fer-3.6x10°", FIG. 3. Heat capacity of the impurity subsystem fer=1.1x103,
b=0.5, »=: () 100, (b) 500, (c) 1000, (c) 2000, ande) 5000. b=0.5, »= (a) 100, (b) 500, and(c) 1000.

rates were chosen, so as to generate from 100 to 5000 impu- !N this way the temperature dependence of the quantity
rity jumps in each step in temperature= 100—5000). D/Do was found.

The E(t) relation[or, after the corresponding transfor-
mation,E(T)] for a given initial realization of impurities was
found to be an oscillating function because of the breakup  Figures 2 and 3 display the temperature dependence of
and formation of clusters, which results from the boundedthe heat capacitg for different cooling rates obtained for 30
ness of the system under study. Therefore we performed aénd 100 impurity atoms. The fact that the impurity system
eraging over a large number of realizations, thus smoothingid not reach equilibrium is evidenced by the hysteresis in
the oscillations. The heat capacity of the impurity system athe E(T) relation observed under temperature cyclifig.
constant volume was found by differentiating the relation). Note also that at equilibriur@(T)—0 for T—0.
thus obtained with respect to temperature. For high cooling rate¢small ») the heat capacity grows

with T=0 is reached. The reason for this is that at such
cooling rates particles do not have time enough to form clus-
D. Diffusion coefficient ters(Fig. 58, although the nuclei of clusters are seen clearly.

To determine the diffusion coefficient, we used the Ein-Some impurity atoms freeze out.

stein relation connecting the diffusion coefficient with the  As the cooling rate decreasésincreasek the heat ca-
mobility u: pacity passes through a maximumTgt,,7#0. It shifts with

increasingy toward higher temperatures finally freezing at
D=Tu, ©) the true clusterization temperatufe,. It can be estimated
where the quantity. was defined as the coefficient of pro- as
portionality b_etween the velocity of directed impurity motion Ty=wo/|In x|, (11)
and the applied force.
After creation of a weak potential gradient along one of
the crystallographic axes, the initial impurity coordinates £

were generated. Next annealing was simulated from the  Of
high-temperature region to the final leve] according to o
- L ]
T=T+(To—Ty)exp —ct). (10) g

This resulted in relaxation of the impurity subsystem to =041 f ';‘
the steady state. Indeed, in the low-temperature domain the *

2. HEAT CAPACITY

L[] *
distribution of impurities is not random because of their in- > <]
teraction with one anothefclusters appear The time at -0.8k+ 4 ¥y
which the steady state was reached was determined by moni- ’} »

After the steady state was reached, the impurity flux pro-
duced by the applied constant forEewas determined. The -1.2
ratio of the particle flux td= yielded the mobility. The force L L ! 1
was chosen so as to meet the conditiea<T. This is ¢ 0.01 0.02 a.057
needed in order to be able to take into account the potentiglg. 4. Energy of the impurity subsystem vs temperature utijerooling
energy gradient only in the first nonvanishing approximation.and(2) heating forx=3.6x10" 4, b=0.5, »=1000.

toring the total energy of the impurity system. i f N a m
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FIG. 6. Heat capacity of the impurity subsystem fRr=3.6x1074,
v=1000, (a) b=0.5 and(b) b=0.8.
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observed here. One may thus conclude that it is small hydro-
FIG. 5. Impurity distribution produced by cooling fax=3.6x 104, gen clusters that form in this concentration region.

b=0.5, »= (a) 100, (b) 500, (c) 2000, andd) b=0.8, »=1000.
3. DIFFUSION COEFFICIENT

Since the distribution of impurities over interstitial sites
associated with cooling td<<T. depends both on their ini-

Because the quantity, depends on the shape and num-tial distribution and on the cooling rate, simulation produces,

ber of particles in a cluster and increases as one goes ovfnerally speaking, not orig/D, curve but rather a set of
from small clusters to a homogeneous high-concentration €M (Fig. 7). The leftmost curve corresponds to large-scale

phase, clusterization will occur at different temperatures dePhase separauonTC,' is maximur), and the rlg'htmosft., to
pending on the cooling rate. small-cluster formation and freezeout of single impurities. In

For infinitely slow cooling, where there is enough time this case the diffusion coefficient will drop at a lower tem-

for averaging to extend over all of the phase space, there wil€"ature. _ L o
be a first-order phase transition accompanied by large-scale The averaging of th®/D, relation is displayed in Fig. 8

phase separation. It is characterized by the maximum valut?" different values of parametexs b, andy. They exhibita
of T and a sharp peak in heat capacityTat T, common feature in the decrease DfD, with decreasing

For realistic cooling rates, averaging can encompasiemperature from onghigh-temperature regiorto practi-

only a limited part of phase space, whose size increases &Y zero <Tc)). _ ,

the cooling rate decreases. This is accompanied by an in- 1heory yields the following estimafe?

crease inTy and the height of the heat-capacity peak, while

the peak width decreases. At 500 a large number of small

clusters appeatFig. 5b), to coalesce av=2000 into one eSS I --

large cluster(Fig. 50. ~ ~
The shape of the resulting clusters and hence the physi- 0.8

cal characteristics of the impurity system depend substan- \

tially on the relative magnitude of the two contributions to \ \

the long-range interaction between them, i.e., on the constant < [ \ )

b in Eg. (3). Substitution ofb=0.8 for 0.5 causes the N \ \

nearest-neighbor impurities in a cluster to occupy adjacent 0.4+ \ \

(Fig. 50 rather than alternatéFig. 5b) interstitial sites. Fig- \ \

ure 6 presents for comparison temperature dependences of \ \

heat capacity relating to the same valuevdfut differentb. \ \

A heat capacity peak similar to the one obtained by simula- \ \

tion was observéd® to occur in ZrCgH,(D,) (0.27<x 0 L ' b S S~y

<0.45) for T<60 K. Note that in the phase diagram this 7 2 J 4

concentration regionx<0.6) remains single phase down to T

T=0,2in other words, no large-scale phase separation i§IG. 7. D/D, relations for different initial realizations and cooling rates.

wherewy is the specific binding energy of defects in a clus-
ter.

L]
”~
rd
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temperature domain grows according to a power law with
decreasing temperatutehe exponential falloff of the diffu-
sion coefficient is entirely associated here with clusterization
processes. Experiments should exhibit a crossover from one
activated dependence describing over-barrier transitions at
high temperatures to another, with a lower activation energy,
which corresponds to quantum diffusion at low temperatures.

1 One may envisage differed(T) relations depending on the

relative magnitude of the temperature, at which tunneling

begins to dominate over classical diffusion, ahgl.'!

The activation energy for protium in niobium and tanta-

lum matrices was observed to decrease around 258K,

For heavier hydrogen isotopes no such decrease was found to

occur, which supports the quantum nature of this

phenomenon®*°We recall thatl, falls off exponentially as

the mass of the tunneling particle increases.

2 A similar effect was observed also in ZeEk, (0.25

-inT <x=<0.5) at 220 K!®

FIG. 8. DID, relations for(s) x=3.6x 104, b=0.5, y=0.75; (&) x=3.6 Becaqse experiments on vglume diffusion of hydroge_n

X10-%, b=8.8, y=0.75: (©) X=3.6x10"% b=0.8, - 12 (d) x—11 vere carrled out on macroscopic samples,_th(_ey were not in-

X103, b=0.5, y=0.75. volved with the problem of dependence on initial realization,

but the dependence of the final state on cooling rate remains

an important aspect from the experimental standpoint.

Thus, clusterization of mobile interstitial impurities in a

2/2,

0.5

ENS

R:[1+ X exp(Wo/T)] 7%, (12 crystal matrix results, as a rule, not in a large-scale phase
Do separation but rather in the onset of a metastable state char-
where 7~1. acterized by a large number of small clusters. Their shape

The error for the quantitp/D, in the high-temperature depends substantially on the cooling rate and parameters of
region, i.e., the scatter in the values obtained for differenthe long-range interaction between impurities.
initial realizations, is 10%. As already mentioned, in the re-  Clusterization manifests itself in a heat capacity peak,
gion whereD/D, drops the error increases. FoK T, the ~ Which was observed in a number of experiments.
absolute error oD/D, determination is extremely small Clusterization of impurities results in a strong depression
(<10™%), but since different initial realizations give rise to Of their diffusion coefficient. Therefore even in the case of
different clusters and different values uf,, the values of quantum defects one observes with decreasing temperature
D/D,, corresponding to different final realizations may differ not a rise in the diffusion coefficient but rather a replacement
by more than an order of magnitude. of one activated dependence Dfby another, with a lower
Estimate(12) was obtained neglecting the cluster mobil- activation energy.
ity_ In actual fact, partide transport may occur in two ways: As the temperature is decreased below the clusterization
1. The impurity breaks away from the cluster and dif- point, the diffusion begins to be dominated by cluster
fuses a certain distance, where it is captured by another cluscreep,” a process that should be accompanied by still an-
ter or another impurity to contribute to formation of anotherother decrease of activation energy.
cluster. We shall call this contribution to diffusion the con-
tribution of unclusterized impuritie.e., of those external to
the clusters Since their fraction decreases exponentially
with temperature, the same occurs with the quaridif .
2. Without breaking away from the cluster, the impurity
moves along its boundary. It is followed by another impurity,
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Microhardness anisotropy and the density of atoms in the unit identity volume
of crystals
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A new criterion of the reticular and polar anisotropy of microhardness is proposed: the density of
atoms in the unit identity volume, i.e., the ratio of the number of atoms of one species in

the atomic planegplane contained within the limits of the unit identity volume to the sum of

the areas of these plangslane containing atoms of that species. It is shown that these

densities of lanthanide, actinide, and boron atoms correlate satisfactorily with the reticular and
polar microhardness anisotropy of their tetraborides and hexaborides. This criterion can

be used to predict the nature of the variation of the reticular and polar microhardness anisotropy
for other classes of compounds as well. 1©®98 American Institute of Physics.
[S1063-783%8)01703-1

Many investigations have been devoted to the nature oih all directions contain identical atoms. However, when the
the anisotropy of microhardness, but it is still not adequatelysubject turns to compounds for which atoms of different el-
understood® Today there are three distinct major ap- ements appear on the faces in different crystallographic di-
proaches to assessing the nature of the anisotropy: chemidactions, the same approach falls short and cannot account
(or crystal—chemica) physical and structurdlor crystallo- ~ for the nature of the reticular anisotropy. It is totally inappli-
graphig. cable to polar anisotropy.

The chemical approach looks at the variation of the mi-  However, none of these approaches takes into consider-
crohardnesgstrength of a material on different faces and ation the role of the volume of the structure beneath the faces
the same face of a crystal as a function of the number an@f various simple forms and beneath different directions on a
type of atoms and the direction and strength of the chemicdce of one given form.
bond between them in the crystal structbiEhe difficulties ~ Here we propose to consider the density of atoms in a
of this approach for many compounds lie in the experimentaflistinct volume of the crystal structure wherein the charac-
and theoretical acquisition of accurate data on the nature arfgfistic structural motiffor the symmetry of the given struc-
strength of the chemical bond. ture is wholly reproduced. Such volumes will differ in dif-

The physical approach explains the nature of the anisotf-ere”t crystallographic directions, because the structural

ropy of the lattice structure in terms of primary and secongMotifs themselves differ in these directions. Such a volume

ary processes of plastic deformation, deformation volume\,N'” be the most representative part of any crystal structure of

and structures that form around an indentation. These proqny el_ement or compound. It W'”. prowde a means for more
. . objectively comparing the densities of atoms of elements

cesses are treated at the level of collective lattice phenomena 4 . o .
. . . o ; pboth on different faces and on a single face in different di-

and, in particular, disregard the individual atomic character . . :
. . ) . _rections, because the density of the atoms will be calculated

of the investigated chemical compounds. This approach is | . . £ ol ined within th
the most useful for a highly plastic materfaf* The difficulty N One plane or In a series of planes containe .W't n the
is that f . | ¢ q ’ iallv the h given volume and will more accurately characterize the sa-
'S Ita oli_vz;rlgqtsﬂc ass(;asl 0 ccl)mi)_o%n S t:'speu?hy € 'gnfent features of the structure. In this study we give the re-
metting fm I( " Z ?n ow-p ﬁs Icily ma e“sls edpro— eTUItS of calculations of the proposed criterion and experimen-
cesses of plastic deformation have not yet been adequatejy; yaia on the microhardness of single crystals of lanthanide

studied 'n_ relation to thg|r dependence on the temperature,,y actinide hexaborides and tetraborides and also of model
the magnitude and duration of the load, and the presence of 5ierials.

impurities.

The structural approach entails calculating the density of
atoms on the faces of various simple geometrical féramsl 1. CALCULATIONS AND EXPERIMENTAL DATA
establishing the dependence of the anisotropy of the micro- |n the present article we propose a refined structural ap-
hardness on this density: The greater the reticular density gfroach to the microhardness anisotropy problem. To that end
atoms, the harder is the face. The implementation of thisve invoke two new concepts: the unit identity volume and
approach, in application to diamond for example, rests on theéhe density of atoms in the unit identity volume.
concept of the atomic density of planar networks within a  The unit identity volumev; is a volume of crystal struc-
cube, a rhombododecahedron, and an octahedftnis is  ture within the limits of a single elementary identity motif
well suited to pure elements, for which all the atomic planesdefined by the face of simple form and three elementary

1063-7834/98/40(3)/6/$15.00 441 © 1998 American Institute of Physics
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translations, or identity periods. It can be established in anyhrough the atoms within the limits of; form a series of
crystal structure in any crystallographic direction. For ex-parallel planes containing such atoms. The areas of all the
ample, in a cubic structure the volume in question for a faceplanes containing atoms of one species are summedp;and
of a simple{100 cube can be defined by a translation, oris calculated as the quotient of their total area divided by the
identity period—the shortest possible distance between ideriotal number of identical atoms in thefaee Table)l It is
tical points of the crystal structuf@®ef. 7, p. 9. In this case evident from the calculations qf;, for the metal and boron
it coincides with the volume of the unit cell. In the general atoms that for LaBthe face of the cube must be harder than
case the volume in question for any crystallographic directhe face of the rhombododecahedron, whereas for, EiB
tion can be obtained in three wafRef. 2, p. 1): 1) by three  face of the pinacoid is harder than the face of {60
noncoplanar(not in the same planetranslations; 2 by a  prism. For the reticular density of atoms, on the other hand,
system of equivalent points that transform from one to anit is impossible to make a complete comparison, because the
other by means of three noncoplanar translationsby8a  reticular density has zero values for both the metal atoms and
system of identical parallelepipeds that densely fill space anthe boron atomgsince their atoms do not emerge to the
can be made to coincide by three principal translations.  surface of the face in these cages

The density of atoms in the unit identity volumg, is Consequently, the use @f, to exhibit reticular anisot-
the ratio of the number of identical atoms in one atomic  ropy of the density of atoms in the crystal structure of com-
plane orZn; in all atomic planes containing such atoms andpounds(and the properties associated with this density, e.g.,
contained within the unit identity volum¥; defined by the microhardness in contrast with the reticular density of at-
face of a simple form of the crystal structure to the &gaf  oms, is more definite and preferable. Table | gives experi-

all such planes containing the identical atoms: mental data on the determination of the Knoop microhard-
ness for lanthanide and actinide hexaborides and tetraborides
py=n/S or > ni/ > s. by a procedure described earliét.

This criterion, in contrast with the reticular density of 1.2. Density of atoms and polar anisotropy of the
atoms for the plane, is a characteristic volume of the crystaicrohardness of hexaborides and tetraborides
structure of chemical compounds for thg face of each simple  An example of the calculation qf,, for various direc-
form. It can therefore be used to describe more completelyions (e.g., 0°, 45°, 90°on one plane can be carried out for

the response Of the structure to an eXternaI inﬂuence. Wﬁ]e face of the Lagrhombododecahedron on the basis of the
shall conditionally consider such influen@eg., a diamond- ryle described abowvéhe intermediate direction on the plane
pyramid Only on atomic planeS contained within the limits is approximate|y 45° when the |0ng axis of the Knoop pyra-
of V; (in the measurement of reticular microhardne®son  mjd is oriented at the angle of the face, because the face of a
one plane contained within the limit% (in measurement of hombododecahedron is a rectangle, not a squange
the polar microhardnessand not within the limits of the choose three directions on the rhombododecahedron face
actual deformation volume created around the indentationaBCD (Fig. 1b: AD(0°), AC(~45°), and AB(90°),
We introduce another aSSUmption to facilitate the CalCUlawhose area, a|0ng with the number and species of atoms
tions: All atoms situated on the edges or in the corners of thgontained in them, must be known or determined. An analy-
face (planar network of atomsare regarded as whole atoms sjs shows that the rectangheDKL contains two La atoms
(not fractions as is customary in calculating the reticular dengnd two B atoms, and the trapezoM€NL andABFL con-
sity of atoms for a face tain two and three La atoms, respectively, and no B atoms.

The correlation of the calculated valuesmf with mi-  The densitiep;, of La and B atoms for all three directions
crohardness data is an indicator of the presence of reticulgian pe determined by calculating the areas of these figures
(for faces of different simple formsand polar(for the face  (see Table )l It is important to note that th&CNL plane
of one simple form anisotropy as a characteristic that de- passes close tat least two boron atoms contained within
pends on the density of atoms of either elem@ntboth v, All the data of thep,, calculations for LaBand ErB, are
within the limits of Vi . For faces of different Simple forms given in the table, where they are Compared with experimen-
pivy is calculated for the atoms of each species from the totajg| data on the microhardness; .
area of all planes containing such atoms, contained within
Vi, and parallel to the plane of the face of the simple form, scssi10N OF THE RESULTS
for which p;, is being calculated.

If p;, is determined for a specific direction on the plane A comparison ofp;, both for difference faces and for
of the face of one simple form, the area of the atomic plandlifferent directions on one face can be made for each species
oriented strictly at a selected andg@¥, 45°, 903 on this face, ~Of atoms separately as long as the valugpis not equal to
perpendicular to the latter, and bounded\hyis divided by ~ zero in all cases. Ip;, =0 holds for atoms of one species, the
the number of atoms of on@ach species contained in it. ~ values ofp;, for atoms of different species must be compared
in this case. To explain the reticular anisotropy of the micro-
hardness, we compare the tabulat@dble ) values ofp;,
andH, for different faces of LaBand ErB,. Of course, such

It is evident from Fig. 1a that the cross sections of L.aB a comparison is feasible in some direction on the face. This
parallel to the faces of a cube and a rhombododecahedrdact leads to the conclusion that the comparison of single

1.1. Density of atoms and reticular anisotropy of the
microhardness of hexaborides and tetraborides
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FIG. 1. Schematic diagrams of the crystal lattice of LaBth a habit in form of a cubéa) and a rhombododecahedr(s), unit identity volume of the crystal
structure of Er3 (c), and general view of the structure of tetraboridds a) The bold lines define the unit identity voluny (which in this case coincides

with the volume of the unit celj b) the hatched areas represent the planes, perpendicular to three directions on the plane of the rhombodod@ca#ibtiron

90°) and contained withilV; , in which p;, is determined and the polar microhardness is measured; the lower diagram represents the atomic layers parallel to
the faces of th¢100; cube and th¢110 rhombododecahedron) p;, coincides for the faces of tH€01) pinacoid and thé100) prism (the figure is elongated

in the direction of theZ axis as a visual ajg the lower diagram represents the atomic layers parallel to the face ¢1@eprism.
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TABLE |. Density of metal atomg,, and boron atomg,, B (atoms/A/) within the limits of V;, and microhardnesd, (kg/mn?, P=20 g in different

directions on difference faces of single crystals of LaBrB,, and other hexaborides and tetraborides.

Gurin et al.

Direction 0° 45° 90°
N@ La—4, B—0 La—4, B—2
oy B 0 0.082
Crystal a, A Hy Piv Hy Piv
LaBq(LNnBy) LaB, 4.1570 2358260 0.231 2160= 160 0.164
cube, CeB 4.1396 2460+ 220 0.233 2130t 130 0.165
{100} PrBg 4.1327 2460+ 210 0.234 2220+ 120 0.166
NdBg 4.1266 2460+ 190 0.235 2050t 120 0.166
SmB; 4.1334 2120+ 190 0.234 1950+ 120 0.166
EuB;g 4.1844 2330+ 200 0.228 2100t 120 0.162
YbBg 4.1468 2330+ 200 0.233 2200t 130 0.164
ThBg 4.1108 1830+ 70 0.237 1710+ 60 0.167
N@ La—2, B—2 La—2, B—0 La—3, B—O0
o B 0.164 0 0
Crystal H i H i H i
LaBy(LnBy) y k Piv k Piv k Piv
rhombodo- LaB 1950+ 120 0.164 1740+ 100 0.126 2070+ 120 0.231
decahedron, SmB 1500+ 90 0.166 1740+ 100 0.127 1600t 90 0.234
{110 YbBg, P=50¢g 1850+ 70 0.165 1700+ 70 0.127 1990+ 80 0.233
N@ Er—0, B—4 Er—0, B—6
oy B 0.080 0.150
Crystal Hy pyv B Hy pyv B
ErB,(LnB,) ErB, 1790 = 130 0.080 2140+ 110 0.150
pinacoid, SmB 2710+ 150 0.078 1950+ 110 0.145
{001} GdB, 1740+ 130 0.078 2190+ 120 0.147
ThB, 1830 = 140 0.079 2220+ 120 0.148
DyB, 2140+ 160 0.081 2050+ 110 0.152
HoB, 2070+ 150 0.080 1600= 80 0.149
UB, 2260+ 110 0.080 2190t 130 0.151
N2 Er—4, B—0 Er—2, B—2 Er—0, B—4
o B 0 0.035 0.080
Crystal Hy Piv Hy piy B Hy piy B
ErB,(LnBy,) ErB, 2570+ 150 0.141 2800+ 170 0.035 2330+ 140 0.080
prism, SmB 2530+ 150 0.137 2700+ 160 0.034 2140+ 130 0.078
{100 GdB, 2480 = 150 0.138 2520+ 150 0.034 2200+ 130 0.078
TbB, 2050+ 120 0.139 2580+ 150 0.034 1950+ 110 0.079
DyB, 1910+ 100 0.143 2220+ 120 0.035 1740= 90 0.081
HoB, 2500+ 150 0.141 2720t 160 0.035 2050t 120 0.080
TmB, 2280+ 130 0.142 2420+ 140 0.035 1950+ 110 0.080
LuB, 2150+ 120 0.143 2200t 130 0.035 1950+ 110 0.081
ThB, 2050+ 120 0.134 2140+ 130 0.033 1740+ 100 0.076

Note The purity of all the compounds is 99 mass % or bettt,denotes the number of atoms in planes parallel to the face of interest within the limits of
V;; the 0° and 90° directions are equivalent for the cube and pinacoid.

crystals of compounds by microhardness on different facesompounds is (2—3)]. The values oH, in different direc-
or on one face is practical only when data are available fofions on the face of the cube for all hexaborides also corre-

the Compamd faces in a certain dlrect(@ng., 0°, 45%, 90)' (Ijates with the values op;, for the metal atomgdeviation
Otherwise we can only address a certain average mlcrohar<-(1_2)a] For the face of the rhombododecahedron such a

ness of single crystals. C .
It follows from the table that for LaBthe face of the correlation is observed for to~(2-4)o] of the three in-

cube is harder than the face of the rhombododecahedro¥estigated hexaborides; the lack of data for all other

corresponding both to the trend of the calculateddata and hexaborides is attributable to the absence of this face or to its
to the nature of the variation ®1,. The variation ofH, for ~ imperfection and very small surface area. Consequently, both
other hexaborides is similfthe mutual deviation for all the the reticular and the polar anisotropy of the microhardness of
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hexaborides are well described by the proposed critgripn
The calculated value gf;, for ErB, shows that th¢001}
pinacoid must be harder than th&00; prism in the ~45°
direction, have approximately equal hardnéksin the 90°
direction, and can be softer in the 0° directi@®e Table)l
For all the tetraborides, howevet, is lower in the~45°
direction on the pinacoid than for the prishdeviation
(1.5-5)s]. In the 0° direction the pinacoid is actually softer
than the prismwith the exception of SmBand DyB,, de-
viation ~1.50), and in the 90° direction the pinacoid is
softer than the prism for three compounddeviation
~(1-2)o] and is harder than the prism for three compounds
[two of them with a deviatior=20, but for HoB, the values
practically coincidé. This contradiction is easily resolved by riG. 2. unit identity volume of NaCl for the simple form of tHa1L
taking into account the possibility of error in establishing theoctahedron. The hatched areas represent the planes perpendicular to the
simple form (pinacoid or prism for very small samples  directions(0°, 45°, 90j for the determination op, .
(<0.2 mm). The scatter of the data in the 90° direction can
be attributed to surface imperfection of the faces of the in-
vestigated samples. We therefore regard the interpretation die variation of microhardness both on different faces and on
the reticular microhardness anisotropy of the tetraborides bgne face of single crystals of high-melting borides.
means ofp;, as satisfactory. For all hexaborides and tetraborides of lanthanides and
In regard to polar anisotropy, for the pinacoid form in actinides the variation gp;, is corresponds to the variation
the tetraborides we observe both a maxim(on three com-  of the periods of the lattice of each compotiisee Table)l
pounds$ and a minimum(for four compoundsof H, in the = We might also note that in isostructural series of compounds
45° direction, even though the criterip, B for boron has a p;, is hot a “sensitive” parameter in that, despite appreciable
maximum here(p;,, =0 for Er). We can assume that in the differences in the lattice periods;, has the same values for
event of imprecise orientation of the long diagonal of theseveral different compoundsee Table)l
Knoop pyramid it is possible for the plane in which it is To test the applicability of the proposed criterion to
directed to deviate from the plane containing the maximuncompounds having a differef¢.g., ionig type of bond, we
number of B atoms. Judging from the large number of tetrahave measureH, for NaCl and LiF(a=5.64 A and 4.03 A
borides having a minimum dfl, in the =~45° direction, such in all three directions for the faces of a culigF), a rhom-
a deviation is more inevitable than merely probalfligy. 19). bododecahedron, and an octahedramd for them we have
In the case of the prism all the tetraborides without ex-calculatedp;, and the reticular density of atoms for each
ception(including the application of different loafishave a  species of aton(Fig. 2). A standard procedutevas used for
maximum ofH, in the ~45° direction, ang;,>0 for the Er  the microhardness measurements. The compounds (N&ClI
and B atoms, even though the absolute values here af7.8; Mg 1.5; | 0.5 mass Yand LiF (99.99 mass %owere
smaller than the values @f, for 0° (Er only) and for 90°(B chosen as model materials for the diversity of the polar an-
only). This maximum can be attributed to the fact that theisotropy of their microhardne$s*1%*A comparison of the
plane in the~45° direction contains at least two boron at- calculatedp;, andH, data (c<3%) for all faces in the case
oms and two metal iongour analysis shows that the two of NaCl discloses good correlation. For example, for the face
boron atoms and the two metal atoms are very close to thef the octahedron(Fig. 2: 0° (p;,=0.205 for Na,
plane, perpendicular to this direction and to the face of thed,=35 kg/mn¥); 45° (0.108, 32; 90° (0.211, 36. The val-
prism, in which the microhardness is measiinédgs. 1c and ues of p;, for C are less consistent with the experimental
1d). Moreover, this plane is also perpendicular to the highdata. This pattern is observed for the given choice of unit cell
spots of the networks of boron atoms formed by the bases aif NaCl (with Na atoms at the vertices of a cybelowever,
the boron octahedra and linking the boron atdfig. 1d. In  this choice is arbitrary, and Na atoms can be replaced by C
these cases the Knoop pyramid hits many chemical bondstoms. A different pattern is observed in the case of the
perpendicular to its motion, between boron atoms. Also perhexaborides, where the emergence of La atoms to the face of
pendicular to this motion are the high spots of planes conthe (100 cube for LaB has been confirmed
taining metal atoms. Everything here is related to the degreexperimentally*?> For LiF, on the other hand, the polar an-
of perfection of this crystal face, which for some tetra-isotropy for the cubdin particulay is very slight, and the
borides, according to our observations, has a distinct shadingsults for freshly cleaved chips subjected to light lodés
(jointing, cleavage, lamination, and other manifestations of=5 g and 20 ¢ and short indentation times agree with the
deformation processes in the material data of Refs. 3 and 4. Consequently, LiF is a special material
It is worth noting, in light of the foregoing, that the requiring special investigation.
nature of the variation gb,, for all directions on the prism is The proposed new criterion can thus be used to interpret
consistent with the nature of the variation téf . and predict reticular and, in particular, polar anisotropy of
Thus, the proposed criterigs, and the conditions gov- the microhardness for compounds having different types of
erning its application are helpful in explaining and predictingchemical bonds.




446 Phys. Solid State 40 (3), March 1998 Gurin et al.

The unit identity volume and the density of atoms within tation Processefin Russian, Shtiintsa, Kishine19886.
its limits are new, objective structural characteristics of the *S. P- Nikanorov, Doctoral Dissertatigin Russiad (Fiz.-Tekh. Inst. im.

: A. F. loffe Akad. Nauk SSSR, Leningrad, 1976
solid state of any elements and compounds. 51. I. Shafranovski Diamonds[in Russiafd, Nauka, Moscow-Leningrad

The reticular and polar anisotropy of the microhardness (1964, p. 148.
of lanthanide and actinide hexaborides and tetraborides aSc. will, W. Schfer, F. Elf, and J. Etourneau, J. Less-Common M&t.
well as NaCl and LiF can be attributed to a variation of the 349(1983).

7 } .
mi nsity within a identity motif of th r | str re: V. N. Gurin, L. I:' Derkachenko, M. M. Korsukova, S. P. Nikanorov,
atomic dens ty wit aide tity motif of the crystal structure W. Jung, and R. Miler, Fiz. Tverd. TelaSt. Petersbung38, 2750(1996

the unit identity volume. [Phys. Solid Stat@8, 1508 (1996)].
. . . 8B. F. Mott, Micro-Indentation Hardness Testirff@utterworths, London,
In closing, the authors express their heartfelt gratitude to 1956 Gostekhizdat, Moscow, 1960
S. P. Nikanorov for profitable discussions and are indebted tdT. I. Serebryakova, V. A. Neronov, and P. D. PesHdigh-Temperature
V. M. Krymov, O. V. Klyavin, and Yu. M. Chernov for Borides[in Russian, Metallurgiya-Chelyabinsk Branch, Moscoid991),

assistance and discussion in the course of the study. pp. 12, 148. _ _ -
y 10A. A. Vorob’ev, Mechanical and Thermal Properties of Alkali-Halide

Single Crystalgin Russiar (Vysshaya Shkola, Moscow, 1968
'A. S. PovarennykhHardness of Mineraldin Russiad (Izd. AN Ukr. 11B. 1. Smirnov, Dislocation Structure and Ordering of Crystals Rus-
SSR, Kiev, 1963 sian, Nauka, Leningrad198J).
2M. P. Shaskol'skayaCrystallography[in Russian (Vysshaya Shkola, !2R. E. Watson and M. L. Perlman Surf. S22 371(1982.
Moscow, 1976.
3Yu. S. Boyarskaya, D. Z. Grabko, and M. S. Kahysics of Microinden- ~ Translated by James S. Wood



PHYSICS OF THE SOLID STATE VOLUME 40, NUMBER 3 MARCH 1998

Dynamic mechanism of the temperature dependence of the Portevin—Le Cha  “telier effect
M. A. Lebedkin and L. R. Dunin-Barkovskii

Institute of Solid-State Physics, Russian Academy of Sciences, 142432 Chernogolovka, Moscow
District, Russia
(Submitted July 29, 1997

Fiz. Tverd. Tela(St. Petersbung40, 487—492(March 1998

The influence of temperature on the dynamic and static characteristics of unstable plastic flow
due to the Portevin—Le Clelier effect is investigated experimentally and by numerical
modeling. It is concluded that the distinctive features of the complex macroscopic behavior of
the plastic instability are determined by collective processes associated with the long-

range interaction of dislocations and lead to dynamic effects of mesocopic scal&99&®
American Institute of Physic§S1063-783@8)01803-9

The complexity of the macroscopic behavior of plasti-temperatureT increases. Other, more specialized types of
cally deformed solids is attributable to the fact that the enPLC instability are also discerned. The mixing of different
semble of interacting dislocations represents an extendetipes is customarily observed in a real experiment.
nonlinear, dissipative system. The self-organization property It has been shown’ that certain features of the discon-
of this system is responsible for well-known effects of col-tinuous deformation can be explained by the dynamics of a
lective dislocation behavior: the formation of dislocation model based on a nonlinear local constitutive equdtion,
substructures, abrupt, unstable deformation, and slip propavhich describes the temporal instability of plastic flow, tak-
gation or localizatiort:? Plastic flow therefore takes place at ing into account its inevitable spatial inhomogeneity in a
three levels: the microscopic level associated with motiongopulation of dislocations far from equilibrium. The micro-
of individual dislocations, the macroscopic level correspond-scopic mechanism of the PLC effect is tied in with the onset
ing to the average plastic response in the continuum approxdf an anomalous part of the negative strain-rate sensitivity of
mation, and the mesoscopic level, at which the characteristic as a result of dynamic strain aging, i.e., the diffusion of
scale depends on the physical nature of cooperative phenorifapurity atoms toward dislocations pinned at obstdtles
ena. The microscopic and macroscopic descriptions of plagFig. 1). To within the stress components associated with
ticity, contrary to conventional thinking, are not related one-strain hardening, the phase portrait of the systemdire]
to-one, but require the investigation of self-organizationcoordinates, shown in Fig. 1, represents cyclic motion,
phenomena in the substructure of defects. whereas in(o,e) coordinates a periodic, discontinuo(ser-

One of the phenomena in which mesoscopic effectgated stress-strain curve should be obseryd strain ana-
stand out most clearly is the discontinuous plastic feky  log of relaxation oscillation). The inhomogeneity of plas-
flow) of molten metal alloys due to the Portevin—Le €ha tic flow can impart a complex shape to real stress-strain
elier (PLC) effect® This effect refers to the recurrence of curves. On the other hand, owing to the correlation between
localized or propagating deformation bands that induce sudheighboring elements of a crystal, the observed curves ex-
den strain discontinuities in the crystal. In deformation at &hibit a nonrandom character. For example, the observation of
constant rate the effect takes place macroscopically in the transition to chaotic behavior has been repotteahd the
form of spikes of the deforming stressas a result of the possibility of self-organized criticalify under the conditions
elastic response of the machine-sample system. Three magf the PLC effect has been hypothesiZed.
types of spikes are normally distinguished, corresponding to  The influence of temperature on the discontinuous defor-
different slip-band dynamictType A is characterized by the mation of materials characterized by dynamic strain aging
nucleation of deformation bands near one of the machinéemonstrates what appears to be the richest spectrum of
clamps and their propagation in the crystal. The spikes occusehavior*® the investigations of which so far have been of a
above a certain average level efand, for this reason, are descriptive nature. In the present study we attempt to probe
also called locking serrations. In type B each spikevaE  the mechanism of this influence by experimental investiga-
associated with the occurrence of a localized deformatiomion and computer modeling of the stress-time curves and the
band at a neighboring site relative to the preceding one, anstatistics of the jumps in the deforming stress in Al-Mg alloy.
the effect has therefore come to be known as relay strain
propagation. This kind of spatial correlation in the localiza-
tion of strain does not exist in the case of type C, and the PROCEDURE
corresponding downward-pointing spikes drop below the av-  We investigated polycrystalline samples of the alloy Al—
erage level ofo (“unlocking serrations’). The sequential 3 at. % Mg and single crystals of Al-4.5 at. % Mg with the
change from type A to type B instability and then to type Caxis oriented close to the crystallographic directiétisl) or
is observed as the strain ratg decreases antbr) as the (100, corresponding to multiple slip. The polycrystalline

1063-7834/98/40(3)/6/$15.00 447 © 1998 American Institute of Physics
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3 and 15. Despite the long-range character of the elastic in-
teraction, the nearest-neighbor approximation is justified by
the exponential stress dependence of the plastic flow rate.
The choice of a one-dimensional model reflects the fact that
the transverse growth of the deformation bands is a much
faster process than their axial propagation. E&thblock
obeys a nonlinear constitutive equation in the form

Stress
an

"

0':h8i+F(éi)+K[(gi_8i71)+(8i_8i+l)]1 (1)

where h is the work-hardening coefficient, arfé(¢) is a
sawtooth function representing the strain-rate sensitivity of
the stresgFig. 1). The first two terms on the right-hand side
Strain  Tate of the equation represent the usual local relation in the case
_ of dynamic strain agin§.The third term corresponds to the
F|G._]_.._ Schematic plOt_Of the fUnCtiOF}(E) representing the strain-rate restoring force genera‘[ed When the b|0cks are deformed in-
sensitivity of the deforming stress at two temperaturBs=(T). coherently. The deformation conditions are described by the
relation of the rate of movement of the clamps to the rate of

samples were annealedrf@ h at 400 °Cwith subsequent elastic deformanon of the machme—sample system and the
average plastic flow rate of the sample:

guenching in water. Flat samples in the customary double-
ended spade configuration with a working section of length = 5 1 .

12—-25 mm(single crystals and 18—36 mm(polycrystal$ ca= TN > s 2

and with a typical cross section ob&L.5 mm. The samples

were deformed by tension at a constant rate on an Instrohhe influence of temperature is manifested in the way it af-
testing machindthe machine-sample system had a stiffnesdects the coupling constait and the functionF(e). The
M=10'N/m) in the temperature interval T= role of plastic relaxation of the internal stresses diminishes as
—30°C-160 °C with the loading mechanism moving at aT decreases, so that the effective coupling constant can be
rate of 2.5—-500Qum/min, which for the given sample expected to increas@ similar influence should also be ob-

|engths Corresponds to a strain ratg in the range 2 served in strain hardeniﬁ‘b. The temperature dependence

x10 6-2.7x10 3% s L. F(e) follows from a relatioh based on the microscopic
Several single-crystal and polycrystalline samples wergheory of dynamic strain aging:

tested at the same temperature. The rate was switched during . e\ P

deformation, so that segments of the stress—tlmg curves were F(é) =S In i n ﬁcs[ 1— exr{ _ ( _) H ’ 3)

recorded for each sample at the same settings,of The €0 €

evolution of the distributions in the course of hardening of .

the deformed crystal was tracked by recording a fragment of & = ({/70)€Xp{ = (Q+W/p)/KgT}. 4

the curve for a selected reference valueégf A systematic HereS is the impurity-free strain-rate sensitivity of Q is
dependence of the average depth of the spik@®n ¢ with-  the impurity-diffusion activation energywyV is the binding
out any change in the nature of their statistics was observeenergy between an impurity atom and a dislocatigh,
in some of the tests. In the calculation of the distributions~W/b? (b is the Burgers vectdrcharacterizes the pinning
this dependence, which to within small error limits was lin- force of dislocations by impurity atoms§) is the strain cor-
ear in our tests, was taken into account by normalizing theesponding to the elementary event of activation of all mo-
values ofAc to the regression line afo one. The statistical ~ bile dislocations, 7= r, expQ/ksT) is a characteristic time
sample size for each value of the investigated parameteffer the diffusion of an impurity toward a dislocatioG
wasn=100-500. The details of the statistical analysis pro-=C, expMW/kgT) is the saturation concentration of impuri-
cedure are described in Ref. 5. ties at a dislocationCg is the nominal concentration in the
bulk of the crystal, angp=2/3 in the classical Cottrell-Bilby
theory® Obviously, owing to the increase 6 and the

decrease i* as the temperature decreasksg, becomes

. In Fhe modgl the sample is represented _by a Onehigher and shifts toward lower values ef as shown in
dimensional chain ofN blocks. Each block constitutes the Fig. 1

minimum volume in which the strain can be regarded as . . -
homogeneous, and it is coupled with the two ngighboring Direct calculations of the temperature dependdﬁ(ze)_
blocks by harmonic springs having the same stiffness coefr'© thwarted _by, for e>_<amp|e, the con5|_der_able arbitrariness
ficientK. Using the results of Refs. 6, 7, and 14, we assumée!ﬂcountered in the estimation of the act!vat|on pargmeters at
that the coupling of adjacent elements of the crystal is elastidifférent temperatures. In contrast, the influence of, on
and is attributable to inhomogeneous internal stresses in tHe(e) at a fixedT is simply calculated by adding the term
ensemble of dislocations. Various mechanisms of correlatiokQ[1—(g,/e) +In(e,/e)] (Ref. 17). The increase ire, is

between the plastic processes are discussed in detail in Refmalogous to the influence of an increaseTinso that the

2. COMPUTER MODEL
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FIG. 2. Typical traces of segments of stress-time curves of Al-Mg alloy at
room temperature. )a Polycrystalline sample, strain rate,=2.7
x107% s7%; b) single crystalg,=1.3x107% s7%,

FIG. 3. Segments of stress-time curves of a polycrystalline sample=at
—20 °C. 3 strain rates,=2.1X10° s % b) £,=8.4x 107 ° s 7L,

following procedure is used. It has been verified by usinghavior, i.e., the correlation of the deformation processes tak-
trial functionsF (&) that the qualitative character of the mod- ing place in different cross sections of the sample is weaker
eling results do not depend on the differenégs-F, and in them, consistent with its hypothesized elastic nature. As a
g»,— ¢4, but is determined by the position of relative toe; ~ result, the curves for single crystals are more difficult to
andéz and by the value oK. This condition can be used to classify, but they exhibit a similar kind of evolution when the

adjust the model by means of the parameterandK so as temperature or the strain rate is varied; we therefore give the

to match the form of the model curve, the statistics of thedata for polycrystalline samples, in which th!s evolution is
masked by extra features of the stress—time curves.

. . . . . t
r ik nd the sli namics with the experimental® 2 . .
stress spikes, and the slip dynamics with the experimenta The variation of the macroscopic characteristics of the

dat<_a for sfelectec_i values(?'fan:sle}. Jhe subsequ_ent €OM-  giscontinuous deformation as the temperature is lowered to
parison of experiment and model is based on an investigation g o corresponds to the temperature dependence of the

of the prominent features of the variation of these deforma- . . . . -
i L S i function F(&), which determines the characteristic scale of
tion characteristics of real and model samples ais varied

¢ ) | & (hardening is simulated in th the stress spikes and the strain-rate interval of plastic flow
or for various values o (hardening is simulated in the instability. The qualitative behavior does not change here,
model by increasingl).

The details of th ical soluti £ th fand it reflects the transition from slip localization to slip
e detalls of the numerical solution of the system o ropagation as the strain rate increases. This trend is illus-

equations are given in Ref. 7. The parameters of the i”itia‘[)rated by the data shown in Fig. 3: At=—20 °C the

(@t £,=0) serrated curve are chosen as representative Qfiress—time curves acquire very distinct type A behavior

typical data for alloys deformed by the PLC mechanism:y, o ate . =8x 105 s ! and type B spikes are observed
. a 1

F1=140 MPa, F,=80 MPa, £;=10°m™ and &, only at the lowest strain rates in the of interest range. The
=10"°s™%. The other parameters of the model are assignedomparison of Figs. 2a and 3a also discloses a tendency for
the values K=(0.02-1.0M, £,=(0.01-0.8;,, h the average depth of the stress spikes to increase as the tem-
=0.0IM, andN=300. Inhomogeneity is introduced into the perature decreases. These data are in good agreement with
system by the random sampling of initial valuesegfwith ~ the modeling results. In the framework of the hypothesized
<0.05%; fluctuations. The subsequent evolution of the sys-elastic nature of the correlation of the deformation processes,
tem is deterministic, without the introduction of additional the low-temperature interval corresponds to high values of
inhomogeneity. the coupling constant in the model. Indeed, wheriies in

the rangeK =(0.3—1.0M, the nature of the influence ef,

on the form of the modeled stress-time curves and on their

statistics do not depend df, and they are similar to the
3.1. Form of the stress-time curves experimentally observed influend€ig. 4). The numerical

Figure 2 gives typical fragments of type B discontinuousdata a!so contain information about the deforme_ltion-ban_d

stress—time curves for polycrystalline and single-crysta@ynamics. In the model a natural analog of the slip band is
samples at room temperature and low strain rates. Type C §pund in a group of adjacent blocks whose plastic flow rates
B spikes characterized by strain localization in slip bands arorrespond to the right ascending branch of ft{e) curve:
observed for polycrystals, but wher, is raised above 5 ¢€i>¢e, (Ref. 7. As in real crystals, the dynamics of the
x10"* s7, we see a transition to type A instability, corre- model corresponds to the transition from localization to
sponding to the propagation of deformation bands in the dipropagation of slip bands a:% increases.
rection of the tension axis. It is evident from Fig. 2b thatthe  In the high-temperature range the variations of the
stress-time curves of single crystals have a more regular betress—time curves correspond qualitatively to the weakening

3. RESULTS AND DISCUSSION
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Stress
o
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o

FIG. 4. Form of the model stress—time curves kerM. a) £,=0.0%,;
b) 0.4e,.

Time
of the correlation of the deformation processes. Figure 5 . :
shows examples of curves at 100 °C for three strain rates. At'C: 8- Form of model stress—time curves.ka=0.06M, #,=0.02; b)
a rate below &10°°s! we observe macroscopically ywth the straln_rate increased #Q=0.04,; c) with the coupling constant
. . 7 increased t&K=0.1M.
smooth stress—time curves, owing to the above-described
temperature dependence ®f. As the strain rate increases,
infrequent deep drops appear below the average level of features of the experimental observatigRgy. 6). The high-
(unlocking serrations separated by long intervals of smooth temperature behavior corresponds to numerical results ob-
flow, which are characteristic of type C, or spikes of verytained in the range of lower coupling constanks
minute amplitude, so that these intervals have the appearaneg(0.03—0.1M, corroborating the stated hypotheses about
of a fine-toothed sawfFig. 5a. If the strain rate is increased the temperature dependence Kf We note that a further
further in the initial stage of deformation, there is a transitionincrease in the strain rate in both experiment and model pro-
to type A instability (locking serrations bypassing any duces irregular curves typical of the recording of nonstation-
clearly defined type B stag€ig. 5b. Hardening of the crys- ary stochastic processes. This observation runs parallel to
tal reverses the transitionFig. 59. As deformation recent studiege.g., Ref. 11, in which the same kind of
progresses, deep stress spikes become more frequent, and fhgdom behavior of the stress-time curves has been con-
shallow ripples observed in the intervals between them ingjyded for Al-Mg and Cu—Al single crystals at higf .
crease in amplitude. The modeling results convey all these  The high-temperature slip-localization dynamics has not
been investigated experimentally. The results of modeling of
the dynamics are consistent with general notions that the
“unlocking-locking™ transition with increasing value of,
- corresponds to the transition from localization to propagation
of slip bands. We note that the transition point shifts toward
MPe a higher values oéa asK increases. This result also concurs
| S with the experimental data: A variation such as the curves in
Fig. 5 (T=100 °C) is already observed at a strain rate twice
as high as the left edge of the domain of instability, whereas
B at room temperature or lower this situation takes place at

£,>(10—100%,(T) (see, e.g., Fig.)3

Stress
)
&
s
|
[op

- 3.2. Stress-spike statistics

The stochastic behavior of the stress—time curves can be

. WVWVWV’WVM c characterized by histograms of the amplitude distributions of
the deforming-stress spikes. The relatively regular drops cor-

| 7 MPa 10s responding to localized plastic flow and observed at room
; temperatures and lower and at strain rates close {d)
Time reveal bell-shaped distributions with variances that differ de-

FIG. 5. Examples of stress—time curves for a polycrystaliine sample aP€Nding on the deformation conditions and the microstruc-
T=100°C. & #,=4.7<10° 55}, £=4.3%; b 9.4x10°s%, 6%; ¢ ture of the samples. The narrowest peaks, close to a normal
9.4x107° 571, 14%. distribution, are observed for polycrystdlig. 78 and for
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FIG. 7. Histograms of the amplitude distributions of the deforming-stress

spikes for polycrystalline samples) Samples deformed & =20 °C, ¢, FIG. 9. Probability density function®(s) of the normalized depth of the
=9.5x10 %5 L b) T=—20 °C, £,=8.5x10° 5 51 deforming-stress spikesirops for a polycrystalline sample deformed &t
. 1 1©a . .

=-20°C ands,=8.4x107° s7* (a) and for a single crystal deformed at

T=120 °C ande,=1.3x107% s7* (b). The dashed lines correspond to the

. . . t in th lawD(s)~s% @ a~—1.4; b a~—1.0.
K>0.5M in the model(Fig. 8a. Single crystals are charac- exponent in the power [auD(s)~s*: 8 )

terized by broader, asymmetric peaks with their centroid
shifted toward lower amplitudesos (Refs. 6 and 18 This

change in the shape of the histograms corresponds to a rg- is varied, goes over to one of the above types. This situ-
duction in the value oK in the model and is probably at- ation is best observed in single crystéisg. 9b. An analo-
tributable to an increase in the role of plastic relaxation ofgous phenomenon is observed in the model with careful se-
inhomogeneous internal stresses. In the range of higher tenisction of the parameters near the localization—propagation
peratures the distributions have two peaks reflecting the tWgansition point. The power-law nature of the distributions in
characteristic scales of the stress spikég. 50. this case is attributable to the emergence of localized defor-
As the strain rate increases or the temperature decreasgation bands of any widths allowed in the system. We have
the centroids of the distributions shift more and more towardyreviously* discussed the analogy of this behavior with
lower spike amplitudes. Above a certain strain rate, whichayalanche-type earthquake processes used recently as a para-
depends on the temperature, the distributions become mongigm of the self-organized criticality phenomendn.
tonically decreasingFigs. 7b and 8b The distributions ex- The given examples indicate that the proposed model
hibit a nontrivial character at strain rates corresponding tQorrectly describes the dynamic and statistical properties of
the propagation of deformation bands. Figure 9a shows athe pLC effect. It can be assumed on the basis of an analysis
example of the probability density functidd(s) of the dis-  of the behavior of the model that the evolution of the dynam-
tribution of the normalized stress-spike amplitudeTat  jcs of the effect is attributable to competition between two
—20 °C. It is evident that this dependence is satisfactorilyprocesses' The finite coupling between elements of a de-
described by a power law(s)~s® with power exponent formed crystal stipulates a finite time for equalization of the
a~—1.4. Numerical simulation gives values af in the  pjastic flow rate throughout the sample, when all of its ele-
interval —(1—1.5), depending on the choice of parameters, .+« are deformed at the rate< &, corresponding to the

The power-law character of the distributions indicates th :
lack of a distinctive scale of the processes, as is chrclr::lcterisjiglct branch of ther(z) curve. On the other hand, the dwell

of systems in the critical state. hn_1e of a point of the phase trajec_;tory of _any one element on
Critical statistics are observed over a wide interval in thethis branch depends on the applied strain egte For large
range of high strain rates at all the investigated temperaturesa the homogenization process is not very efficient, and a
It is interesting that raising the temperature at low strain ratesonuniformly shiftinge profile (type A) occurs in the crys-
&, can also lead to irregular stress—time curves characterizedl. At low ratese, neighboring elements are in nearly the
by a power-law distribution oAo. This behavior sets in only same state, so that the cutoff of one of them is capable of
within a narrow range of deformation conditions andTas initiating an avalanche-type process, which is halted by un-
loading of the sample. The gradient created in this case
induces the next such event in the adjacent region of the
crystal, i.e., the relay propagation of deformation baftgse
B) takes place. But it is so low that thes gradient pre-
served at the instant of attainment of conditions for the next
spike is smaller than the level of fluctuations ©f which
always occur in a crystal and are associated with fluctuations
of the density and velocity of mobile dislocations, slip bands
emerge in random locatior{sype Q. When the correlation
of deformation in the crystal is suppressed, the pattern de-
scribed here becomes less regular: the type A at a high strain
FIG. 8. Histograms of the distribution afo for model stress—time curves at rate is superseded by curves in the form of noise, and at a
K=M. a) £,=0.07,; b) 0.5¢,. low strain rate the macroscopically smooth plastic flow be-
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The microhardness of LEUO, and Lg gsSry 1:CuQ, crystals is measured in the temperature

range 81-292 K, and the influence of various factors on it is investigated. The thermal activation
parameters of the plastic deformation process in the vicinity of the indenter impression are
estimated. The change of the phase state of the compoungSrg,:CuQ, at the temperature
To=180 K and the appearance of domé&win) boundaries formed in the ferroelastic tetra-

ortho transition are not seen in the temperature dependence of the microhardness. The results of the
study are compared with previously published results for XB&, , crystals. ©1998

American Institute of Physic§S1063-783@8)01903-(

The objective of the present study is to investigate thel. EXPERIMENTAL PROCEDURE

micromechanical propertles of kﬁu_o‘l (LCO) and Single crystals of LCO and LSCO were grown by the

Lay g5510.15CUO, (LSCO) single crystals in the temperature method described in Refs. 20 and 21. The As-grown LCO

range 81-292 K. These crystals are typical metal-oxide comerystals were in the shape of oblique-angled prisms with ap-

pounds with a perovskite-type structure. Their investigatiomproximate dimensions ¥4x2 mm and habit plane€01)

is of interest from the standpoint of the high-temperatureand {111}, or they were grown as wafers of thickness

(high-T;) superconductivity problem. ~1.5 mm with dimensions-6x4 mm in the (001) basal
Although the highT, superconductivity phenomenon plane. Only the habit plan€l10) was clearly defined in the

was discovered on the lanthanum compound La-Ba-Cu-&SCO crystals. The LSCO crystals entered the supercon-

(T.<40 K), the plastic and strength characteristics of high-ducting state alc~25 K.

T, superconducting systems based on lanthanum oxide have 'N€ indentation procedure was the same as that de-

scarcely been studied at all. A greater potential for supercons-c_”bed in Ret. 4. The Vickers microhardness was deter-

ductivity was discovered soon afterwards in :superconductorrsmm':'d from the equation

based on yttrium and bismuth oxides, which have a substan- Hy= 1.185%4/(2a)?,

tially higher superconducting transition temperature. The,nere 2 is the length of the diagonal of the indenter im-
mechanical properties of these materials are the subject ¢fression. The load® on the indenter varied in the interval
intense study by various methods on single crystals and polyy 05—1 N. At least ten indentations were made on the sample
crystalline objects prepared by various technologies, andurface at each temperature. The average valués,cére
they span a broad range of temperatures andjiven here; the error of their determination was at most 1—
compositions. ¢ 2%. The temperature dependence of the microhardness was
The compounds LCO and LSCO undergo a soft-modaneasured on one sample. The defect structure of the as-
tetra—ortho (TO) structural phase transition at temperaturesgrown and indented samples was investigated by means of a
of 530 K and 180 K, respectivelyf.In the temperature range Metallographic microscope in normal and polarized light.
81-292 K LCO crystals have an orthorhombic lattice, andThe linear dimensions of thg indgntations were measured
LSCO has tetragonal and orthorhombic sublattices, settinith @ PMT-3 hardness-gauging microscope.
the stage for investigating the influence of lattice transition
on the temperature dependence of the microhardness. The
first microhardness measurements of LCO and LSCO a2.1. Domain structure of LCO crystals and its rearrangement
room temperature are reported in Refs. (fgle crystals ~ under the influence of mechanical stresses
and 19(ceramic$. The results of the measurements reported  The as-grown LCO crystals have a domain structure
below are compared with data obtained previously forwhich, viewed in polarized light in thé001) plane, appears
YBa,Cu;0,_, (YBCO) crystals. as a system of alternating light and dark bafdtsmaing of

RESULTS AND DISCUSSION
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roelastic phase¥,and the geometry of the domain structure
formed in the ferroelastic phase transition can be predicted
from the condition of minimum elastic energy of the
sample® In the 4mmm—mmmptransition four orientation
states are possible in the ferroelastic ph&sevo systems of
domains can be distinguished here. The domains belonging
to one system are in twin positions relative to each other, and
the boundary between them has on {861) plane a direc-
tion close to(100) (Ref. 33; the domain boundaries associ-
ated with different systems are mutually perpendicular. Our
experimental observations of the number, shape, and relative
positioning of the domains in LCO fit the above pattern.
FIG. 1. Domain structure of a LEUO, crystal, observed in polarized light It has been showff that the twin boundaries in YBCO
in the vicinity of the indenter impression. Indentation pld061), load P create fairly strong barriers to the motion of slip dislocations.
=1.5N, T=292 K. The light and dark regions are different orientation yo\vever, we have not detected any appreciable variation in
states existing in twin positions relative to each other. . . " . .
the microhardness during the TO transition, which results in
the formation of domain structure, either in LSCO crystals as
the temperature is lowered or in YBCO crystals as the oxy-
width ~5—20um parallel to the(100) direction. The col- ~gen concentration is variédThe value of the microhardness
oration of the domains can reverse itself when the position ofs also identical for twinned and untwinned YBCO cryst&ls.
the analyzer is changed. Occasionally two systems of doConsequently, the twitdomain structure of highf super-
mains with mutually perpendicular boundaries can be obconducting oxides obviously has little influence on the resis-
served. tance to plastic deformation in indentation.

The as-grown polydomain structure is transformed under ~We now consider the influence of other factors on the
the application of a concentrated fordgg. 1). The direction ~ micromechanical characteristics of the crystals: the indenter
of motion of the domain boundaries leading to growth of theload, the anisotropy of the crystal, doping, temperature, and
light or dark domains is determined by the sign of thethe TO phase transition.
stresses present near the indenter impres@ee the dia-
gram in Fig. 3 of Ref. 2 As a result, the dark domains 2.2. Influence of the load
broaden and absorb the light bands in the first and third
guadrants. The opposite effect is observed in the other tw8 ot

quadrants: broadening of the light bands and their absorptip{he length of a radial crack as functions of the indenter load.

of the dark bands. This local conversion t_o_a. smgle-dqmamrhe linearity of the relation between the quantitiea)2and
state encompasses a small region in the vicinity of the mden'-D indicating constancy of the higFe, is preserved for
) C

tatlo_lrjﬁ ast see? n Ft'.g' L. f the d in struct tak | loads P<0.50 N. At P=0.70 N we observe a deviation
ithi € tr_ans OTIE |0n((j) ef omf';unts ruzurg atﬁstptﬁcefrom linearity toward higher indentation diameters, most

Within ‘a time ‘ot the order ot a minute, showing tha eIikely attributable to the accompanying crack formation. This

boundaries in LCO must be highly mobile even at rOOM;ifluence of the load on the microhardness of LCO and

temperature. We note that the domain boundaries in YBC : )
crystals have a much lower mobility: The boundaries of the SCO crystals has been observed previodS§he thresh

narrow domain shift at room temperature for a whole dayOId load above which a visible indentation is left on the
. . . . _ 2 crystal surface is close to zero, whereas the threshold for the
and loading up to 350-420 K is required to stimulate motio 4

of the boundaries of the wide domamdhe motion of the "vyBco crystals investigated in Ref. 3 is approximately 0.01—

domain(twin) boundaries in YBCO is monitored by the dif- O'OZTE('E dependence of the lengtiof the radial crack on the
fus""f“ motion of oxygen atorﬁe’éand n LCO by _t_he reOM" " 10ad is well described by the relatid#>~ P over the entire
entation of the Cu@octahedra” The higher mobility of the load range. The critical stress intensity coefficiéinacture

twin boundaries in LCO implies that the activation energytoughnes)s .calculated from the equatidh

associated with reorientation of the Cy@rtahedra is lower

than the activation energy of oxygen diffusion, approxi-  Ki.=0.1P/I%?2,

H 4,25
mately 1 eV, in YBCO: _is found to be equal to 0.96 MPalfh This value is close to

The Ipreser}ce of domains in LEO.crYstals andI theilyne obtained earlier for YBC@Refs. 1, 3, and Fand is
structural transformation under mechanical stresses lead Qera times higher than for bismuth-containing High-

the clas'sification' of these crystals as .ferroela§ﬂc§he superconductors:12
change in the point group ®mmto mmmin the TO struc-
tural phase transition corresponds to one of the 52 types of _ _
pure ferroelastic transitions. 2.3. Microhardness anisotropy

The number of such domains partitioning the crystal in ~ The microhardness of an LCO crystal was measured on
transition to the ferroelastic state is determined by the ratidche two habit plane$001) and {111} with two positions of
of the order of the point groups of the as-grown and fer-the indenter diagonal: aligned with ti€00) direction and at

For LCO crystals at room temperature we have obtained
ailed plots of the length of the indentation diagonal and
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TABLE |. Microhardness of LgCO, crystals for different indentation
planes and orientations of the indenter diagofia+ 92 K).

Microhardness Indentation Orientation of the 121
Hy, GPa plane indenter diagonal
7.44 (001 (110
8.05 (001 45° from (110
8.24 {113 (110
6.87 {111 45° from (110 3
a -
~ 8
>
xr

a 45° angle with th€100 direction. The values obtained for
Hg are given in Table I. We see that anisotropy of the first
kind (the influence of the direction of the indenter diagonal
relative to the crystallographic direction in the selected plane 41 . , A
on the measured value &f,,, Ref. 3% in LCO crystals is 100 200 300 T,K
more pronounced than anisotropy of the second Kihe
dependence ofl, on the plane of indentationThe anisot- FIG. 2. Micro(h‘;“d”essl Vefﬁusdtempemture hgi@“’lozt @ E(‘j”d
- La; gsS 1sCUO, (2) crystals with indentation on théd01) plane. LoadP

ropy 1S more pronounced on tlﬁﬂéll} plane, whgre the me%_ :(21).3?5 Nl, ind(:nter diagonal aligned parallel to {1€0 direction. Data on
sured values oH, have a spread of approximately 20%, he microhardness of YBEWO;,_, crystal§ are shown for comparisor)
while on the (001) plane this difference does not exceedx=0.1; 4) x=0.9.
8.2%.

Anisotropy of the first kind of the same sign has been _ _ _
observed previously in orthorhombic YBCO crystalshere ~ Refs. 4-6, increases linearly as the temperature is lowered.
the ratio (H{:°?—H{!'9/H{}*? in oxygen-saturated crystals The relative increase in the microhardness as the temperature
attained 50-80%. Anisotropy of the second kjimtientation ~ is varied from 292 K to 81 K is 37% for LCO crystals and
of the habit plane$100) and (001)] is characterized by val- 22% for LSCO crystals. The slopes of thig,(T) curves are
the tetragonal phase of YBCO and to 1.2 for the orthorhombardness of oxygen-deficient YBCO crystals=0.4) is
bic phase® The latter value is close to our own for ortho- MOre sensitive to temperature. The strontium doping of LCO
rhombic LCO crystals with indentation of thg@01) and Crystals weakens the functional dependeRegT). _
{111} planes. The dependencel(T) of LCO and LSCO crystals is

The microhardness anisotropy occurring in LCO, vyBCcoOCconsiderably stronger than the temperature dependence of
(Refs. 2 and 3B and Bi2212(Ref. 12 crystals is obviously the elastic constanté;*® indicating the thermally activated

associated with anisotropy of the evolution of plastic shear§haracter of microplastic deformation. To estimate the ther-
in these crystals. mal activation parameters of the plastic deformation process

near the indenter impression, we use an approximate relation
for the temperature dependence of the microhardness in the
form given in Refs. 4, 37, and 41:

The replacement of some of the lanthanum atoms by _
strontium atoms increases the microhardness considerably, Hy=(Uo=kD)A In m/y,
by ~20%. This result is not fully consistent with the data of whereU, is the activation energy of the deformation process
Ref. 19. Although the authors of Ref. 19 acknowledge theat zero external streghieight of the potential barrigry is
hardening effect of doping, they obtained a higher micro-the activation volumeg=6 is a factor that incorporates the
hardness for LCO H,=9.24 GPa) than for LSCOH,  Schmid factor and the proportionality factor between the mi-
=8.94 GPa). This conflict could be attributable to the factcrohardness and the yield point, andis the ratio of the
that their ceramic LCO samples had a much smaller graipreexponential factor in the Arrhenius equation to the rate of
size than LSCO, and an increase in the grain size, accordinglastic deformation, Im=20 (Ref. 4. The resulting esti-
to Ref. 19, tends to soften the ceramic. mates are given in Table II.

Linear growth of the microhardness with increasing Li A comparison of the data in Table Il for metal oxides of
and Zn concentration has been observed previously on dopdtle YBCO and LSCO families and crystals of elemental Ge
YBCO crystal$® and was attributed to the dominant role of and Si semiconductdhé® leads to the assumption that the
solid-state hardening. The same cause can account for thastic deformation mechanisms of these crystals are of a
increase in the microhardness in doping of our investigategommon nature. The most probable candidates are the gen-
crystals. eration and mation of dislocations in the Peierls relief.

2.4. Influence of doping

2.5. Influence of temperature 2.6. Influence of the tetra—ortho transition

It is evident from Fig. 2 that the microhardness of LCO It is evident from Fig. 2 that the temperature dependence
and LSCO crystals, like the YBCO crystals investigated inof the microhardness of LSCO crystals is devoid of distinc-
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TABLE Il. Parameters of the experimentdl,(T) curves and thermal activation parameters of the Arrhenius equations §@u0g La,_ ,Sr,CuQ,,
YBa,Cu;0,_, (Ref. 6 and Ge(Ref. 4] crystals.

Parameters

of Hy(T)

Hy, GPa Thermal activation parameters

Oxygen or strontium SHy 16T, Uo, v- 1074,

Crystal concentratiorx 292 K 0K 1072 GPa/K Y cn?®
La,Cu0, 6.9 11.8 1.6 1.27 103.5
Lay,_SKLCUO, 0.15 9.0 12.2 11 1.9 150.5
YBA,CU;0;_, 0.1
YBA,CUO, 03 9.9 14.65 1.6 1.57 103.5
YBa,Cu0;_, 0.4 5.3 17.1 4 0.73 41.4
YBa,Cu0,_, 0.9 4 16.45 4.25 0.66 39.0
Ce (T=550 K) 75 19 4 15 80

Note The values oH,, (T=0 K) are the results of extrapolation of the experimental curves. For Ge the lineatity(df) disappears af <550 K.

tive features in the vicinity of the structural phase transitionC,,, which, as mentioned above, remains essentially invari-
(Tg=180 K). A change in the phase state of the YBCOant in the TO structural transition. Obviously, the slip sys-
crystal due to a change in the oxygen concentratib® tems and structure of the dislocations and, accordingly, the
transitiorn) takes place at.~0.6 (Ref. 6). microhardness remain constant as well.

We now consider the possible causes of this behavior of ) )
the microhardness in the case of LSCO crystals. The plastic 1h€ authors are indebted to V. D. Natsik for support and
deformation characteristics in the phase transition must firsfiScussion of the manuscript.
and foremost be compatible with the variation of the elastic_ 1 "iS Work has received financial support from the State
properties of the crystal. The elastic constants of the comCOMmMittee of Ukraine on Problems of Science, Technology,
pound LSCO in the vicinity of the phase transition tempera-2nd Industrial PolicyProject 0.9.01.01/033-92 “Materia)”
ture have been investigated in detail in several theor&fi#al @nd from the State Scientific—Technical Program for High-
and experimenta(“3 papers. A symmetry analysis of the Tc Superconductivity “Relok.”
[4/mmm—Cmcatransition in Ref. 17 enabled the authors
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Recovery processes in rolling-deformé1)[110] tungsten single crystals having various

degrees of purity are investigated. It is shown that the dislocation structure formed in the plastic
deformation of tungsten single crystals is transformed in subsequent high-temperature

anneals to a system of dislocation subboundaries; only polygonization, which preserves the single-
crystal structure, takes place in samples heated to a temperature close to the melting point.

The formation of subboundaries proceeds in two stages with subsequent transformation of the
unstable structure to a configuration having an energy minimum. The decisive factor

affecting the polygonization rate is the stacking fault energy; the presence of impurities also has
a significant influence. €1998 American Institute of PhysidsS1063-783#8)02003-§

We have investigated recovery processes in highly detions present in the structure of single crystals with a total
formed single crystals of refractory body-centered cubic metreductione =0.5% form a planar dislocation network as a
als in the examples of molybdenum and tungsténWe  result of interaction according to the reactitfig. 1)
have shown that specially deformed molybdenum single N
crystals preserve their single-crystal structure in high- &/2[111]+a/2[111]=a[011].

temperature anneals. The dislocation recovery in these single |,creased deformation leads to the development of trans-

crystals takes place in several stages, where a 3-min annegl;se sjip processes as a mechanism for overcoming the re-

of molybdenum single crystals at 2000 °C produces a strucgtinga(001) barriers and hence to the formation of a three-
ture of parallela[001] edge dislocations identical to the dimensionalbulk) dislocation network.

structure obtained by a prolong€® h) anneal at the same As a result of rolling with reductions up te==80%, the

temper_ature. It is of mteres_t to compare the molybdenunzo()l)[llo] tungsten samples preserve the single-crystal
data with data on the behavior of other refractory bcc metalgr ciure of the as-grown orientation with a uniform distri-
subjected to heating. In this paper we report an investigatiotion of dislocationgFig. 2. Such a structure is character-
of recovery processes in single-crystal tungsten ribbons witfyic of deformed single crystals of refractory bcc metals of
various degrees of purity. the given orientation in connection with the influence of the
longitudinal  slip _systems (10D[111], (10D[111],

1. PROCEDURE (01D[111], and (01D[1 11].

Tungsten single crystals with the growth axis oriented
along[110] were grown by electron-beam zone melting with
resistance ratiosgoo k/R42 k= RRR=50 000 Qn_d 200000. 5 5 Anneal-induced structure
Samples for rolling were cut by spark machining and were
then polished mechanically and chemically in NaOH solu-  As a result of high-temperature anneal, the dislocation
tion. The investigation was carried out on single crystalsstructure formed in(00D[110] tungsten single crystals in
rolled in the (001) plane and in thg110] direction. The rolling is transformed into a system of dislocation subbound-
rolled single crystals were subjected +B0% deformation. aries, which differ in structure and composition, the material
The samples were annealed by passing current through thef@taining its single-crystal character and its as-grown orien-
in oilless vacuum, 10° Torr, at a temperature of 2300 °C. tation.
Samples for electron microscopy were prepared by jet elec- The heating of rolled tungsten single crystals with a re-
tropolishing in 1.5% NaOH solution. The electron- Sistance ratio of 50 000 to 2300 °C in just 10 s causes sub-

microscope examinations were carried out on JEM-100CYoundaries to form in them. Some of the subboundaries are

and JEM-2000FX electron microscopes. dislocation networks. Two types of network are observed:
1) a hexagonal network consisting of two families of
2. RESULTS a/2(111) dislocations, at whose points of intersection are

formed dislocations with Burgers vectapg001] (Fig. 3); 2)

a network formed at the intersection of two families of dis-
We have previously reportéa detailed investigation of locations withb=a(100). One would expeca(110 dislo-

the structure formed by the rolling deformation(601)[001] cations to be formed at their points of intersection, but inas-

single crystals. It was shown thaf2(111) screw disloca- much as dislocations with such a Burgers vector are unstable

2.1. Postdeformation structure

1063-7834/98/40(3)/4/$15.00 458 © 1998 American Institute of Physics
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FIG. 1. Structure of a slightly deformed tungsten single crystal
(e=0.5%).

other two area/2(111) (Fig. 4).

The dislocations constituting these networks have an
edge or mixed orientation, and the networks themselves are

mixed-type subboundaries.
Another type of subboundary is also observed in the
structure(Fig. 5. An analysis of the behavior of the diffrac-

tion contrast at the dislocations forming the subboundary

leads to the conclusion that these dislocations are the edge

type with Burgers vectoa[ 001], and the subboundary rep- FIG. 3. 9 Hexagonal network in tungsten after rolling and annealing,
resents a vertical wall of edge dislocations, which is a tjltRRR=50000, 2300°C, 10 s)kschematic diagram of a subboundary with
boundary. The dislocation lines extend in a direction tha@”ﬁ'yf'zs of the dislocation Burgers vectols;=a[001], b,=a/2[111],
coincides with the rolling directiofi110]. s~ /2 111].

b
in a bce structure, a bundle of four ternary nodes is formed, .
where one of the dislocations at each site(400), and the “‘

After a 60-s anneal the structure consists predominantly
of walls of longa[001] edge dislocations, and it is essen-
tially devoid of dislocation networks.

An investigation of the structure of tungsten single crys-
tals with a ratioRRR=200 000 has shown that tilt sub-
boundaries are formed in them even in the briefastmore
than 3 g anneals. They consist of long, paral&l001] edge
dislocations and are identical to those observed in single
crystals withRRR=50 000(Fig. 6). There is no dislocation
network-forming stage.

3. DISCUSSION OF THE RESULTS

The evolution of structure in tungsten single crystals in-
cludes a dislocation network-forming stage. The stability of
dislocation boundaries is known to be associated with the
FIG. 2. Structure of a single crystal rolled to full 80% reduction. stress fields created by them. Previous calculatiai®w
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FIG. 5. Tilt subboundary in tungsten after rolling and annealRRR
> : =50 000, 2300 °C, 10 s.

SAS 5/N\0_3/\b 1) >6 2

IN/e IN/4 IY4 IV4

cies to dislocations or the emergence of new vacancies at
dislocations. Vacancies attach most easily to dislocations
are newly formegon steps. A high density of steps at dis-

ING 5A6 5A6 2 locations therefore facilitates the polygonization process.
56 3\>l; 34

FIG. 4. a Dislocation subboundary in tungsten after rolling and annealing,
containing bundles of four ternary nodésR R=50 000, 2300 °C, 10 s;)b
schematic diagram of a subboundary with analysis of the dislocation Bur-

gers vectors:b,;=a[001], b,=a[100], bs=a/2[111], b,=a/2[111],
bs=a/2[111], bg=a/2[111].

that edge-dislocation walls, representing tilt boundaries, or
networks of pure screw dislocations, which are twist bound-
aries, can be stable dislocation boundaries, because long-
range stress fields do not exist in them. According to the
same calculations, networks formed by the anneal of tung-
sten single crystals are nonequilibrium structutd®y do
not have an energy minimynibecause their constituent dis-
locations have a large edge component, and as the anneal
time is increased, they are transformed into a configuration
with an energy minimum: walls of edge dislocations.

The rearrangement of the dislocation structure in con-
nection with polygonization entails slip in the shear plane,
the climb of edge components into adjacent planes, and the

cross slip of screw components. The rate of the whole progi, 6. Tilt subboundary in tungsten after roling and annealRRR

cess is obviously limited by climb, i.e., the influx of vacan- =200 000, 2300 °C~3 s.
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TABLE |. Self-diffusion activation energ@;+Qn and stacking fault en-  glip only in the plane of a stacking fault. The transition from
ergy of refractory bec metals. one slip plane to another requires the preliminary contraction
Metal Q1+ Q.. ki/mol 7, erglen? of parugl dislocations into a whole. This process hinders
cross slip and therefore lowers the polygonization rate, espe-

:‘Ab i’gz-; igg cially in the presence of low stacking fault energy.
W 641 500 It is also known that impurities exert a major influence

on diffusion processes and polygonization in particular. In
the presence of a low-mobility impurity, which has a high
binding energy with vacancies, not all the vacancies are ca-

Since climb is a thermally activated procésthe rate of Pable of moving about freely, and some of them become

polygonizationv,, can be determined from the expression trapped by impurity atoms. Atmospheres of impurities
formed around dislocations hinder their motion and can have

vp~exp(—Qp/KT), (1) the effect of lowering the stacking fault energy. It is also

where Q,=Q;+Q;+Qy, is the polygonization activation Nnecessary to tqke intq account the_ rolg of steps: In the iqter-
energy. In the latter expressi@) is the activation energy of action of impurities with steps, which is stronger than with
step formation,Q; is the activation of vacancy formation, all other dislocations, the steps adsorb impurities and, in so
and Q,, is the activation energy of vacancy migration. The doing, sacrifice their effectiveness as sources and sinks of
sumQ;+Q,, is equal to the self-diffusion activation energy. vacancies, and the climb rate diministfes.

The self-diffusion activation energies for molybdenum, ~ The results of an investigation of the anneal of high-
tungsten, and niobium are given in Tablé Also shown in purity tungsten single crystals confirms the well-known
the table are the stacking fault energigsThe values ofy  Strong influence that impurities have on diffusion processes.
obtained by different investigators for the same material dif-1he impurity atmospheres formed around dislocations hinder
fer, obviously because of idiosyncrasies of the method ofheir motion, and in single crystals witRRR=50 000 we
determination, but they have in common the fact that the?bserve two stages of the polygonization process, whereas in
stacking fault energy increases in the order No—Mo—W. Théingle crystals with a resistance raftRR=200 000 an in-
values of y obtained by Hartley from theoretical termediate_ sta_ge is not established, owing to the higher rate
calculation§ are given in the table. of polygonization.

It is instructive to compare the data obtained here with
data from investigations of single-crystal molybdenum andfor
niobium ribbonst~3 All three materials are characterized by for
the formation of walls of edge dislocations with Burgers vec-
tor a[001]. The time for complete polygonization to take

place in molybdenum is of the order of 3 min. In niobium The authors are also grateful to the Deutsche Fors-

dislocation networks are observed together with the Wa”%hungsgemeinschaft and to the Russian Fund for Fundamen-

even .afte.r more th{;\n two hou.rs' of anneglmg. It only t_hetal ResearcliRFFI Grant 96-02-17536or financial support.
self-diffusion activation energy is included in the expression

for the polygonization rate(1l), the polygonization rate

should be the highest in niobium and decrease in sequence 0\ Pronina, S. Takeuchi, K Suzuki, and M. Ichihara, Philos. Magi5A
molybdenum and then tungsten, but the results contradictgsg (198.

this reasoning. Consequently, the activation ene@qyof “L. N. Pronina and I. M. Aristova, Fiz. Tverd. Tel&t. Petersbung3s,
step formation plays a decisive role (it). We know thatQ, ,2701(1993 [Phys. Solid Stata5, 1336(1903]. =~

is related to the stacking fault energ)yof the material, de- L. N. Pronina, M. V. Bayazitova, and A. A. Mazilkin, Fiz. Tverd. TéBt.

A . T . Petersburg38, 792(1996 [Phys. Solid Stat&8, 437(1996)].
creasing ag increases. The equilibrium density of steps also 4L, N. Pronina, I. M. Aristova, and A. A. Mazilkin, Fiz. Tverd. Tel&t.

The authors are deeply grateful to Dr. Prof. G. Gottstein
a profitable discussion and valuable comments, and also
affording the opportunity to perform experiments on the
electron microscope at the InstitutrfiMetallkunde und Met-
allphysik, RWTH, Aachen, Germany.

depends exponentially on the temperature: Petersburg38, 800 (1996 [Phys. Solid Stat@8, 442(1996)].
5J. C. M. Li, in Electron Microscopy and Strength of Crystéidew York,
n;~exp(—Q;/KT). 2 1963, pp. 713-779.

. . 6J. P. Hirth and J. Lothefheory of DislocationsMcGraw-Hill, New York
The step density decreases for la@g; consequently, the (1969 [Russ. transl., Atomizdat, Mosco@972].

number of vacancies formed at them is reduced, and théDiffusion in Solid Metals and Alloysedited by H. Mehrer(Springer-
polygonization rate association with dislocation climb de- S\éegagﬁ B‘jf"”"':et"v &ortk'ni?lgll)lsalgse
creases. On the other hand, the stacking fault energy governs™ > "aeY, Acta MEAIL4 '

the dislocation splitting width. An extended dislocation canTranslated by James S. Wood
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Influence of indentation-forming conditions on the estimation of the photomechanical
effect

A. B. Gerasimov, G. D. Chiradze, N. G. Kutivadze, A. P. Bibilashvili,
and Z. G. Bokhochadze

Thilisi State University, 380028 Thilisi, Georgia
(Submitted July 17, 1997; resubmitted September 26, 1997
Fiz. Tverd. Tela(St. Petersbupg40, 503—504(March 1998

The anisotropy, spectral dependence, and time dependence of relaxation of the dimensions of
microhardness indentations in silicon are investigated. It is shown that the time and

spectral dependences correlate with the density of excited carriers {ddfextive and elastically
deformed region in which they are excited, and the anisotropy is determined by various

types of deformations of the chemical bonds for different positions of the indented. 998
American Institute of Physic§S1063-783@8)02103-(

In the measurement of hardness of indentation the intion microhardness depends exponentially on the time that
gress of the indenter into the investigated material is acconmthe load is maintained on the sample after the cessation of
panied by plastic deformation of the region immediately ad-llumination (see Fig. 1a Control measurements have
jacent to the indentation, and part of the contiguous defectshown that increasing this dark-loading time of the investi-
free region exists in the elastically deformed sfat&Vvhen gated crystal to the times used in the illumination experi-
the load is removed, this deformation partially relaxes, butments does not influence the dimensions of the indentation.
for crystals with a covalent bond, which have a high hard-In addition, it has been found that the relaxation of the in-
ness rating, pronounced brittleness, and low plastictye  dentation dimensions in regime 1 exhibits an anisotropic
relaxation under ordinary conditions is disregarded. It hacharacter(see Table)l The magnitude of the relaxation for
been found, however, that to correctly determine the illumi-the (100) direction is greater than for tH&10) direction. It is
nation microhardness, i.e., the magnitude of the photomemportant to note that the magnitude of the relaxation is al-
chanical effect this relaxation must be taken into accotint. ways greater in regime 1 than in regime 2, regardless of the

It has been established for the case of a silicon singléndenter position on the investigated fa@ee Table)l The
crystal that if the load is removed from the illuminated sur-weakness of the effect in regimg@ven though relaxation of
face, the trace of the indentatidglength of the diagonalis  the indentation dimensions is obseryadight conceivably
shorter(and, hence, the magnitude of the photomechanicainake it impossible to detect any time dependence and an-
effect is lowej than when the illumination is turned off first, isotropy.
and the load is lifted after a certain time interval. Under  These results can be interpreted on the basis of consid-
equal experimental conditions this difference is greater foerations set forth in Refs. 5, 7, and 8, according to which
small loads and high illumination. nonequilibrium carriers excited from the valence band, or

Here we give the results of investigations of the time andso-called antibonding quasiparticles—a free electron in the
spectral dependence and the anisottbpf/the relaxation of conduction band and a hole in the valence band—are respon-
microhardness indentation size. sible for the softening of crystals with covalent chemical

The experiments were performed on t00 face of  bonds. A relationship has been showia exist between the
dislocation-free, single-crystal-type Si with a resistivity of magnitudes of the photomechanical effect and the corre-
200Q-cm. Prior to microhardness measurement the samplesponding densities of antibonding quasiparticles. The relax-
were subjected to mechanical and chemical processing aration of the indentation decreases with time elapsed after the
were then subjected to vacuum anneal followed by slowight is turned off (see Fig. 13 i.e., the softening of the
cooldown. The microhardness measurements were pesurface layer relaxes because this layer harbors residual con-
formed on a Durimet machine by an indentation techniquecentrations of antibonding quasiparticles at the energy
using a standard tetrahedral Knoop pyramid indenter. Theninima, i.e., repeatedly bending energy bands for electrons
load on the indenter was set equal to 25 g. The illuminatiorand holegsee Fig. 1 This inhomogeneous bending in the
had two different spectral compositions: with photon ener-surface layer is caused by the presence of various types of
gies greatethv>AE,, regime 3 and smallethv<AEg, inhomogeneities in the surface layerfter illumination
regime 2 than the width of the bandgap of Si. The radiation ceases, carriers recombine rapidly in the homogeneous re-
intensities were chosen so that the magnitudes of the phot@ions of the crystal, and electrons and holes arriving at the
mechanical effect in both regimes, taking into account elasticorresponding spatially separated minima can recombine by
recovery of the indentations, would coincide. an activation scenario after overcoming the corresponding

The experiments showed that in regime 1, irrespective obarrier (see Fig. 1h This is why softening persists for a
the indenter position on the investigated face, the illuminacertain length of time after the cessation of illumination of
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so that the elastic deformation in the illuminated crystal
propagates to a much greater distance from the indenter than
in darkness, whereas in regime 2 light-induced softening sets
in only for the defective zone, in which the fraction of elastic
deformation is small. Consequently, when the load is re-
moved, the elastic recovery of the indentation in regime 1 is
a more efficient process than in regime 2.

The contraction, extension, and rotation of chemical
bonds take place in a covalent crystal as the indentation
forms under the indenter. This behavior accounts for the an-
isotropic character of the relaxation of the indentation size.
When the indenter is in the position of maximum microhard-
ness on a given face, contraction is the dominant process,
and when the microhardness is a minimum, extension and

3 rotation of the chemical bonds are domin&hDuring re-
In(t,s) moval of the load from the illuminated surface of a crystal
FIG. 1. 3 Reduction in the illumination microhardness during the time that (in regime 3, when relaxation of th_e elastic Stresses..takes
the sample remains loaded after the cessation of illuminatiothis situa-  P1ace, the force exerted by the elastically deformed region
tion the large diagonal of the Knoop pyramid coincides with {060 which the chemical bonds are predominantly in the con-
direction; b) recombination transitions in th(_e surface Ie_1yer of a crystal trgcted stateon the defective region is naturally greater than
gstr}/\;ieeh bent bands. Hekeis the energy, and is the coordinate along the when the chemical bonds are weakened by tensile and rota-

tional strains.

13001

1 [ ]

+kL

. Dyp: . " .
the surface Iaye?.The same process explalns Why, as the Microhardness anisotropy refers to the variation of the mlcroharc{uess
ally measured by means of an elongated Knoop indgatera function of

load is increased, the magnitude of the relaxation effect de-ihe indenter orientation on the face of a single crystal.
creases and becomes unmeasurable, i.e., at the indentation
depth in the crystal to which the inhomogeneous band bendyu. s. Boyarskaya and M. I. ValkovskayMicrohardnesgin Russiai
ing of the surface layer extends. (Shtiintsa, Kishinev, 1981 p 67.
The magnitude of the relaxation in regime 1is always 2V. P. Alekhin and A. P. Ternovskiin The Latest in Microhardness Test-
. . . . . ing (Nauka, Moscow, 1974 p. 29. }
greater than in regime 2 because light is absorbed predomisy,” Val'kovskaya, B. M. Pushkash, and E. MaronchukPlasticity and

nantly in the defect-free zone of the indentation in regime 1, Brittleness of Semiconductor Materials in Microhardness TEstRus-
sian| (Shtiintsa, Kishinev, 1984 p. 100.
4G. K. Kuczynski and R. H. Hochman, Phys. R4Q8 946 (1957.

TABLE |. Anisotropy of relaxation of the indenter dimensions. SA. B. Gerasimov, Z. V. Dzhibuti, and G. D. Chiradze, Soobshch. Akad.
Nauk Gruz. SSRL42 53 (199)).
A[(Hg—H)/H4], % 6p. D. Warren, S. G. Roberts, and P. B. Hirsch, Izv. Akad. Nauk Ser. Fiz.
Radiation spectral 51, 812(1987).
composition | {100 [ (110 ’1. G. Gverdtsiteli, A. B. Gerasimov, Z. V. Dzhibuti, and M. G. Pkhakadze,

Poverkhnost’, No. 11, 1321985.

hV>_AEg 1 9 8A. B. Gerasimov, inProceedings of the Fourth International Conference
(regime 13 on Shallow Impurities in Semiconductof$rans Tech Publ., Zurich,
hv<AE, 6 6 1990: Mater. Sci. Forunb5-66, 47 (1990.

(regime 2 ®Problems in the Radiation Technology of SemiconducfiorsRussian,

- — - edited by L. S. SmirnoyNauka, Novosibirsk, 1980p. 149.
The magnitude of the relaxation is expressed as the difference between thep B Gerasimov, G. D. Chiradze, and N. G. Kutivadze, Bull. Kutaisi

magnitudes of the photomechanical effekf{Hy—H,)/H4], %, whereH4 Univ., No. 2, 196(1996.
andH, are the microhardnesses in darkness and during illumination, respec-
tively. Translated by James S. Wood
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MAGNETISM AND FERROELECTRICITY

Influence of a strong microwave electric field on the spectrum and damping
of magnetostatic waves in the magnetic semiconductor p-HgCr,Se,

N. I. Solin, A. A. Samokhvalov, and V. S. Babushkin

Institute of Metal Physics, Ural Branch of the Russian Academy of Sciences, 620219 Ekaterinburg, Russia
(Submitted July 14, 1997
Fiz. Tverd. Tela(St. Petersbungd0, 505-507(March 1998

Variations in the spectrum and damping of magnetostatic waves are obsempddgarSe,

irradiated by a strong microwave electric field. The variations depend on the

magnetostatic wavenumber and the electrical conductivity of the crystal. The results are discussed
in the model of magnon heating by high-energy carriers. 1998 American Institute of
Physics[S1063-783#8)02203-5

One of the central problems of the physics of magnetiadence of the microwave conductivitywith activation ener-
semiconductors is the study of the interaction of charge cargies AE;=0.07 eV and 0.03 eV in the ferromagnetic and
riers (electrons and holesvith spin waves. Strong electron— paramagnetic regions, respectively. The electrical properties
magnon interaction in magnetic semiconductors governs thend thermal emf ofp-HgCr,Se, have been investigated
variations of the magnetic properties of magnetic semiconpreviously?
ductors in an electric fiel#? In n-HgCr,Se, samples exhib-
iting metal-type conductivity, substanti@lp to tenfold re-
ductions in the damping of magnetostatic wa@SWs) in It is evident from Fig. 1 that the values of the MSW
an external electric fieftf are attribute@to variation of the ~ resonance fielth, and linewidthAH, increase in proportion
band structure of HgG8e, as a result of a decrease in the to the electric field above a cgrtgln critical value
magnetization when magnons are heated by high-energy 0-7 KV/cm of the latter. The variations dfH\(E) and
electron® H,(E) are approximately inversely proportional to the

Studies of electron—magnon interactiongAHgCr,Se, ~ Sduare of the MSW wavenumbér In samples of lower

. . _1 _1 B . .
are nonexistent, because holes are known to interact weak ndudCt'V'tﬁ' (‘TSmQ_ ficm ) theMeg‘V(ilmc field IS not ob-
with the magnetic subsystem. In this article we give the re- ervs_ to ;V(; any tm _uerlmcle ?n f th '\arsov‘i/agst'on't isti
sults of investigations of the influence of an external micro- Igure 2 shows typical plots of the charactenistics

wave electric field on the propagation of backward-travelingcvr andAHy as f%‘”."“O“S of the_mlcrowave—p_ulse Input time.
. . e see that within the duration of the microwave pulse,
volume magnetostatic waves |HgCrSe,.

The experiments known to us on magnetic semiconducTEl ps, the MSW line broadens, and, shifts toward

tors in strong electric fields have been carried out with direc{1igher resonant fields, and then, upon termination of the mi-
g electrc T crowave pulse, the MSW characteristitsl, andH, return
current. Carrier injection and other contact effects can b

L . the original values after a characteristic time
eliminated by using a noncontact method. Our measurements ,,

—3us.
were performed t_’y a resonator. method.-A H@ sample Thus, the MSW damping and resonance fields increase
in the form of a right parallelepiped of dimensions X.%.4

in p-HgCrSe, samples in an electric field instead of de-

% 0.28 mm was placed in the center of a rectangular, dualzreasing as im-type sampleé,and the time variations of the

mode, beam resonator. Microwaves _from two sources werﬁr andAH, in p-HgCrSe, are an order of magnitude faster.
fed to the resonator. One sour@perating at a frequency of To determine the nature of the observed MSW varia-
8 GHz and low powgrwas used to excite and record MSWS tjons, the MSW characteristicsH, andH, and the micro-

in the sampleTE; o, modg. A magnetron source operating at wave conductivity at 9.4 GHz of the investigated He,

a frequency of 9.4 GHz with power up to 5 kW was used tosample were measured as functions of the temperéige
irradiate the sample with an electric field up to 3 kV/cm 3). Clearly,H, and AH, and the conductivity increase with
(TEjo3 modg. To eliminate Joule heat, the investigationsthe temperature. At high temperatures the MSW damping

were carried out in the pulsed regime. The MSWs were redecreases as the MSW wavenumkéncreases, and at 77 K
corded by a stroboscopic voltmeter using a strobe pulse ahe variation ofAH, (k) is monotonic.

duration 20 ns. The microwave measurement procedure and
apparatus were similar to those described in Ref. 7. 2. DISCUSSION OF THE RESULTS

The samples were prepared by the technology described The spectrum and damping of MSWSs in magnetic di-
in Ref. 8 and had a semiconductor-type temperature depemlectrics are determined by the magnetization of the

1. RESULTS
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FIG. 1. Resonant fieldgraph1) and linewidth(graph2) of magnetostatic ~ FIG. 3. Resonant fieldégraphs1 and 2) and linewidths(graphs3-5) of
waves versus microwave electric fielti=77 K, k=20 cn' %, magnetostatic waves and microwave conductiifsaph6) of p-HgCr,Se
versus temperaturd, 3) k=20 cm'%; 2, 4) 65 cn%; 5) 110—150 cm™.

crystal'® To describe MSW propagation in conducting mag-

nets, the electrical conductivity of the crystal must be taken _ G ) ith K 1
into account; calculations have shdtwthat it mainly influ-  tUré increases. The increase ofAHy with k>110 cm

ences(through an induction mechanigronly the damping (curve 5 in Fig. 3 as the temperature approaches the Curie
of the waves. It is well knowt that the MSW resonance POINt Tc=106 K (Ref. 9 agrees with ferromagnet!lc line-
fields H, (k) for a plate in free space are described by theWidth (AH) data for nonconducting Hgg3e, crystals* and
Damon-Eshbach equatidinly for largek>k,=7 cnil, ~ can be attributed to the influence of spin fluctuations. The
wherek, is the electromagnetic wavelength in the medium K-dependent part of the MSW attenuati@uirves3-5in Fig.
The temperature dependencetbf for the MSW fundamen- 3) can be attributed to the influence of the electrical conduc-
tal (k=22 cnmY) can be explained on the basis of the Kittel tivity of the crystal. The oscillations of the alternating mag-

equation for an ellipsoid netization induce an electric field, and the Joule heating in-
5 duces additional MSW damping, whose contribution at
(wly) :[Hr+(Nx_Nz)][Hr+(Ny_Nz)M]a 1) k>k0 has the forrfi
wherew is the frequency, antll is the demagnetization fac- AH=47M kglkz, )

tor. Clearly, calculations based @b) for a g factor equal to
2 (dashed curvd in Fig. 3) provide a good explanation of wherek§=4waw/cz=1/52, and d is the skin depth.

H,(T) as the result of the temperature dependence of the For smallk the conductivity contribution to the MSW
magnetizatiorM of HgCrSe, (Ref. 4. damping can only be determined numerically from the solu-
The contribution of internal processes to the damping otion of a system of equatiorffsand Eq.(2) can only be used

spin waves of HgGfSe, with k=0 is small*> At 77 K the  for estimates, which givd H,=20 Oe for the MSW funda-
contributions of fast-relaxing impurity ions of the Crtype  mental at 77 K. The nonmonotonic behaviordfl (k) at 77
to the damping are also small and decrease as the tempet&-(Fig. 3) can be attributed to the fact that the fundamental
mode is observed in the region of surface MSW propagation,
becaus#, <H2=[(w/y)%+(27M)2]Y2—27M, whereH?
134 is the antiresonance fieldnagnetic permeability.” = 0).1°
r==-" The damping of surface waves can be expected not to depend
as strongly on the conductivity of the magnet as the damping
of volume MSWst!
o Thus, the variations ofl, andAH, in an electric field,
i like the temperature variations, are probably caused by varia-
= tions of M and o in HgCr,Seg,. The variations ofAH,(E)
= andH,(E) (Figs. 1 and 2, estimated from their temperature
dependences, correspond t¢5a-10-K increase in the tem-
perature. The short durations of the aftereffectA¢d, and
RN H, (Fig. 2) and estimates of the Joule heating in the adiabatic
o . 2 regime(less than 0.5 Kshow that the observed variations of
10 MSWs in an electric field are associated with interaction be-
tween the magnetic and electronic systems. The decrease in
FIG. 2. Resonant fieldgraph1) and linewidth(graph2) of magnetostatic the magnetlz_atlon is well ex_plalned Ilj the model _Of magnon
Waves versus imeT =77 K, k=65 e, E=2 kvicm. 3) Profile of the heating by high-energy carriers. Carriers heated in the elec-
microwave pulse. tric field transfer energy to magnons. In HgSe,, however,
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the magnons are weakly coupled with phonons, because the Thus, the model of magnon heating by high-energy car-
Debye temperatuteis T, =220 K<T.. This is why mag- riers in connection with the nature of the electrical conduc-
nons are also heated in the electric field. tivity of p-HgCr,Se, explains the main features of the
The increase ofAH, in an electric field and its depen- changes in the spectrum and damping of magnetostatic
dence ork (Figs. 1 and 2 are consistent with the induction waves in a strong electric field.
mechanism of MSW damping and with the increase in the
conductivity of HgCsSe, in an electric field® The increase
of o(E) in an electric field has been explaitédy the de-
localization of electrons around the bottom of the valencez'lq'
band as the carriers heat up. The identical behavior of the _ o
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In a Mossbauer investigation of the parameters of the hyperfine interactions’6nuedei in the
ferromagnetic ThgY, JF6&, we have made the first observation of long-titdays, months

relaxation of an ordered magnetic structure. In this effect the orientation of some moments in a
sample changes under the action of a pulsed magnetic(fipldo 250 kO¢ and then

slowly reverts to the initial state by means of gradual decomposition of clusters of the reoriented
moments. A theoretical estimate of the relaxation time is made19@8 American

Institute of Physicg.S1063-783#08)02303-X

Giant magnetic anisotropy and giant magnetostrictionfield is applied. It was conjectured that the phenomenon is of
which were discovered in the 1960s in rare-earth magnets cluster, microcollective character. It would be appropriate
are apparently not the only giant magnetic properties charade call the phenomenon a giant viscosity of the magnetic
teristic of lanthanides. Separate studies performed in the lastructure of a rare-earth magnet, by analogy to other specific
30 years indicate the possible existence of another such proproperties of materials in this class. It would be extremely
erty, associated with the time dependence of some macrdnteresting to determine the boundaries of the region within
scopic magnetic parameters. For example, it is krlothat ~ which this phenomenon occurs. The present investigation
the relaxation time for Th containing 0.5 at. % of different was undertaken in this connection, but this time on the com-
impurities can reach 160 s near a transition into the ferropound T gY.Fe, by the Massbauer spectroscopy method
magnetic state. In Ref. 2 it was observed that in Tb at tem¢{Fe*’).
peratures above 135 K the initial susceptibility decays over The intermetallide TbFgis a ferrimagnet with a high
~320 min. This was attributed to a property of Tb and notCurie point(682 K). Its magnetic anisotropy constarits
the presence of impurities. An elastic aftereffect correspond=—7x 10’ ergs/cni and magnetostrictiod;=2x10"° at
ing to the high magnetic viscosity of some compounds of Th300 K are very largé.Substitution of yttrium for Tb intro-
with Gs and Dy was discovered in Ref. 3. The characteristisluces some disorder into the periodic arrangement of the
relaxation times were-10° s. Long-period decay of the in- magnetic Tb ions and creates the prerequisites for an imbal-
duced magnetization is also well known in spin glasses conance of the exchange energy, magnetic anisotropy, and mag-
taining rare-earth elements. For example, the magnetizatiohetostriction in a direction favorable for the appearance of
in the system ¥-3at. % Tb(Ref. 4 decays over a time mMmetastability.
~400 s. This is because the spin-glass system is multiply
degenerate, as a result of which a slow wandering betwee
energy valleys occurs. However, in the above-mentione
works the microscopic mechanism for the decay of the mag-  Pulsed magnetic fields with intensity up to 50 kOe and
netization and of other parameters was not known, and thpulse durations of several milliseconds were used to produce
problem had not even been formulated. a perturbation in the system of magnetic moments. The fields

The first step in understanding the microscopic mechawere produced in the gap of a solenoid by discharging a
nism was taken in Ref. 5, where the hyperfine interactions ogapacitor bank. A field of 125 kOe was produced at room
impurity St in Th metal were discovered to be time- temperature and a field at 250 kOe was produced with the
dependent and their time dependence was investigated. $blenoid and samples cooled by liquid nitrogen. The main
was found that under some conditiofwdinarily, near the method of investigation was Msbauer spectroscopy on
Neel point the magnetic environment surrounding a Sn atomFe*’ nuclei. The “Persg’ apparatus, which makes it pos-
becomes unstable and decays into a structure with a lowesible to measure the parameters of the hyperfine interactions
local magnetization. The characteristic decay times weréo within 10 2 mm/s, and a~10 mCi source consisting of
hours and days. The decay slows down when a magneti€o’ in Cr were used. The magnetic parameters were mea-

. EXPERIMENTAL PROCEDURE

1063-7834/98/40(3)/4/$15.00 467 © 1998 American Institute of Physics
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sured in a high-precision magnetometer. The x-ray crystallomagnetic past history was prepared from the same piece of
graphic analysis was performed on a DRON-3 apparatus. material. The sample was subjected to a 250 kOe magnetic

field applied in a series of five pulses, repeated every 10 min.
2. EXPERIMENTAL RESULTS The result is displayed in Fig. 2c. One can see that here the
degree of rearrangement of the structure is the same as in the
[cases presented in Figs. 2a and 2b, but there is no relaxation
jor at least two months.

Measurements of the magnetic hysteresis loops showed
that ThygYqFe is a quite soft material magnetically. Its
coercivity is ~250 Oe in the initial state and decreases to
~190 Oe after the 125 kOe field is appliétie case shown
én Fig. 2a. X-ray crystallographic analysis revealed that the
Jnitial value of the lattice parameter=7.345+0.001 A of
e fcc structure does not change after the application of the
50 kOe field.

An experiment searching for hysteresis of the parameter
hbﬂ /A, was also conducted in a weak 4.7 kOe field. This field
was produced with an electromagnet in a time of 10 min at
%93 K. No changes i\;/A, or other parameters of the
spectrum were observed.

The Massbauer spectrum of the J§¥ o Fe, sample at
293 K is displayed in Fig. 1. The spectrum corresponds we
to the parameters characteristic of compounds of the, RF
series’® It decomposes into two sextets of lines with differ-
ent hyperfine magnetic fielddd, and H,), isomeric shifts
(61 and &,), quadrupole splitting$Q, andQ,), line widths
(I'l andI',), and population®\; andA, (A;/A,). The pa-
rameters are summarized in Table I. The first row of the tabl
contains the parameters of the initial spectrum, and the se
ond row contains the parameters of the spectrum that wa
obtained immediately after application of a 125 kOe field
(one puls@ The spectrum was obtained in a time of 10-12
h. One can see from Table | that the field changes substal
tially only one parameterA;/A,. Except possiblyl,,
which increases slightly, the other parameters are stabl
within the limits of the experimental error. Hence, the field
gives rise to hysteresis of the magnetic structure of the
sample that lasts long enough to obtain at least a spectrum.?it
was of interest to check how stable the hysteresis state is. It should be noted, first and foremost, that the observed

We found that the parametéy; /A, relaxes to the initial phenomena are in ho way associated with macroscopic mag-
level over a time of order 1 monttirig. 2. Repeated appli- netization and demagnetization of Jig¥,-Fe. A pulsed
cation of a magnetic field produces the same hysteresis efield does not convert the sample into a permanent magnet,
fect, but the relaxation time decreases to 1 wésl. 2b. since the coercivity of the sample is very low. Moreover,

It was very important to determine the conditions underresidual magnetization would result in an appreciable mag-
which the hysteresis state does not decay, i.e., the state emetostriction effect, which is absent to within 0.001 A. Fi-
hibits absolute temporal stability. For this, a sample with nonally, the parametersi; and H, are identical before and

DISCUSSION

TABLE |. Parameters of Mssbauer spectra of FhYFe, (T=293 K).

H,, kOe H,, kOe 61, mm/s 8,, mm/s Q., mm/s Q,, mm/s AL lA, I'y, mm/s r',, mm/s
Initial 212.9 193.2 0.016 0.011 0.204 —0.534 31 0.30 0.34
state 0.2 0.7 (0.002 (0.008 (0.009 (0.019 0.9 (0.0 (0.03
After the application 2129 193.8 0.017 0.0101 0.206 —0.555 2.4 0.31 0.41

of a 125 kOe field 0.2 0.7 (0.002 (0.008 (0.004 (0.016 0.2 (0.01 (0.03
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two classes of distinguishable iron atoms: those for which
#=0 and those for whicl#=70°32. They are present in a
| | 1:3 ratio (Fig. 3) and can be distinguished in a s&bauer
experiment, since the combined effect of the magnetic dipole
and electric quadrupole interactions depends on the ahgle
Two other cases are also possible: easy magnetization in the
{_ [120] direction (two pairs of nonequivalent sites and a 1:1
ratio of intensities of the specjrand easy magnetization in

the [100] direction (all sites equivalent and only one Té&-
FIG. 2. Long-time relaxation in TfyY o .Fe,. a—After the application of a bauer spectruin

125 kOe field, b—after repeated application of a 125 kOe field, c—after the . .
application of a 150 kOe '?ieu o In the TbFe structure the easy axis [411], i.e., the

parameterA; /A, must equal 3, as is observed in our case.

Thus, the parametek, /A, is the ratio of the populations of
after a field is applied, i.e., the internal field induced in theth® two magnetically nonequivalent positions shown in Fig.
sample by the external field is negligibly small. The reasor?- We shall examine the most likely reason why an external
for the hysteresis and relaxation Af /A, must be sought in  field changes; /A, . _ o
the microscopic arrangement of the intrinsic magnetic struc- N @ cubic lattice there exist four directions of easy mag-
ture of the experimental material. netization of the typ¢l11] (diagonals of the cuheThey are

We now direct our attention to the nature of the fieitls absolutely equivalent e_nergetically,_ but they are _separated

andH,, which is considered to be quite well studied in RFe from one anpther by quite high barriers. In each unit cell the
compound$:® These compounds have a structure of theMoments align along one of tHa11] axes, as a result of
Laves phases type, the iron atoms occupy the vertices d¥hich A1/A;=const holds over all cells. However, a strong
tetrahedra, and the symmetry im3 The three-fold axes lie external field can destroy this constancy. Within a given cell

in the directiong111]. The R atoms form a diamond lattice. some moments can be reoriented to a differdritl] axis.

The unit cell possesses four tetrahedra of Fe atoms, the t ffor example, if in the fragment of the structure shown in

rahedra being aligned in the same direction. A fragment o ig. 3 only one moment undergoes such a transition with the

- - angle  changing from 72°32to 0°, thenA,/A, becomes
the structure of REgis displayed in Fig. 3. \
If the crystal is not magnetized, the iron atoms are crys-equal to 2/21. The fieldsH, andH, and the other param-
tallographically absolutely equivalent. The presence of aeters of the spectrum should not change in the process, since

magnetic axis produces a difference between the iron atomgmhe (t:onﬁg(;Jr?hnor‘\‘ dw:cth t‘?‘ (:Pll|ne?r arr?ngement of th? m"o
since the anglefd between the axis of the axisymmetric ents an € ~delective™ contiguration are energetically

electric-field gradient and the magnetic field, generallyﬁqlrj]'viz'e:t- ?';Cer:lh?neﬁ?ezmggtlall] m;:ltenarl |? ,':11 dporlalclr%/;tal,
speaking, will not be the same for all iron atoifsg. 3). If ansitions of the moments axes are random.

the magnetization is directed alof@l1], then there exist is assumed that of the 16 moments of the .Fe atoms per unit
cell only one, on the average, changes orientation, then the

result is thatA,;/A, changes from 1243 to 11/5=2.2,
which is very close to the experimentally observed value
(Fig. 2.

There arise the obvious questions: How will the defec-
tive configuration behave as a function of time? Will it relax
into the initial state and if so, then how long is this relaxation
time?

It is obvious that a single moment cannot revert to the
initial state, since this involves an increase in energy by an
amount at least of the order of the exchange energy per lat-
tice site. All moments united by the exchange interaction
forces into a cluster must relax simultaneously. Let us esti-
mate the number of moments that can participate in this for-
mation. For this, we employ the physical considerations and
results of Ref. 9, where relaxation of the hyperfine fields for
a Sn impurity in Th is discussed.

Following Ref. 9, let us assume that an enedyl is
required for a moment to rotate from a defective state into
the normal state. Then the rotation will occur over the time

popO—i|

It
i

ro=h/AE. 1)

FIG. 3. Arrangement of Fe atoms in the RBéructure. The arrows indicate The probability of firjding this moment in a time interva
the magnetic moments of Fe. in the rotated state is
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TABLE II. Computed relaxation times of the moments as a function of the  form defects in the magnetic structure, the defects are impos-

average numbeN of moments in & cluster. sible to notice because very small clusters decay rapidly
X N - (N<22). It is also obvious that the magnetic past history of

a sample influences the relaxation time, since when the co-

. 214 1K 101323 ercivity decreases from 250 to 190 Oe with a transition from
30 12.87 0.9%102s . . :
35 15.02 118 s the cycle corresponding to Fig. 2a to the cycle corresponding
40 17.17 2.5 min to Fig. 2b, the magnetization curve shifts upward, as a result
45 19.31 5.6 h of which the exchange energy, the parameté&r, increases
48.5 20.81 7.19 days andN decreases_

50 21.46 31.25 days :
1 2189 83.3 days Analysis of Eq.(6) shows that when the temperature at

50 2232 2222 days which the experiments are performed decreases, the exis-
tence of much smaller clusters becomes admissable, which
nonetheless give long relaxation times. For example, cooling
to 77 K permits clusters consisting of 5—6 moments. Indeed,
W= exp(— AE/KT). ) preliminary experiments at 77 K with a 4.7 kOe field that
does not give any effects at 293 K showed the presence of
The probability thatN moments(one cluster will rotate si-  hysteresis and long-time relaxation.
multaneously over timey is Finally, let us consider the role of Y in the phenomena
W=W’3‘=exp(—NAE/kT). 3) discussed above. Yttrium, being a nonmagnetic impurity,
produces a magnetic perturbation in its vicinity and gives
The time forN moments comprising one cluster to rotate rise to tilting, disorientation, of the Fe moments. For this
simultaneously is reason, the structure of JBY,Fe, apparently is not com-
7=19/NW=(79/N)exp(NAE/KT). (4  pletely collinear, which is why the height of the barrier be-
tween the[111] magnetic axes is lower than in pure ThFe
Moreover, Y decreases the exchange interaction in the ma-
trix. The result of these processes is a decreagefi.e., a

Introducingx=nAE/kT we obtain

T= mex- 5 shift in the direction of longobservable, at legstelaxation
times.
Since the measurements in the present work were performed The results obtained in the present work have much in
atT=293 K common with the results obtained for the 6.5 at. %
o Snt!9 systent. Both sets of results can be described success-
7-3.84X 1013=;. (6)  fully by a two-level cluster model of the decay of the excited

magnetic structure. Further experimental and theoretical in-

The equation(6) establishes a relation betweerandN, if  vestigations must be performed in order to understand better
we take into account the fact thAtE/kT=2.33 for TbhFsg, the long-time relaxation effects.
whose Curie point is 682 K.

One can see from Table Il, where computational results ~We thank A. S. Andreenko for providing the
are presented, that the dependence ofi N is of a “cata-  'bosY o2 & sample.
strophic” character: A cluster of two moments decays over ~ This work was supported by Russian Fund for Funda-
10~13 s and a cluster of 22 moments decays in 222 days. ThBental Research Grant No. 95-02-16999a.
experimentally observed relaxation times correspond to a
cluster consisting of 20—22 moments, the dependene®nof
N being extremely sharp even in this narrow range: Chang-
ing N by 7% increases from 7 to 222 days. ]

The calculation performed above iS, of course, very gen-lK. P. Belov, S. A. Nikitin, and K. G. Kurtoviy Zh. Eksp. Teor. Fiz55,
_eral and_approximate, since many parameters of the materiqliézéllgh??rglsgxaF;y\f\)_ﬁ?? ii;ls??:?]metm Ph¥is280 (1974.
in question have been neglected. On the other hand, howsy; k. kubkin, G. I. Kataev, T. A. Mamatova, V. G. Prokoshev, and V. V.
ever, the main features of the observed effects are completelyshubin, Fiz. Met. Metalloveds4, 480 (1987.
described by Eq(6). It is obvious that the main parameter *Y. Yeshurun, L. J. P. Ketelsen, and S. Salamon, Phys. Re32, 5425

: : ; ; i (1985.
here is the cluster sizd. This eXplams almost all exper 5S. K. Godovikov, N. I. Moreva, and A. I. Firov, Izv. Akad. Nauk SSSR,

mental results. _ o _ Ser. Fiz.52, 1683(1988.
Indeed, it is obvious why a 250 kOe field in a series of °K. P. Belov, Rare-Earth Magnets and Their Applicatiofin Russian,
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The deformation dependence of the resonance field in ke single crystals was investigated

by the AFMR method. The measurements were performéio=at7 K andv=47.52 GHz

for two orientations of the external pressure. The experimental data are discussed in terms of a
model of a very simple easy-plane antiferromagnet taking account of the elastic and
magnetoelastic contributions to the thermodynamic potential. The magnetostriction,
magnetoelastic, and elastic contants are calculated and the results ar@4x 10 °, B,=2.75

x 108 erg/cn?, andC,;— C,,=1.42x 10'3 erg/cn?, respectively. The values of these

constants imply that the origin of the initial gap in the AFMR spectrum is not of magnetoelastic
origin. © 1998 American Institute of Physids$S1063-7838)02403-4

KFe ;0,7 has a hexagonal layered structure, belonging The deformation dependence of the LF AFMR was in-
to the space symmetry groupg,, like that observed in Vestigated at temperature 77 K and frequency 47.52 GHz for
B-Al,05.1 Below the Nel temperature 800 K potassium fer- two orientations of the pressure relative to the crystallo-
rite is an easy-planéEP) antiferromagnet.In investigations ~ graphic axesp||Cg andp|C,, whereCg is a six-fold prin-
of the orientational dependence of the low-frequeficly)  cipal axis of the crystal an@; is one of the two-fold axes
branch of the antiferromagnetic resonari@dMR) in the  passing through opposite sides of the hexagon characterizing
basal plane of potassium ferrite crystals, it was observed thdhe symmetry in the basal plane. In both cases the external
the amplitude and periodicity of the variation of the reso-magnetic field was oriented in the basal plane of the crystal
nance field differed from sample to samplé& was estab- along the other two-fold axi&J,, which was perpendicular
lished that this is due to nonuniform strains induced into Cg andCs.
samples when they are glued to the quartz holder and to It was established that, to within the accuracy of the
residual deformations arising when the solution in a meltmeasurements, the pressure applied alongQhexis does
cools during synthesis of the crystals. Moreover, the spechot produce a shift of the resonance field, up to 4
trum of the LF branch of AFMR has an isotropic energy gap,x 10° dyn/cnf. The figure displays the AFMR field versus
which, just as in other easy-plane antiferromagfiatan be  pressure applied alon@,. This dependence can be de-
of magnetoelastic origin. For this reason, in the present worlgcribed by a linear law.
we investigated theoretically and experimentally the effect of
uniaxial pressure on AFMR in potassium ferrite. 2. DISCUSSION

The experimental data were analyzed using a phenom-

enological model of a two-sublattice antiferromagnet with
1. SAMPLES, EXPERIMENTAL CONDITIONS, AND RESULTS

The measurements were performed in an AFMR spec-
trometer with a pulsed magnetic field. The measuring sectior
of the spectrometer was equipped with an apparatus tha
made it possible to apply a uniaxial pressure to the sample.
Single crystals grown by spontaneous crystallization from a
solution in a meft and prepared in the form 0fX0.3 mm §
rectangular wafers with plane parallel end planes were usexs 4.5
as samples. To remove the induced residual strains, th
samples were annealed fo h at 720 °C inair. The pressure
on a sample placed in a quartz ampul was transmittec
through a quartz rod. The ampul itself was placed inside a 16.2 bt 7'0 L 2' e P
transmission-type resonator so that the sample was located i ’ 10%dun Jem? 0 30
the antinode of the microwave field, whose flux lines were P y

parallel to the_ap.plied pressure and perpendicular to the eXG. 1. Resonance fieldl versus external pressupeapplied along one of
ternal magnetic field. the axes,.

17.2¢

17.01
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easy-plane magnetic anisotropy. The thermodynamic poten- mgyy=Hy/Hg, mgoy=0, mMg;=0, lox=0,
tial for the experimental crystal can be written, on the basis

of symmetry considerations, in the form loy=(1=H/HHY% 152=0,
F=Fu+FuetFetFes, (1) (Uxx—Uyy) @=(B1ldy—0oyy)/(C11—Cyp),

unere UiR=0. U=0, U{=o,
Fu=1/2Am?)+1/2(a;12)—m-h 2 © )

. . . . . UZZ:(BlCl3IOY_ C130YY)/[C33(C11+ C12)_2C13]-

is the magnetic part of the thermodynamic potential, includ- 7

ing the intersublattice exchange interaction, a second-order ] ) ) o )
anisotropic invariant, and the Zeeman interaction, respec- S0lving the linearized Landau-Lifshitz equations for
tively, m=(M;+M,)/2M, andl=(M;—M,)/2M, are fer- small uniform oscillations ar.oun.d a ppsition of equilibrium'
romagnetism and antiferromagnetism vectdw, are the and for an ext_ernal magnetic flelql qllrected alqng the axis
sublattice magnetization®),=|M 4| =|M.,| is the saturation U2||_X, we obtain for the characteristic frequencies of these
magnetization of the sublatticethe latter equalities are ©Scillations

equivalent to the conditioni?+12=1 andm-1=0), (w1/7)%=(1—Ha/2Hg)H2+ 2HB,;

Frue=B1(Uyyl24+ Uy 242Uy Iyly)+B
ME 1(Uxxlk Yyy xvlxly) 2 X(UXX_UYY)(O)IéYa )

X (Uyx+ Uyy) 24 BaUz 2+ By (Uylyl
XTIz TS Tes A e (@2/7)2=He[Hay— 2BUN+ 2B, (U — Uyy)

+UyAvl 3
YzZ'y Z) ( ) +283U(ZOZ)]|(2)Y (9)
is the magnetoelastic part of the potentid],are magneto-
elastic Constant&]ij are the Strain, In what follows we shall be interested only in the LF branch
) ) of AFMR and the particular cases of the equilibrium states
Fe=Cua(UxxtUyy)/2+ CoUxxUyy+ Cia(UxxUzz (6) and (7) that are realized in the experiment.
+UyyUz2) +(Cyy— C1p) Uy + CaU3,/2 It plCe. then
£ 2C(U2,+ U2, 7 (01/9)?=(1=Ha1/2Hg)H}+ 2HEH s, (10)
is the elastic part of the potential;; are the elastic con- where
Stants' HMS: Bi/ZM O(Cll_ C12)27\181/2M0 (11)

Ees=—0ijUjj ®) s the effective magnetoelastic field of spontaneous deforma-
is the potential of the external stresseg,= —|p|a;«; is the  tions and\;=B;/(C1,—Cy5) is one of four magnetostric-
stress tensor, and; and «; are the direction cosines of the tion constants. In this case the pressure does not affect the
pressure vector. All phenomenological constants in the exAFMR parameters of the crystal, but spontaneous deforma-
pression for the thermodynamic potential have the dimensiotions make an isotropic contributionHH), s to the initial
of energy. The effective fields are expressed as folldws: gap. The frequency—field relatigii0) is formally identical
=A/2M, is the effective exchange fielth,,=a;/2Mg is the  to the experimentally observed relation
anisotropy field,H=h/2M,, is the external magnetic field,

2__ _ 2 2
and so on. The coordinate system of the problem was chosen (0/y)"=(1=Ha/2He)Hy+ A%, (12
so thatX||Uz, Y||C,, andZ||Cs. where A =4500 Oe is the isotropic gap in the AFMR spec-
Let us examine the equilibrium states of the system fokrym.
an external magnetic field directed alohiy|X, using the If p|C,, then
standard procedure of minimizing the thermodynamic poten- ) ,
tial with respect to the components of the vectorsand | (01/7)*=(1=Ha/2Hg)H3+2HgH s+ HeH,, (13
;\gsethe deformations;; . For the cas@|Cq (0=077) we where

Moy=0, Mos=0, lox=0, H,=—B1oyy/2Mo(C11—C1p) = —Noyy2My (14

is the effective magnetoelastic field of the external stresses.

loy=(1—HZHZHY2 15,=0 : . >
oY XTHES 0 102 In this case there is an external-pressure dependent additional

(Uyx—Uyy)@=B,12,/(C11—C1), anisotropic contribution BgH ; in the AFMR spectrum. It
ey vovitm follows from Egs.(13) and (14) that the external stress de-
ud=0, u=0, uP=o, pendence of the resonance field has the form
U5 =[B1C1ddy+(Cirt Crozzll Hx(0)=[HX(0) ~He\ 1| oyyl/2Mo(1—Ha1/2HE) Y2
[C33(Cq11+C1p) —2C43]. (6) ~Hx(0)—Hg\1|oyv|12MH(0)

For the case||C, (o=0vyy) we have X (1—H,/2HE), (15
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i.e.,, just as in the case of rhombohedral easy-plan¢he expression foH,g, then it is found that only a fraction
antiferromagnets? it is an approximately linear function of ~1/7 of the experimentally observed magnitude of the gap
the applied stres@ressurg can be attributed to the magnetoelastic coupling.

Thus, in both cases the experimental pressure depen- In summary, LF AFMR in potassium ferrite is indeed
dence of the resonance field is in complete qualitative agreerery sensitive to the interaction of the spin and elastic sub-
ment with the theoretical dependence. Comparing the relasystems of the crystal, but the existence of an initial splitting
tion (15 with the experimental data in the figure, we inthe AFMR spectrum cannot be explained only by the mag-
estimated the magnetostriction constanhas-1.94x 10 5. netoelastic interaction.

In so doing, we use the computed valMigy=706 G of the

sublattice saturation magnetization and the valdgg/2H¢

=0.031 andHg=2.75x 10° Oe obtained from the resonance *c. A. Beevers and M. A. Ross, Z. Krisd7, 59 (1937).

and static magnetic measuremehts\ext, using the value 25 VI\\I/ sort_?r, J-é’\pﬁl- l;ﬂhyélt 122351923- A L Parras. G A

H H H e . . Vasil'ev, E. . atveko, A. I. Kruglik, A. I. Pankrats, A
Obt,al_ned, for)\l and makmg the ass:umptlon that the initial Petrakovski and K. A. Sablina, Fiz. Tverd. Teld_eningrad 34, 3047
splitting in the LF AFMR spectrum is of a purely magneto- (1992 [Sov. Phys. Solid State4, 1632(1992].
elastic origin(i.e., the frequency versus field relation in the *A.S. Borovik-Romanov and E. G. Rudashevskih. Eksp. Teor. Fiz47,
absence of external stresses is described by @qQs-(11)), 5109:5::196;‘9 [tSO\\//- ,F\’th(/S- J,IETRQ %14?;7(}\9?:31' KoveKkEiz. Tverd. Tel

. . . . . Pankrats V. N. Vasil'ev, an . A. Pelrakov 1z. Tvera. lela
we estlmgged th?ﬁmagnetoelastlc and elglitlc cozgﬁapts (Leningrad 19, 1475(1977 [Sov. Phys. JETRO, 860 (1977)].
=2.75x10° erglent and Cy3— Cyp=1.42< 107 erg/cnr. It 6A. D. Valaev, V. N. Vasil'ev, and E. N. Matiko, Fiz. Tverd. TelaSt.
is evident from the estimates presented that each constant i73?etersburg38, 3427(1996 [Phys. Solid Stat@8, 1869(1996].
approximately an order of magnitude greater than its typical E: V- Kuzmin, G. A. Petrakovskj and E A. Zavadski, The Physics of
value for related crystalline oxide compour?dsﬁ.these typi- Magnetically Ordered Material§in Russian, Novosibirsk, 1976.
cal values(B;~10" andC;;~ 10" are substituted back into Translated by M. E. Alferieff
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The phenomenon of stochastic resonance in a system of small magnetic particles with easy-axis
anisotropy, where stochastic magnetization reversal in such particles occurs by macroscopic
quantum tunneling of the magnetization, is investigated theoretically. An analytical model in the
approximation of discrete orientations is proposed for calculating the dyn@ic

susceptibility of easy-axis single-domain particles in a constant magnetic field applied
perpendicular to the easy axis. The new contribution of this model lies in a more accurate
description of quantum tunneling under conditions of rf modulation at temperatures

close to absolute zero. The adequacy of the proposed approximation is checked by numerical
modeling and by comparing the results with the published results on quantum tunneling

and stochastic resonance. 98 American Institute of Physids$S1063-783%8)02503-9

1. Superparamagnetic particles with easy-af#) an-  tonian the projection of the magnetization vector on the easy
isotropy have been investigated previodglgs systems that axis commutes with the Hamiltonian, i.e., quantum number
can exhibit a stochastic resonan@R)*—a nonmonotonic is conserved and therefore tunneling is impossiblEhe
dependence of the output signal of the system on an externedagnitude of this field determines the average subbarrier
periodic signal with monotonically increasing noise in thetransition rate, i.e., the noise level in the system. The rate of
system. Thermal fluctuations of the magnetization werdunneling of the magnetic moment vector out of a metastable
treated as a stochastic component of the dynamics of thetate is determined by the extrent&uclidean actionS; in
system, and it was shown, specifically, that the dynami@an imaginary time along the trajectory of the transition from
magnetic susceptibility of such systems increases substaone stable orientation to anotfier
tially in a certain temperature intervilThe idea of treating
SR on the basi§ of quantum flgctuatiqns of the mag_neti(w: wo expl— Sah)
moment vector in a single-domain particle under the influ-
ence of macroscopic quantum tunnefingas first suggested
in Ref. 5. We note that quantum SR was also investigated in
Ref. 7 for tunneling transitions in mesoscopic contacts. In the

present paper we elaborate further the basic premises stategl o w, is the frequency of attempts, which ordinarily is of

in Ref. 5 and we propose an analytical model for describingpe order of magnitude of the ferromagnetic resonance fre-
the dynamics of tunneling transitions of the magnetlzat|orhuencyw0~ 10°—10s™%, andy is the gyromagnetic ratio.

vector through a potential barrier under the conditions of rfty piain an analytical expression for the tunneling rate we

modulation of a bistable potential. We use this model tog,nsider the static metastable potential obtained by averag-
study quantum SR for magnetic particles at temperatureﬁ]g over a half-period of the modulation,
near absolute zero.

2. In a spherical coordinate system, the energy of the _ )
system—a single-domain particle with EA magnetic = E—Kv Sir? 60— poHMu sin 6 cos ¢

anisotropy—is given by + uoH{Mv cosé. 3

E(t)=Kuv sir? 6—uoHVv sin 6 cos ¢

zwoexp<—if dt{(Mv/y)<;o cos—E(0,0)} . (2

The averaging must be performed over a half-period because
+ po(m/2)H Mo cos 6 sin(Qt+ ). (1) during the other half-period of the modulation the potential is
no longer metastable and the probability of tunneling
through an infinitely wide barrier approaches zero, i.e., tran-
sitions from a lower to a higher minimum, are impossible at
etemperatures close to absolute zero.
3. The dynamics of the magnetic-moment vector is de-

Here 0 and ¢ are, respectively, the polar and azimuthal
angles,K is the anisotropy constantl and v are, respec-

tively, the saturation magnetization and the volume of th
particle, (w/2)H is the amplitude of the ac magnetic field,

V.Vh'Ch 'S o_hreqted al_ong _the EA, amﬂ_|s a constant magnepc fscribed by the Gilbert equation, which in a spherical coordi-
field applied in a direction perpendicular to the easy axis o . e
nate system and neglecting dissipatich is

the particle. Such a constant field is necessary for the appear-
ance of quantum fluctuations of the magnetization, since un-
der conditions preserving the axial symmetry of the Hamil- 6 sin 6=(y/Mv)JE/de,

1063-7834/98/40(3)/3/$15.00 474 © 1998 American Institute of Physics
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o sin 6= —(y/Muv)dE/ 6. (4) theKr(/a Ti/lit is the imaginary timew,=yuoH, and H;
. . . . . = MO )
Substituting the expressia3) into the systen4) yields a In the limit H—H directions close tH correspond to
second-order differential equation stable orientations of the vectdf. Making the substitution

8= ml2— #<1, we obtain from Eq(5)

o|2¢9/d72:w2E cos [ 1+ (da/dr)2/w?]?
hH h d?8/d?=w2(&8°+H /H&%— 28 5+ 2H, /H)/2,
—w2 cos 61+ (d@/d7)?IwE] e=1—H/H <1. (6)
—Wﬁﬁl[l"‘(deldT)z/Wﬁ]l/z, ) ;I;he solution of Eq(6) in the limit of a low potential barrier

2[(dp—a)(6p—b)] 7
(a—b)cosh{(8,—a)(8,—b)} YW, 7/2]—(26,—a—b)’ ™

5(7):50+

where 8,=H, /(3H,.) + 2[2¢/3]*2 cos(P/3) is the position effective potential into a cubic parabdlahe curvec was

of the metastable minimum of the potentiald)®  constructed on the basis of our numerical solution of (Bj.
cos®=—H;/HJ2/3c] %2, a=—2H,/(3H)—6p+[4e The curved reflects the result of the model proposed in Ref.
—265]1"2, and b=—2H,/(3H)—6,—[4e—253]*2 The 5. In such a model the rate of tunneling out of an asymmetric
system(3) remains bistable in perpendicular fielbtls<H; metastable potential can be expressed in terms of the rate of
=(1—3/2X[H;/H:]¥®H,. The minimum action is given tunneling in a bistable symmetric potentiahking account

by of the correction introduced by the application of the field
a+ b) Hy.

Se=— i [(2(K_,LLOMH)U8( St ——

W > 4. Under the conditions of rf modulationH(t)
h

=H, sin(, the rate of tunneling of the magnetic moment

2uoMH—K vector in a bistable potential &t=0 K is a square wave
2 & wo €XH—S/h), 2am<Qt<(2m+1)m,
a—b W(t)=1 0, (2m+1)7<Qt<2m,
xIn 260—a—b+2[(50—a)(60—b)]1’2) m=0,1,2, ...

9

2ugMH—-K . .
_— We propose as an analytical model the following expres-

—(Z(K—MOMH)vs+ 5

Xv

%5(2)+C250+C3))[(50—3)(50—b)]1/2}, ®)

where
C,= 63— (80/2+5(a+b)/12)ab+ Cy(a+b)/2, 8001
C,=60/2+5(a+h)/12,
C3=82+36y(a+b)/4+15a%+b?)/24+ 7ab/12.

| | . ®
In Fig. 1 we present for comparison the computational S
results, obtained using different models and methods, for the
dimensionless actio8,/# for tunneling out of a metastable
minimum of the potentia(3) in the limit H—H.. Thus, the s
curve a was obtained using our analytical expressi@nh
The curveb was obtained using the Zaslavskiodel? In the
present case, the two-dimensional probléff) can be re- ) .
duced to a one-dimensional problem by switching to the so- H/Hcf
called effective potential. Since such an effective potential
makes it possible to obtain only an approximate analyticaF'G- 1. Euclidean action versus constant field applied perpendicular to the
expression for the action in the case of a small potentiaf®sy, 2is of a single-domain iron particlé=4x10° I, M=1.72
. . . 10° A/m, H,/H.=0.01,v=10 % m® a—Analytical resul(8), b—result
ba_merv we constructed t_he cur‘heusmg_ the numerlca_l SO-  obtained in Ref. 9, c—result of our numerical calculations, d—result ob-
lution of the corresponding problem without expanding thetained in Ref. 5.
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FIG. 2. Dynamic magnetic susceptibility and its components for a singleiG. 3. Comparison of the numerical results and the analytical expression
domain I[(in particle. The system parameters are the same as for Fig. }0). The system parameters are the same as in Fig. 1. a—Numerical resul,
Q=10 s b—analytical resul{12).

the validity of the mode(10) describing the tunneling rate in
) ) N ) the case of external modulation. In calculating the compo-
sion for the dynamical transition rat®), i.e., the rate of nenis of the dynamic magnetic susceptibility near absolute
subbarrier transitions in the modulated bistable system: ;4.4 temperature, the model0) gives results which are at

W(t) = wo exp(— Se/%)(1+sin Qt)/2 least an order of magnitude greater than those obtained using
) the model proposed in Ref. 5.
=LA Wo+ W, sin Ot). (10 5. In conclusion, we note that subbarrier tunneling of

Having obtained an analytical expression for the subbarmagnetization reversal appears only at temperatures below a
rier transition rate, we emp'oy next the apparatus of the Concrmcal value which is 0rd|nar|ly determined from the rela-

trol equation describing the dynamics of a bistable system:tion Tc~%U/Sck,® where U is the height of the potential
barrier andk is Boltzmann’s constant. Usually, this critical

dn dn_ .
t__ ——=W_()n_—W,(t)n, temperature does not exceed tenths of a Kelvin. To study

dt dt stochastic resonance at nonzero, finite temperatures it is nec-
_ B essary to take into account the possibility of tunneling not
W-(O) = [W-()+W. (O] . (19 only from the bottom of the potential well but also from

Here n. is the probability that the discrete dynamical higher levels.
variablex=M cos# assumes a value corresponding to one  Together with that described in Ref. 5, a possible experi-
of the minima(+ or —) of the bistable potential and/_.(t) mental method for observing the predicted effects is to use
is the rate of tunneling out of the: states. This control the SQUID-based apparatus, similar to that used in Ref. 10.
equation can be solved exactly in the quasiadiabatic fimit. L . _

On the basis of Refs. 3 and 4 we write expressions de- g'ol'?a z?gtgg?/,lgz(Tl\g]c;.].Tela.enmgrad 33, 3302(1999 [Sov. Phys.

termining the dynamic magnetic susceptibility of the systemz¢ Sadykov and A. I. Skvortsov, JETP Leg2, 113 (1990.
35. McNamara and K. Wiesenfeld, Phys. Rev.38, 4854(1989.

Re y= M sin 50W0 Im y= M sin é\O\NOQ 4E. K. Sadykov and A. G. Isavnin, Fiz. Tverd. Telat. Petersbung36,
XTH,W2+ 0P X R WZ+0?) 3473(1994 [Phys. Solid Stat@6, 1843(1994)].
5A. N. Grigorenko, V. I. Konov, and P. I. Nikitin, JETP Let&2, 593
M sin §oWj . 1990
|X| =5, (12 E. M. Chudnovsky and L. Cunther, Phys. Rev. Léf, 661 (1988.
H,(W5+ Q%) 7R. Lofstedt and S. N. Coppersmith, Phys. Rev. L&f. 1974(1994.

. . . . 8E. Madelung,Die Mathematischen Hilfsmittel des PhysikeBpringer,
The curves presented in Fig. 2 reflect the dynamic magnetic geriin, 1964, 7th editioriRussian translation, Moscow, 1961

susceptibility as a function of the perpendicular field °0. B. Zaslavskii, Phys. Rev. B2, 992 (1990.

We also solved the control equatiéhl) numerically for ~ '°W. Wemsdorfer, K. Hasselbach, D. Mailly, B. Barbara, A. Benoit,
the square-wave tunneling raté) calculated with a time [ Thomas. and G. Suran, J. Magn. Magn. Matst5, 33 (1995.
varying energy of the systefi). The resultgFig. 3) confirm  Translated by M. E. Alferieff
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Phase transitions in ferromagnets described by the Ising model are investigated in terms of the
solution of a hierarchy of microscopic equations for unary and binary distribution

functions. A dynamical procedure for making the equations self-consistent is developed. For
cubic crystals, an equation of state relating the long-range order parameter to temperature and
magnetic field is obtained in analytic form. The temperature dependence of the magnetic
susceptibility and of the specific heat are calculated. A stability criterion is obtained for the
stationary states of the system is obtained. The dynamics of magnetization reversal by

constant and ac external fields are investigated. 1998 American Institute of Physics.
[S1063-78348)02603-3

Interesting results concerning the micro- and macroki-  The functionsp® and f¢# are related by the obvious
netics of second-order phase transitions were obtained everrmalization conditions
in the early works which were devoted to the study of the o at 1o 4 5
stochastic dynamics of such transitions in the Ising model. prap =1, frafer=pt, PO A=pl (1)
Some of these results were described by Glaltbar the  We take as the independent functions, for example=P
mean-field approximation. andf**=S. We express the remaining functions from Eq.
In years following, interest in the approximate microki- (1) as
netic approach in the theory of phase transitions waned _ P
somewhat as a result of the development of field-theoretic P — 1~ P T =f"=P=S
methods for solving this problefnenormalization-group and f-—=1—-2P+S. 2)
e-expansion methods However, the exact results obtained ) )
by modern methods describe the situation only near the criti- e shall assume that the stochastic dynamics of the sys-
cal point. The microkinetic approach, on the other hand{€M. which is determined by the interaction of the system
makes it possible to describe, about approximately, the entir&ith @ thermostat, can be dl%scnbed by random spin flips.
picture and not only in the state of thermodynamic equilib-Following Suzuki and Kubd;'® we represent the spin-flip
rium. probability Q per unit time as
In the present paper we propose a method for solving 1
self-consistently a hierarchy of coupled equations for the Tﬂ=m,
low-order distribution functions. This approach is similar to
the Bogolyubov method in the kinetic theory of the liquid whereris the characteristic flip time amdlE=E;—E; is the
state and is, of course, approximate, since we do not workicrement to the energy of the crystal as a result of such a
with the complete distribution function of the spins over theflip (here and below all energy parameters are given in units
lattice sites and we truncate the hierarchy at the binary funcef kT).
tions. We employed this technique earlier to study the corre- The equation expressing the balance of probabilities for

()

lation effects of diffusion in semiconductots’ the unary function is
For conceptual clarity, we expound the essentials of the
: X . 1-P P
procedure for the example of a cubic lattice. P=0_p -Q,p'= - )
* 1+expgAE) 1+exp —AE)
4
1. MICROKINETIC EQUATIONS AND SELF-CONSISTENCY To calculateEs and E;, strictly speaking, one would
PROCEDURE have to sum the probabilities of all possible spin configura-

tions in the environment surrounding a given site, multiplied
For a microscopic description of the state of the crystalby the corresponding binding energies. However, this path
we introduce the distribution functiong® and f*4. The  requires introducing higher-order distribution functions,
unary functionp® gives the probability of observing a spin ~ which makes solving the problem virtually hopeless.

at a lattice site and the binary functid®” determines the Instead, we introduce the effective interaction energies
probability of finding a pair of spingr and 8 at adjacent ¢, for a known spinx with its environment per bond and we
sites. The indicesy, B, v,--- assume the values and —, denote their difference by= ¢, —¢_ . In this notationE;
corresponding to sping 1 and—1. =Z¢,—JH, E;=Z¢_+JH, andAE=Z¢—2JH. HereZ
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is the coordination numbed=Y/kT is the dimensionless range order The behavior of the functioB(t), however, is
exchange integrakll= uh/Y is the dimensionless magnetic described by the linear differential equati@s).
field (whose direction is the same as that of thespin), and
u is the magnetic moment of an atom.
Let_qg now turn to.the equatlpn expressing the balance 05. STATIONARY SOLUTION
probabilities for the binary function

S=0_ Q. T+, -, T Let P=0 andS=0. Then the system of equatioK¥),
(5), and(7) acquires the form
P-S S
=2 TrexpoE)  1texp—oE))" ® P= ! ©
1+expZy—2IH)’

where SE=—2J+(Z—1)¢—2JH. This formula differs
from the expression foAE by the fixed orientations of two P

spins. S= Irexl(Z=1)p—23(HI 1))’ (10
The system of equationg@) and (5) is still not closed,
since it contains the two unknown functioRsandS and the P-S . (11)

undefined self-consistency parameger 1-P  1+exp(Z-1)yp—2I(H-1))"
The missing equation can be obtained from the follow- Let us consider first the case wheh=0. It is immedi-

ing considerations. The structure of the right-hand sides 0fa\y, seen that this system always possesses the trivial solu-
the probability balance equations must be consistent with thﬁon

normalization conditions. Therefore the relation
1

T 2(1+exp(—29))

The long-range order parameter definedLas2P—1 then

1
d _ _=
U e e ¥=0, P=3. S (12

=2 P-S _ 1-2P+S equals zero. Such a solution exists for any temperature, but it
1+exp(—oF) 1+exp(6F) is not always stable, as will be shown below.
d This system also possesses a nontrivial solution, which
ETa(1_2p+ S), (6) can be easily found by eliminating, specifically,
m
where 5F =23+ (Z—1)y— 2JH, must be satisfied. The de- S(L):(1+t§:“tl(_1)_|_)m' e 2(ZZ 1)’ 13
rivativesS and P on the right-hand side of Eg6) are deter-
mined by Egs(4) and(5), and we therefore obtain the alge- 45(S—L)
braic equation exp4J)= (1+L=257 (14
P + 1-P _ 1 7) The last two expressions determine the dimensionless
1+exp(6E) 1+expoF) 1+expAE)’ temperaturé®=1/J as a function ofL, i.e., they solve the
which determiness implicitly as a function ofP, J, andH. problem of spontaneous magnetization. It is obvious that the

This completes the self-consistency procedure for the systefcond solution will be stable below the Curie poth.
of microkinetic equations. We call this system dynamic be-1NiS pointis found as follows. Expanding the indefinite term
cause the problem now reduces to analyzing the two ordinarg1 Eq. (13) in the limit L —0, we obtainS(0)—z/4(Z—1).
differential equation¢4) and (5), supplemented by the alge- BUt this value must agee with the expressiag) for J=J.
braic equatior(7), which together describe the kinetics of a = 1/@c. Hence
ferromagnet) 2
Despite the strong nonlinearity of this system, the prob- ®°:|TW(Z/(TZ))'
lem nonetheless can be solved in quadratures. Indeed, the
function P(¢) can be easily found from Eq7) (for any  Of course, the same result is also obtained from @4).
values of the thermodynamic parametérsand H), after ~ The present result is identical to that obtained in the Bethe—

(15

which Eq.(4) becomes Peierls (BP) approximation:'~*2 but the agreement ends
qp 1 here; in our case, the temperature dependeh¢€és) and
— {'/,Jr P()= ———. (8) S(®) below O differ somewhat from BP, specifically, by
dy 1+exp(AE) the fact that we have the explicit functi@(L). Above ©,
Separating variables here makes it possible to find the fundh® agreement of the curves with BP is complete.
tion t(y) in the form of an integral. The functioR(t) is In the general casé{ #0, we proceed similarly: Elimi-
thereby determined in a parametric fofrhis the parametgr ~ Nating ¢ from Egs.(4), (5), and(7) we arrive at the relation
However, it is more convenient here to solve the equations L(1+L)™

numerically. We note that the dynamics of long-range order, S(L,H,J)=
determined by the functiof(t), does not depend on the
behavior of the paramete®(t) (characterizing the short- Let us solve Eq(14) for S?

(1+L)"—(1—L)™exp(—4JH/Z) " (16)
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FIG. 2. Parametes as a function of temperature with=6, H=0.
\
Z) We shall now briefly discuss the question of the specific
-1.0 0 10L heat. AtH=0 the energy of the system and the specific heat

C per spin(in the conventional unijsare given by the ex-
FIG. 1. Curves of the equation of state for external figtds 0 (a) 0.2 (b), P . P ( ) 9 y
and 1(c). d—Spinodal curveZ=6. pressions

E=(12ZY(f*H+f ~—2f"")=2ZY(2S—L—1/2),

1 2 2 =2z L as-U)=kz L (10 20
S(L,9)= 5 (14 KL= T+ KDZ=K(1+1)D).  (17) = 37 =kZ5g )=kZgg | =5, (20)
Here, for conciseness, we have Ket 1—exp(—4J).? where o=f""+f""-2f""=1+4(S—-P) is the short-

Equating the expressiord6) and (17), we obtain the range order parameter. Figure 2 shows the functitil),
equation of state of a ferromagnet. This equation provides agalculated according to Eqél6) and(17) for II<1 [for II
implicit relation betweer®, L, andH. The numerical results >1 it is simply the function(12). One can see that the curve
for the temperaturdl=0/0, as a function ofL are dis- has an inflection at the critical poitt According to Eq(20),
played in Fig. 1. this means that the specific heat undergoes a jump at the

It is obvious that hysteresis exists in the system, sincdransition through®.. The relative magnitude of the jump
three values of the magnetization exist at sufficiently lowequalsAC/C.=3(Z—1), whereC, is the specific heat to
temperatures. It will be shown below that one of these value#he right of©..
is absolutely unstable and another is metastable.

3. MAGNETIC SUSCEPTIBILITY AND SPECIFIC HEAT 4. KINETICS OF NONEQUILIBRIUM PROCESSES
Let us solve Eq(16) for the field factor Turning now to the dynamic aspects of the problem, let
—4JH S—L\/14L\M us examine the behavior of the system for small deviations
ex;{ Z ):( 3 ) 1—L) (18  from equilibrium. We write the dynamical variables in the

_ ! _ o form L=L+x, S=S+y, ¥=¢+u, wherex, y, andu are
Differentiating this expression with respecttig we ob-  small corrections to the equilibrium values bof S, and ¢,

tain for the reciprocal of the magnetic susceptibility and linearize the syster#), (5), and (7). Using Eqgs.(9)—
X Yu—o=0H/JL the relation (11) we obtain

m _— — .
z 1-L S S(1-L) .
where Ty + a8y +aXx=0, (22
wherée
g8 1( L(K—1) .
=7 T 5 - . a :,
oL 2|7 2 (11 KL)Z—K(1+L)2 22

2(L+1-2S)[(L+1)(Z+(Z—-2)L)—4(Z—1)S]

These expressions simplify substantially foe>® . a;= A=Y a(Z= DL+ 1-29(LAT =25

Z -2
X =01+ |exp —|—1]|. The equation$21) and(22) do not contairu because of the
2 . . 5
linear relationu~x following from Eq. (7).
Hence one can segaking account of Eq(15)] that y ! The determinant of the coefficients of this systemiis
=0 for ®=0,, while y 1=~ as®—, in complete ac- =aj;a,,, and the roots of the characteristic equation are
cord with the Curie—Weiss law. N1=—ayq andA,= —a,,. Under these conditions, the types

It can also be shown that the temperature curve of thef singularities in the phase plank,S) and hence the char-
reciprocal of the susceptibility to the left @i is two times  acter of the stationary solutions are determined only by the
steeper than to the right @& .. This result is in complete sign of a;;. The stability criteriona;;>0 for a stationary
agreement with the predictions of the Landau thefry. state becomes
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FIG. 3. Magnetization reversal curves for external figtls 1 (a), —0.15 FIG. 5. Dynamics of long- and short-range orders in a periodic field. a—
(b), and—1 (c). Z=6. L(t), b—o(t). Z=6, periodT,=207.
(L+1)(Z+(Z2—2)L) 7). The processes occurring here are illustrated in Figs. 3 and
4(Z-1) : (23 4. The curves shown were obtained by simultaneously nu-

merically integrating Eqs8) and (5) for the functionsy(t)

We note here that the quantityay, is the characteristic  5n4,(t): the expression fok (t) was calculated at each step
relaxation time of long-range order, which increases W'thomaccording to Eq(7).

bound nea,; (critical retardatioff). At a transition through We note the following features. The characteristic mag-
the critical pointa,; changes sign. The types of singularities petjzation reversal time is-10 at the temperature chosen.
also change at the same time: When the condi@#holds,  This time, of course, depends on the starting valuegénd

the singularities are stable nodes, otherwise they are saddlﬁénce the temperature, increasing as the Curie temperature
points (where the angular coefficients of the separatrices arg; approached. It is noteworthy that in a weak field
k;=0 andk,=1). The change in form occurs via a compli- .1 _( 15 magnetization reversal does not occur &ft)

cated “"saddle-node” singularity, which lies at the apex of oy gecreases. This is what makes it possible to talk about
the left-hand closed loop, separating stable and unstablge” netastability of the states. The nonmonotonicity of the
states of the systeiffrig. 1). The formula(23) together with e o(t) with H=—1 is also interesting.

Eq. (14) determine the region of metastable states corre- We underscore once again that in the binary approxima-

sponding to the left-hand sections of the loop-shaped curvegy, the long-range order dynamics completely dictates the
in Fig. 1. The curval passing through the apex of the loops short-range order dynamics.

and separating the metastable region from the region of ab- Figures 5 and 6 show the behavior of the paramdters
solute instability can be called spinoddly analogy to this 5.4 » under the action of an ac field =H, sin(2r t/Ty),
concept in the theory of solid solutiois This analogy is whereT, is the period of the field anti,=1. One can see
valid because of the isomorphic nature of the Ising modelinat the character of the process depends on the period, as

making it possible to describe both ferromagnets and deco”b'xpected, bearing in mind the processes shown in Figs. 3 and
posing solid solutions in an identical manrrtere, the 4. A run for long times leads to a periodic state.

degree of deviation of the crystal from a stoichiometric com- |, summary, although more accurate methods for per-

position is the analog of the magnetic field. _forming an approximate calculation of the critical param-
~In Sec. 1 we indicated that the dynamic problem can ingters; for example, the Kikuchi technigtet® do exist now,

principle be solved in quadratures, but the integrals arisingna microkinetic approach to the problem seems promising to

here cannot be calculated and it is necessary to resort {gs mainly because of the possibility of analyzing the dynam-
numerical modeling. As an example let us take a system in &< of critical phenomena.

state of spontaneous magnetizatlon=0.5 and let us study The method developed can also be extended to the non-

its behavior under the action of a square-shaped magnetigitorm situation, where the order parameter depends on the
field pulse with duratiorto=20 (time is measured in units of ,gjtion and time. This possibility is especially interesting in

o]

1.0t
1.0k a
a
W
0
0.5+ A -~ 0 1 N T
= 10 20 Joi
b
L A
o 20 40 t ~1.0¢
FIG. 4. Dynamics of short-range order for external fieldsH=1 (a), FIG. 6. Dynamics of long- and short-range orders in a periodic field. a—

—0.15(b), and—1 (c). Z=6. L(t), b—o(t). Z=6, periodTy=107.
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We have observed diamagnetic domai@sndon domainsin a beryllium single crystal in

magnetic fieldH<3 T (HI[0001]) at liquid-helium temperatures. The formation of the domain
structure was determined according to magnetic-breakdown quantum oscillations of the
resistance thermoelectric power as well as according to the splitting of the resonance peak of the
free spin precession frequency of mudpsSSR). The alternation of a uniform statevith

one uSR peak and a state with domain structugeith two peaks$ is consistent as regards the
periodicity with the de Haas—van Alphen effect, the periodi4=78 Oe, and the range

of existence of domains and the difference in their magnetizationa Bre47wAM=B,—B;

=30 Oe. © 1998 American Institute of Physid$$1063-783%8)02703-9

The question of the appearance of diamagnetic domainahile a corresponding jump #AM=AB is observed ex-
was first considered by Conddrunder the conditions such perimentally. The signaM(H) becomes completely saw-
that narrow Landau levels form, for which the valuefdfr ~ toothed, and only sharp positive peaks are present in
is much less than the splittino, between the levels, i.e., dM/dH.? In other words, as the external magnetic fields
w1, and at low temperatures, for whisiT<#w., os-  continuously scanned, the induction in the sample “is held
cillations corresponding to the extremal sections of the Fermback” near values oB corresponding to the minimum of the
surface arise in the energy spectrum of the metal. As a resulgnergye(B), while the regionsAB near the maxima “slip
the energy: (B) of the electron gas oscillates as a function ofthrough™ on account of the abrupt change in magnetization.
the magnetic field, and oscillations of the magnetic moment At first glance, however, this may not happen, if the
M = —JdeldB, i.e., the de Haas—van AlphédHvA) effect, sample is plate-shaped and arranged perpendicular to the
are observed in experiments. Since the induct®rin a magnetic field. Such a sample can not longer be magnetized
sample with demagnetizing factbi=0 differs from the ex- uniformly so that the values o8 would correspond to a
ternal magnetic fieldd by the amount 4M, in an experi- Minimum of the energy, since the boundary condition
ment one observes instead of a harmonic signéB), as B~ H must also be satisfied. In the region of instabiliy
follows from the Lifshitz—Kosevich theory,an oscillating =AB in question, itis found that all values Bfw'th_'n this _
signalM (H) whose amplitude is the same and whose shapéafnge are also absent, and the metal §eparates into domains
approaches a saw-tooth shape as the amplitude increas&_\gt.h the extreme valuesll.and_Bz of this range B,—B,
The rising sections with a paramagnetic sign of the differen—._AB)’ S0 that the cond|t|or$— H holds on the average,
: o i.e., asH varies, only the ratio of the phase volumes with
tial susceptibility §M/dH>0) become steeper and the S€C- . onstant values o8- andB. changed
tions with a diamagnetic signrdM/dH<0) become flatter. > 2 ges.

, . The first direct experimental observation of domains of
Shoenberg, analyzing his measurements of the dHVA effecﬂ,]iS kind was made by Condon and Walstedituclear mag-
in precious metals, was the first to call attention to this.

. o2 ! . netic resonancéNMR) was measured in a silver plate ar-
The penodP of_ the oscnlatlong in the dHV_A effect 'S" ranged perpendicular to the magnetic field. The appearance
constant in the reciprocal magnetic field and is determineds jomains was established according to the beat signal cor-
by the areaA of the extremal section of the Fermi surface responding to splitting of the NMR line. The magnitude of
according to the Lifshitz—Onsager formul®® *=F  tne splitting wasAB=12 Oe in a 9 Tmagnetic field. In the
=(cfil2me)A, whereF is the magnetic frequency of the same work an attempt was made to observe a similar effect
oscillations. Depending on the magnetic fi¢ld the n-th iy peryllium atH=1.9 T, but the results obtained were not
period of the oscillations decreasesitd,=F/n*=H?F (N understood well enough to make an interpretation. This was
is the number of the Landau leyelTherefore, the differen- apparently due to both the very long nuclear spin—Ilattice
tial susceptibility|9°e/9B?| increases with decreasiitjand  relaxation time and the quadrupole broadening of the NMR
at some magnetic fielgand in weaker fieldsit can exceed line. Nonetheless, despite this unsuccessful result, it could be
1/47. This means that the regiokB of values of the mag- assumed, with a high degree of confidence, that in beryllium
netic field close to this maximum ef(B) becomes a region diamagnetic domains form in magnetic fields less than 4-5
of absolute instability and is not realized in the sample at all;T. This certainty was based on the fact that in a number of

1063-7834/98/40(3)/3/$15.00 482 © 1998 American Institute of Physics
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works on the observation of the quantum oscillations of the 1
thermoelectric power and resistance in berylff a

unique behavior of the amplitude of these oscillations was 3
observed, attesting to the appearance of domains.

In the present paper we describe the observation of Con-§
don domain formation in a beryllium single crystal simulta- §
neously with respect to magnetic-breakdown quantum oscil—:,,
lations of the resistance and thermoelectric power and with%
respect to splitting of the resonance peak of free precessior§§_
muons(uSR). The SR method, as a method for performing S ™
local measurements of the magnetic field, is not influenced g
by the skin effect, so that in pure metdland the dHVA 8
effect exists only in such metal$t seems to us to be in
principle preferable to NMR. This method is completely free i
of the above-noted drawbacks of NMR due to the long 2.6
nuclear spin-lattice relaxation time and the quadrupole

broadening of the resonance, if the nuclear spin is differentic. 1. Thermoelectric power(H) versus magnetic field at=1.6 K. The
from 1/27 dashed lines show the expected variation of the amplitude assuming no

The experimental sample consisted of ax®4 magnetization. Inset: Schematic diagram showing the sample together with
. . . clamping contacts for measuring the thermoelectric powernd 2— cur-
x1.8 mm beryllium single crystal. The hexagonal axis of therent contacts producing local overheatifigand 4—potential contacts.

crystal was perpendicular to the plane of the plate. The re-
sistance ratio i3/ p4=300. Preliminary muon preces-
sion measurements on this sample in weak fields showed thascillations by itself(neglecting the magnetization, i.e. as if
at liquid-helium temperatures the damping of the muon spirB=H everywherée should grow monotonically as a function
precession is smélbn account of quantum tunneling of the of the magnetic field, as shown by the dashed lines in Fig. 1.
muon and the correspondingSR line width does not exceed However, the picture changes radically when domains appear
1.5 Oe in fieldsH~1 kOe. This dictated the choice of the periodically. On account of the small difference between the
range of magnetic fields for the present investigationsfrequencies F; and F, (F;=9709+5KkOe, F,=9422
H~25-30 kOe. The period of the dHVA oscillatiofend,  *3 kOe, F,;—F,=287+2 kO€), maxima and minima of
correspondingly, the order of magnitude of the difference othe oscillating function alternately coincide with the intervals
the inductions in the expected domain structunethis field  AB. If the maxima(or minima of the function coincide with
equalsAH=10? Oe, which is much greater than the line these intervals\B, then the values op (or a) near such a
width. On the other hand, the muon precession frequency imaximum (or minimur) that fall in the intervalAB are not
this field isf=300 MHz and analysis of the spectrum is still realized. As a result, a unique envelope is obtained, where
possible with a 0.7 ns wide time channel. This gave a basimmaxima and minima are alternately “cut out.” This is what
for resolving the expected domain structure. indicates the presence of domains. Moreover, the magnitude
Quantum oscillations of the magnetoresistance and thewf AB for the domain structure formed can be judged from
moelectric power were measured in the indicated range dhe depth of the cutting out. In the section of the thermoelec-
magnetic fields at temperatur€s= 1.5 K, making it possible tric power versus magnetic field presented in Fig. 1, the
to observe domains indirectly. The measurements were pedepth of cutting out of the amplitude of the oscillations
formed using clamped beryllium bronze contacts. A sectiorequals almost half the amplitude. Hence it can be concluded
of the curve of the thermoelectric powei(H) versus the that in this sample a domain structure arises réar3 T
magnetic field alf=1.6 K is displayed in Fig. 1. The inset with intervalsAB=B,— B, slightly less than half the period.
shows schematically the sample together with the contact&xactly the same result was also obtained from measure-
Local heating was performed with current contabt®, and  ments of the magnetoresistance on the same sample, but it
the thermoelectric power was measured with the two othewas found that under the present conditions less heat was
contacts3—4. To obtain a large temperature gradient, thereleased in the thermoelectric power measurements. These
edge of the sample was glued to a copper cold duct. experiments were found to be extremely helpful for making
A low frequency is superposed on the high-frequencyreliable predictions of the results in the complicated and la-
magnetic-breakdown oscillations of the thermoelectric poweborious muon experiment.
shown in Fig. 1. This is a consequence of domain formation. A surface muon beam with momentum 28 MeV/s was
This result fora(H) is due to the unique shape of the Fermi used in theuSR experiment. The beam was parallel to the
surface of beryllium, specifically, an electronic “cigar,” pos- magnetic field and penetrated into the plate, arranged perpen-
sessing for this orientation of the magnetic field three ex-dicular to the beam, to a depth of approximately 0.6 mm, i.e.,
tremal sections. The two noncentral sections with frequencyuite far from the boundary near which the domain structure
F, dominate the dHVA effect, while the central section de-can be distorted. To observe precession, the muon spin was
termines the frequencly, of oscillations of the magnetore- rotated by an angle=50° from the direction of its momen-
sistancep(B) and thermoelectric powex(B) due to mag- tum. The histograms were recorded with two detectors,
netic breakdown in the basal plane. The amplitude of thesplaced to the left and right of the sample. As it turned but,

1
2.8 3.0 J.2
Magnetic field, T
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field dependence of the positions of these lines is shown in
Fig. 2. The frequency of the singjgSR peak grows linearly
with H, and a second peak appears whtn 27.38 kOe is
reached. AsH increases further, the amplitude of the first
peak decreases and that of the second peak increases but the
positions of the peaks remain unchanged, and the difference
of the fields at the peaks equal=30+2 Oe. The region
within which two peaks coexist likewise #H=30 Oe. The
observed picture corresponds completely to the Condon do-
main picture: The field in a domain is constant, and only the
ratio of the phase volumes with different inductions changes.
Thus, it can be stated with confidence that the observations
A A 1 J of the diamagnetic domains in beryllium by th&R method
2.734 M 2. ?,8 old 2_.r742 2.746 are in good qualitative and quantitative agreement with the
agnetic field, same observations made by the quantum oscillation method.
FIG. 2. Position ofuSR peaks accompanying variation of the magnetic field A more detailed analysis of the splifSR spectra will make
within one dHvA period. In the magnetic field range 2738 it possible to determine the sizeolume of the interdomain

<27.41 kOe there are two well-resolved peaks whose amplitudes vary: A?egion and possib'y the character of the Changes of the field
the field increases, the amplitude of the upper peak increases while thﬁ] it
amplitude of the lower peak decreases. A section of a filtered spectrum,
illustrating the splitting into two peaks near the center of the region of the
domain structure, is displayed on the left.

J72.0

ncy, MHz

Jn.or
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A=0.15us ! is observed near the minimum. The magneticTranslated by M. E. Alferieff
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Electric-field-induced phase transition in single-crystal lead zinc niobate
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The behavior of lead zinc niobate, a relaxor ferroelectric, in electric fields has been studied by
dielectric, optical transmittance, and small-angle light scattering techniques. A field-

induced transition from an averaged cubic to macrodomain ferroelectric phase has been found. A
comparison is made with the properties of the phase induced in lead magnoniobate, a

classical relaxor. ©1998 American Institute of Physids$1063-783498)02803-3

Crystalline lead zinc niobate, PbZsNb,s0; (PZN), be-  crystal of a homogeneous macrodomain ferroelectric state,
longs to the class of relaxor ferroelectrics and exhibits allwhich breaks down under heating by the pattern of a perco-
properties characteristic of this class, such as a broad maxative phase transition to form an “infinite” cluster. A
mum in the temperature dependence of the dielectric permitstudy* of the domain structure and birefringence in a similar
tivity e(T) and the dependence of the position of this peakPZN crystal cut along th€l11) direction revealed the exis-
and of the maximum value af on frequency, dielectric hys- tence of four phase regions, namely, paraelectric, ferroelec-
teresis above the maximum in the absence of spontaneous tric microdomain, ferroelectric macrodomain, and ferroelec-
birefringence down to liquid nitrogen temperature, and aric “frozen” macrodomain phase. Dielectric measurements
number of other properties. confirmed the existence of a transition at a frequency-

Although the physical properties of relaxor ferroelectricsindependent temperature from the micro- to macrodomain
have been studied already for more than 40 years, there fghase in fields above 15 kV/cth.
still no unambiguous interpretation of the nature of the low-  These few available papers related to a field-induced
temperature phases. The numerous studies of the dielectrighase transition in PZN crystals for which the temperature of
optical, and other properties of the phases appearing belotiie maximum ire(T) is ~400-410 K. PZN crystals studied
Tmax Were carried out primarily on lead magnoniobatein Refs. 12 and 13 had the maximum (T) around
PbMgy,sNb,,205 (PMN), a typical relaxor compount® In ~323 K. Optical and dielectric measurements suggest that
the absence of an electric field, no transition from the relaxothe difference in position of the maximum &(T) is due to
to ferroelectric phase, which would be accompanied by & different degree of ordering of Zn and Nb iddsPZN
change in symmetry and formation of ferroelectric domainsgcrystals with a higher temperature of the maximurne{iT)
was observed to occur in PMN. Application to a PMN crys-exhibit a more pronounced phase transition. Field-induced
tal of a small constant electric field(,>1.7 kV/cm) along phase transitions in crystals with a lowBg,, have not been
the (111) direction induces a ferroelectric transition accom-studied at all.
panied by the appearance of additional anomalies in the tem- The objective of this work was to study the possible
perature dependence of the permittivity and in some opticagxistence of an electric-field-induced ferroelectric phase tran-
properties, with the character of these anomalies dependirgjtion in PZN crystals witfT,,,=323 K (PZNI) by dielectric
essentially both on the strength and direction of the electri@nd optical methods, and to compare these results with mea-
field and on the regime of its applicatiéfi-® surements performed on PZN crystals with,,~400 K

Our experimental study of small-angle light scattering in(PZNIIl) and on the classical relaxor PMN in order to reveal
PMN crystals revealed narrow peaks in the scattered intergeneral features in the onset and properties of the field-
sity which suggest the field-induced transition from the re-induced low-temperature ferroelectric phase observed in fer-
laxor to ferroelectric phase to be percolativié.was shown roelectrics with a diffuse phase transition. Dielectric studies,
that the large-scale spatially inhomogeneous structure a@s well as measurements of optical transmittance and small-
pearing in the vicinity of this transition is a fractal. angle light scattering, may yield valuable information on the

While all the above phenomena have been adequatelyucleation and destruction of new-phase clusters as one
studied in PMN crystals, for PZN there is practically no in- crosses the phase transition.
formation on an electric-field induced phase transition. The
exstence of an mgiuced ferroelectric transition in PZN CIYS~ ExPERIMENTAL RESULTS AND THEIR DISCUSSION
tals with the maximum temperaturg,,,,=400 K was first
mentioned in Ref. 10. When a crystal was cooled in an elec- We investigated the dielectric properties, optical trans-
tric field exceeding some critical leveE(,=20 kV/cm) and  mittance, and small-angle light scattering in PZNI crystals in
subsequently heated in a weaker field, a maximum in theonstant external bias fields of up to 15 kV/cm. The single
small-angle scattering intensity was observed~a&75 K.  crystals were grown by spontaneous crystallization from so-
This phenomenon was attributed to the onset in the coolindution in a PbO melt to which 3% sodium tetrabordteas

1063-7834/98/40(3)/4/$15.00 485 © 1998 American Institute of Physics
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FIG. 1. Temperature dependence of small-angle scattering intessiy-
tering angle 20) in PZNI crystal obtained in differerftl11]-oriented elec-

tric fields in two modes:1,2—ZFHaFC, and3,4—FHaZFC. E(kV/cm): - .
1”_2'5 254'_10 3 5 S ( ) ture does not depend on the electric field applied under cool-

ing, and it coincides with the temperature determined from

the temperature dependence of optical transmittance of the

preliminarily polarized sample, which was measured in
added. The measurements were carried out onl®  crossed Nicol prisms.
X 1 mm parallelepipeds cut from a single crystal. Silver elec-  Curves3 and4 illustrate the temperature dependence of
trodes were deposited on the face oriented perpendicular the small-angle scattering intensity obtained under FHaZFC
the(111) axis. Light propagated alon@10). The setup used conditions. We see that application of an electric field of 5
to measure the temperature and field dependences of th&/cm and more at 100 K, followed by field-heating, does
small-angle scattering intensity are described elsewMere.not change this intensity up m,, (curved). At this tempera-
The dielectric characteristics were measured in the frequenayre, which depends on the applied field, one observes an
range 30—500 kHz. The electric field was applied in differentincrease in the scattered intensity associated apparently with
modes: (1) field cooling (FC), (2) zero-field heating after the onset of an inhomogeneous macrodomain polar state.
field cooling (ZFHaFQ, (3) field heating after zero-field The interval within which this macrodomain state persists
cooling (FHaZFQ, and (4) field heating after field cooling depends on the electric field, namely, the higher this field,
(FHaFQ. To avoid residual effects, the sample was annealethe broader the intervéturve4). The change in small-angle
to 450 K before each measurement. Depending on the actustattering intensity observed to occur within a certain tem-
measurement regime, the electric field was applied to theerature interval argues for the appearance of a ferroelectric
sample either at 100 or 450 K. phase with sufficiently large macrodomain regions. At the

Figure 1 presents the temperature dependence of themperaturely this state breaks down, which reduces the

small-angle scattering intensitgcattering angle 20 mea-  scattering intensity. The nature of the phase forming above
sured in FHaZFC and ZFHaFC modes. Below 2.8 kV/cm, nol 4 remains unclear. This may be either a paraelectric phase,
significant changes in small-angle scattering intensity werer, as was suggest€dfor the PZNII crystal, a ferroelectric
observed to occur with temperature, irrespective of the fieldnicrodomain phase.
application regime usetturvel). In fields above 3 kV/cm, The temperatures of the anomalies determined from light
one clearly sees a change in small-angle scattering intensigcattering measurements are supported by dielectric studies.
within a certain temperature interval. Indeed, cu&@b-  Figure 2 shows the typical temperature dependence of the
tained under ZFHaFC conditiori&0 kV/cm) exhibits a pro- dielectric loss factor for a PZN crystal obtained in various
nounced drop in scattering intensity within an interval fromelectric fields(ZFHaFC modgat 50 and 450 kHz. With no
180 K up to the temperatui®;,= ~230 K, above which the electric field appliedcurve 1), no anomalies in addition to
scattering intensity practically does not change. This temthe main peak were observed. Curv2s4 obtained in
perature corresponds to the sample depolarization point. ThiBFHaFC conditions show clearly an additional, field-
suggests that cooling a crystal in a field above a certaimndependent anomaly @y~ 230 K. At this temperature the
threshold level induces a polar macrodomain phase, whickample undergoes thermal depolarization. This temperature
remains frozen after field removal at 100 K. When the crystahlso does not depend on measuring-field frequéoagwe4).
is heated in this polar state at zero field, the sample under- Let us compare the results on light scattering in a PZNI
goes thermal depolarization @t,~230 K. This tempera- crystal with our earlier dafd®for the PMN and PZNII crys-
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FIG. 3. Temperature dependence of small-angle scattering intensity in PMI%Vlcm' Scattering angle 30 E(kv/em): 1—0, 2—2, 3—10.
crystal obtained in 4111]-oriented 3-kV/cm electric field in the FHaZFC
conditions(scattering angle 30.
of PZNII (Refs. 11 and 1R There are therefore grounds to
assume that formation of an infinite macrodomain cluster
tals. Figure 3 displays a temperature dependence of smallvould require electric fields in excess of those used here,
angle scattering intensity for a PMN crystal obtained at 3namely, up to 15 kV/cm and applied alofifL1]. Using such
kV/cm (FHaZFC mode, scattering angle’30In contrast to  high fields meets with experimental difficulties. Moreover,
PZN, the PMN crystal exhibits clearly a narrow peak inhigh fields diffuse the phase transition, so that one would
small-angle scattering intensity at the onset temperature dfardly expect to observe narrow small-angle scattering peaks
the ferroelectric phase, which argues for the percolative nahere.
ture of the formation of this phase. As is evident from Fig. 3,  Thus, our measurements on PZNI crystals indicate an
breakdown of the induced ferroelectric state occurs morénduced transition to the ferroelectric phase in electric fields
smoothly. In the PZNI crystal studied by (BSig. 1), nucle- in excess of a certain critical level. The region in which this
ation and destruction of the ferroelectric state follows a morgohase exists depends on the strength and actual regime of
symmetric pattern; indeed, no narrow peaks were observegpplication of the field. This induced state is probably a in-
in any regime of application of electric fields of up to 10 homogeneous macrodomain. The increase in small-angle
kV/cm. One possible reason for this difference in the behavscattering intensity observed to occur in this phase argues for
ior of the small-angle scattering intensity in PMN and PZNthe formation of large macrodomain regions, possibly sepa-
crystals is that the ferroelectric phase induced in PZN crysrated by microdomain ferroelectric layers. The nature of the
tals is less homogeneous in structure. The macrodomain réigh-temperature phase that sets in when the macrodomain
gions of this phase forming in electric fields below 10 kV/cm state breaks down is unclear and requires further investiga-
are still not large enough to produce an infinite macrodomairtion. It could be a microdomain ferroelectric phase.
cluster capable of generating peaks in small-angle scattering The numerous small-angle scattering studies of a broad
intensity in the heterophase region. As the electric field inclass of disordered ferroelectrics carried out by us in recent
creases, a homogeneous macrodomain state may possibly getirs permit identification of three paths for a phase transi-
in in PZNI crystals, and the development and/or destructiortion to a macrodomain ferroelectric state in these com-
of this state will occur as a percolative phase transition inpounds:
volving formation of an infinite cluster. Indeed, we observed 1. In PbB,B],,0; crystals with weakly disordered ions
such a pattern in PZNII crystals. Figure 4 presents the temB’ and B' (degree of ordering>0.7), the ferroelectric tran-
perature dependence of the small-angle scattering intensisition is percolative and is accompanied by the appearance of
for a PZNII crystal in different electric fields applied along anomalously narrow small-angle scattering intensity peaks
[100] under the ZFHaFQcurvel) and FHaFQcurves2 and  with no external electric field applied.
3) conditions. After the crystal was cooled in fields 2. In PMN, which are more disordered crystals, a perco-
~20 kV/cm, a peak appeared in the temperature dependenéative transition to macrodomain ferroelectric state is ob-
of the small-angle scattering intensity taken under heatingserved to occur only in an electric field exceeding a threshold
As the field applied to the crystal under heating increases, thef 2—2.5 kV/cm.
small-angle scattering intensity at the maximum grows, and 3. In PZN crystals, percolative ferroelectric transition
the maximum itself spreads out. takes place under conditions different from those for PMN.
PZNI crystals studied in this work are more disorderedin the more ordered crystals, PZNII, in which the tempera-
and exhibit a larger difference between the temperatures dfires of the maxima ire(T) are higher, we succeeded in
the maximag(T), and of depolarizationl 4, than is typical  observing a percolative phase transition involving destruc-
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We have observed the optically induced occurrence of domain structure with polarization
opposite to the spontaneous polarization of a single-domain sample of lithium niobate. The
appearance of the domains can be explained by a redistribution of the density of the

F&" and FE" impurity ions under the action of the photoinduced field and subsequent additional
inverse polarization of the environment surrounding th&"Fens. © 1998 American

Institute of Physicg.S1063-783#8)02903-7

There is an extensive literature on the development otess was equal to 5-10 s. A narrow K0.2 mnf) strip was
microscopic models of the photoinduced variation of the in-irradiated while the temperature of the sample varied from
dex of refraction, called the photorefractive effect. Most ofroom temperature up to 200 °C.
these works are incorporated in the monographs Refs. 1 and = aAfter completion of the photorefractive process, which
2. Attempts to describe all features of the photorEfraCtiVQNas monitored by an optica| Compensation method, and the
effect on the basis for the most W|de|y accepted phOtOVOltaiCSamme cooled down to room temperature, it was observed
mechanism have not always been successful. Specifically;syally that near the region of optical irradiation a darkening
the mechanism of the fixation of holographic gratings byof the sample occurred at a location 0.3 mm from the center
optical irradiation in the temperature range 140-160 °C hagy the jrradiation strip toward the positive end of the polar-
never been adequately explained. According to one of thesgation axis. The photoinduced change of the refractive

models? drift of ions present in the photorefractive material index was equal to 8 10~4, which corresponds to a photo-

in a photoinduced electric field starts on heating. After;,q,ced field of order % 10° \V/m.
completion of fixation and cooling to room temperature, op-

t'9a| |_rrad|at|on can completely or partlally. rem?ve the ,fj's' trics. Etching of the surface of the sampln a mixture of
tribution of electronic charges, but then an ionic “replica” of

h ious| ded hol il i T lai nitric and hydrofluoric acids at 80 °C for 10 h showed that
the previously recorded hologram will remain. To explain o ear gurface relief did indeed change somewhat in the

?egion of interest. The lack of sharpness of the picture and

OH™ ions, which can enter the lattice of the crystal during o . .
. the presence of individual regions are most likely due to the
the growth proces$However, the proposed mechanism re- . o LI )
nonuniform distribution of iron ions in the sample.

uires the existence of at least three lattice itions for pro- . ) ) .
quires the ence of at | N posttions for pro It is known that for neighboring 180° domains only odd-
tons and poorly agrees with a number of experimental data. Kt d ibi int . ifically. th
According to a different modét? fixation of holograms rank tensors, describing some interactions, specitically, the

occurs as a result of the formation of microscopic photoelecs':'leCtro'OptIC te_ns_or, W'" haye different signs. Therefore,
tric domains with polarization opposite to that of a Single_when an electric field is applied to the crystal, the values of

domain sample. Such domains were experimentally observeg€ Pirefringence tensor will be determined by the sign of the
earlier in (Sr,BaNb,O; crystals® However, this model has Polarization of a given part of the sample. This is the prin-
not been adequately confirmed experimentally in the case ¢fiP!e on which the interferometric method of identifying an-
lithium niobate. tiparallel domains, which has been successfully employed
To obtain more precise substantiation of the model ofOr lithium niobate? is based. _ o
photoinduced formation of domains, we investigated the op- ~ This method was used to determine the change in sign of
tical characteristics of a lithium niobate single crystal whosethe polarization in the region of darkening of the sample by
surface was irradiated with the second harmonic ( Scanning along th&Y surface a focused, low-power beam
=0.53 um) of the radiation from an yttrium-aluminum gar- (20 um in diametey from a helium-neon laser and applying
net laser(LTI-709). Optical and ESR spectroscopy showedan electric field along th axis (Fig. 1). The strip of inverse
that the 10 1.5X 10 mm (along theX, Y, andZ axes, re- polarization was 100-150m wide (Fig. 2). When the tem-
spectively sample contained~0.05 at. % iron ions. The perature of the experiment decreased below 120 °C, an in-
sample was annealed in helium at 450 °C until the relativeverse polarization did not arise, but rather only a photoin-
F&* ion density increased to 25—-35%. A pulsed regime withduced changesn of the refractive index was produced. An
7,7~60 ns and power density per pulse of approximatelyidentical pattern in which onlysn appeared was also ob-
10° cn? with a pulse repetition frequency on the order of 1 served when the sample was irradiated with an intense beam
kHz was used for optical irradiation of théZ surface. The from a He—Ne lasenLG-38) with a power density of
irradiation time up to completion of the photorefractive pro- 10 W/cnf. The character of the photoinduced processes dif-

It is quite difficult to identify 180° domains in ferroelec-

1063-7834/98/40(3)/2/$15.00 489 © 1998 American Institute of Physics
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4 4 Jahn—Teller ions, and they are strongly coupled with the
nearest-neighbor lattice environment and do not possess
spherical symmetry. Large electric-field gradients, directed
antiparallel to theC axis, are formed around the #eions.
N I_'—ﬁ__:l On the other hand, a change in the valence of thfe Fe
E==c Y and Fé" ions under optical irradiation results in new dis-
I § placements of these ions relative to their initial positions.
& This fact has been confirmed directly in observations of op-
n tically induced distortions of the unit céllThe displacement
of ions which arises with the photophysical reaction
FIG. 1. Block diagram of the apparatus—Photodetector?, 5—lenses, Fe"—Fe’" causes additional polarizatignof the crystalline
3—biprism, 4—mirror, 6—laser, 7—structure of inverted domaing—  environment by the field of a charged center. The approxi-
regulatable voltage source. mate magnitude gb can be estimated by using the model of
charged center¥. In this case

"
il
I

t
]
[}
t

fered in that the induced inverse polarization was not erased . _ qﬁqﬂ
even by heating up to 500 °C or by irradiation with an in- a”’
tense ulzrawolet beam,. whl[e Fhe inducéd was erased at whereq is the ion chargea is the size of a unit cell, and
T~180 °C and by UV irradiation. is the elastic displacement.

Thus, these features, just as the displacement itself of the =4, ~0.2 nm we haveo~2x 10~2 Clcn?, which cor-
domain region relative to the center of the irradiation Strip'responds to the appearance of an electri,c field of order
point to a mechanism connected with a change in the valences \/im - such a field is sufficient for reversing the polariza-
of the impurity iron ions and not with the formation of a 4i5n of the volume around a B& ion.
strong photoinduced field, since the latter is distributed sym-  5ne \would think that the formation of microdomains

metrically in the irradiation strip. _around F&' ions is limited to the first coordination sphere.
The appearance of a domain structure can be explaingdqever, in ferroelectrics, especially at high temperature

on the microscopic level by analyzing the nature of the im-50 o), domains can increase in size as a result of the easy

purity iron ions. Lin_der op_tlcal_ irradiation the photoinduced polarizability, and a quasicooperative effect accompanied by

electrons from F&" ions will drift, as a result of the photo- e formation of macroscopic domains can appear if the im-

voltaic effect, out of the region of illumination in the direc- urity ion density is sufficiently high. As has already been

tion of the positive pole of the spontaneous-polarization fiel stablished! the polarization field decreases by two orders

and Fé" ions will be absorbed in the nonilluminated region. of magnitude when the temperature increases from room

Thus, impurity ions which earlier were randomly distributed temperature up to 150 °C, while the formation of clusters of

become separated: Mainly Feions remain in the illumi- iron ions has been observed even in ddbauer

nated region and mainly F& ions remain in the nonillumi- experiments

nated region. It is well knowtf that Fé* and Fé" ions, '

replacing the lithium ions, occupy the same positions in the  This work was supported by the Russian Fund for Fun-

crystal lattice. As a result of the conditions of charge neu-damental Researql@Grant 96-02-18229

tralization, the iron ions are displaced somewhat along the

polarization axisC relative to the positions of the lithium

ions. The F&" ions possess spherical symmetry and are’We thank the staff at the Scientific Research Institute of the Chemical

weakly bound with the crystal lattice, so that their influence Industry at Kazan’ State University for etching the lithium niobate crystal.

on the crystal field can be neglected. The?Féons are
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We have recorded and investigated the ESR spectrum of vanadium-dep&diOPQ, single
crystals in the temperature interval 77—300 K. Two types of structurally distinct centers,

V1 and V2, with a 4:1 ratio of the peak intensities were observed. The angular dependences of
the resonance magnetic fields are described by a spin Hamiltonian corresponding to axial
symmetry with the parameterg;,=1.9305, g,;=1.9565, A;=—168.2<10"*cm™!, and
A, ;=—54.3x10"% cm ! for V1 centers and),,=1.9340,9, ,=1.9523,A,= —169.0

X104 ecm !, andA, ,=—55.2<10 % cm™! for V2 centers. A model of a paramagnetic center
is proposed: The vanadium ions replace titanium ions in two structurally distinct positions
Til and Ti2 (V1 and V2 centers, respectivelyThe possibility that a V& ion forms when
a-RbTIOPQ crystals and crystals of the KTP grodTiOPO,, NaTiOPQ, a- and
B-LiTiIOPQ,), studied earlier, are doped with vanadium is discussed1988 American Institute
of Physics[S1063-783%8)03003-2

Rubidium titanyl phosphate RbTIORQRPT) crystal-  with Rb,0:P,05 molar ratio 1.25 and with 2.0% XDs were
lizes in two polymorphic modifications:a-RbTiIOPQ  used for the same purpose. The cooling rate in the tempera-
(rhombic system and B-RbTiOPQ, (cubic systeh’ The ture interval 800—1000 °C was 1 deg/h.
a-RbTIOPQ, crystals, belonging to complex phosphates of  RTP crystals in the ferroelectric phask.& 789 °C) are
the KTiPOPQ (KTP) group, possess high nonlinear optical orthorhombic and belong to the noncentrosymmetric point
characteristics and anomalously high ionic conducti¥ity. groupC; (space groug?na2,). The unit cell contains eight
They are classified as ferroelectrics—superionic conduétorsformula units (@=12.974 A, b=6.494 A, c=10.564 A1?).

To obtain RTP single crystals of high optical quality, vana-Similarly, the KTP structure of RTP crystals consists of a
dium oxide (\,O5) and rubidium vanadate (Rb\AD which  three-dimensional network of chains of distorted Jid&ta-
lower the viscosity of the melt, are added at the time thehedra and almost regular R@trahedra. A unit cell contains
crystals are grown. Investigations have shown that centers @fvo crystallographically nonequivalent positions: Til and
two types can form: individual ¥ ions'~" or the complexes  Ti2. Below T, the Ti atoms are displaced along theaxis
Vo2 810 away from the centrosymmetric position and form in each

In the present work, the ESR of vanadium atoms in RTPTiO, octahedron one shoffil-OT2=1.714 A, Ti2—-OT1
crystals is investigated for the purpose of determining the=1.737 &), one long (Til-O1=2.146 A, Ti2—0OT2
structure of the paramagnetic defect. The results obtained are2.094 A), and four midlengthin the interval 1.95-2.07 A
compared with existing results as well as with the characterTi—O bonds!? Thus, the titanium ions in the RTP lattice are
istics which we computed for vanadium-doped crystals ofsurrounded by oxygen ions forming distorted oxygen octahe-
the KTP group. dra.

1. PRODUCTION AND STRUCTURE OF THE CRYSTALS
. . 2. ESR SPECTRA
Vanadium-doped RTP single crystals were obtained

as the result of the interaction of titanium dioxide The ESR spectra were recorded in the 3-cm wavelength
in (1) RbPQ—-RbVO;—-TiO, and (2)  range in the temperature interval 77-300 K on aFB7
RbPG—-RKP,0,—TiO,—V,05 systems. Melts of the system radio-spectrometer. The ESR signal consists of two groups
(1) with a RbPQ:RbVQ; ratio 80:20 mole % and with 18— of lines(l and Il) (Fig. 1). Each group contains four spectra
20% TiO, were homogenized at 1080-1100 °C for 4-5 hconsisting of an octet of lines. This octet of lines is the hy-
with periodic mixing in a platinum crucible. Next, the homo- perfine structure corresponding to the interaction of unpaired
geneous melt was cooled to 850—820 °C at a rate of 1—1.8lectrons of V' ions (electronic configuration @& — 2D,
deg/h. This yielded ¥4 x5 mm RTP:V single crystals con- S=1/2) with natural nuclei of the isotope % (nuclear spin
taining 0.08—0.12% vanadiufiV). Melts in the systen{2) | =7/2). Therefore, the crystal contains two structurally non-

1063-7834/98/40(3)/3/$15.00 491 © 1998 American Institute of Physics
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FIG. 1. ESR spectrum of 4/ in a a-RbTiOPQ, single crystal withH[[010] L L L 1
(»=9378 MHz). The lines | and Il belong to vanadium ions in the Til and 2905 2934 2918 2954
Ti2 positions, respectively. H, Qe

FIG. 2. Hyperfine structure of V2 centers which is observed with rotation of

th tal pl lose (607) d(010) (b).
equivalent centerévhich we denote as V1 and Y, 2each of e crystal planes close (001 (3) and (010 ()

which is associated with four magnetically nonequivalent

centers. . . Ay .
The peak intensities of the ESR lines of the V1 and V2 .Let Us examine the position of the Y_/|ons in the RTP
lattice. Since the number of spectra which we observed cor-

centers are in the ratio 4:1, and the line widths of theseres onds to the number of structurally and magnetically non-
centers equal 5.6 and 14 Oe, respectively. b y 9 y

Splitting of the ESR lines of the V2 centers, which de- equivalent positions of the titanium ions in the unit cell of

. ; . ~ . RTP, we assume that in RTP crystals th& \fons isomor-
pends on the orientation of the crystal in the magnetic field, | . L +
. : ) ) hically replace Ti* ions. The facts that the & and Tf*
was observed in the entire experimental temperature interv

(Fig. 2). This splitting is probably due to the SUperhyperfinelonS have_the same valence and their ionic radii are close
interaction. support this conjecture.

We note that forHI[001] only one octet is observed. The direction cosines of the magnetic axesf the cen-

This attests to the fact that the principal magnetic axes of aﬁers V1 and V2 with respect to the crystallographic axes were

centers make the same angle with {881] direction of the ?rgt%rfm;rlllege?t/es;tsugisyér;g_?f;f)lzr;?t#ﬁ:sdfggzdzgges isl;tsh(tahsépec—
crystal. One octet of lines for each orientatibiff 100] and ’ ) 9

HI[010] of the crystal is observed for each center V1 and V2.d|rect|on cosines of the shortest bonds in the Tjlahd

. ) i20g octahedra in RTP crystals. Comparing the values ob-
Therefore, the four magnetically nonequivalent centers of - S ;
. . ... tained for the direction cosines, we can conclude that the V1
each type of center V1 and V2 make identical angles with

o centers correspond to vanadium ions occupying Til positions
the crystallp graphp d|rept|ons of the ty;ﬁéQO] and[OlO].' and the V2 centers correspond td*Vions occupying Ti2
For an arbitrary orientation of the crystal, lines of all eight ~ . . Lo .
. positions. The angles between the directions of the magnetic
types of paramagnetic centers are observed.

axesZ of the V1 and V2 centers and the directions from the
The angular dependences of the resonance magnetllc

fields are described by the spin Hamiltonian i site to the nearest oxygen in the Tid@nd Ti2Q octahe-
dra are 4 and 5°, respectively. The analogous angles in the

H=9,BHS,+9, B(H,S,+HS)+AI,S+A, (1,5 isostructural KTP crystal are 3 and 4°. It should be noted that
+1,8,) ) the peak intensities and widths of the ESR lines of V1 and
y V2 centers in the RTP crystal correspond to the situation
with the parametersg,;=1.9305, g,;=1.9565, A; where \}* ions occupy structurally nonequivalent positions
=-168.210%cm™}, and A, ;=-54.3x10 *cm™! for  with equal probability. In the KTP crystals investigated ear-
V1 centers andg,,=1.9340, g, ,=1.9523, A,=—169.0 lier more than twice as many* ions occupy Til positions
X10 % cm™!, andA, ,=—55.2<10 % cm ! for V2 centers. (2.1 in Ref. 13 and 2.4 in Ref. 14s Ti2 positions. This is

TABLE |. Direction cosines of the principal axes of V1 and V2 paramagnetic centers and the shortest Ti—O bonds in RTP and KTP crystals.

Center or bond coa cospB cosy Space group Reference
RTP
Vi 0.6884 —0.1564 —0.7071 Pna2, This
V2 0.1737 —0.6947 -0.7071 Pna2, work
Til-0T2 0.7223 —0.1663 -0.6710 Pna2, 12
Ti2-0T1 0.2228 -0.721% —0.6556 Pna2, 12
KTP
V4t (1) —0.6933 0.1260 —0.7096 Pna2, 13
V4 (2) —0.1651 0.6874 —-0.7071 Pna2, 13
VA (1) —0.2588 —0.6802 —0.7330 Pna2, 14
VA —0.6946 0.1737 0.7193 Pna2, 14
Ti1-0T2 —0.7216 0.1507 —0.6757 Pna2, 13
Ti2-0T1 —0.1943 0.7304 —0.6547 Pna2, 13

*Values of the direction cosines which we calculated from the x-ray crystallographic data of Ref. 12.
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g described well by two straight ling$or V4* ions and VG
2.00 complexe$ with the general formula
9av= (—|Aisd +Ko)/Pi+2.0023, €)

where K,=55.2 G, P;=418 G (for V*' iong), and P,
=1763 G(for VO?" complexes

We calculated the values af,, and A, for crystals in
the KTP group. These data are displayed in Fig. 3. The

1.96

1.92 straight lines corresponding to the formy® are also pre-
sented in this figure. One can see that for V1 and V2 centers
in RTP crystals, just as for the KTP crystals NaTiQRDd

1.88 6;1 8;] 1;10 12'0 a- andB-LiTiOPO, which we investigated earlier, the points

“Aig » 6 fall between the straight lines | and II. Therefore, the results

_ _ o ~ obtained by both methods agree with one another. In these
FIG. 3. Averageg factor (g,,) versus the isotropic hyperfine interaction crystals the bond between the vanadium and oxygen ions is

constant A;,). Data employedl—KTP 8 2—KTP,** 3 and3'—V1 and V2 . .
centers (?HSO) RTP Crysta?; \NaTiOPQ, 8 5—a-LITIOPO, Y 6 probably strong and the earlier suggestion that centers of the
f f - o

B-LITIOPO, " 7—KDP? 8—(NH,),S0, 0 9—W0,5 10—Ti0,¢ 11—  type V¥ (and not VG™) form is ambiguous.
ThSiQ,,” 12—Sn0,.*
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A critical analysis of existing experimental and theoretical information on the lattice dynamics of
the layered crystak-Hgl, is performed. It is shown that a satisfactory understanding of the
character of the interatomic interaction and characteristic features of the phonon spectrum of this
material can be obtained in a simple phenomenological model with eight parameters,

assuming thaky/B;4 degeneracy of the 29 crh Raman line is of a two-phonon nature. €998
American Institute of Physic§S1063-783@8)03103-7

Crystalline Hg} in the red modification is a photoactive temperature and pressure. The experimental results on Ra-
semiconductor with a room-temperature band gap of abounan scattering in the solid solution €dHg,l,*! likewise
2.1 eV}2? Earlier, it was of interest to study its optical prop- do not agree with an accidenta);/B,4 degeneracy. For this
erties, primarily the exciton spectrum, whereas now it isreason, the picture proposed in Ref. 6 for the phonon spec-
more important to investigate its transport properties. Thigrum in red Hg} is not entirely satisfactory. In the absence of
change is due to the promising applicationsaeHgl, as a  additional experimental data, specifically, for the phonon
working material for high-resolutionx- and 9-ray  branches lying in the high-frequency region of the spectrum,
spectrometer$® In Ref. 4 data were also obtained on the the best way out, apart from, of course, first-principles cal-
photoacoustic effect. A bar to wide application of Higithe  culations, could be a theoretical analysis in a phenomeno-
quite low hole mobility(~4 cn?/V -s at room temperatute  logical model with the minimum possible number of param-
The key to understanding the reasons for such behavigeters. Such an approach has the advantage that the physical
could be the role of scattering by phonons. interpretation is clear, which promotes better understanding,
An investigation of the phonon spectrum of Hglas  though at the expense of, possibly, some loss of accuracy in
presented in a recent wofkwhere 18 branches of the pho- reproducing the experiments. Our hard-ion model, combined
non spectrum were calculated on the basis of the hard-iowith the Keating valence force field model}® it seems,
model, the 27 parameters of which were determined by fitmakes it possible to give a physically well-grounded consis-
ting  neutron-scattering, infrared-reflectiof, ~and tent interpretation of existing experimental data.
Raman-scatterirfgdata. The proposed interpretation of ex-
periment is quite reasonable on the whole, but a carefu |NTERATOMIC FORCE FIELD MODEL
analysis reveals a number of weak spots that merit a more
careful analysis. The layered tetragonal structure afHgl,'* possesses
First and foremost, the phonon frequencies were appai@an 9roup symmetry with six atoms per unit cell: iodine
ently calculated neglecting the conditions for stability of thecoordinates  [a/2, a/2, ¢/4—uc], [0, a, c/4+uc],
crystal. This is obvious from the results presented in Table 3&/2, a/2, 3c/4—uc], [0, a, 3c/4+uc] and mercury coordi-
of Ref. 6. The computed values of the sound velocitieshates [0,a/2,c/4], [a/2,a3c/4] (Fig. 1). Here
»(001),, and (100), are substantially differer0.67x 10° ~ a=4.37 A, c=12.44 A, u=0.14 are the lattice parameters.

and 1.0 10° cm/s, respectively while the symmetry im- In the hard-ion model the Coulomb part of the energy is

plies that in the absence of mechanical stresses they shouiscribed by the interaction of the point charges of the ions,

be equal. while the short-range forces are limited by the interaction of
The second problem concerns the analysis of phonoR€arest neighbors. A central interaction with the force matrix

frequencies near 29 cm. It follows from the computational RTMRNM

results in Ref. 6 that there is an accidental degeneracy of the ®73= —A“m|;—nmr}. 1)

frequencies with the symmetri€s; andB,,. It appears that

the experiments performed do not unequivocally confirm thids taken for the first neighbors. HeR"=R"—R"', where
feature. While most of the Raman measurements that have" is the position of then-th atom in the latticeqr and 8 are
been performed can indeed be interpreted on the basis of @artesian indices, and"™ is a force constant. In our case
accidental degeneracy, the neutron-diffraction data of Ref. There are only two independent parametaf¥~'=3A and
identify only the nondegenerate frequeri8y,. The Raman A"'=F. Since each Hg ion in the structure of Hgos-
measurements in Ref. 10 do not sh&y/B,4 splitting with  sesses a quite regular tetrahedral environment consisting of |
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TABLE I. Frequencies of long-wavelength phonons in Hgl

Frequency, cmt
Our calculation
Phonon -
symmetry Experiment Thedty a b
Byg 143[Ref. 11] 148 146 143
As(L) 139.23[Ref. § - 144 140
Asu(T) 125.29[Ref. § 119 131 127
Ey(L) 128.99[Ref. g - 122 123
By - - 100 107
Ey(T) 104.84[Ref. g 104 111 110
FIG. 1. Structure ofr-Hgl,. The numbers indicate the ions appearing in the Eq 115[Ref. 17 142 113 112
unit cell, 1 115[Ref. 11 112 108 114
Eu(L) 32.15[Ref. g - 33.4 53.6
Bug 28.8[Ref. 11] 29.6 29.3 28.9
E, 28.8[Ref. 11] 29.4 29.4 53.4
ions, it is reasonable to adopt for the interaction of the secEg(T) g-ié?:fe-flg 12-2 g? 4113'2
ond neighbors the Keating variahbf the valence force field —“ i i : : :
model. This model has been successfully used to describe
phonons in ionic-covalent crystals with 1lI-V structure.
The Keating contributions to the interaction of the first and c . - eSZZ
second neighbors can be written, respectively, in the form 5[2uaxg +(4u—Da, '|=— -1.76445,
a
3 2
M= _ BM RnkRnk+ anRnk c Hao| - a Ha—| -
op 4|an| Ek { nk[ @B “ B] §[4u2axg +(4u_1)2ax ]_ Z(azg +a, )
kr pmkomk komn
+BnlRY R+ RYRE", a2e2z? "
= -31.496. 3
3 RKTRE™ 8mv,
(ng]:_ E BEm nm[2 - (2) . .
4% |R"™| Hereg, is the electron charge ang is the cell volume. The

HereBI™ is the force constant corresponding to a change invalues of the first and second derivatives of the electrostatic

angle between the covalent bonds with a vertex atktie contribution with respect to the wave vector vg%ich appﬁar in
ion; the pairs kn) and (km) are nearest neighbors and the Eq.. ) were calgl:qlated by the Ewald meth The_se i
pairs (hnm) are second nearest neighbors. Assuming a defi‘tJlCtlon _matrlcesbayﬁ can be expressed cgmpletely In terms
nite rigidity in the preservation of the tetrahedral symmetryOf th(_a_mdependent pgrame.ters,.already m_troduced, from the
around Hg, only three independent angular constants need gg?d!t!on off ;ra?slatlofp?(lj mvzrl?nce. This completes the
consideredp; =B[99, =B (both iodine ions lie in the definition of the force-field model.

samexy plang, andg,=By (the iodine ions lie in different

xy planes. The Coulomb part of the dynamical matrix can 2. RESULTS AND DISCUSSION

be calculated by the conventional Ewald metfiddnd the In the discussion below we employ the group-theoretic
condition of electric neutrality reduces the number of inde-classification, presented in Ref. 7, of the spectrum of,Hgl
pendent parameters to org;,=z, Z,=—2/2. Eight parameters of the theory were determined by least-

The dynamical matrix must be invariant under a smallsquares fitting for known values of the long-wavelength fre-
rotation of the coordinate system and satisfy the condition ofjuencies observed in Rantdi!’~*®and IR experiment&®
no internal stresses. The Keating component is automati- The results are presented in columrin Table | and on the
cally invariant, while the electrostatic contribution does notwhole agree well with experiment. There is a discrepancy of
satisfy these conditions, as a result of which, the permuta~7 cm™? for the most intense Raman mode with symmetry
tional symmetry of the indices for the elastic moduli, which A,4. The elastic moduli calculated in this varigeblumna
in the tetragonal crystal should have the fo@y,,,=C,,,, in Table ll) agree with experimerit?® exceptingC,3, Cya,
and C,,x~ C,xx7= C,x2=Cxz2x, Dreaks down. The above- andCgg, the latter value being an order of magnitude lower
noted difference of the sound velocities in the calculationthan the observed value, signifying that the value of the
performed in Ref. 6 is apparently a consequence of the fadtansverse sound velocifyl00], is too low (the direction of
that this circumstance was neglected. To restore the invarthe wave vector is shown in brackets and the index denotes
ance properties of the complete dynamical matrix, compenthe polarizatioh
sating terms must be introduced in the short-range part. In  Though not included in the fitting procedure, the disper-
the simplest variant diagonal terms of the fordgy  sion curves of the phonons aloft00] and[001] (Fig. 23
=—4,4a, " are added to the first-neighbors mattixOnly  nonetheless agree with experimeand the computed disper-
two of the six additional parameters are independent, sincsion in the 27-parameter modellust as in Ref. 6, together
by symmetrya,'=a," anda}!®""%=al"9""9 and the condi- with six branches of the interlayer vibrations which are ob-
tions of invariance imply served in the neutron experiment, our calculation shows a
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TABLE II. Elastic constants of Hgl(10™ dynes/crf).

. Experiment Theory -~
Elastic !
constant Ref. 7 Ref. 20 a b E
Cu 3.16 3.303 4.32 4.08 ;,zg L
Cas 1.526 1.634 1.70 1.69 ] T
Caa 0.727 0.723 0.257 0.612 S 20b . "
Ces 0.35 0.231 0.038 0.490 g
Ci, - 0.559 0.547 0.538 & —’//":' Ey
Cis - 1.168 0.544 0.485 w 8% ® L Ly

o L 1 J
g 01 0.3 05

coupling between two additional branches, which penetrate z

into the low-frequency part of the spectrum and have NG, 3. cConcentration dependence of low-frequency long-wavelength
experimental analog. The absence of these branches in tipgonons in CgHg, _,l,. The dots represent experimental dét@he dashed
experiment is explained in Ref. 6 by the specific form of thea_md §0Iid Iines_ correspond to calculations in the virtual crystal approxima-
atomic displacements, which effectively leads to smallfo" in the variants andb of the theory.

neutron-scattering cross sections.

The experimental data of Ref. 11 for the solid solution
Cd,Hg; I, present an additional way to assess the qualit
pf the theory. According to the form of the computed p°|ar'force field, we obtained wg (Cdl)=173cm?® and
ization vectors, the low-frequency part of the bigpbectrum B P 1g )
corresponds to a rigid relative displacement of the layers, s§/&,(Cdl)=128 cm~, in good agreement with the observed
that the virtual crystal approximation can be used to investivalues 16&3 and 130 cm*.** Since the completely sym-
gate the concentration dependence of the vibrations in th@etric modeA,, contains only displacements of iodine, the
solid solution. Calculationgdashed lines in Fig.)3show a  corresponding frequency in the solid solution does not de-
linear variation as a function of concentration for the lowest-Pend on concentratiofi08 and 115 cm" in the calculation
frequency mode wit/B,, symmetry, while theE, mode de- ~and experiment of Ref. 11, respectively _
generate withB,, atx=0 shows virtually no variation with Analysis of the values of the model parameténe vari-
concentration. The experimental data of Ref. 11 do not sho@nta in Table I1l) shows that the force constahtis small, in
any indications of such a splitting of tt&, andB,, modes agreement with the idea of a valnI der V\Ila}als interaction be-
with concentration, which casts doubt on their interpretatiorfween the layers The constantsy anda; ™' are small, but
based on accidental degeneracy. In this connection, we nof8€y give equal transverse sound velocitigk00], and
that in Ref. 10 lifting ofE, /B, degeneracy under the action [001]xy, as the crystal symmetry requires. The values of the
of pressure or as a function of temperature was not observe@harge of the Hg ion are close to those given in Ref. 6. The

In the high-frequency part of the spectrum the solid so-value of the force constari is typical for IlI-V crystals.
lution exhibits bimodal behavior, so that for interpretation of Interestingly, the angular constants for thg-H-Hg angle

the experiment it is reasonable to use the calculations gi'€ unusually large, compared with the values in the 11—V
group. At the same time, the intralayer const8at&B, is

half the value of the constar=By,, signifying a weak
b rigidity of the corresponding angles and Hagtrahedra as a

frequencies in the hypothetical crystal gdth the structure
Yof red mercury iodide. Taking the same parameters of the

a
160F 5.1 | 4 | whole with respect to stresses oriented in a direction trans-
Au E, Za7 A A Apt verse to a layer. It is difficult to explain such a large differ-
)_\ ” ence in the rigidities of the different valence angles in the
5 ’ i presence of a regular tetrahedral coordination.
E 100 EN T E We attempted to resolve the contradictions noted above
- B, [O2u by attributing them to the rejection of the hypothesis of ac-
E’ E cidental degeneracy of theEg and wB, modes at 29 cmt
3 Pt by eliminating W, from the set of fitted frequencies. The
Ef E'-"g,‘ s results presented in colunmin Table | show much better
u > agreement with experiment, including al&g, , but the low-
0552 ----- " est frequencwau and the next highest frequentzayEg in-
f(aog)r 8T (g00)z2(009r8 T (g00) = crease substantially. The result is that the pair of phonon

branches which is associated with them is displaced out of
the region of interlayer vibrations covered by the neutron-
FIG. 2. Phonon spectrum at-Hgl,, calculated for two sets of the inter- (jffraction experimen(Fig_ 2b. The quantitative agreement

atomic interaction parametefa, b. Solid lines—calculation, dotted lines— . . . . inftheo
neutron diffraction datd.The dependence of the long-wavelength frequen- with the experimental dispersion of the phonons m[ ]

cies on the anglé between the phonon wave vector and the tetragonal axisdirection is somewhat worse, but the qualitative piCt_Ure of
C is presented in the central part of the figgfe-T)). the spectrum seems to be even better. At the same time, the

Wave vector
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TABLE lll. Parameters of the interatomic force field in HqlL0® dynes/cm) and effective chargéa a.u).

Fitting
A Bito~Ho Bl Bl F al! al! Zyg variant
20.93 13.50 5.11 3.27 2.28 -0.21 0.85 0.975 a
20.14 8.53 8.53 9.41 2.10 —-0.17 0.90 0.990 b

agreement for th¢001] phonon branches is excellent. We ment seems admissable. It is interesting that igHZE_ |,
recall that the neutron-diffraction data were not included inthe concentration dependence of the |ow-frequency
the Ieast'squa.res scheme. The elastic constants, likewise rp.tphonon frequencie$and therefore also their combina-
specially fit, agree much better with experiment in this vari-tiong) is identical to that fol” phonons, which explains the
ant (columnb in Table I). The agreement with the experi- reason why thee,/B,, degeneracy remains, at least in this
mental concentration dependence of the low-frequencyge.
modeswg andwg, in CdHg, I (solid curves in Fig. B Indirect evidence of the multiphonon nature of the lines
is as good as in the preceding variant of the fit, except thatg, 32, and 29 cit could be the fact that none of these
the problem of the absence of a concentration splitting doefequencies is observed in neutron experiments in the
not arise at all. The computed valueg, (Cdl)=170cm™,  E, o and E, geometries. The entire phonon branches
wg,(Cdl,)=129 cm?l, and wp, (Cdl)=114 cmt likewise  Z,—As—E,—A;, AyandZ;—As—Eg—Asz, A4, which are
agree excellently with experimeht.The values of the cen- topologically coupled with them by symmetry, are also not
tral constants, just a8, ' anda’ ', in both variantga andb) ~ observed(see the compatibility relations in Ref). Doubts
differ very little (Table Ill), while the angular constants are as to the single-phonon nature of the oscillator
closer to one another, falling into the range of values of thesé8 e Y32 et are also bolstered by their unusual proper-
constants for IlI-V compounds, which appears to be mordies observed in Ref. 8—almost complete absence of tem-
reasonable, bearing in mind that the tetrahedral environmenterature dependence of the reflection coefficient, negative
of Hg is preserved. temperature shift of the frequency, and unusually large oscil-
In this variant of the calculation of the phonon spectrumlator strength, which lead to an anomalously large anisotropy
of Hgl, there are a number of discrepancies with the tradi-of the low-frequency permittivity tensor with moderate an-
tional interpretation. Most importantly, the poor agreementisotropy of its high-frequency part. A substantial variance in
between the phonon frequencies at the poirand the ex- the values of the low-energy branel (LO,TO) in IR ex-
perimental values is apparently of the same origin as for thgeriments performed by other groups and an unusual pres-

calculations for Ill-V crystals in the Keating modéland  gre dependence of the branche (TO) are also
the agreement can be improved in a model that takes accougf,caryed:10 !

of the bond polarizability. _ , The computed valueg =53 cmi ! appears not to agree
The most serious problem arises with the frequency . . L9 .
29 cm %, which in all Raman experiments is observed simuI-W'th experiment, but it falls into the frequency range

~1 19 H
taneously in thée; andB,, geometries, which served as the 37-55 e, wher_e Prevo?t al. = observed features in -the
basis for the idea of accidental degeneracy. TRETO in- Raman spectra, interpreting them from the standpoint of
frared frequencies 18 ci32 cnit observed experimen- Second-order processes. The computed polar mege
tally in the E, geometry also require explanatibn. =47 cm/54cmt has a quite small longitudinal—

Our calculations show that the three phonons at the poirifansverse splitting (6 ciif), as a result of which it should
Z have the frequencies, =11 cm L wz,=13 cml, and have a relatively small oscillator strength and, correspond-

wz,=20 cni' !, respectively, so that the two-phonon over- ingly, a low intensity in IR absorption.

tones 20, and 20, and the combination frequencies, Although the existing experimental data do not permit
21 22 1 making a definite choice between the two interpretations, the
twz,, wz,+oz, and wz,+wz, turn out to be close to the

) . second set of model parameters appears to be preferable both
computed  single-phonon  frequenciese =18 cm* and  from the standpoint of the neutron-diffraction experiment
wp, =29 cm L. The direct product of the representations and the behavior of phonons in the solid solution and in the
Z,®Z3 andZ,®Z; does indeed contain both the IR and RSsense of the interpretation of the character of the chemical
active representations of the point while for other combi-  bond.

nations this is not valid. We note in this connection thatitis  In summary, we have performed calculations of the pho-
not obvious that the standard group-theoretic methods angon spectrum of red Hglin a simple model of interatomic
applicable under conditions of a Fermi resonance of two- anorces with eight parameters. In the conventional interpreta-
one-phonon frequencies. For this reason, the interpretation @bn of the experimentally observed frequency 29 éras an

the observed frequencieswg (T)=18 cm t, wg (L)  accidentally degenerate combination of single-phonon fre-
=32 cm?, and wEg=29 cm %, conventionally treated in quencieSwEg/ng, the model underestimates the transverse

the one-phonon sense, as manifestations of a resonance Is@und velocity, leads to the appearance of two extra branches
tween first- and second-order processes in the optical experin the interlayer part of the phonon spectrum, and contradicts
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The plasmon spectrum and the absorption of an electromagnetic wave in an electronic two-
dimensional plasma with strongly modulated density are studied. The appearance of additional
plasmon modes in a system of electronic wires and islands with weak current coupling is
described in a model of an electronic system covered with metallic gates. Such plasmon modes
appear in the low-frequency region of the spectrum, as compared with the conventional

plasma oscillations, and have recently been observed experimentally in paired wird998%
American Institute of Physic§S1063-783%8)03203-]

Systems of interacting electronic wires and dots are obeboundary of the GaAs layer and a short-period AIAs—GaAs
jects of intense investigation. The interaction between elecsuperlattice, is located between the system of gates on the
tronic wires and dots, for example, as a result of Coulomtsurface of the sample and the bottom embedded contact in
forces or a current, can result in new physical phenonéna. the form of a strongly doped GaAs layer. When a positive
has recently been shown that current coupling in pairs of/oltage is applied to the surface gates, the electrons of the
electronic wires strongly modifies their absorption reverse contact tunnel into the QW, forming B 2lectronic
spectrunt. In the present paper the case when a weak currerslystem with modulated density. The equilibrium electron
coupling in a pair of electronic wires or dots results in thedensity distributionNg(x) (x is the coordinate axis in the
appearance of new plasma modes and substantially alters tptane of D layer, perpendicular to the wiress controlled
optical response of the system is described. The spectrum bfy the voltages/, andV, applied to the metal strips.
plasma oscillations in systems with periodically modulated  The response of the system to a uniform external electric
density has been investigated theoretically in a number ofield f,e ! is described by the conventional expression for
studies by means of perturbation theband by numerical the surface currentr(x)[fo+fing(r)]e !, wherer=(x,y)
methods!® Perturbation theory makes it possible to describeis the 2D radius vectorf;,q is the amplitude of the electric
analytically the case of weak modulation of the electron denfield induced by the plasmag(x)=e?Ng(x)/[m*(—iw
sity. The numerical results presented in Refs. 4 and 5 do not I')], m* is the electron mass, andI'lis the relaxation
give a complete picture of all regimes of interaction betweertime. The electric field;,y can be expressed in terms of the
electronic wires. For example, new plasma modes are olperturbation ¢ induced in the potential by the plasma:
served when a weak current coupling arises between wirel, e '“'=—V p(r,t). If the distanced from the surface
(the case of strong modulation of the densftySuch a re- gate to the quantum well is much less than the waltf the
gime was not described in detail earlier in Refs. 4 and 5. metal strips, the induced potential in the plane of the QW is

In the present paper the spectrum of electronic wiregproportional to the perturbation of the electron densihe
with an arbitrary degree of coupling is investigated. Theflat capacitor approximation
model of a two-dimensional @) system with metallic gates
makes it possible to describe analytically the spectrum and 4mle|d
optical response of the wires. Low-frequency plasmons in ~ 0¢@(r,t)=—
two electronic islands coupled by a narrow neck are also
studied.

ong(r,t). (1)

Here dny(r,t)=én(r)e '“! is the nonequilibrium correction
to the electron density ane= —|e| is the electron charge.
The expressiolil) makes it possible to obtain a differential
equation for the currefftLet the external field be directed
We consider a structure with metallic finger-shapedalong thex axis: fy=(fy,0). Using the continuity equation,
gates in the form of stripsFig. 1), similar to that investi- in the linear approximation we arrive at an expression for the
gated in Ref. 2. A quantum welQW), formed at the heter- amplitude of thex component of the curreft=j(x)e '

1. PLASMON SPECTRUM OF A 2 D SYSTEM WITH
NONUNIFORM DENSITY

1063-7834/98/40(3)/4/$15.00 499 © 1998 American Institute of Physics
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FIG. 1. g Transverse section of a system with two electronic wires coupled
by a region with low electron density. The electrons tunnel into the quantum
well from the embedded contact when voltages are applied to the surface
gates. p Schematic diagram of the electron density distribution in the plane
of the quantum well fo\V,>0, V,>0. 04 - { . T v \
[/} 0.5 1.0 1.5
. . . Vy,V
d?j(x) iew iwe
ax2 4 (x)d jx)= fo—d- 2 FIG. 2. Plasmon spectrum of a system of two coupled wires as a function of
T 7T the voltageV, with fixed potential differenc&V=V,—-V,=—-0.5V. Cur-

Without the expression on the right-hand side this equatiofent coupling between the wires appears for voltages 0.5V (V,>0).

has the form of a Schdinger equation with zero energy. Let lz%r%';ﬁte(r; O_ffrt:s_efgcutfg:{iz;goo A, d=600 A, ¢=125, andm*

us write the expressiof2) without the right-hand side and ~~ ° °

introduce formally an “energy”’E: j"+[®(X,0)— E(w)]

j=0. The “potential” ®(x,w) in this equation is propor- . . _ . -

tional to 1N4(x). The characteristic values of the energy of N '€910Ns with densitiedl;— . The coefiicientsy; andB;
an be found from the continuity of the functiop&) and

this equation determine the plasma frequencies of the sy§- h ) Yy d h ditiori
tem: E,(w)=0. Under the conditiorE,(w)=0 the eigen- on(X) at the pointsx==1/2a and from the conditior) (x)

functions j,(x) are orthogonal to each other with weight — 0 &tX==3/2a. From these boundary conditions follow
UNGX): [dXjojm/Ng(X) =8 equations for the plasmon frequencies

S . nJm S nm:-

Let us examine the simplest case of a strip with a uni-  p, k,a Uy kia
form electron densityNg(x) =N, for |x|<a/2 and Ng(x) v, @ =cot(kpa), 0, =cot(k,a). (3)

2 2
=0 for |x|>a/2. The boundary conditions for the current are _ ) ) )
j(x=*a/2)=0. The plasmon spectrum is obvious: These equations describe the frequencies of the antisymmet-

w?=(4me?dNg/m* £)q?,* where q,=mn/a and ¢ is the fiC and symmetric plasma oscillations, respectively. _
permittivity of the semiconductor. Figure 2 shows the plasmon spectrum with zero longitu-
dinal momentum as a function of the voltage with a con-
» COUPLED ELECTRONIC WIRES stlant potential dlfferenceVZVll—sz —0.5 V. Actually,
Fig. 2 shows the spectrum for different values of the param-
In a system with three metal gatéSig. 13 the electron eter y=N;/N,. For V,<0.5V (V;<0, N;=0) the spec-
density can be written in the forlNg(x)=N; for [x|<a/2  trum consists of plasmons localized in separate wires. The
andNg(x) =N, for a/2<x<3/2a, —3/2a<x<—1/2a. Itis  pointV,=0.5V (V,;=0) is a singular point. The branches
convenient to describe the quantitids and N, in the ap-  of the spectrum condense at this point on account of the
proximationN;=CyV,; andN,=C,V,, whereC,, is the spe- appearance of current coupling between the electronic wires
cific capacitance of the gate with respect to the electronizinder the side gates. Near and to the right of the pdint
layer. In this system it can be assumed that electrons flow=0.5 V (V;=0) the distance between the branches of the
into the layer with the QW for positive values ¥f andV,, spectrum is of the order of, /ax /N, \V;. When the volt-
i.e., Ny#0 (N,#0), if V;>0 (V,>0). Moreover, we as- ageV, approaches the value 0.5 V from the right-hand side,
sume that the sections with a free surface between the gate#i branches of the spectrum approach zero. If the voltage
are narrow compared with the gates, while the density profilés only slightly above 0.5 V, the spectrum in Fig. 2 has points
Ns(x) is a step function. Thus, the expression for the potenof condensation opposite the frequencies of the plasmons
tial (1) will be used for the entire surface in the interval localized in individual side wires witv, =0.5 V.
—3/2a<x<3/2a. Let us examine the lowest branch of the spectrum
The quantitieg (x) and n(x) in our model are combi- in Fig. 2 in a small neighborhood to the right of the point
nations of the functionsA; coskx) and B;(kix), where V,=0.5V. This branch has the frequen€y,=1.31lv,/a
k= w/v; and v;= J4we®dN;/m* ¢ is the plasmon velocity and corresponds to an oscillation in which charge flows be-
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FIG. 3. Nonequilibrium charge density and current distributiofigx) and ~ FG- 5. Geometry of a system with two coupled electronic islands.

j(x)) in the low-frequency mode.

=0.5V (y=0) is modified and acquires a low-frequency
Cstructure. The number of modes in a unit interval of the
gpectrum for small values of (Fig. 2) is large, but the in-
tensity of most of them is low. When plasmon damping is
faken into account, the IR spectrum changes continuously
from a regime of uncoupled wiresyE0) into a regime of
_ . n coupled oscillations ¥>0). For low values oV, the low-
J(X):; Jn(x)m’ frequency mode, marked by the asterisk in Fig. 4, has a low
oscillator strength, since this mode is due to charge flowing
iwe?| [ over through the region with a low densiN;=V,. As V;
An= _fO(W) j Ja(x)dx. 4) increases, the low-frequency mode becomes dominant in the
spectrum, since in a single wire with almost uniform density
it has the largest dipole moment. The second low-frequency

- mode, which is marked by two asterisks in Fig. 4, also ac-
2in Fig. 4 are presented forvoltages.nelqr:(_). The spectra quires a substantial oscillator strength as the voltage in-
3 and 4 are presented for comparatively high voltagés Ccreases

V\;hfhn tger;syiftergr(]:lonrsr:stj Ofv(\)/::ﬁ w:]de r\llzilrer\rgvrlrtwh t:'?OddUI?“i(:n A similar behavior of the IR absorption spectrum was
ot ne densily. y modes an antisymmetric density <o red experimentally in Ref. 2, where the experiment was

distribution are active in the_ IR absorption SpeCtrum‘_Oneperformed in a system with paired wires. The electron den-
can see that the IR absorption spectrum near the pgint

sity in these wires was varied by applying voltages to two
metal strips on the surface of the sample. As the voltages
increased, the electronic wires merged, forming one wide
# channel with a barrier in the middle. In other words, the
current coupling between the wires was controlled by the
voltage. In the experiment of Ref. 2, a free surface was
present between the metal strips, and therefore the current
coupling between the wires was also determined by the sur-
face charges. In our approach we introduce a third gate in the
middle in order to model the effect of surface charges. Com-
parison of our theoretical results and the experimental data of
- Ref. 2 shows that our model reproduces the qualitative be-
havior of the experimental spectra. In addition, the experi-
ments of Ref. 7 showed that the intensity of the low-
frequency mode in the IR absorption spectrum varies with
charge transfer on the surface between the metal strips. Thus,
2 the low-frequency plasmons arising on account of the current
coupling between the microstructures can be used to obtain
- x2 information about the charge state of the surface.

tween two side wiregFig. 3). Note that the frequency of this
mode is much lower than the characteristic plasma frequen
v, /a of the individual wires with voltagd/,=0.5 V.

The current in the presence of an external force can b
obtained from Eq(2) as

The intensity of IR absorption ()
=(1/2)fy R4 [j(x)dx] is shown in Fig. 4. The specthand

10+

L9

I(w), arb.units
(1Y)

I 'l ] [l )
0 2 4 I
@, meV 3. COUPLED ELECTRONIC ISLANDS

FIG. 4. Absorption spectrum of coupled wires for different voltagesv) Let us examine the spectrum of two square electronic

applied to the gated/; andV,: 1—0.05 and 0.452—0.02 and 0.523—0.2 . . .
and 0.7,4—0.4 and 0.9. Potential differencésv=V,;—V,=—-0.5V and islands coupled by a narrow negfig. 5. The widthb of the

I'=0.1 meV. The asterisks mark the low-frequency modes arising whe1€CK iS much sr_naller than the _Iengﬂ"c’f th? edge of the_
V,>0. square-shaped island. The entire system is covered with a
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dielectric layer of thicknessl and an uniform metal gate.
From the expressiofil) and the continuity equation we ob-

1
. o | 1nnRyIGy
tain

n,m

oW
bva CO[( ZUp) %

2 JR/Z-H)/Z dy
> on(r)=0, (5) X b2 Ynm(RY) =1
vp

wherev,= J4me?dNy/m* ¢ is the phase velocity of a plas-
mon andN; is the electron density, which is the same in all In the limit o—0 the term withn=m=0 in Eq. (7)

regions of the microstructure, including the neck. Here weplays the main role. Thus, taking into account only the first
neglect the damping of the plasmons. The boundary condierm in Eq. (7) we see that the spectrum in the limit
tion is vanishing of the component of the current perpendicub/R—0 has a low-frequency mode. The frequency of this
lar to the boundaryj-s<Vn-s=0 (s is the normal to the mode isQoz\/(2b/R)(v2p/Rw)<vp/R (b/R—0). The cur-
boundary. rent and density distributions in a low-frequency plasmon are
Let us examine first the solution of E¢p) for a single  similar to those shown in Fig. 3. This mode corresponds to
electronic island. For zero boundary, conditigns=0 the  an oscillation in which charge flows between the islands
solutions of Eq(5) for a single square island are the normal- through the narrow neck.
ized functionsy, m(X,y) =An m cosk.x)coskn,y), wherek, The problem can also be solved for the case of two disks
=mn/R, Kn=mm/R, n,m=0,1,2,.. .. Here we assume that coupled by a narrow neck. In this case the frequency of the
the origin of the coordinates is Iocated at the left-hand botfundamental mode i§),= \/(2b/7TRd)(V2/RdW) whereRy
tom corner of the square island. We describe the inflow ois the radius of the disk.
outflow of electrons from the neck into the island by intro-  |n closing, we note that the plasmon mode investigated
ducing a term on the right-hand side of the continuity equain the present paper, which results from charge transfer be-
tion, which we shall write down, for example, only for the tween electronic reservoirs is a characteristic property of
left-hand island—-iwesn+div j(r)=Jo8(x—R)f(y), where  weakly coupled microstructures. This mode determines the
Jo is the amplitude of the total current inflowing from the low-frequency response of the system. Its frequency
neck. The functionf(y) is normalized to 1 and is nonvan- satisfiesQy<w,, where wp are the characteristic plasma
ishing only in the intervaR/2—b/2<y<R/2+b/2. There- frequencies of individual wires or islands.
fore the functionJo6(x—R)f(y) describes the current cou- We thank W. Hansen, J. P. Kotthaus, and A. V. Chaplik
pling between the islands and the neck. The solution of thor helpful remarks.
continuity equation, taking account of the right-hand side,
can be written in the form

Vzb‘n(r)+ @

This work was supported by the Russian Fund for Fun-
damental ReseardiGrant 96-02-19556and INTAS.

5n(x,y) = nzm Bn,m'ﬂn,m(xvy),
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=(1/)[on(x,y)dy, averaged over the cross section of the gq 3(1086; G. Eliasson, J. W. Wu, P. Hawrylak, and J. J. Quiii.
neck. Taking account of the boundary condition on the cur- 60, 41 (1986.

~ ~ 5 B . . .
rent, we obtaind?n/dx2+ wzlvz n=0. The solutions of D. Rlch_ards, H. Ha_ken, D. Bangert, H. P. Hugnes, D A. Ritchie, A. C.
( p) Churchill, M. P. Grimshaw, and G. A. C. Jones, Solid-State Elec#on.

this equation are obvious(x)=sin(x), whereq= olvy. 203(1996.

Here we examine only the antisymmetric oscillations with 6A O. Govorov and A. V. Chaplik, Poverkhnost', No. 12(11987.

nonzero dipole moment along theaxis of the system and
zero dipole moment along the axis. The equation for the

frequencies is found from the continuity of the functioms

andT at the points where the neck joins the islands. The
Translated by M. E. Alferieff

result is

"F. R. Frank, W. Hansen, A. O. Govorov, J. P. Kotthaus, and M. Holland,
in Proceedings of the 12th International Conference on Applications of
High Magnetic Fields in the Physics of Semiconductt¥&irzburg, Ger-
many, 1996, edited by G. Landwehr and W. Ossau, World Scientific,
Singapore, 1997, Vol. 2, p. 677.
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Effect of deformation on spin splitting in quasi-2D hole systems
V. E. Bisti
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Russia
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Fiz. Tverd. Tela(St. Petersbung40, 546—549(March 1998

The effective Hamiltonian for holes in a 2D channel with in-plane uniaxial deformation is
obtained. Two-dimensional channels on a Si surface are studied in the approximation of a
spherically symmetric valence band and on theé0 and (110 surfaces taking account

of the cubic symmetry. It is shown that the shift of the positions of the beats of the Shubnikov—de
Haas oscillations that is linear in the deformation is due to the nonequivalence of the
compression—tension axis and the direction perpendicular to it in the plane ¢hlhesurface.

© 1998 American Institute of Physids$$1063-783%8)03303-4

It is well known that in systems without a center of compression—tension axis must not be equivalent to a direc-
inversion the spin—orbit interaction should remove the spirtion perpendicular to it in the plane, as, for example, for the
degeneracy in the electronic spectrum kat 0.1 Examples (110 surface.
of such systems are quasi-2D channels in silicon MIS struc-
tures, heterojunctions, and asymmetric quantum wells based
on GaAs. Observations of the Shubnikov—de HéglsdH 1. EFFECTIVE HAMILTONIAN AND THE SPIN SPLITTING
oscillations are used to study the spin splitting of the levelsOF HOLES IN A TWO-DIMENSIONAL CHANNEL IN
Spin splitting results in phase interruptidgbeats in these  THE PRESENCE OF AN IN-PLANE UNIAXIAL DEFORMATION
oscillations, as has been shown experimentatlyand
theoretically for both electrons in GaAs heterojunctions and
holes in Si MIS structures. In Ref. 6 an effective two-
dimensional Hamiltonian for holes in an asymmetric quan-
tum well was obtained and a spin splitting proportionakto
was found. The behavior of the ShdH oscillations under,
uniaxial tension or compression along ff@®1] axis in the
plane of two-dimensional hole channdld10 surface in
silicon field-effect transistors was studied experimentally in
Ref. 7; a shift of the position of the beats that depends on th
sign of the deformation was found. An attempt has also beeﬁ
made to analyze these experiments numeriéally. H(k,H,e)=Ho(K)+ mogoZH-J+H(e)+V(z), (1)

In the present paper the effect of deformation in the
plane of a hole channel on the ShdH oscillations is studiedvhered is the spin-3/2 matrixk=k +eA/#c (A is the vector
analytically. An explicit form of the effective Hamiltonian Potentia), andHy(k) is the Luttinger Hamiltonian

Let us examine a system of particles with a degenerate
energy band (holeg described by the Luttinger
Hamiltonian®'° The holes are located in an asymmetric
guantum wellV(z) near the surfacéthe z axis is directed
along the normal to the surfacen addition, the system can
'ne placed in a magnetic fiel directed along the axis and
subjected to a uniaxial compression or tension alongxthe
axis along the surface.

The HamiltonianH(k,H,&) of the system in the basis
2) has the form

for holes in a 2D channébsymmetric quantum welis ob- P+Q -S R 0

tained under the condition that the in-plane deformation can R 0 R

be regarded as a perturbation. The following cases are stud- Ho(K)= — _ ?)
ied: @ deformation in the plane of the 2D channel in the 2mg | R* 0 P-Q S
approximation of a spherically symmetric valence bérel, 0 R* S P+Q

neglecting rippling; b) the plane of the 2D channel {400 _ o

and the deformation is along tfi601] axis; ¢ the plane of @ In a spherical approximation for the valence band
the 2D channel ig110 and the deformation is along the (¥2=7s) the elements of the Hamiltonian matrbdo(k)
[001] axis. The designations a—c for the cases listed abovBave the form

are used throughout this paper. P=y1(K2+Kk?), Q=y,(—2k2+k?),
It is shown that, besides a cubic term, the Hamiltonian )
contains a term linear ik that is proportional to the defor- S=2V3y,kk_, R=—V3ykZ,

mation. It is established that the correction to the Landau
levels that is linearly dependent on the deformation and
therefore the shift in the position of the beats in the ShdH  b) If the z axis is directed alon§100] and thex axis
oscillations arise only when rippling is taken into accountalong[001], thenP andQ are the same as in the spherical
and only when the surface symmetry is lower¢the  approximation(3),

ke =ketiky, K2=KZ+kJ. ©)

1063-7834/98/40(3)/4/$15.00 503 © 1998 American Institute of Physics
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S=2v3yzk.k_, andE,, for light and heavy holes, respectively, was used as
the zeroth approximation. The quasi-2D motion near each
R=— ﬁ[(yﬁ ya) K2+ (72— 73)K2 ] level is described by the effective 2D Hamiltonian
Hnam (kx ,ky ,H). Proceeding similarly, we obtain in pertur-
= —VByy(K2 + 5K2) (4) bation theory a Hamiltonian for the ground state of the heavy
_ - o holes in the presence of a deformation
where y,=(y,+ v3)/2 and6=(y2—y3)/'(y2+ ¥3)- 2 3
c) If z|[110] and x ||[001], according to Ref. 11, we Hop=Eqn(e)+ K2+ ZgonH,00+ Bon
have oh 2
P=y,(kK2+k?), 12 he 2
rlke k) || 5 R+j|So, — (Z—R*ﬂ So_|, (9
3yt K2t k2 3y3— 2 2 Mo Mo
2 2T Y28 v where o, oy, and o, are the Pauli matricesy.. = (o
Vo *ioy)/2,
37 )2 2 .
R=-v3| = K2+ y,k2— 2+ 21 yakyk, 1 1
Eon(e)=Eontp+a, = W()’fr Y2+ Yon),
S=2V3K,(ysky—i 72ky)a 5 on 0
wherey;, v,, andy; are the Luttinger parameters. 2 h? ,1(0h[k | m)|?

The termH(e) describes the effect of the deformation. Gon=9ok+ 3 Yon, Yo" ome & °Y* Egn—En

If the X, y, andz axes are the crystallographic axes, then
. (Oh|m){mlk, |0h>
ptg h j 0 ﬁOh— 2 (10
Eoh—Enm

h* p-q O j

H(e)= j* 0 p-q -h| (6)  For a triangular well withV(z)=2n.eZ¢, (ns is the two-

) dimensional density and, is the permittivity calculations

0 j* —h* p+q give
b - _ _
p:a(sxx+8yy+szz)v q= E(Sxx+8yy_2822)v Yoh 0.578y1=272),
s B’ =1V3y3Bon=(v1—272)*(ng/ns)*°x 0.644 10°° (cm)
——(iSXZ+8yZ), j:_7b(8xx_8yy)_id8xyv (7) (I']O=1012 Cm_z).
a, b, andd are constants in the deformation potentfalhe We shall consider the specific form of the energy levels

spherical approximation correspondsite v3b; the form of  in different cases.
H(e) does not depend on the orientation of the axes. In what @ Neglecting rippling and performing a unitary transfor-
follows H(&) will be studied only in the spherical approxi- mationHg,=U" H3,U, whereU =}(1+ o), the 2D Hamil-
mation. tonian assumes the form

We take into account exactly the dependence of the de- 52
formation on the applied stress. Stretching and compression H, = EOh(8)+
occur along th¢001] crystallographic axigx axis). For both

" 3 "
k2+ Egotha'z-i- B'joxk-n
Oh

7|[110] andZ|[100] the deformation tensor possesses three +B" X se-n, (11)
nonvanishing componentgi[ 110] &y, gyy, ande,,, where
i where  k={k(ki—3k?), —k,(k;—3kZ),00 and B’
— = — L 8 =h212mgv3y,8'. Here the linear term is of the same form
Eyy= €277 teyy, ’ 7 )
Ci1+Cis as in the Bychkov—Rashba case.

and Ci/]_ are the elastic constant®or Si C},=169 GPa and In the absence of a magnetic field the Hamilton{@n
C1,=65 GPa. Thenh=0 andj= —v3/2be(1+1). gives energy levels

In Ref. 6 the effective Hamiltonian of quasi-2D holes for 2

fi
the (001) surface in a magnetic field but with no deformation E3,= >m k= kB'\B"?k*+j?+2B"jk? cos 2p. (12
oh

was obtained using perturbation theory. The Hamiltonian

Ho(k,) +V(2), giving a set of doubly degenerate levéls, b) For the(100) surface the energy levels are given by
|
hZ
Edh= 5K kB JBPKH(1+ 6°+24 cos 4p) + 7+ 2"] (1+ 5)K? cos 2. (13)
Oh
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¢) For the(110 surface the Hamiltoniahl (k) at first is We shall analyze the effect of the deformation-
put into a diagonal form at=0, since the terms depending dependent term in the Hamiltonidf) on the Landau levels
only onk, are included in the zeroth approximation and arefor the three cases studied, assuming that it is small com-
taken into account exactly. The diagonal Hamiltonid(k) pared to the cubic term.

has a form similar to Eq(2) with the element®’, Q', S', a) The Hamiltonian(11) with j=0 has an analytical so-
andR’: lution, and the wave functions have the fory . Adding
P'=p S'=5 the termpB’j oxk-n does not give first-order corrections to
’ ’ the energy levels in a magnetic field.
/ Ya(3y3+ v,) b) For the (100 surface, rippling mixes the state,
Q'=- \/37§+ 7§k§+ T\/ﬁ and ¢y 4, Which once again does not give corrections linear
Y372 in j to the Landau levels. Therefore, in these two cases there
B 3y:(v-72)| ((3y3_ v2)(3y3+ 72) \(/)vfllltht;ebneoatdseformatlon-5|gn dependent shift in the positions
2V3v%-9% ) 4395+ 7% ¢) The anisotropy of thg110) surface “couples” the
states¢y and ¢+, Which leads to terms of the formgy in
N 3(yst ¥2)(v3— 72) K2 the wave function whef=0. Therefore, there arises a cor-
43v3+y5 Y rection AE}' to the Landau levels that is linear jn
N _(1_Svpriy-—1 1/2
re s PBYst ) o (7t 1) Byst o) AE{~(1-9)B' [Ny (N) (19
2\3y2+y2 " 4372+ 52 y (where\y=(ic/eH)?), leading to a shift in the positions

of the nodes of the beats in the ShdH oscillations that is

roportional to the deformation.
1 2i y3kxky). (14 Propor '

Next, an effective Hamiltonian of the forit®) is deter-
mined according to the scheme of Ref. 6 and gives the fol

lowing energy levels for the ground state of heavy holes: The results obtained for tha 10) surface agree qualita-

52 )’f 2 tively with the experimental data of Ref. 7 and the results of
E0h=—( +—y) *|Bonl VISIZ(R'+j)(R"* +]). numerical calculation®.Moreover, the analysis performed
2 \ Mo Moy above makes it possible to draw the new conclusion that the
(15 o -P g _
. . . _ shift in the positions of the beats that is linearly in the defor-
It is convenient to transfer the anisotropy in the term quamation exists only when rippling is taken into account and
dratic ink to the second term by a scale transformation  only as a result of the lower symmetry of thi10) surface.

Mo\ 1/4 M| 14 It is impossible to draw this conclusion from numerical cal-
0x 0x . . . . e
= ) , ky= kV'(m_ (16 culations. An analytical analysis also explains the sensitivity
0y 0y of the numerical results to the choice of the Luttinger param-
(for calculations using the potentié®) mo,/mq,~2). After  eters: The linear deformation-dependence of the position of

this, the anisotropy in the terni®’ is substantially smaller, the beats exists to the extent of the anisotrép9). The

and it can be neglected in the further calculations. Conguantitative discrepancy between Refs. 7 and 8 can likewise
versely, however, the anisotropy in tBeterms increases: be partially explained, aside from the differences in the Lut-

tinger parameters and the constants in the deformation po-

3. DISCUSSION

ke=k!

21,12
Eon~ A7k + B'K’ tential which are presented by in Ref. 7, by the influence of
2\mo,mg, the deformation arising as a result of the difference between

the thermal expansion coefficients of Si and St This

hydrostatic tension with characteristic stress 0.1 kbar in the
17) plane, which is equivalent to a compression along(tt)

axis, leads to a correction in the Hamiltonidife) given by
(6), whereq= —be,(1+2t)=A~5 meV. The distance be-
tween the subbands and, in consequence, the spin splitting

In a magnetic field the energy levels can be found anadétérmined by the coefficie’, changes. When anisotropy

lytically for an isotropic 2D Hamiltonian in the case of only IS taken into account, a term linear knalso arises, but the
the lineat or only the cubié term responsible for the spin magnitude of this term is much smaller than that of the term

splitting. The wave functions then have the fog (for arising as a result of applied external stresses, and for this

X (o€ ¢+73 sir? ¢)(B"2Kk'*+j2+28"jk'2 cos 2),

5=(2/73)%(Mgy/Mg,) ~0.1<1.

2. EFFECT OF DEFORMATION ON THE LANDAU LEVELS

linear splitting or ¢, (for cubic splitting, where reason it cannot play a large role in the explanation of the
experiments of Ref. 7.
Aun-1 Cuy-3 ,
XN:( ) ¢N=( ) (18) | wish to thank S. I. Dorozhkin and V. M. d&l'shten
Buy Duy

for helpful discussions and his unflagging interest in this
(uy is a harmonic oscillator function work.
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Localized optical phonons in GaAs/AlAs superlattices grown on (311)A and (311)B
surfaces
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A study is reported of optical vibrational modes[Bil1]-grown GaAs/AlAs superlattices. An
analysis of theTO andLO localized modes observed in IR reflectance spectra showed

that the difference between tiigD andLO mode frequencies in superlattices grown on (211)
and (311PB surfaces is due to the different localization lengths of these modes. The
dispersion of transverse optical phonons in GaAs derived from IR reflectance spectra is in a
good agreement with Raman scattering data. 1998 American Institute of Physics.
[S1063-78348)03403-7

(311)-oriented GaAs/AlAs superlatticéSL) with aniso- IR spectra were obtained at 80 K with a Bruker IFS-
tropic electronic and optical properties have recently beerdi13V IR Fourier spectrometer equipped with an Oxford In-
made'~® The anisotropy was found to be due to surfacestruments cryostat. The resolution was 0.5 érthroughout
faceting? At the same time recent Raman studies of thesghe spectral range covered. We analyzed reflectance spectra
SLs did not reveal surface facetiigVhile a large number of measured at normal incidence together with those taken in
papers dealing with electronic properties (@fL1) SLs are
presently available, there are only a few works devoted to
investigation of optical properties’

This work presents a study of the vibrational spectrum of
(311)-oriented GaAs/AlAs SLs by IR Fourier spectroscopy.

The lowering of symmetry of311) SLs compared to the
[100]-grown SLs interferes with identification of the vibra-
tional modes localized in SL layers and gives rise to optical
modes in(311) SLs which may have either pure transverse
(A") or mixed, longitudinal/transversé\(), charactef. Be-
sides, surface faceting in (314)SLs with a 32-A period
may result in splitting of localized vibrational modes. Ac-
cording to the selection rules, all mod@s’ andA”) can be
IR-active. The wave number of the localized modes can be
defined as

Om=mm/[(n+6)d], &)

R, ard. wnits

wheren is the number of monolayerd=a/+/11 is the thick-
ness of one monolayer in t}&11] direction,a is the lattice
parameter in th¢100) direction, andm is the number of the
localized mode. The parametér describes penetration of
localized modes into the neighboring layers. The assignment
of mixed localized modes with small wave numbers is sim-
plified by the corresponding localized modes being either
LO or TO polarized’

We studied (GaAs)/(AlAs),, superlattices (where
n=7, 10, 12, 28 andn=7, 16, 17, 24 monolayergrown
simultaneously on (313 and (311B surfaces. The layer 420 w0 3(}0
thickness was chosen so as to ensure optimum conditions tc Weve number , cm-—1
observe optical phonon localization in these layers. The

thicknesses of the GaAs and AlAs layers were monitored beG. 1. Experimental IR reflectance spectra measurgdpnlarized light in
T . . e AlAs LO phonon spectral range(a (100 superlattices: 1—
RHEED oscillations using SLs grown in the same process o%taAgnl(AlAs)w 2 (GaAS, /(AIAS);, 3—(GaAs, /(AlAs);: (b0 for

(100GaAs substrates. The number of layer sequences Wage (311 and (31B superlattices, respectivelyi—(GaAss/(AIAS),4,
100. 2—(GaAs,/(AlAS),;, 3—(GaAs, /(AlAs),.

1063-7834/98/40(3)/3/$15.00 507 © 1998 American Institute of Physics
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R, &rb. units

370 J6o 350
Wave number , cm-7

FIG. 2. Experimental IR reflectance spectra of (31XpaAs/AlAs (solid
trace$ and of (311B GaAs/AlAs superlatticegdashed tracgsneasured at
normal incidence in the AIAsTO phonon spectral rangel—
(GaA9,5/(AIAS),,, 2—(GaA9,/(AlAS),7, 3—(GaA9o/(AlAS)6.

p polarized light at an angle of incidenae=70°. Normal-
incidence spectra permit observationTdd phonons in SLs,
whereasp polarized spectra reveal al&® phonons due to
the effect of Berremaf.

Figure 1 showsp-polarized spectra of (314) and
(311)B SLs together with spectra ¢100) SLs measured in
the spectral range containing AIAsO phonons. The fea-
tures identified by arrows correspond to th® modes lo-

Milekhin et al.

dR/dYy , arb. units

270 265 260

275
Wave number, cm~7

FIG. 3. Experimental IR reflectance spectra of (31X3aAs/AlAs (solid
traces and of (311B GaAs/AlAs superlatticegdashed tracesneasured at
normal incidence in the GaAsTO phonon spectral rangel—
(GaA9,g/(AlAS),,, 2—(GaA91,/(AlAS),7, 3—(GaAs, /(AlAs);.

vibrational TO modes in the (311 SL relative to the cor-
responding modes in the (318)SL.

In order to determine more accurately the frequencies of
the GaAs-localized O modes, we analyzed the derivative of
the reflectance spectrdR/dv, for the (311A and (311B
SLs(Fig. 3). The minima identified by arrows correspond to
odd localizedT O; modes, because only these modes are ac-

calized in the AlAs layers. As seen from Fig. 1, the funda-tive in the IR spectra of the SL@&s a result of the nonzero
mental mode frequency in all SLs decreases with decreasindjpole moment The high-frequencyf O, mode corresponds
AlAs layer thickness as a result of AlAs phonon dispersion.to the bulkT O phonon frequency in the GaAs substrate. The

Moreover, the reflectance spectra exhibit higher-oild®g

dependence of the localiz8tD mode frequencies in (314)

modes, which confirms the high crystalline perfection of theand (311B SLs with different layer thicknesses on the cor-
samples. We detected, however, neither any significant difresponding wave numbers given by Eg) is shown in

ference between the spectra of {190 and(311) SLs nor
an additional splitting of the localized modes in (3AI$Ls,

Fig. 4. The parametef was taken equal to unity. We do not
see any substantial difference between the SLs grown on the

which would be an indication of phonon localization in the (311)A and (311B surfaces.

narrow and broad parts of the faceted layer. The change in  We note also that the (31A)and (311B GaAs/AlAs

the vibrational mode frequencies in SLs of different thick- SLs studied in this work did not reveal any in-plane optical
ness is due only to different localization length of the corre-phonon anisotropy when the sample was rotated about the

sponding vibrational modes.

growth axis at a fixed light polarization. As possible reasons

As already mentioned, SL reflectance spectra taken &br the absence of anisotropy one could suggest segregation

normal incidence carry information ohO phonons. Figure
2 displays reflectance spectra of the (3A8nd (311B SLs

exhibiting fundamental O andTO* modes localized in the

AlAs layers which were grown on the (31A)and (311B
surfaces, respectively. As in the case loD phonons in

and interdiffusion of atoms at interfaces, which depend es-
sentially on sample growth conditions.

Thus, we have studied optical localized vibrational
modes in (311A and (311B GaAs/AlAs superlattices by IR
Fourier spectroscopy. The GaA%) phonon dispersion in

AlAs, we did not observe any change in the frequency of(311) superlattices derived from IR spectra is in good
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FIG. 4. Wave number dependence of the localiZ&€d mode frequencies
measured fo1) (311)A and (2) (311)B superlattices with different layer
thickness. Shown for comparisécurve is the GaAsT O phonon dispersion
in the (100) direction;(3) Raman scattering data.

Milekhin et al. 509

agreement with Raman scattering data. The experimental
data do not reveal any optical anisotropy which could be
induced by optical phonon localization as a result of surface
faceting.
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Effect of Coulomb correlations in a variable-valence impurity system and phonon drag
on the thermoelectric constants in two-dimensional systems
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The temperature behavior of the longitudinal Nernst—Ettingshausen coefficient in 2D systems is
studied theoretically taking account of phonon drag and Coulomb correlations in a system

of mixed-valence impurities at low temperatures. It is shown that the effect changes sign at the
transition from entrainment to scattering by a correlated system of impurity centers. A

sign change does not occur in the case of scattering by randomly distributed impurity centers.
This temperature behavior of the Nernst—Ettingshausen coefficient is due to the radical
rearrangement of the impurity system as a result of strong Coulomb correlations present in a
system of impurities with mixed valence. As a result, the character of the scattering of charge
carriers by the correlated system of charge centers changes substantiallp98cAmerican

Institute of Physicg.S1063-783#8)03503-3

In Ref. 1 it was shown that in both HgSe:Fe fims andin  As the 2D system we shall study a quantum wWelW)
HgSe—HgSe:Fe multilayer structures, grown usingof width W. For simplicity, we shall assume that the well is
molecular-beam epitaxy, the mobility of itinerant charge car-infinitely deep. In this case the wave functions of the 2D
riers increases with decreasing temperature, the increagdectrons have the conventional form
amounting to several factors. This effect, discovered earlier 1
in an investigation of bulk HgSe:Fe crystals, had been shown  #,(R;,z)= ¢ (R;,zj)= Wexp(ikRj)qaL(zj).
in a number of works™ to be due to the scattering of itin- x=y )
erant carriers by a collection of charged centers as tempera- ] .
ture decreases, if the density of the centers is such that the Hereé¢.(2) is the envelope wave function,

Fermi level is stabilized at an impurity level located in the 2\ 2 Lz L« W W
conduction band. The impurity centers form a system where  ¢.(Z)) = (V_V) sin W+ - Ze|— 5;—},
the Coulomb repulsion between the charged donors leads to
strong correlations in their spatial arrangement, which is the R=(x,y), »=(k,L), L=1.23..,, ()
reason why the scattering of the itinerant charge carriers b¥,q| characterizes the number of the size-quantized level
them is appreciably weakened. that can be realized in the QW.

It should be noted that “anomalous” dependendesth We shall assume that the dispersion law of titecdn-

temperature and concentrationave also been observed in gyction electrons is quadratic and isotropic
an investigation of transport coefficients arising from the 22 2 42
presence of temperature gradients in the experimental , __  _"*® - E —El2 En=' " (3
sampled. v= EkL Lo Bi=RolS Bo=5o (3

It is of interest to study the thermomagnetic coefficientwhereEL is the energy of the size-quantized level ands
(TMC) at low temperatures in 2D systems with a mixed-the electron effective mass. We note that neither the finite
valence impurity, where the effect due to spatial correlauoruepth of the QW nor the nonparabolicity of the conduction

in a system of impurity centers will be strongest. In so doing,hand results in any qualitative changes in the calculations.
it should be kept in mind that together with scattering df 2

electrons by impurity centers, the behavior of the TMC at
low temperatures is also determined by other effects, for exl. CALCULATION OF THE ELECTRONIC COMPONENTS OF
ample, phonon drag of electrons. The contribution of thelHE THERMOELECTRIC POWER

latter effect to the conductivity is negligibly small but it can We start from the fact that the longitudinal NE coeffi-
dominate the behavior of the TMC. cient Aa(H,T)=a(H,T)—a(0,T) at low temperatures is

In the present paper we shall examine the longitudinaljetermined by the sum of the electronic and phonon compo-
Nernst—EttingshauseXNE) effect in a classically strong nents

magnetic field for 2D charge carriers at low temperatures.
Together with scattering of the 2D charge carriers by a cor-
related system of impurity centers, we shall also take accounwhere the indices andp refer to the electronic and phonon
of phonon drag of electrons. components of the transport coefficients.

Aa(HT)=Aa(H,T)+Aay(H,T), 4

1063-7834/98/40(3)/4/$15.00 510 © 1998 American Institute of Physics
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In the case of a 2D gas the expression for the electroni&imple calculations give for the relaxation time

component can be easily obtained by generalizing the well- 167N(FE ) We
known expressions for the thermogalvanomagnetic coeffi- 1= > FMC,
cients for a 3D electron gds, fikeb
a(0,T)=C(1+P), M :fl 2S(szx)
© Jo QS 2u£
(HT)=C|1+— = " 2ke [1=¢]
a ’ = 1+v f V=wWT,
q 59.W
_[dLn7  wko koT i Qs=§, b=1+ 4—;2. (10)
e B e S T ®)

It should be stressed that the specific nature of the QW

Here k, is Boltzmann's constante is the cyclotron fre- that we are studying is such that the scattering centers are
quency e is the electron chargesis the total relaxation time 10cated in the QW. The average distance between them is
of 2D electrons, ané is the Fermi energy. much smaller than the width of th_e QW. In this case, the
We shall treat the R8+)—Fe&2+) impurity system of ~Structure factor can be expressed in terms of the pair corre-
iron ions in the QW as a binary alloy consisting of chargedlation functiong(r) for Fe&(3+) ions?
Fe3+) and neutral F@+) centers. We confine our attention
below to scattering of electrons only by pairs of
Fe(3+)—Fd3+) ions distributed in a correlated manner. This 2. CONTRIBUTION OF THE PHONON COMPONENT
case is of greatest interest.
We represent the relaxation time ofl 2lectrons in the
Born approximation with respect to the interaction with scat-"€"
terers in the form

We shall now calculate the component due to entrain-
t effects. We represent it in the fdtm

k
ap=— g (TR AR+ (RY (AR,

AN
-1_ 2 2
rle s 2GSV, f(e)

v U=(rR)>+(mwR)?, R=[m(1+0v?)] L (11)
X[1—=1f(e,)]6(e, —¢,), Here the bracketéA) are defined as
| V/:<V’|eiqr|y>_ (6) (A)z% xkz(s) —%)A(s)ds. (12)
Here V4(z) is the Fourier transform of the potential of an 0
ionized impurity located at the poirf, For a strongly degenerate 2D electron gas the expression
) (12) can be represented in the form
Ve(z) 2mec F(q,z) @) )
aZ)=— d
X 9+aF) (A)=Aer) + 755 (K(2)AE))omep,

x is the permittivity of the medium(QW), g5 *=ry is the
screening radius) is the A-electron density, anfl(¢) is the

w2 1
- 2_7
Fermi distribution function. Next, following Ref. 6 we have LA (koT) mn’ (13

(W el The quantityA, determines the contribution of phonon drag
F(a,z)= fo ¢*(2)e” 1 He(z)dz, and will be determined below.
Using the definition(12) and Eq.(13), the expression for
the phonon component can be represented in the form

F(a)= f f lo(2)2e 97 2 o(2)PdzdZ.  (®) : i
ao(H )= |{A+7T (koT)* (as)

In the linear approximation ix, to which we confine
our attention, we havé=(q)~1+5x/472, while F(q,z)
~1.

The degree of the spatial correlations in the system of
charged iron ions is determined by the structure fa&{ay),
which depends on the iron concentration and temperature. Thus, the final expression for the longitudinal NE coef-
For randomly distributed impurity cente8q)=1. ficient following from Eqgs.(5) and (14) can be represented

The matrix element in the expressién can be rewrit- as
ten in the fornf

EF e=gep

P

X
1+ 1+v

2 ] - (14)

_ _ _ A(HT) = 72 KGT Po? koT [ 9A, 15
(V'€ ny=(K |€UT k(L [€92L), qu=(ac.ay), A=y | e | 19
S—EF
3 . .
2 (L’ |e|qzz||_>|2_j <p,_(z)dz— (9) We shall now find the phonon drag in the case _of a 2D
- 2° system. We assume that the phonon—phonon collision fre-
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qguency is much higher than the frequency of collisions be-
tween phonons and charge carriers. In this case phonon re-
laxation is determined mainly by scattering of phonons by
one another. This makes it possible to introduce a relaxation
time 7,(Q) for long-wavelength acoustic phono(® is the
phonon wave vectgr In this approximation the nonequilib-
rium phonon distribution functioiNg can be found from an
independent equation for the nonequilibrium phonon distri-
bution function. When the temperature gradient is directed
long thex axis, the statistical drag force can be represented
in the conventional form 0

151

I
2/ _——T § 10
Fp=—Au(e)V,T, (16) ; T.K
where -5F
0
k-k’ FIG. 1. Tem itudi _Ett
p .1 perature dependence of the longitudinal Nernst—Ettingshausen
p(S)— 2 W(Q)Tp(Q) dT (1_ _2_k o(eyr coefficient (“hard-sphere” approximation 1—drag contribution, 2—
O contribution of scattering by the impurity syste8-resulting contribution.
_Sk)‘sk’,kJrQL- 17

Herev, is the group velocity of the phonor@L is the wave
vector of a phonon in theay plane, N is the equilibrium
phonon distribution function, and

As one can see from the expressi@z2), the integral oven
diverges at the upper limit at=2kg. This divergence can
be eliminated by, for example, taking into account inelastic

electron scattering processes.

Thus, to calculateA «(H,T) numerically it remains to
find the energy derivative of the expression determined by
Eqg. (22). Simple calculations give

2

W(Q)= J%(ay),

2
Jz(qz)=f ¢*(2)exp(iQ,2)dz . (18)

A/ —A 1 X2k|: \]1_\]2
p(SF)_ p(SF) T er 2er  J

@ e F(X)
fDdf 0 e

(23)
We note that the squared matrix element appearing in

the expressior(18) determines the phonon contribution in Here

the dependence on the parameters of the ¥Q%dr narrow

QWs it equals 1 for all values @,, while for wide QWs it

equaIsZ—éQZ,o. For QWs with infinitely high walls it

equals . FOY)
i J — quy F

J%(q,) =72 sir? u/l[u?(u>—w?)?], u=q,W/2. (19 =, YT

We shall assume that the long-wavelength phonons at o ok F(X,Y)
low temperatures relax mainly by scattering at the bound- Jz=x2ka Ddyf i PIVCR I a5 dX,
aries of the sample 0 o (Xg. X))

rot=vplL, (20 xp = 2Toke o _0pG0

2kp koF ’ D kOT ,

wherelL is the size of the sample.
Switching in Eq.(17) from summation to integration, we
obtain

Ap=Df dqzzf (g2

2 2\1/2
X2(X2+y2)e(x +y°)

(e(x2+y2)l/2_ 1)2

Jp is the Debye wave vector, and,,~kgT.
The expressionél5) and(23) make it possible to calcu-

F(x,y)=

(—kq cos®) 92 late numerically the contribution of phonon drag to the lon-
+qz)qdqf W&(kq cos U+ )dﬂ gitudinal NE effect. The conputational results obtained for
the longitudinal NE coefficient using the following param-

WElTp eters are presented in the figurést=90 A(E,=64 K),

y=hwol2kyT, D= (2)  H=2kOe, v,=3x10° cm-s'}, m=0.06T, (M, is the
mass of a free electrgpandE, =7 eV. Figure 1 displays the
temperature dependence of the longitudinal NE coefficient,
calculated assuming that the Coulomb correlations in a
mixed-valence system at low temperatures have reached
their maximum magnitude and the degree of ordering in the

impurity system does not change with temperat{ffeard-

2 (k Tz)hk2(277)3'

After integration over angles, the expressi@®1) assumes
the form

2k
Ap=DJ oquzJ0

(6%+03)0?
sH(y)[(2k)?~

2]1/2dq (22
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interval investigated. In examining this case, it should be
kept in mind that the correlations in the system of charged
centers change with temperature(“soft-sphere”
approximatior). As one can see, the effect changes sign
even in this case. However, as the temperature increases fur-
ther, the effect diminishes as a result of weakening of the
correlation in the impurity system—increase of chaos in the
impurity system.

We note that in the case scattering by completely ran-
domly distributed impurity centers the effect remains nega-
tive right up to temperature$~30 K. The effect changes
sign when the charge carriers are scattered mainly by acous-
tic phonons.

_4_

FIG. 2. Temperature dependence of the longitudinal Nernst—Ettingshausen This work was Squorted by INTASSrant 93-365Y.
coefficient (“soft-sphere” approximation 1—drag contribution, 2—
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Electron spectrum in a quantum superlattice with cylindrical symmetry
N. V. Tkach, I. V. Pronishin, and A. M. Makhanets

Chernovtsy State University, 274012 Chernovtsy, Ukraine
(Submitted July 17, 1997; resubmitted September 30, 1997
Fiz. Tverd. Tela(St. Petersbupg40, 557—-561(March 1998

A guantum superlattice with axial symmetry, a heterostructure in which two semiconductor
materials in the form of coaxial wires with a nanosize cross section are in contact with one another
and form a periodic structure in the radial direction, is studied. It is shown that the electron
energy spectrum consists of alternating allowed and forbidden bands. The electron dispersion law
is studied for different values of the period of the potential, thicknesses of the semiconductor
layers, and radius of the inner crystal of the system. It is shown that the coherent electron effective
mass of the quantum superlattice is a tensor: The longitudinal component is close in value

to the electron effective mass of the semiconductor material characterizing the quantum well of
the superlattice and the radial component depends strongly on the period of the potential,

the thicknesses of the coaxial semiconductor layers, and the core radius of the heterosystem, taking
on positive or negative values in different allowed bands. 1898 American Institute of
Physics[S1063-78318)03603-X

Nanosize heterogeneous semiconductor systems are irproduces for an electron a periodic radially symmetric field
portant objects of research in solid-state physics in connedFig. 1b); the energy is measured from the top to the bottom
tion with their possible applications in the components ofof the potential well
next-generation computers and in laser technology. Investi-
gations of quasi-1@quantum wiresand 0D(quantum dots U(p)= Uo, potpPL<p=potatpl,
heterostructures are o_f great intereStsince uniqug pptical P 0, p<pg, potatpLspspyt+(p+1)L,
and transport properties that are not characteristic of bulk
crystals can be observed in these systems. p=0,12... . 1)

In the overwhelming majority of the studiés®’ the . o .
guasiparticle spectra in simple heterosystems—a semicon- The period of the potential ik =a+b, wherea is the

ductor nanocrystal of definite geometry inserted in a dielecyvidth of the barriermaterial 3, b is the width of the quan-

tric medium—were investigated experimentally and theoreti-itgg;;A(/?r:!tr;?;?;allr?’ezr;ﬂp r%éfji?r?w fndI:ISecot:;zeismcl:;Ztl-er-
cally. It is obviously of interest to investigate the :

guasiparticle spectra in inhomogeneous semiconductor he'tz-ed by an effective mass, so that

erostructures consisting of cylindrical quantum wires, one w1, pot+plL<p=po+a+plL,

inserted into another and forming a periodic structure in a  w(p)=

plane perpendicular to the axis of the system. Since such a

system has a nanosize radial period, it is an axisymmetric p=0,1.2 @)

guantum superlattice with specific properties distinguishing R

it from 3D analogs. A spherical heterostructure with several  Because of the dependeneé), the variablep andz in

semiconductor layers CdS/HgS/Cd$TH has now been the Schrdinger equation do not separate, so we shall use

achieved experimentalf/so that the development of a cy- perturbation theory to solve this equation. We represent the

lindrical quantum superlattice is entirely realistic. Hamiltonian of an electron in a cylindrical coordinate system
Our objective in the present work is to investigate thegs

electron spectrum in an axisymmetric quantum superlattice

whose radial period contains two semiconductor materials in -~ H=Hq(p,¢,2)+AH(p,2), ©)

contact with one another.

M2, P<pg, potratpLsps<pe+(p+1)L,

where the unperturbed Hamiltonian is

. h? 1 1 4
1. QUANTUM CYLINDRICAL SUPERLATTICE Hp.0.2)=~ (Vp'¢u(p) re L 92 +U(p),
We shall investigate a heterosystem in which two semi- @
conductor materials in the form of coaxial wires with a nano-and the perturbation is
size cross section are in contact with one another, forming a 5 5
periodic structure in a plane perpendicular to the axis of the ¢y ) _ h® (i_ i) a 5
system(Fig. 13. Such a cylindrical quantum superlattice ' 2 \ulp) w9z

1063-7834/98/40(3)/5/$15.00 514 © 1998 American Institute of Physics
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FIG. 1. Geometry of a cylindrical superlattic® and the potential energy of

an electron in the superlattice as a function of the ragids).
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m> . (13

Since the potential energy(p) is a periodic function
(with periodL), the radial Schrdinger equation is invariant
with respect to all translations that are multiplesLof

U(p+L)=U(p), p—p+pL, p=123.... (19

According to the Floquet theorefrthe radial wave func-
tion of an electron in the region of periodicity of the potential
p=pg has the form

Wom(p+pL)=ePI W (p), (15

u(p) ﬂ'1

whereq is a real number, whose values lie in the interval
—a/L<q=<w/L. The relation(15) is possible only if

\an(P):eiqpfnmq(P)1 (16)
wheref,(p) is a periodic function, i.e.,
fnmq(P):fnmq(P'H—)- 17

On this basis and using the solutions of the radial Schro
dinger equations for the corresponding regions of the hetero-
structure and boundary conditions, which require continuity
of the radial wave functions and their flux densities at the

— 1
p=glat mr). ®  poundaries of the regions
From the Schrdinger equation YomdPp) =Ynmp+1(Pp), (18
{Fo(p,¢,2) = B Wi p,#,2) =0 (7 P SN 9
we determine the energy spectrum and wave functions of the p dp il Pp fipeq dp  "MPHIPR
electron in the zeroth approximation we obtain the radial wave function in the form
h2K? Agd . p<po,
EO —Ennt ®) oJm(@p), p<po
2u Iyljm(ap) + 12Ky (ap),
: v = | potpL=sp=pyta+pl, 20
Volpie. 2= (2m) W merkoy ()@ T Al X ’ 20

where n=0,1,2,... is the radial quantum numben=0,

L3lim(Bp) +T'aNjm(Bp),
potat+plL<p<py+(p+1)L.

+1,£2,... is themagnetic quantum numbek,is the qua-
simomentum of an electron in the longitudinal directi&g,; In the expressior{20) Jjm(p) and Njy,(p) are Bessel
is the energy spectrum of the radial motion of an electronfunctions of the first and second kindsy (p) and Ky (p)
T.m(p) is the radial wave function, anid is the length of are modified Bessel functions, alg (i=1—4) are coeffi-
the main region of the wire along thez Gxis. cients determined from the system of equati@® and(19)

The energy of an electron in the first approximation is and are not presented here because of their complexity; the

quantities
(1) g0 4 "
Ervni= Enm (NnMKAH|nmK). (10) a=an =t~ 2uy(Ug—Enr.
After manipulations, the relatiofL0) assumes the form
IBEﬁnm:ﬁ_l\/ZMZEnm (21)
21,2
EL =E% -+ ﬁ (11)  determine the spectrum of the system.
2 The normalization of the radial wave functidq@0) de-

Here u, is the longitudinal component of the coherent effec-termines the coefficiend,
tive mass of an electron in a quantum cylindrical superlattice

© —-1/2
in the first approximation, Ag= f |V m(p)|2pdp (22
B 0
anﬁ, (12 We represent the solutions of the radial Schinger

equations for the corresponding regions of the heterosystem,

where taking account of the relationd5), in the form
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Aodim|(Bp),
A1l jm(ap)+B1Ky(ap),

Vom(p) = AZJ\ml(ﬁp)+B N\m\(,BP)y
oidt| A I m( po)I
lll ‘(ap) \m\(a’P)
wherep,=pgo+a andp,=pg+L.

Applying the boundary condition€l8) and (19) for the

wave functiong23),b we obtain a system of linear homoge-

neous equations for the coefficiemds and Bs (s=0,1,2)
and the dispersion equation

F(Enm)=cogqlL) (24)

for determining the energy spectrum, where the funclida
given by the expression

F(Enm)
M[[Jlml(/gpz)N|m|(ﬂpl) Nim((Bp2)djm(Bp1)]

\m\(apz)
|(01P2)

lm (@p2) Kjmj(@po) 1
Ir,n(CVPz)
lim|(@p2)
+[Im/(BpN[m(Bp2) = Nim(Bp1) Ijm(Bp2)]
X[Hm(@po)Km(ap1) = Kim(apo)l|m(ap1)]

—Km/(ap)ljm(@po)

K18 ’ ’ N ’
+M2a[3\m\(BP1)N\m\(,3P2) N(m|(BP1)Ijm|(Bp2)]

X[Hm(@p1)Kjm(apo) = Kim(ap1)ljm(apo)]

+ 2 Kinftapo)lfnap) %
~lim|(@po) K (@p1) 'mEaZZ; [Jjm/(BpN|m((Bp2)
—N|m(,3P1)J|m|(ﬁpz)]} (25)
If
[F(Enm)|<1, (26)

Eq. (24) possesses real solutions, and the endfgy is a
function of the quantum numbey;, which plays the role of a

radial quasimomentum. In the opposite case, band gaps appy=

pear. As a result, the electron energy spectiyp consists
of alternating allowed and forbidden bands.

Tkach et al.
P<po,
PoSpP<p1,
P1SP<p2z,
Kim/(@po)
B Kim(ap)|, p2<ps<pzta, (23
YKim(apy) I
I
2. DISCUSSION

We choose as the materials for the structure, which is
periodic in the radial direction, semiconductors that are
widely employed by experimentofscdS (material 3, HgS
(material 3, and a cubic face-centered modificatig®). The
parameters of these crystals are as follwg=1.2 eV, the
electron effective masses awg = ucqs=0.2 wo, m2= tgs
=0.036 1y, Whereu, is the electron mass in vacuum, and
the lattice constantsc;=ccys=5.818 A and c,= Chigs
=5.851 A.

Let us now analyze the electron energy spectrum in a
CdS/HgS cylindrical superlattice with a nanosize radial pe-
riod. The electron dispersion la,,(q) in this heterostruc-
ture with m=0, fixed radius of the inner crystédHgS) pg
=20c,, and different thicknesses and b of the semicon-
ductor layers is displayed in Fig. 2. The heterosystem is
characterized by a barrif of finite height, so that a finite
number of allowed energy bands exists in the quantum well.
The series of curves in Fig. 2 with fixed, starting with the
lowest curve, correspond to values of the radial quantum
numbern=0,1,2 ... . Forsmall values ofb there is one
allowed band in the energy range<®&,,<U, (ground
state—n=0, m=0). The energy of this band is determined
by the dimensions of the HgS well. The next allowed band
appears in this region as the widthof the HgS potential
well increases and the width of the CdS barrier decreases,
and it shifts monotonically in the direction of the bottom of
the well, broadening as it does so. The larger the dimension
b of the HgS well, the larger the number of allowed bands
present in it.

The investigations show that the longer the petiodf
the potential, the larger the number of allowed bands present
in the energy range 9E,,,<U, is.

One feature of the bands displayed in Fig. 2 is that the
functionsk,,(q) at the bottom and top of each band satisfy
dE,m/dg=0 and d?E2,/dg?+0. In the allowed bands,
which correspond to the guantum number
n=0,2,4... (n=1,3,5...), thecurvature of the function
E.m(q) is such that the radial component of the electron
effective mass in the quantum superlatticeherent staje
Mnm @SSUMeES positivénegative values. These features are
characteristic of all allowed bands of the system.

Figure 3 shows the enerds,,, as a function of the radial
wave numbeig with m=0 and fixed period of the potential
L=a+b, a=1c,, andb=9c, for different values of the
radiuspy of the inner HgS crystal. For this value bfand
0 (Fig. 3a two allowed electron energy bands exist in
the HgS quantum well of the superlattice: the ground state
(n=0, m=0) and an excited staten=1, m=0). The ener-
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FIG. 2. Dispersion law of an electron with=0, po=20c,, and different
widths of the barrier and quantum welk—a=6c,, b=4c,; 2—a=3c,,

b=7c,; 3—a=2c,, b=8c,; 4—a=0, b=10c,.
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FIG. 4. Radial component of the electron effective mass in the superlattice
versus the radius of the inner crystal=0 (1-3) and 1(1'-3'). L=1c,
+9c¢, (1,1'), 2¢,+8¢, (2,2), and X, +7¢, (3,3).

gies of these states are constant over the entire Brillouin zone

(energy levels and an electron in them is characterized by

an infinite effective masg.,,,. The dimensions of the core Magnitude the limiting valuegt po=1c, and 3@,) of the
of the heterosystem strongly affect the width of the allowedelectron effective masseg,,, of the quantum superlattice

bands, the curvature of the dispersion ld&y.(q), and
hence also the electron effective masg,. As pg increases,

are. ForL=1c;+9c, (curvelin Fig. 4) unn, in the electron
ground state decreases fromy=0.2uqy (at pg=1c,) to

the boundary of the cylindrical surfaces becomes increasténm=0-1 10> u, (at pg=30c;) and remains practically un-
ingly rectified, both bands broaden, and the radial componerfihanged apy increases further. Abo~30c; up 0 po—

of the electron effective mass decreases. Figure 4 shows thEe limiting transition to a flat superlattifethe electron
functions un(pg) for different thicknesses of the layers of dispersion lawE,r(q) remains practically unchanged and is

semiconductor materiats (CdS andb (Hg9S) with the same
periodL of the potential. The electron effective masg,, is
positive in the ground stai@= 0, m=0) and negative in the
excited stategn=1, m=0). The larger the widthb of the
guantum well(HgS) and the smaller the width of the bar-
rier (CdS (the periodL=a+b is constant the smaller in
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FIG. 3. Dispersion law of an electron witm=0 andL=1c,;+9c, for
different values of the radiys, of the inner crystalp,=0 (1), 20c, (2), and

100z, (3).

identical toE,, of a flat superlatticéwith the same values of
the parameterk, Ug, u1, andu,). As the investigations in
the limit py—o (flat superlatticg show, when the width of
the barrier isa=0 (the width of the well is finiteb=L),
there is no band gap in the energy range®,,<U, and
the curve€E(q) at the center of the Brillouin zone start from
either the bottom or top and merge at the boundary of the
Brillouin zone, and for this reason all energies are allowed.

An entirely different situation is observed for finite val-
ues ofpy. The radial symmetry of the cylindrical quantum
superlatticg(in other words, the curvature of the boundaries
of the cylindrical surfacess so important that the character
of the electron spectrum changes from that in the case of a
flat superlattice. For finite values gf, and b=L (a=0)
(Fig. 2 there exists a band gap, whose width is determined
by the parameters of the system.

We note that the electron effective mass is a tensor. The
numerical calculations performed according to EtR) for
the longitudinal componern, of the coherent electron ef-
fective mass in a quantum superlattice show that this quan-
tity is close in value to the electron effective mass in the
semiconductor HgS, characterizing the quantum well of the
superlattice. The radial component of the electron effective
massu,m in the quantum superlatticeoherence statede-
pends strongly on the radius of the core of the heterostruc-
ture, the period and magnitude of the potential, and the thick-
nesses of the coaxial semiconductor layers.

Figure 5 shows the dispersion lat,(q) for fixed
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FIG. 5. Dispersion law of an electron wiigy,=20, andL=1c,+9c, for
different values of the magnetic quantum number.

po=20c, andL=1c,+ 9c, for different values of the mag-
netic quantum number. The larger the valuemfthe higher

the energyE,, of the excited states of an electron in the

Tkach et al.

bands with|m|=1 are shifted monotonically upwards rela-
tive to the positions of the bands with=0. The picture of
the energy spectrum is as follows: ground state=8, m
=0; first excited state-A~=0, m=1; second excited state—
n=0, m=2, and so on. The curvature Bf,,(q) is such that
Mnm>0 forn=0,24 ... andu,,<0 forn=1,35... .

The main result of this work is that complicated coherent
electron states with anisotropic effective masses, which de-
pend on the parameters of the heterosystem, arise in a quan-
tum superlattice with cylindrical symmetry. The anisotropy
of the effective masses should be manifested in the corre-
sponding optical(absorption coefficient, permittivityand
dynamic (conductivity) characteristics of the experimental
systems.
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Properties of the interaction of europium with Si (111) surface
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Formation of the Eu/$111) system as the metal layer thickness gradually increases from 0.5 to
60 monolayerdML) deposited on the silicon surface at room temperature, and after

heating at up to 900 °C, has been studied by Auger electron spectroscopy, electron-energy-loss
spectroscopy, and low-energy-electron diffraction. It is shown that room-temperature film

growth passes through three stages, depending on the Eu layer thickness: metal chemisorption,
interdiffusion of the metal and substrate atoms, and buildup of the metal on the surface

of the system. Heating of ultrathimbout one Ml Eu films deposited at room temperature results

in ordering of metal atoms on the silicon surface with only weak interaction. Heating thick

(above 15 ML Eu layers on the silicon surface produces silicides whose structure depends on the
heating temperature. @998 American Institute of Physid$S1063-783%8)03703-4

Rare-earth metaléREM) interacting with a silicon sur-  crystalline perfection of the Si(111)77 surface in the
face produce silicides, which possess a number of uniqugourse of experiments were monitored by AES and LEED.
physicochemical properties, among them an extremely low  The Auger and EEL spectra were obtained with a four-
Schottky barrier(0.3-0.4 eV at the interface between the grid hemispherical retarding-field electron analyzer with an
REM silicide andn-Si surface, fairly high electrical and heat energy resolution of 0.25% and an electron beam normally
conductivity, and  comparatively low  formation incidence onto the sample. The analyzer design permitted
temperaturé: observation of the LEED patterns as well. The analyzer and

The present work studies the interaction of Eu with thesetup design are described in detail elsewhefae Auger
silicon surface. Eu is normally in the divalent state and respectra presented in this work were taken in the/dE
tains it in interaction with silicon, whereas when bound in amode at 1-keV primary-electron energy. The EEL data were
chemical compound its behavior resembles tha ofetals.  measured in the N/dE mode at the primary electron energy

In this it differs from most REMs. The present study focusesof 200 eV and subsequently processed to yié?([ﬂ/d E2

primarily on the electronic and crystalline structures of sys-spectra.

tems consisting of a thin Eu layer on the Si(11X)7 sur-

face in their dependence on the annealing temperature ar12d EXPERIMENTAL RESULTS

metal-layer thickness. The electronic structure of these sys-

tems was investigated by Auger electron spectros¢amb) Figure 1a shows some Auger spectra of the Eu/S)

and electron-energy-loss spectroscdB¥LS), and the sur- system for different Eu-layer thicknesséls 7, 15, and 60

face crystalline structure, by low-energy electron diffractionML, with 1 ML ~3.8 A) deposited on the Si surface at room

(LEED). temperature, and an Auger spectrum of a clean Si(111)
7X7 surface, obtained in the kinetic energy interval of 60 to
150 eV. This energy interval permits one to observe simul-

1. EXPERIMENTAL TECHNIQUES taneously in the spectra the Bj3VV peak at about 92 eV
and Auger peaks of europium at 82 ¢lue to theN;N4sNys5

The studies presented in this work were carried iout and N450,50,5 transitionsg, at about 103 eV(originating

situ in an ultrahigh vacuum at (1-2)10 ° Torr. The  from the N,50,3Ng; and N,s0,3V Auger transitionk to be

sample was a X5x0.2-mm plate of As-doped silicon called in what follows theNON peak, theN,sNg/Ng7 Auger

with a resistivity of 0.002) - cm, with a polished111) face. peak at 122 eV, and peaks at 129 and 135 eV caused by hole

Eu was deposited by evaporation from a quartz crucible. Theecombination between thed4and 4f levels. In describing

flux deposited onto the Si surface was monitored by meanthe processes occurring in the El3il) system, we shall

of a quartz piezomicrobalance. The sample was directhsubsequently focus attention primarily on tR®N peak of

heated by passing dc current through the silicon plate. Th&u, because it is the strongest of all Eu Auger peaks and

heating temperature was determined by the magnitude of thgrovides information on the valence band. A comparison of

current through the sample. The correspondence between thige spectra in Fig. 1a shows that the amplitude of the Eu

current and the heating temperature was verified in prelimiN,50,3Ng7; peak grows, and that of the silicdrpsVV peak,

nary calibration experiments by means of an optical pyromgradually decrease with increasing Eu layer thickness. The

eter. The silicon surface was cleaned by a brief highsilicon peak at 91.5 eV shifts by about 0.6 eV toward lower

temperature annealing at about 1100 °C. The cleanliness atihetic energies even at coverages of one monolayer, and

1063-7834/98/40(3)/5/$15.00 519 © 1998 American Institute of Physics
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FIG. 1. Auger spectra of the Eu(3L1) system(a) Spectra obtained from Eu layers with different thicknesses depositedEyitil keV at room temperature
(ML): 1—60,2—15,3—7, 4—1, 5—clean Si(111) kX 7 surface A-Si L,3VV peak E=91.8 eV),B-Eu N,50,3:Ng; peak E=103 eV).(b) Spectra obtained
after the heating of Eu layers with different thicknesses deposited at room tempeiageré keV): 1—60 ML without heating,2—15 ML, heating at
400 °C; 3—15 ML, heating at 700 °G2X 2 structurg; 4—1 ML, heating at 500 °G3X 1 structure¢; 5—clean Si(111) X 7 surface;A-Si L,3VV peak
(E=91.8 eV),B-Eu N4s0,3Ng; peak E=103 eV).

does not change position with further deposition of eu-

ropium. The Eu peak at=103 eV shifts gradually toward

higher kinetic energies with increasing thickness of the de- 7gg#,

posited layer. The relative change in amplitude of the Si

L,3VV peak(Fig. 28 and of the EuN450,3Ng; peak (Fig.

2b) with increasing metal-layer thickness permits one to fol-

low the change in intensity of individual Auger peaks in 0 ®

more detail. The Auger peak amplitude was determined from

the intensity change between the low- and high-energy ex:

trema of the corresponding AugdiN/dE peaks. In Fig. 2a,

the 100%-level is the amplitude corresponding to thev 201+ " .

peak from clean silicon surface, and in Fig. 2b, that of the " .

NON Eu peak for the 15-ML thick metal layer on Si surface. § 0 : , -+ L —a—1L

We see that the amplitudes of the Auger peaks under studj.E,

vary nonuniformly with Eu layer thickness. The sharpest 7’10”_ b

changes occur at metal layer thicknesses below 2 ML. E:.’ .
Figure 3a presents EEL spectra in the fatfiN(E)/d E?

for the Eu/S{111) system for metal layers four and 30 mono-

layers thick deposited at room temperature, and for a clean £

surface. The characteristic features of these spectra are tt -

plasma loss peaks in silicon and europi(about 17.7 and 9

eV, respectively and the Eu p EEL feature(at ~25 eV). 20k

We readily see that the Eu EEL spectrum undergoes substar E"’

tial changes even at=4 ML. The silicon plasma-loss peak

(17.7 eVj practically disappears against the background of @ 4 8 12 16

the features associated with losses in the metate-level Eu Ew manolayer numbder

5p and plasma losses in europium _at 8)end a new peak FIG. 2. Relative variation of the amplitude @) SiL,3VV peak andb) Eu

at 12.5 eV. The EEL spectrum obtained from 30 monolayersy,.o, ., peak with increasing thickness of Eu layer deposited at room

of Eu exhibits a substantial increase in the Eu plasma los@mperature.
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FIG. 3. EEL spectra of Eu/§ill) system.(a) Spectra obtained from different thicknesses of Eu layer depositedEyith200 eV at room temperature.
1—clean Si(111) % 7 surface2—four Eu ML, 3—30 Eu ML, A-Eu plasma loss peakiw=28.1 eV), B-Si bulk plasma loss pealiw=17.6 eV),C-Eu 5p
loss peak E=24.5 eV); (b) Spectra obtained after the heating of Eu layers with different thicknesses deposited at room temgggat@ad (eV): 1—30
ML without heating,2—15 ML, heating at 400 °C3—15 ML, heating at 700 °G2X 2 structurg; 4—1 ML, heating at 500 °G3X 1 structure; 5—clean
Si(111)7x 7 surfaceA-Eu plasma loss peakiw=28.1 eV), B-Si bulk plasma loss peaki(w=17.6 eV),C-Eu 5p loss peak E=24.5 eV).

peak and Eu p excitation loss feature, with the latter shift- peak shifted slightly toward lower binding energies. One also
ing by approximately 0.5 eV toward lower binding energiessees clearly in the spectrum of thex2 structure a feature at
compared to a thin Eu layer on Si. 13 eV.

The Eu/S{111) system produced by heating at different An analysis of the compounds formed after the heating
temperatures was studied with tHi—2 ML) and thick(15  of the Eu/S{111) system revealed that those that appear at
and 60 ML Eu layers deposited at room temperature. It wagelatively low temperatures are metastable; indeed, the com-
established that the geometric and electronic structures of th@osition and electronic structure of the surface change with
systems forming after the heating of thick metal layers differtime. For instance, while immediately after heating Tat
negligibly. The structure of these systems depends on the-400 °C silicon is detected in considerable amounts on the
heating temperature. Figure 1b displays the most charactesurface(see Fig. 1l after 12 hours of keeping the system at
istic Auger spectra obtained after heating at different temyoom temperature the %i,3VV Auger peak practically dis-
peratures of a system consisting of 15 monolayers of Eu on appeared. Repeated heating, both at the same and at higher
Si(111)7x 7 surface. Also shown is an Auger spectrum oftemperatures, up to 500 °C, does not affect the spectrum,
the system produced by heating one monolayer of the metabhich implies that the system thus formed is stable.
at a temperature of about 400 °C. Studies of systems produced by heating one monolayer

As follows from LEED patterns, structures with an or- of europium on silicon surface showed that a number of or-
dered crystalline surface form only at sufficiently high heat-dered structures form there. When heate@«t400 °C, the
ing temperaturegsabove 600 °Q. It was established that sys- structure forming on the surface is<g8., at higher tempera-
tems prepared at heating temperatures of 700 and 800 °C atgres(about 500 °Cit is 3X 1, and forT>700 °C, it is the
characterized by 2 and 3<3 ordered structures relative 1X1 structure, which transforms gradually with increasing
to silicon, respectively. In the case of th&x2 structure the heating temperature to the<7/ superstructure characteristic
stoichiometry of the compound was tentatively estimated asf clean Si surface. No such structures were observed when
EuSh,. The estimate was made by comparing the siliconheating thick metal layers. The Auger spectrum of the 3
and europium Auger peak amplitudes in the spectra obtaineck 1 phase is shown in Fig. 1b, and the EEL spectrum is

Figure 3b shows EEL spectra of the same phases as gshown in Fig. 3b together with spectra of the systems pro-
Fig. 1b. These spectra are dominated by a silicon plasma-loghiced by heating a thick Eu layer on the Si surface.
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3. DISCUSSION OF RESULTS 2X 2 structure, and at~800 °C, of a 3x 3 structure. As
) _ . seen from Fig. 3b, the spectrum of the<2 EEL phase
The mechams_ms _Of Eu film growth on Si surface can b&xhibits a noticeable shift of the silicon plasma loss peak and
analyzed by considering the dependences of the amplitudeSteaqre in the region of 13 eV. This shows that Eu atoms
of the most gharactenghc Eu apd _S' Auger peaks on th‘ﬁﬂteract with atoms of the substrate and become chemical
metal layer thickness displayed in Flg. 2_a,b. We readily S€@ound. The Auger spectrum of this pha$ég. 1 permits
fchat thesehgrkaphs arfe nbonmonotomc, \:V'th theTSr:QpES r::h"%ngértain conclusions on the character of this bonding. We see
Ing at a thickness of about two monolayers. This behavioy, . e Auger peak does not change its position relative to

|mpllﬁs t_hat El::f'lms oflctirl:‘_felient th'thnheSS grow by dt:fererr]n Ithe spectrum of the clean substrate, which suggests that this
mechanisms. For small thicknesses, e CUrves, on the w 0Seak returned to its original positiofs mentioned earlier,

correspond to monotonic growth of Eu films or(Hi1). Eu its energy changed in the course of room-temperature

atoms start to interact with the substrate even at submonog—rowth) One may thus conclude that there is no noticeable
layer coverages, which is implied by the shift of the Si charge transfer between Si and Eu atoms in the systems

Li23V(\I/:ipeiI; at r:réetshei th|r(1:il;tniesrsnes :ol;/l\(/alr d IO\;]Vr?r lf['ndEt\'/:/:itﬁnerformed after the heating. It follows that the bonding between
gesi-ig. 19, a S S mostlikely connected WIth & 15 s in this system is probably mostly covalent. This evi-
charge transfer from Eu to Si atoms. This observation is in . ;

dence gives credence to the assumption that tk& Znd

accord with the conplusmns of Ref. 5 . . 3X 3 structures relate to epitaxial silicides. For th& 2
As seen from Fig. 2, as the Eu film thickness increases

.. structure, the composition of this compound can be described
above two monolayers, the rates of decrease of the silico

Auger peak amplitude and of the increase of the europiumy an approxmate' fo.rméfé'a Eugi, which is in agreement
Auger peak amplitude slow down noticeably, which suggesté’mh the reported silicide.
’ Heating atT~400 °C of a thick Eu layer deposited at

a change in the pattern of interaction with the substrate. This . : )
behavior for Eu coverages with>2 can be identified with foom temperature on 8il1) produces a system with a high
. Si concentration on the surfad€&ig. 1b which does not
one of the two growth mechanisms, namely, the Stransky—=
Krastanov mechanism, involving formation of three- generate any LEED pattern. When stored at room tempera-

dimensional clusters on a uniform adsorbate layer, or théure, this system exhibits a decrease in the Si concentration

interdiffusion mechanism, where, starting with a certain ad_on'c;[he sgn;)acter; uné" . dlsafptp;]earsg Xomple?ely Ilr.] :tﬁ h, as
sorbate layer thickness, atoms of the substrate mix with thosg/'0encea Dy he absence ot the 1 AUger sighal in the Spec-
. Subsequent heating of the system ug 6500 °C did

of the adsorbate, a process accompanied by breaking Hlat h th ¢ ticeabl
atomic bonds in the upper layers of the substrate. In our casQ,o change the spectra noticeably. -
It can be suggested that when a thick Eu layer ¢a3)

the SiL,3VV peak in the Auger spectrum was clearly seen, o . :
even with Eu thicknesses above ten monolayers, whereas tle heated Zﬂ;‘loo fC’ Si hatomsdc_h_ffuse thrﬁugh tfhe Eu
silicon plasma loss peak disappeared from the EEL spectrur@yer toward the surface. The conditions on the surface are,

at a Eu film thickness of just four monolaye(ig. 3a, however, not coqducive to formation of strong chemical
which implies destruction of the energy bands formed b)p(_)nd_s between_Sl and Eu atoms, and therefore the_ excess of
silicon atoms as a result of the rupture of Si—Si chemicaP®! drifts away in time to become bonded at the interface
bonds. This argues for the second, interdiffusion mechanisnt€Parating europium and silicon, where a layer forms which
As evident from Fig. 2a, for Eu layers more than 7_1Oprec!udes further Si diffusion to the surface in subsequent
ML thick, the L,3V'V peak of silicon practically disappears Neatings. _ _ _
from the spectra. Starting from these thicknesses, further Heating an ultrathirione monolayer-thickEu film does
deposition leads to a buildup of Eu, and the surface structurBOt introduce any serious distortions into the silicon surface
acquires the features of a metallic Eu phase, which is indiStructure also, but gives rise to the formation of compounds
cated by the fact that the Auger spectrum of the systenWith an ordered surface structure. As the temperature in-
formed after deposition on the Si surface of a thick Eu layeicreases, ¥1 and 5<1 patterns appear. Thex3l phase
(Fig. 18 coincides with that of the metallic Eu phae. formed at a temperature of about 400 °C. The Auger and
The above analysis implies that room-temperature forEEL spectra of this surface are shown in Figs. 1b and 3b,
mation of the Eu/Sil11) system passes through the follow- respectively. This system differs most significantly from
ing three stageg1) For coverages less than two monolayers,those corresponding to bulk epitaxial silicides in the crystal-
Eu spreads uniformly over the silicon surface, and interacline structure of the surface and a lower temperature of for-
tion of Eu atoms with the substrate becomes manifest alreadyation of the ordered surface structure. As seen from the
in this stagey2) For Eu thicknesses above two monolayers,Auger spectrum, formation of this system does not result in a
the bonds coupling silicon atoms in the near-surface layers dg$hift of the SiL,3VV peak toward lower kinetic energies,
the substrate break, thus making possible interdiffusion ofvhich was observed before the heating. Moreover, a more
europium and silicon atomg3) For coverages exceeding careful analysis of the spectrum revealed a reverse shift of
7-10 ML, europium starts to build up on the silicon surface.the peak by about 0.4 eV, which indicates interaction be-
Heating a thick layer of Eu on the surface of Si at hightween Eu and Si atoms different in character from that char-
enough temperatures causes compounds with an orderedteristic of bulk silicides. The EEL spectrum of thex3
structure to form on the surface. An analysis of LEED pat-surface is very close in shape to that of clean silicon surface.
terns shows the formation on the surfacelat700 °C of a  This suggests that the surface did not experience any destruc-
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tive action from the side of the adsorbate. It may be conjecately after the heating is enriched in Si atoms. When main-
tured that formation of ordered structures after heating otained at room temperature, silicon atoms diffuse into the
thin Eu layers on $111) does not involve destruction of bulk and stabilize the interface. Repeated heating of the sys-
Si—Si bonds in near-surface layers. In contrast to systemm after a considerable tim@bove 12 h does not repro-
produced in the heating of thick Eu layers, europium atomsluce the effect, in other words, with time the system reaches
become distributed uniformly over silicon surface after thea stable state.

film heating and occupy preferred positions, in which they 4. Heating ultrathin(about one monolaygrEu layers
form strong, predominantly covalent chemical bonding withproduces ordered structures on the surface different from
silicon atoms involving weak electron density transfer be-those of epitaxial silicides. The differences consist in a lower

tween the two species. formation temperature of the ordered structur@bout
The results obtained in this work can be summed up ag¢00 °Q and in the crystalline structure of the surfa@me
follows. observed X1 and 5x 1 surface structur@sThese structures

1. Eu atoms deposited on the(Bil) surface at room form in the reconstruction of the @ill) surface under a
temperature interact with the substrate in three stages, deniform flux of adsorbing Eu atoms.
pending on the actual metal layer thickness:

a) for Eu coverages below two monolayers, monotonic Support of the Natural .Scie.nces Application Center at
film growth on silicon surface, with no bonds between githe St. Petersburg State University, Russian Fund for Funda-

atoms in the upper layers being broken: mental ResearchGrant 96-03-34107aand RFRF-DFG
b) for Eu coverages from two to seven monolayers, mix-(Grant 96-02-000456is gratefully acknowledged.

ing (interdiffusion of Eu atoms with atoms in the topmost

Iayer; of the_ .SI|ICOI’1 sub.strate, which is accompanied ble_ N. Tu, R. D. Thompson, and B. Y. Tsaur, Appl. Phys. L&8, 626

breaking of silicon bonds; (1981.

c) for thicknesses above 7-10 monolayers, metal2H. Norde, J. de Sousa Pires, F. d’Heurle, F. Pesavento, C. S. Petersson,

buildup on the surface and formation of a solid metal layer as and P. A. Tove, Appl. Phys. Let8, 865(1981.
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2. Heating thick(above 15 ML Eu layers at tempera-  +a M. shikin, Author's Abstract of Candidate ThesisGU, Leningrad,

tures from 600 to 800 °C produces epitaxial europium sili- 1985.
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FULLERENES AND ATOMIC CLUSTERS

Copper nanoclusters in amorphous hydrogenated carbon
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A study of the geometric characteristics of copper nanoclusters incorporated in an amorphous
hydrogenated carbon matrix is reported. It makes use of small-angle x-ray scattering

and transmission electron microscof®00 ke\). The fractal dimension and nanocluster diameter
have been determined from the x-ray scattering indicatrix for different copper concentrations.

TEM images of copper nanoclusters have been analyzed, and a cluster distribution function in size
constructed. The shape of the distribution function is discussed in terms of the theory of
nucleation of a new phase. @398 American Institute of Physid$$1063-783408)03803-9

The interest in the physics of conducting clusters is parkV was used to observe the microstructure asC:H(Cu)
tially stimulated by their application potential in micro- and directly and to identify it by selective electron diffraction.
nanoelectronic$. Modification of the properties of amor- The ~100-nm thicka-C:H(Cu) films intended for this pur-
phous hydrogenated carbaC:H) by incorporation of me- pose were grown on a KBr substrate, after which the latter
tallic nanoclusters is also of interest, because it may providevas removed by dissolving it in water. Small-angle x-ray
valuable information on the structure @£C:H.2 Copper, scattering was measured with a RIGAKU diffractometer at
which does not form carbides, can be used to create various541 A(Cu K, radiation with an angular resolutior: 10’ .
types of conducting clusters in tkeeC:H dielectric matrixX ~ The measurements were performed in reflection geometry at
The main objective of this work was to obtain information 50 keV. The diffraction pattern was obtained within the 1.0—
on the shape, size, and size distribution function for copper7.0° scattering angle range.
generated clusters incorporatedarC:H. This was done by
analyzing the images obtained by transmission electron mi-
croscopy(TEM) and the angular dependence of small-angle, -y oerIMENTAL RESULTS
x-ray scattering intensity. The dependence of cluster-surface
fractal dimension and of cluster size on copper concentratioft- Small-angle x-ray scattering

dependence of the x-ray scattering intensity is discussed ip_ray intensity scattered from aC:H(Cu) film containing

terms of the fractal approach to scatterer geometry. 6 at. % Cu for two spectral slit widths. One readily sees a
maximum at small angles. Narrowing the spectral slit im-
1. EXPERIMENTAL proves the resolution of the intensity peak while leaving the

slope of the curve to the right of it practically unchanged.

a-C:H layers were deposited by dc planar magnetron  Direct comparison of the intensities scattered by copper-
sputtering in an argon-hydrogen plasma (80 %260 %H,) free a-C:H and copper-doped-C:H(Cu) films showed that
from a graphite target. Single-crystal silicon and KBr werethe a-C:H matrix contributed little, which implies that it is
used as substrates. Planetary motion of the sample hold#ére copper scatterers incorporated in th€:H matrix that
ensured uniform composition over the growing film area.produce the x-ray intensity scattered through small angles.
Copper was incorporated by sputtering a copper—graphite Classical theory of small-angle scattering of x-rays with
target representing an annular graphite cathode with copperwavelength from an ensemble of regular sphetpsedicts
plates arranged uniformly over its surface. As follows fromthat the scattered intensity passes through a maximum at an
calibration by secondary-ion mass spectroscopy, the percerangle 6=1/2d, whered is the sphere diameter. The shape
age content of copper incorporatedarC:H films agrees to and position of the peak in Fig. 1 show that the average size
within 2% with the area ratio of the graphite to copper target(diameterd) of copper scatterers in the ensemble is well
components. The substrate temperature at the beginning défined and equal to 30 A. The latter value, in its turn, agrees
sputtering was close to 200 °C. The average magnetrofairly well with estimates of the size of copper clusters in-
power was varied within 0.35-0.45 kW. The working- corporated ina-C:H by cosputtering of graphite and copper
mixture pressure in the reactor could be varied in the 1—1@argets, which were derived from optical measurem&tg.
mTorr interval. The films were 0.1-1/m thick. A Philips  traditional theory, which assumes the scatterer to be
400 TEM transmission electron microscope operating at 10@ounded by a smooth surface, the angular dependence of the

1063-7834/98/40(3)/4/$15.00 524 © 1998 American Institute of Physics
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FIG. 1. Small-angle x-ray scattering intensity for copper-dope@:H

samples. Spectral slimm): 1—0.32,2—0.55.

scattered intensityl(q) should follow a power law-
dependence on momentum trangfewith a negative integer

exponenta (Ref. 5:
1(q)~q~ % where q=(4m/\)sin(6/2).
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FIG. 3. Reproducibility of small-angle scattering data for three copper-
dopeda-C:H sampled6 at. % Cu.

amplitude can be attributed to differences in the geometric
size of the samples, whereas the average slope of the curves
is reproduced quite well, as can be judged from the spread in
the exponentr=3.8+0.1. Based on these data, we estimate

Here X is the scattered wavelength. For spherical scattererge error in exponent determination to bed.1.

bounded by a smooth surface the exponentis4.* This

Although using the log-log scale makes the peaks

means that log(q) is a linear function of log wave vector, smoother(compare Figs. 2 and)3the position of the maxi-
log g, and therefore a log—log scale is the most conveniengyym in scattered intensity is seen to remain practically un-

way to present the experimental déFg. 2). As seen from

changed, with the exception of sample 4. This means that the

Fig. 2, for all studied samples the scattered amplitude is inaverage scatterer size practically does not depend on copper
deed a power-law function of photon momentum for moder-oncentration, provided it is: 24 at. %(see Table)L A cer-

ate scattering angles. Table | shows that the exponent turRgin deviation, from the monotonic course of experimental
out to be noninteger. To estimate the accuracy with Whic%oints to the right of the peak in Fig. 2 is the result of ne-
the exponent in Eq(1) was determined, three samples with glecting higher diffraction orders in E(L), which appear, in

the same copper conte(@ at. % were subjected to a repro- particular, because the scattering clusters is nonspherical.

ducibility test (see Fig. 3. The difference in the scattered
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FIG. 2. Small-angle x-ray scattering intensity for samples with different
copper concentrationS,, (at. %9: 1—4, 2—6, 3—14, 3a—14 (the sample

was annealed in vacuum &t 240 °C for 2 b, 4—24.

As seen from the data of Table | and Fig. 2 for samples
3 and 3a, annealing sample 3 in vacuunT &t240 °C for 2
h did not affect noticeably the peak position. This sample
was chosen because its peak position was reliably known
before the anneal. Thermal treatment did not produce any
effect on the average copper-cluster size, while improving
the peak resolution and changing significantly the slope of
the curve(Fig. 2.

B. Transmission electron microscopy

Figure 4 presents a dark-field TEM image of copper-
containing clusters in aa-C:H(Cu) sample with 9 at. % Cu.
The data of Fig. 4 were used to construct a distribution func-
tion in cluster size(Fig. 5. The squares are experimental
points, and the solid line approximates the points with a
Gaussian

(d_dav)2
2b?d3,
Hered,, is the average cluster size. The best fit is obtained

with b=0.63 andd,,=2.8 nm. Thus, the average diameter
of the clusters irm-C:H which, as follows from the selective

2

P(d)~ex;{—
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TABLE |. Parameters of scattering clusters.

Sample Copper concentration Parameters of Fractal Scatterer

No. mean, at. % Eq. (1) dimensionD diameter, A Comments

1 4 5.4 2.0* 32 Many spheres of
different radii and

with a smooth surface

2 6 3.9 2.1 30 Fractal scatterer

3 14 3.7 2.3 32 Same

3a* 14 2.9 2.9** 30 Volume(mass$ fractal

4 24 3.6 2.4 >48 Fractal scatterer

*Fractal dimension of spherical surfabe=2.
** Sample 3 after annealing in vacuum.
*** Eractal dimension of volumémass fractalD = —a.

electron diffraction measurements, may be regarded as coppw copper concentrations, the distances between clusters are
per particle is about 3 nm. The agreement of this estimatelarge and clusters are capable of retaining their shape and
with the size of the x-ray scatterers derived at small scattersize, which are totally determined by these parameters. Un-

ing angleqsee Table)lsuggests that it is these scatterers thatder these conditions a spherical shape with a smooth surface

are seen in Fig. 4. appears to be natural because of the weak cluster interaction,
on the one hand, and of the absence of the Cu—C interaction,
3. DISCUSSION OF RESULTS on the other. This means that at low copper concentrations

Th | f th tin EQD) found i and with no cluster interaction the average size of the clus-
e values of the exponent in E(l) found in our ex- ters should be determined only by the relative magnitude of

periment(Table | for the sample with the smallest copper their surface and volume free energiés., by the properties

content can be re_latgd m_nthm the model of spherical scallerst e cluster and matrix materials, and should not depend on
ers to their size distribution. It was shown that the exponen

Eopper concentration. As seen from Table I, for copper con-
a can be related to the power-law exponent 7—a de- .o n i ahions below 24 at. % the average cluster size of 30 A
scribing the distribution of spherlcgl scatterers in se may be regarded as characteristic of copper clusters in the
boundedﬁ by smopth surfaces, which can be writtes . given medium. As the copper content increases above 24
P(d)~d™”. For this reason the clusters in the sample with

. . t. %, the internalvolume energy of copper clusters be-
the Iowest copper concentration were assigned the fraCtééomes large enough to overcome the resistance of the me-
dimensionD=2 (see Table)l

In the case of the lowest copper concentratipriurns
out to be approximately 1.6. Extending this model to higher
copper concentrations would, however, produce a unrealisti-
cally sharpened distribution. Therefore we propose to take
into account, besides the contribution of the scatterer distri-
bution function in size to the angular dependence of scatter-
ing intensity, the topology of the surface bounding the scat-
terer as well. Moreover, the contribution of these factors is
assumed to be dependent on the scatterer concentration. For
higher copper concentrations, we shall follow the apprdach
by which the values of the exponent in E@) lie within 3
<a<4 and are related to the fractal dimensibnof the
scatterer surface througp=6—«a. The above consider-
ations and the data in Table | suggest that the small-angle
X-ray scattering in samples with concentrations above 4 at. %
is due to scatterers with a complex surface topology, which
can be described in terms of fractal concepts by a noninteger
fractal dimensiorD<3. It was found that the dimensidh
increases with increasing copper concentration. This implies
a change in scatterer surface shape from a smooth one at low
copper concentration, to a rough one at higher concentra-
tions. The data in Table | show also that the average scatterer
diameter remains practically constant, except for the case
with the highest copper concentration, and that the size of the
scatterers, which most likely are copper clusfeis,deter-
mined by the mechanical properties of #e€€:H matrix and  Fig. 4. Dark-field TEM image of copper-containing clusters in an
the parameters of its interaction with cluster material. Fora-C:H(Cu) sample with 9 at. % Cu.
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0.03}; average size of the clustdy, is a function of the ratio of the
free energy per unit of its surface to the free energy stored in
its volume® The magnitude of the surface energy is deter-
mined by the cluster-matrix interaction.

>0.021
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Opal-based nanocomposites with selenium pressure-injected from the melt into first-order opal
voids have been prepared. Two types of nanocomposites, with crystalline and amorphous
selenium incorporated in opal voids, were studied. Their thermal conductivities were measured in
the temperature range 4.2—200 K. An analysis of these data suggests that a new type of

physical media has been developed, namely, quasicrystals with a large lattice constant and heavy
“atomic” masses, formed from first-order opal voids interconnected by channels and filled

by crystalline or amorphous selenium. ®98 American Institute of Physics.
[S1063-78348)03903-3

This work is a continuation of studi&s of the thermal A thermal-conductivity study of the nanocomposite
properties of nanocomposites with a regular crystalline struc-
ture. It reports an investigation of the heat conductivity of
three-dimensional regular structures made up of crystalline -
and amorphous selenium incorporated in voids of synthetic
opal.

The fractal structure of opals was described in detail in
our earlier work! Recall the main features of opals, which
are needed for the understanding and discussion of the ex-
perimental results obtained in this work.

Opals consist of closely packed spheres of amorphous
SiO, 2000-2500 A in diameter, which are usually called
first-order spheres. These spheres contain an array of closely
stacked spheres of a smaller size300—400 A (second-
order spheréswhich in turn are made up of densely packed
particles on the order of 100 A in sizéhird-order spherés

The lattices of the closely-packed spheres in the opal
contain octahedral and tetrahedral voidermed appropri-
ately first-, second-, and third-ordeiTo make consideration
simpler (and more revealing these voids are approximated
by spheres interconnected in each order by cylindrical
“channels.” The diameters of the octahedral and tetrahedral -
voids and of the first-order channels are, respectively, 800, - S
400, and 300-400 A3

The first-order voids and SiOspheres form a regular
cubic lattice with a perioci~3000—4000 A2~*

The total theoretical porosity of the opal is 59%he
first-, second-, and third-order voids make up, respectively,
26, 19, and 14% The real total porosity of the synthetic
opals grown by us was shofhto be ~46—50%, with the
porosity of the first-order sphere structure remaining equal to 10 Jo 50 70 80
the theoretical value of 26%. 28, deg

The thermal conductivity of synthetic opals is similar in FIG. 1. Diffraction intensity curves for opal-2 and crystalline-Se—opal and

magnitude and temperature behavior to that of standargorphous-Se—opal nanocomposites. Selenium is incorporated in first-order
amorphous materiafs? voids of opal-2.

Opal-2

Se { @morphous)+ opal

Intensity , arb. units

1063-7834/98/40(3)/4/$15.00 528 © 1998 American Institute of Physics
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FIG. 3. (1) Thermal conductivityx(T) of the crystalline-Se—opal-2 nano-
composite(sample 1; (2,3 calculation ofx using Eq.(1) and, respectively,

- the maximum and minimum values @f(T) from Ref. 11;(4,5 data from
Se—opal-2 nanocomposite afi@,3) two amorphous-Se—opal-2 nanocom- i . 0 - ’
posite samples. The measurements were performed frorfawK) to high Ref. 7;(4) x of the composite 21.3% corundugparticle diameter 1.8m)

(200 K) temperatures. The figures next to the curves identify the sample in epoxy resini(5) » of the composite 21.4% quartparticle diameter 11
' " um) in epoxy resin.

FIG. 2. Temperature dependence of the heat conductivit§)afrystalline-

made up of crystalline PbSe incorporated in first-order opal Phase analysis of the nanocomposites and unit-cell pa-
voids showed that lead selenide in the opal forms a regulatameter determination of the crystalline selenium in opal-2
crystalline quasilattice of microcrystals interconnectedemployed diffraction patterns obtained on a DRON-2 dif-
through the opal matrix, which gives rise to coherent effectdractometer(CuK , radiation, Ni filtep. The pattern presented
and, as a consequence, confers on it properties characterisiicFig. 1 shows well formed crystalline and amorphous sele-
of a bulk crystal. nium in the opal.

The objectives of this work wergl) to extend the range As pointed out in Ref. 2, x-ray diffraction studies pro-
of nanocomposites consisting of a crystalline substance invide information only on the structure of the material incor-
corporated in the opal matrix voids, af@) to see whether porated in opal voids on atomic or molecular scales, and not
introduction of an amorphous rather than crystalline subon the parameters of a cubic lattice witha
stance into first-order opal voids produces a quasilattice in-3000—4000 A, which is formed of first-order voids inter-
the nanocomposite. connected by channels. This lattice can be characterized only

With this purpose in mind, selenium was pressure-by means of radiation with a substantially longer wavelength
injected from the melt into the first-order opal voids. Density (for instance, by visible light
measurements of the samples thus obtained led to the con- The thermal conductivityx) measurements of the nano-
clusion that selenium completely filled the first-order voidscomposites were performed in a vacuum of i0Torr on a
(26%). Two types of nanocomposites were obtained bysetup similar to the one described in Ref. 6.
proper heat treatment of the sampl{€sy. 1): (1) hexagonal The experimental data onof the nanocomposites stud-
crystalline selenium(a=4.366 A, c=4.954 A) in opal ied here are presented in Fig. 2. The thermal conductivity
voids (sample }; (2) amorphous selenium in opal voids was measured in going from loy.2 K) to high (200 K)
(samples 2 and)3 temperature$.

Opal-2’ was used for the preparation of the nanocom- A characteristic feature in the behavior 8{T) is the
posites. The samples measured 2X 8 mm. presence of maxima around 30 K in both types of nanocom-
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FIG. 4. (1,2 Thermal conductivity(T) of the amorphous-Se—opal-2 nano- 10 20 Jo 40 50 60
composite, sample @) and 3(2); (3) calculation ofx using Eq.(1); (4) x T,K
of the composite glass spher@giameter 132um) in epoxy resin.

FIG. 5. Temperature dependence k= x— x., for the crystalline-Se—
opal-2 and amorphous-Se—opal-2 nanocomposites. The figures at the curves
identify the samples.

posites, namely, in crystalline-Se—opal and amorphous-Se—

opal, which is inherent only in crystalline materials.
In our discussion of the experimental data () of
the nanocomposites we shall take an approach different frorRef. 7, in that the filler particles, rather than being distributed
the one used in Ref. 3. randomly are arranged in a regular lattice in the opal matrix.
There is a variety of expressions describing the magniThis accounts for the crystal-like behavior fT) reflected
tude and temperature dependence ofitloé composites, and  in the presence of a maximum around 3¢'K.
they provide a good fit to experimental data. The relations  Figure 5 presenta x= x— x, [where the second term
used with our data were taken from Ref. 7, which studied thés calculated from Eq(1)] for both types of the nanocom-
thermal conductivity over the range of powders or spheres ofposites studied here. It is found that for T, We have
various materialgglass, crystalline quartz, corundum, dia- AxxT, and forT> T, we haveA =T~ 1€ The observed
mond incorporated in epoxy resin serving as an amorphougemperature dependence/®k requires further investigation.

matrix. These relations were fouhtb provide good agree- Thus our experimental data on the thermal conductivity
ment between theory and experiment. of the crystalline-Se—opal and amorphous-Se—opal nano-
The x(T) relatiorf for a composite can be writt&n composites imply that in opal selenium forms a regular

quasilattice of microparticles. It may be added that the crys-
talline behavior of the thermal conductivity does not depend
(A+V;+0.40BV/?-0.906CVI%). .., (1)  on the filler state, in other words, it is unimportant what
microparticles the filler consists of, amorphous or crystalline.

We have apparently succeeded in developing by quasi-
chemical engineering a new type of quasicrystals with heavy
“atomic” masses and a large lattice constant.

%= sxm(A—2V;+0.40BV! - 2.13C V%,

where x is the thermal conductivity of the composité; is
the filler volume fraction, A= (2+ y4)/(1—x4), C=(3
—3xg)/(4+3%xy), B=(6+3xy)/(4+3xy), xq=2x¢l2ny,
andsx, andx; are, respectively, the thermal conductivities of
the matrix and of the filler. We determineg},, using the Financial support of the Russian Fund for Fundamental
relations from Ref. 9 and the procedure recommended ifResearchGrant 96-03-32458as gratefully acknowledged.
Ref. 3. The values of; for amorphous and crystalline sele-

nium were taken, respectively, from a handbtoénd Ref.

11.
: ; YWe retain here the terminology accepted in Refs. 1, 2.
The calculations ofx for the crystalline-Se—opal and 2Measurements made from high to low temperatures and in the opposite

amorphogs-Se—opal nanocomposites are dis_played graphigirection revealed a hysteresis #{T) of the nanocomposites similar to
cally in Figs. 3 and 4. Also shown for comparison are data the one observed by us earfiérin opal-2. It was showhthat this tem-
for some composites taken from Ref. 7. perature hysteresis is accounted for by the supercooled water, which is

As seen from Figs 3 and 4 of the Composite grows present in closed seconder third-) order voids of opal-2 and does not

. . . contribute tox when the thermal conductivity is measured from low to
smoothly with temperature. Our nanocomposite differs from pgh temperatures.

those studied earlier, including the materials investigated ifEg. (1) used in Ref. 7 was taken from Ref. 8.
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Anomalies in the microwave conductivity of a polycrystalline C 60 membrane
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A study is reported of an anomaly in the microwave conductivity of a polycrystallge C
membrane af =260 K (the transition width is 30 K Raman scattering measurements indicate
that the sample is theggfullerite without any signs of graphitization, amorphous phase,

or the presence of £, and that the detected microwave conductivity jump can be unambiguously
identified as due to the g phase. ©1998 American Institute of Physics.
[S1063-783%8)04003-9

Allotropic forms of carbon in different physical states as small as possible ratio of grain surface to volume in order
(powder and crystalline graphite, powder fullerite, finely dis-to attain the maximum effect.
persed diamondare known to reveal similar and interesting ~ This work studies microwave conductivity anomalies in
features in the behavior of the conductivity at frequencies of polycrystalline G, membrane.
the order of 1 GHzZmicrowave conductivityand/or at cor- In the microwave measurements we used a method de-
responding voltage pulse times of order G, which are velo_pe_zd by ug,which permits detection of very sn_1a|| con-
associated with desorption of intercalated oxygan. ductivity changes. The samples were polycrystalline, grain-

At the same time one observes in various aIIotropicor'emed membranes.
forms of carbon and in the corresponding compounds, be-
sides the oxygen-induced temperature anomalies in condug- expeRIMENTAL
tivity, temperature-driven phase transitions. For instance,
graphite intercalation compouridare capable of forming a A Samples
large number of ordered structures, between which various The samples were membranes prepared of oriented poly-
phase transitions, including structural, can take place, thatrystalline Ggin a growth chamber by a technique similar to
may be connected, for instance, with a change in the order ithe oné used to produce crystalline fullerenes. The process
the layers, e.g., the order—disorder transition in the HNOIis as follows. A 100-mg sample of 99%-pureGowder
intercalant forT <252 K). Stable and metastable phase tran-Was placed in a cylindrical chamber mounted on the surface
sitions were found to exist in fullerenes as well. For instance®f @ heater. The setup was placed into a vacuum chamber
Ceo exhibits a transition from the primitive cubic to fcc cubic PUmPed out down to 10 Torr. After this, the crystalliza-
structure atT=249 K,*~® with a large degree of rotational

tion zone was heated to 335 °C, with subsequent heating
disorder in central regions of the planes at high temperature§ione atarate of 0.1 K/s. After the temperature in the evapo-
and a preferred orientation for the rotating molecules in the

ration zone has reached 330 °C, thg, @owder starts to
. Sublime, and samples form in the crystallization zone. The
low-temperature domain. o i . process continues up to 750 °C. The samples obtained in this
~ We are not aware of any publications on the investigay,,, \ere 3 mm in diameter and 2 mm high at the center.
tion of structural phase transitions in allotropic carbon modi-
fications, including the fullerenes, by microwave techniques

(1-GHz frequency rangeSuch studies can provide informa- B. Spectrometric studies
tion on what happens with the electromagnetic energy ab- The samples were characterized by Raman scattering

sorbed by a sample in a certain frequency interval. spectroscopy. The studies were performed at room tempera-

It should be pointed out that the conductivity changesre with a DFS-24 double-grating monochromator, with its
associated with structural phase transitions i &e ex-  gytpyt fed into a computer. The spectra were excited with an
tremely small(the change in conductivity at a phase transi—argon laser(488 nm). The laser beam was focused to a
tion crossed from the high-temperature side varies fronpoo_lum spot. The laser power on the sample was 1 mW. To
about 10° to 3x10°° Q™" cm™!, Ref. 7. Therefore in  exclude possible laser-induced modification of the fullerene
microwave conductivity measurements one should, first, useample, a control measurement was carried out which
a method capable of high enough resolution, and, second, showed that a threefold increase of laser power did not pro-
is desirable to take oriented polycrystalline samples with amuce noticeable changes in the spectra.

1063-7834/98/40(3)/3/$15.00 532 © 1998 American Institute of Physics
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FIG. 1. Raman scattering spectrum of a polycrystallig @embrane.
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Figure 1 presents a Raman spectrum obtained from a 0.9 F, g,fz’ !

membrane. The spectrum of the sample under study is seen
to contain sharp peaks characteristic gf Gat 1248, 1426,
1469, and 1573 cit, Ref. 9. No other features were ob- 2
served in the spectrum around 1380 ¢m(graphite or
1360 cm ! (glassy carbon Neither were any features seen
which could be assigned to,&

To determine the uniformity of the sample under study,
measurements were performed on ten points over the mem-
brane area. Their spectra were found to be identical with that
of Fig. 1, which attests to a high uniformity of the sample in
phase composition.

Thus experimental measurements indicate that the
samples obtained consist only ofC

- ~\
(=) bt
T T
o

(5]

Pz, Grh. units

-2

FIG. 2. (a) P(F) relation without samplél) and with a polycrystalline g
membrang?2); (b) P,.(X) relation for polycrystalline g membrane. Inset:
1—sample,2—probe-resonator.

Microwave conductivity measurements were carried out
with a coaxial\/4 resonator consisting of a symmetric two-

wire line placed into a circular screéhe coaxial resonator jntg the sample of water vapor and oxygen, since the mea-
acted as a probe and could be moved over the sample sWyrements were performed in an open system. The width of

face. The frequency response of the sigial with the  ne transition varies under thermal cycling over the range
sample(the distance of the probe to the sample surface wagg_40 k.

< 0.1 mm and without it, is displayed in Fig. 2a. Figure 2b
presents the dependence of the maximum signal amplitude
Pmax (see Fig. 2pon coordinatex, with the inset showing
the resonator probe and the samfilee probe separatiob 4
=0.5 mm, the screen diametBr=1 mm, and the probe di- I
ameterd=0.16 mn). As seen from microwave loss mea-
surements, the sample resistance practically does not change
over all of the sample surface, and remains constant within <
the temperature interval 300—400 K, in contrast to the results Ay I
obtained on fullerite powdér.Further increase of tempera- Qg
ture confers to the temperature behavior of resistance a
weakly semiconducting character. -sF
Of most interest are studies &%,,,(T) at low tempera-
tures. As the temperature is lowered, the sample resistance . :
remains constant to 260 K, after which it increases within a 190 230
certain temperature intervdh jump in resistange which *
washes out in repeated cooling and heating cy@esvesl  rig. 3. p,,(T) relation for polycrystalline G membrane1-2—thermal
and 2 in Fig. 3. This washout can result from penetration cycling within 180-280 K. The arrow identifies the positionTef.

C. Microwave studies

270 290
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2. DISCUSSION OF RESULTS Our studies show, however, that the electrophysical
Qroperties of polycrystalline & membranes in the micro-
wave range depend only weakly on the environment. A

sample under investigation was thg,@ullerite without any h . ated with ional disord hiah
indications of graphitization and the presence of an amorP"'3S€ transition associated with rotational disorder at hig
temperatures has been detected for the first time. Raman

phous phase or 5, the above data on the temperature be-

havior of the resistance can be unambiguously identiﬁe&neasuremen.ts show polycrystallingoGnembranes to be
with the Gy, phase. close to G single crystals.

The absence of any anomaly in tR¢T) dependence in Support of the “Fullerenes and Atomic Clusters” Scien-
the temperature range 300-400 K suggests that oxygen onfific council (Project “Zone” 94017 and of the Russian

weakly affects the electrophysical properties of polycrystale,nd for Fundamental Resear¢Brant 96-02-16886ais
line fullerite G5p. This is also argued for by the high sample g{ratefully acknowledged.

resistance at room temperature and the semiconducting pa
tern of theR(T) relation in the high-temperature domain.

Note also that the sample conductivity practically does not
change when the sample is stored under normal conditions

for a pro_longe_d tlme_{up to three month_s . 1V. F. Masterov, A. V. Prikhod’ko, N. I. Nemchuk, A. A. Shaklanov, and
The jump in resistance dt=260 K is evidently related 0. I. Kon'kov, Fiz. Tverd. TelaSt. Petersbuig39, 1703 (1997 [Phys.

to the structural phase transition observed to occur in single- Solid State39, 1522(1997].

crystal G, samples. The transition width in this case is 30 V- F: Masterov, A. V. Prikhod’ko, O. 1. Kon'kov, and A. A. Shaklanov,

K, which is noticeably different from 0.4 K, the value ob- Flzé'l7')\]/erd. Tela(St. Petersbuig39, 97 (1997 [Phys. Solid Stat&9, 84

served in single crystafsSince this difference cannot be 3. g érandt, S. M. Chudinov, and Ya. G. Ponomarev, “Semimetals. |.

associated in our case with the presence of other phases, aSraphite and Its Compounds Modern Problems in Condensed Matter

was assumed in Ref. 6, we can presume that it is related toSciencesVoI. 20, edited by V. M. Agranovich and A. A. Maradudin
defects in the samples (North-Holland, Amsterdam, 1988p. 216.
ples. 4W. I. F. David, R. M. Ibberson, J. C. Matthewman, K. Prassides, T. J. S.

Raman spectroscopy is known to be sensitive to phasepennis, J. P. Hare, H. W. Kroto, R. Taylor, and D. R. M. Walton, Nature
transitions in @y, as well as to the presence of oxygen in (London 353 147 (199).
Ceo. % Therefore studying the Raman scattering intensity “C- Wen, J. Li, K. Kitazawa, T. Aida, I. Honma, H. Komiyama, and
a,‘s a function of temperature could provide a way of e,Stal_)_G.}](.. l\tl?)r:t],agéyzl?\oplgl,. I\ljlr.]yl\jlalc_ﬁ;itirilg.zg??—%ﬁman, and M. . Ferguson,
lishing the nature of the observed phenomenon, which is chin. Phys. Lasers86 284 (1991).
possibly connected with cooperative scattering from coher-"H. Peimo, X. Yabo, Z. Xuejia, Z. Xinbin, and L. Wenzhou, J. Phys.:
ently vibrating G, molecules with incorporated molecular 8Eoﬂizzzw“fgﬁﬁ;%iimj’:-an batent N 05.25498993
oxygen. Note thgt we detected no effects related to mter.-gR'_ Meilunas, R. P. H. C’hang, S. Liu, M. Jensen. and M. M. Kappes,
granular desorption of molecular oxygen. Problems associ- 3. appl. Phys70, 5128(1992.
ated with grain orientation in the course of membrane growtH°K. Akers, K. Fu, P. Zhang, and M. Moskovits, Scier2%9, 1152(1993.
also remain unclear. One should most likely expect the mi-'S: J- Duclos, R. C. Haddon, S. H. Glarum, A. F. Hebard, and K. B. Lyons,
crowave conductivity in the growth direction and perpen- S°tid State CommurQ, 481 (1991.

dicular to it to differ strongly. Translated by G. Skrebtsov

Based on the spectrometric studies which show that th
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The crystalline structure of agg/C;o membrane prepared by an original technique has been
studied by x-ray diffraction and Raman spectroscopy. The effects of purification of the starting
Cs0/Cyo mixture to G, composition and of spatial separation of thg, @nd G, phases in

the membrane have been revealed. The samples studied were established to have a composition
gradient from Gy to C;¢. The main structure of the membrane is shown to be an fcc

lattice witha=14.308 A. © 1998 American Institute of Physid$S1063-783%8)04103-3

Studies of the crystalline structure of fullerenes in thements carried out with the excitation density increased three
form of powder and thin films showed that at room temperatimes did not reveal any significant changes in the spectra.
ture crystalline G can exist in two phases, fcc with param- The Raman spectrum of the original powder, shown in
etera=14.2 A and hcp witha=10.0 A andc=16.0 A1™*  Fig. 2a(curvel), has lines corresponding to adlC;, mix-

As a rule, the fcc lattice is characteristic of primary crystal-ture (Table |). Figure 2b presents Raman spectra obtained
lization, and thermal treatmeriheating to 800 °C, Ref.)3 from sides | and Il of the membrarfeurvesl and2, respec-
results in formation of an hcp phase. Crystalling; @lso  tively). The frequencies of the spectral lines seen in these
exists in two modifications, namely, fcc with=14.89 A spectra are also given in Table I. As seen from Fig. 2 and
and hcp witha=10.53 A andc=17.24 A Different lattice  Table |, the Raman spectrum obtained from side | contains
parameter measurements vary within 0.5°A These dis- sharp peaks characteristic o and that of side Il, peaks
crepancies may be accounted for by the fact that van desf C,q (see Ref. J. No other features were detected in the
Waals forces binding molecules in the crystal are weak, andpectrum around 1380 crh (graphite or 1560 cm* (glassy
therefore growth-induced stresses may strongly affect the latarbon.

tice parameters. Therefore when comparing different mea- Figure 2a(curve 2) is the spectrum of the powder left
surement data one should take into account the technique Iafter the membrane preparation. It is seen to differ strongly
which the crystalline fullerene of interest was prepared.  from the original one and to be close to that gf @illerene.

This work deals with a structural study of a sample of
bulk fullerene prepared from agg/C,o mixture.

3. X-RAY DIFFRACTION ANALYSIS

1. SAMPLES

X-ray structural characterization of the samples was per-
med with a Geigerflex systerfCu K, radiation. X-ray
diffractograms were also obtained from two sides, | and Il
The X-ray spectra are presented in Fig. 3, with the positions
of some diffraction maxima being specified in Table Il. The
&iata suggest that the structure of side | is dominated by
an fcc lattice with parameter=14.308 A. One also detects

The samples were polycrystalline membranes fabricateg
o . . . C I (o]
by a modified technique involving sublimation of the origi-
nal fullerene powder in a growth chamifeMass spectro-
metric analysis of the starting GG-4 powder yielded the fol-
lowing composition data: 67%dg, 28% G, and 2% of the
mixture G4 75 g4(the powder was prepared and characterize

within the State Program “Fullerenes and Atomic Clus- . 0 . -
ters”). The samples were hemispherical, 3 mm in diamete"’.l second phase in :_;lmoun_ts of about 1%, which has a primi-
' ' tive tetragonal lattice with parameters=15.67 A and

and 2 mm high in the center. Figure 1 dlsp_lays sc_hematlcal! —17.72 A. The main phase on side(Hig. 3b also has an
the sample and presents a photograph of its section. The side

on which sample growth originated is plane |, and the final Cr? lattice W'th a:14.gll A'O Onfe oblservesl a teltragonal
side is hemisphere I, phase amounting to about 4% of total sample voluisee

Table Il). Thus the main structural component of the sample

is an fcc lattice whose parameter varies from 14.308 to

14.511 A. The lattice parameters of the second phase do not
Our Raman study was carried out at room temperaturehange, and only its amount varies.

with a double-grating DFS-24 monochromator. The spectra Note that the x-ray diffraction pattern of side | is char-

were excited with an argon lasek €488 nm). The laser acteristic of a polycrystal with randomly oriented

power density did not exceed 10 W/&nControl measure- crystallites® At the same time the diffraction data for side |I

2. RAMAN SCATTERING

1063-7834/98/40(3)/4/$15.00 535 © 1998 American Institute of Physics
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FIG. 1. General viewtop) and photograph of a section of polycrystalline
Cg0/C79 membrangbottom).

Masterov et al.

TABLE |. Raman shift(in cm™?) for the memebrane andg§C,, mem-
brane(bottom).

Starting Final
Side | Side Il powder powder Composition
221 221 221 Go
225 225 225 Go
250 250 250 G
257 257 257 Go
270 270 Go
409 409 409 Go
438 430 Go
454 454 454 Go
494 494 Go
505 505 505 G
1185 1185 1185 (o
1225 1225 1225 [
1367 1367 1367 [
1425 1425 Go
1443 1443 1443 [
1467 1467 1467 [
1468 1468 Go
1512 1512 1512 [
1562 1562 1562 [
1569 1569 Go

4. DISCUSSION OF RESULTS

A comparison of Raman data with x-ray diffraction
analysis suggests that the sample under study is a fullerite
with a composition varying from £ to C;,. Indeed, as fol-

reveal a preferred orientation in crystallite growth, which islows from Raman measurements, side | is thg fQllerene

indicated by an increase in the intensity[@R0] reflection,
and a decrease ¢111] reflection.

and side Il is G,. Note that the sample is analyzed in this
case only to a depth of a fewm, whereas x-ray character-

The x-ray analysis did not also reveal noticeable indicaization probes the sample to a depth two orders of magnitude
tions of an amorphous phase or of graphitization, despite thiarger [the half-attenuation depth for G, radiation
increase of the sublimation temperature during the preparan graphite is 0.36 mniRef. 8]. For fcc Gy, a=14.17 A,
tion of the sample up to 750 °C. Note that heating pressednd for G, it is a=14.89 A. In our case, on side |
Ceo Powder at temperatures 600—800° converts it to amora=14.308 A, and on side Ik=14.511 A. Thus the de-

phous carbon.

tected increase of the lattice parameter with crystal growth is

- a I

=1 5
=l £

2| =
S =3
1

2

g ST

£l sl 2
= 2 2|
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FIG. 2. Raman scattering spectfa of the starting G,/C;, mixture in the beginning1) and at the end2) of sublimation, and(b and inset of a

polycrystalline G,/C;, membrane fol1) side | and(2) side II.
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(111) gions in the sample, which is indicated by x-ray and Raman
a () b measurements.

(220 The initial stage in membrane formation could be similar
(220) to the growth of thin(10 um) Cg, films on mica substratée§.

The fcc (111 structure begins to form on disordered three-
| dimensional islands; the island atoms are bound more
h strongly to one another than to the substrate, and this ac-

counts for the mosaic structure of the crystallit€sg. 1),
| which in our case persists up to the mm scale.

T An interesting experimental observation relating to
modification of the starting fullerene mixture in the course of
sublimation might be worth mentioning. As already pointed
J \ J J k AJ out, the spectrum of this mixture practically coincides with
L ot L L that characteristic of 4 (see Fig. 2 and Table.l Directed
10 i 20 28, geg 10 " 20 purification of the mixture could be an efficient method of

producing very high-purity & or C5o membranes.
FIG. 3. X-ray diffraction spectrum of a polycrystalling,§ZC;o membrane Such membranes could most likely be used in develop-
for (8 side | and(b) side II. ing materials with unique electrical properties, ranging from
semi- to superconducting. For example, by growing a mem-
brane om(p)-Si, one could produce comparatively easily a
in accord with the assumption thatsdmolecules are re- C,,/n(p)-Si heterostructuré: while the starting mixture
placed in the course of growth by,£to form a variable-  with an addition of metallic impurities could be used to pre-
composition Go/Cyq solid solution. pare conductingor superconductingsystems.
It was sgggested earlier that the stresses building up in Thyus a study of Gy/C;, membranes has revealed spatial
the sample in the course of growth can strongly affect thes’eparation of the phase composition and modification of the

lattice parameters. In an experlme_nt involving developmengtarting mixture, and established the following structural fea-
of the technique the temperature field where the sample w. )

. . ) tlres:
located was varied. It was establlshe_:d that in order to obtain 1) The crystalline structure can be identified with
polycrystalline samplegmembraneswith a variable compo- . o . ) .
sition, the temperature field should have spatial and temporﬁ_ fullerene with composition varying fromefin the be_gm—
gradientgtemperature range 350—800)°The conditions in ning of the grgwth to Go a.t the end of.sample formation;

the growth chamber are apparently similar to those charac- 2) The main structure is an fec lattice whose paramater
teristic of temperature-gradient crystallization chambers witfvaries from 14.308 to 14.511 A with increasingoContent; _
slow heating or cooling of the batch. One of the phenomena 3 The presence of a second, tetragonal phase with
capable of stimulating the growth of large crystalli@2 a=16.57 A andc=17.71 A has been established.

mm or more in diametercould be the thermocapillary effect Support of the “Fullerenes and Atomic Clusters” Scien-
by which pores evaporate during crystallization in the prestific Council (Project 94017 “Zone’} and of the Russian
ence of a temperature gradiénThis effect could also be Fund for Fundamental Resear¢Brant 96-02-16886ais
responsible for the absence of disordefachorphougs re-  gratefully acknowledged.

Intensity , arb. units

TABLE Il. X-ray diffraction characterizatiofiCu K , radiatior) of a membrane with fcc lattice parameter: 14.308 A (side ) anda=14.511 A(side Il) and
tetragonal lattice parameteas=16.57 A andc=17.72 A (sides | and ).

Side | Side 1l

No. d 26, I, d, 26, I,

n/n A deg. arb. units A deg. arb. units hki Composition
1 8.742 10.06 18 8.864 9.97 22 200 tetr
2 8.261 10.70 100 8.378 10.55 100 111 fcc
3 7.824 11.30 3 7.817 11.30 4 201 tetr
4 6.097 14.66 1 6.062 14.60 3 220 tetr
5 5.057 17.52 53 5.095 17.39 97 220 fcc
6 4.691 18.90 2 4.696 18.88 8 312 tetr
7 4.310 20.59 54 4.341 20.44 69 311 fcc
8 4.143 21.43 15 4.164 21.32 13 222 fcc
9 3.279 27.17 5 3.305 26.95 5 331 fcc

10 3.209 27.77 3.216 27.71 420 fcc

4 8
11 2.915 30.64 9 2.933 30.45 8 422 fcc
12 2.751 32.51 8 2.767 32.32 7 513.333 fcc
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We have observed that carbon deposits obtained by atomizing graphite in an electric arc in an
atmosphere of argon and helium exhibit porosity and possess fractal structure. The results

of measurements of the internal fricti@ * and the effective Young’s modulus as a function

of temperature are presented. Data on the resistivity, density, and microhardness of the

carbon deposits are presented. A possible mechanism for formation of fractal structures in carbon
deposits is discussed. @998 American Institute of Physid$$1063-783%08)04203-9

Interest in condensed media possessing a fractal strueffective Young's modulus was measured by exciting flex-
ture has intensified in recent years. Obvious examples difral resonant oscillations in the sample and calculated using
such media are carbon deposits obtained by the deposition dfe expressidt®
carbon on a cathode as a result of the atomization of graphite
in an electric aré. Studies of the properties have established — E=48x21%pf2/m*h?, (1)
that carbon deposits have higher values of microhardness,
which are associated with the presence of local microdistorwherem=1.8751,1 is the length,p is the densityh is the
tions and finely dispersed regions, than graphifée struc-  thickness of the sample, arfdis the resonant frequency of
ture and mechanisms leading to the formation of a carbothe oscillations. The main error in determinigis associ-
deposit are not entirely clear from the works mentionedated with the nonuniformity of the sample thickness and is
above. Moreover, other physical properties of carbon depodess than 5%.
its have not been determined at all. In the present work we Figure 1 shows the results of measurements of the inter-
studied the structure and some physical properties of carbamal friction Q! (a) and Young’s modulu€ (b) as a func-
deposits obtained by atomizing graphite in an electric arc irtion of temperature. The highest level of internal friction
an atmosphere of argon and helium. (~1x107?) is observed in the case of a carbon deposit

We obtained a carbon deposit by atomizing an OSChebtained in an argon atmosphe®urve 1) and the lowest
7-3 graphite rod in an arc discharge with the following pa-level is obtained for a carbon deposit obtained in helium
rameters: current—180 A and voltage—15—-20 V. The atom{~5x10"3) (curve?2). Heating up to 900 K does not reveal
ized graphite was deposited on a flat polished surface of any features in th& ! curves and characterizes the struc-
graphite cathode under argon or helium pressure in the randaral stability of the materials obtained.

10-600 torr. The deposition time was 30 s. The carbon de- One feature ofE(T) in both the graphite and carbon
posit was 500um thick. The resulting flat layer of carbon deposits is a weak temperature dependence in the range 293—
deposit was separated from the polished surface of the grapB00 K, attesting to the weak effect of temperature on the
ite cathode. A portion of the deposit was used for studyingoond strength of the particles forming the deposit.

the surface structure with a RE300 scanning electron mi- The values of Young's modulus, internal friction, micro-
croscope and a portion was cut into plates, whose surfadeardness, resistivity, and density for deposits and single-
was worked and polished. Samples of single-crystal graphiterystal graphite at 300 K are presented in Table I. One can
were subjected to the same treatment. After being mechansee that the microhardness, of the carbon deposits ob-
cally processed the graphite and carbon deposit samples h#ained in argon and helium equals 5.95 and 6.87 GPa, respec-
the following dimensions: length—5-10 mm, width—1.5— tively, while Hy, of single-crystal graphite equals 0.05 GPa.
2.5 mm, and thickness—0.1-1.3 mm. The stresses obtainékhe data show that covalent bonds are realized between car-
as a result of mechanical treatment were removed by anneabon atoms in the deposit.

ing at 873 K. The density of the carbon deposits was deter- The surface structure of the carbon deposits is presented
mined with an error of 3—5% by means of hydrostatic weigh-in Fig. 2a. It is reminiscent of the structure of dust particles
ing in M20 balances. The resistivity was measured at roongrown in a helium plasma with graphite electrodes with a
temperature by a four-probe method with a relative error ofmicrowave discharge with frequency 15 MHz and pressure 1
10%. The microhardness was measured with a relative errdforr® Quite large (1 um) cloud-shaped formations are

of 15% on a PMT-3 apparatus. visible with higher magnificatiofiFig. 2b; these formations

The internal friction of cantilevered samples was mea-in turn consist of smaller, rounded clusters 0.2—Qr8 in
sured by the method of Ref. 3 in the frequency intervalsize. In the case of the carbon deposit obtained in a helium
10°—10* Hz with relative deformation no greater than 0  atmosphere the surface of such clustgig. 20 seems to be
The relative error in measurir® ! was at most 1-3%. The coated with a “lint” consisting of carbon filaments of the

1063-7834/98/40(3)/3/$15.00 539 © 1998 American Institute of Physics
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FIG. 1. Internal friction(a) and Young’s modulugb) versus temperature for
carbon deposits obtained in arg@h and helium(2). 3—For single-crystal
graphite.

order of 3—4um long and about 0.065—-0.16n in diameter.
Such lint is not observed in the case when the deposit is
obtained in an argon atmosphere.

An STM study of the initial stages of nucleation of car-
bon deposits showed that the structure consists of 6—8 nn
spherical carbon Clus,ters and solid capsules up to _5_10 dIlflG. 2. Surface structure of carbon deposits obtained in a helium atmo-
ameters long. According to our models, some spherical CluSsphere. a—x 1700, b—x 10800, c—x 7800, d—x 1420.
ters have an amorphous carbon structure. The other clusters
are multilayered spherical or polyhedral formations of car-
bon (structurally similar to fullerengsvhose surface consists in turn form a~40 wm structure reminiscent of a head of
of pentagons and hexagons. The ideas presented above agcaeliflower. The process leading to the formation of the
with Ref. 7, according to which amorphous and block-structure of the carbon deposit can be represented qualita-
structured particles are formed on the cathode as a result ¢ively as follows. Small fractal aggregates form from the
cooling of the fused carbon nanocrystals. The solid capsulesarbon clusters produced in the electric plasma. These fractal
are most likely multishell nanotubes with closed ends. Theaggregates then stick together by the mechanism of dust-
spherical clusters and solid capsules serve as the main matgearticle formatiorf just as in a self-organizing system with a
rial for the formation of 0.15-0.4%um aggregates. In the high rate of dissipation of energy.
process of formation of a carbon deposit, aggregates form The density of the carbon deposits equals 59-61% of the
macroscopic cloud-shaped formationd wm in size, which  density of the single-crystal graphite, while the microhard-

TABLE |. Some physical properties of carbon deposits obtained in an atmosphere of argon and helium and of single-crystal graphite at 300 K.

Material EX 10 N/m? Q x10° H,, GPa pr, Q-m p, glent
Carbon depositargon 1.625 10.88 5.95 (1.744.17)x 1074 1.32
Carbon deposithelium) 1.924 5.44 6.87 (1.362.00)x 104 1.36

Single-crystal graphite 0.43 8.09 0.05 268075 2.23
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ness is 120-130 times higher than that of single-crystal In summary, the properties of carbon deposits are similar
graphite. These data show that the structure of a carbon dée those of SiQ aerogels, whose fractal nature is well
posit consists of a quite rigid framework with a substantialknown?® As a result of their high porosity carbon deposits
volume of porosity. This is demonstrated by the extendedan be recommended for use as adsorbents and thermal in-
surface of a chip of the carbon depodtig. 2d). sulators.

To calculate the fractal dimension of the carbon deposits
we shall use a model of fractal aggregates consisting of clus-
ters with radiug , and the graphite densify,.° The number
of clusters in a fractal aggregate whose radius satisties 1, p Bubnov, I. S. Krainskj E. E Laukhina, and EB. Yagubski, Izv.

>r, is determined as Akad. Nauk. SSR, Ser. Khb, 805 (1994.
D 2Yu. S. Grushko, V. M. Egorov, I. N. Zimkin, T. S. Orlova, and B. I.
N(r)=(R/rg)”, 1<D<3, 3] Smirov, Fiz. Tverd. TeldSt. Petersbung37, 1838(1995 [Phys. Solid

. . . State37, 1001(1995].
whereD s the fractal dimension. From E) follows an 3V. K. Belonogov, I. V. Solotukhin, V. M. levlev, and V. S. Postnikov, Fiz.

expression for the density of the substance in a sphere ofkhim. Obrab. Mater5, 164 (1968.

radiusR 4T. J. Koneko, J. Non-Cryst. Solidxl, 435(1976.
3-b 5K. Ouzimi, H. Honda, H. Yokota, and H. Ebisu, Thin Solid FilB4 221
p=po(ro/R)*"7, 3 (1976.

. . . 6A. Garscadden, Plasma Sources Sci. Tech®jad239 (1994.
where p is the density of the carbon deposit. For carbon 7vy, E. Lozovik and A. M. Popov, Usp. Fiz. Nauk67, 751 (1997).

deposits obtained in argon and helium the density equals®V. N. Tsytovich, Usp. Fiz. Naull67, 57 (1997.

respectively, 1.32 and 1.36 Q/E‘ITR equals 4.% 1075 and 9B. M. Smirnov, Usp. Fiz. Naul52 133(1987 [Sov. Phys. Usp30, 420
1.5x 10 ° cm, pg=2.23 g/cm, andry=4x10"" cm. We (1987]

obtainD =2.89 and 2.86, respectively. Translated by M. E. Alferieff
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