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Symmetry breaking in tunnel junctions between partially dielectrized metals with charge
or spin density waves

A. I. Vo tenko and A. M. Gabovich
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Tunnel current–voltage characteristics are calculated for symmetric junctions between metals
waves of with charge or spin density that have equal absolute valuesuSu of the dielectric
order parameter. The possibility of different signs forS on opposite sides of the junction is
considered. As a result, the current–voltage characteristics are highly asymmetric. The
predicted effect is a new example of symmetry breaking in many particle systems and makes it
possible to explain some experimental data for symmetric URu2Si2–URu2Si2
microjunctions. ©1998 American Institute of Physics.@S1063-7834~98!00103-8#
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In metals with charge~CDW! or spin ~SDW! density
waves at temperatures below the transition temperatureTtr

~the structural transition temperatureTd for CDW or the
Neél temperatureTN for SDW!, a dielectric gapuSu develops
on nested~congruent! parts of the Fermi surface. In this re
gard, the properties of metals with completely or partia
dielectrized Fermi surfaces and those of superconductors
similar in many ways.1 This is especially true of the ‘‘semi
conducting’’ aspects of the Bardeen–Cooper–Schrie
~BCS! model for superconductors and models of Peierls
exciton dielectrics. The coherence properties of these
types of collective state, however, differ greatly.2

It is well known3 that the BCS theory and its genera
zations predict symmetric current–voltage characterist
for both symmetric and nonsymmetric tunnel junctions
volving superconductors. Experiments agree fully with the
conclusions. In particular, symmetric current–voltage ch
acteristics are observed for the nonsymme
superconductor–dielectric–normal metal junction.3

In the absence of superconductivity, the tunnel char
teristics of CDW and SDW metals are completely identic
and we shall use the abbreviation CSDW~charge–spin den
sity wave!. As we have shown previously,4 the tunnel
current–voltage characteristics of nonsymmetricN–I–DM
contacts, where DM denotes a partially dielectrized CSD
metal, should be nonsymmetric with respect to the voltagV
at the junction forT,Ttr . The analysis was based on th
Bilbro–McMillan model5–7 for a partially dielectrized super
conductor. At the same time, forT.Ttr there is no dielectric
gap in the electronic spectrum and the correspond
current–voltage characteristic is symmetric with resp
to V.

On the other hand, an analysis of CSDWs as reporte
Ref. 8 in terms of an anisotropic Hubbard model, includi
nonideal nesting, leads to a complex realignment of the e
tronic spectrum belowTtr which depends on the relatio
between the energy parameter«2a anduSu. In particular, the
3511063-7834/98/40(3)/3/$15.00
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gap nature of the spectrum disappears for«a.uSu. However
the current–voltage characteristics forN–I–DM junctions
remain symmetric in terms of this theory,8 so that it cannot
be used to explain the experimentally observed curre
voltage characteristics for nonsymmetric tunnel and po
contacts with the CDW metals NbSe3,

9,10 TiSe22xSx ,11 and
K0.3MoO3

12 or the SDW metal URu2Si2.
13,14 At the same

time, these characteristics agree well with our results.4

The situation is even more confused for symmetric DM
I–DM junctions. Measurements for URu2Si2–URu2Si2 point
contacts13,15 have shown that even in this case the curren
voltage characteristics can be nonsymmetric. Here we s
attempt, within the framework of the approach propos
earlier,4 to give a possible explanation for this surprisin
fact. As far as we know, there are, as yet, no alterna
explanations.

The model Hamiltonian of a system with partial diele
trization of the electronic spectrum has the form

H5H01HMF . ~1!

Here H20 is the free electron Hamiltonian, while the mo
lecular field HamiltonianHMF is given by

HMF52(
s51

2

(
pa

@11~2a21!C#Saspa
1 as,p1Q,a1h.c.,

~2!

C50 ~1! for a CDW ~SDW!, aspa
1 (aspa) is the creation

~annihilation! operator for a quasiparticle with momentump
and projected spina from regions of the Fermi surface. The
sum is taken over the nested parts of the Fermi surfaces
51,2) where the electronic spectrum is degenerate~Q is the
CSDW vector,\51!,

j1~p!52j2~p1Q!, ~3!

and the order parameterS appears as a consequence of
exciton ~Coulomb! or Peierls~electron–phonon! instability
of the initial spectrum~3!.1,2,7 In the remainder of the Ferm
© 1998 American Institute of Physics
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surface (s53), the quasiparticle spectrumj3(p) is nonde-
generate. We limit ourselves to real values ofuSu, since an
imaginary value for it corresponds to thus-far unobserv
phases with current density or spin current waves.2

The tunnel quasiparticle current in junctions with CSD
metals was calculated in a fashion similar to Ref. 4, based
a method developed for superconducting junctions.16 In our
theory it is necessary to include three Green’s functions
each electrode:7

Gnd~p;vn!52@ ivn1j3~p!#Z1
21,

Gd~p;vn!52@ ivn1j1~p!#Z2
21,

Gis~p;vn!52SZ2
21. ~4!

Here Z15vn
21j3

2(p), Z25vn
21j1

2(p)1S2, vn5(2n
11)pT, T is the temperature (kB51), n50,61,62,..., the
subscriptnd corresponds to the undielectrized part of t
Fermi surface,d to the dielectrized parts 1 and 2, andis to
electron-hole coupling. In particular, the functionGis(p;vn)
is responsible for the large difference between supercond
ors and exciton~Peierls! dielectrics.

We restrict ourselves to electric fields below thresho
i.e, assume that pinning of the CSDW takes place.1 All the
tunnel matrix elements are assumed to be equal, so that
is a single electrical resistance parameter,R, for the
junction.4

In our previous work,4 we have made a detailed analys
of the current–voltage characteristic of a symmetric DM
I–DM junction where the parameters of both electrodes w
assumed to be the same. This choice for a symmetric ju
tion is natural, but is not the only one possible. In fact, va
ous thermodynamic properties of dielectrized metals are
dependent of the sign ofS.7 The situation is extremely
similar to the degeneracy of the ground state of an Is
magnet as it applies to different directions of magnetizati
An arbitrary infinitesimal anisotropy~for example, owing to
an external interaction! can make any of these states into
preferred state. We assume that a similar effect can occu
CSDW metals, as well, although it cannot be displayed fo
single sample.

The situation changes sharply when two samples
brought into contact. If, for example, the left electrode
characterized by a positiveS, while that of the right elec-
trode is negative with the same absolute value, then a ju
tion between the two is nonsymmetric, although it is a
sumeda priori to be symmetric. This is the key point of ou
analysis. As will be shown below, this kind of configuratio
leads to a nonsymmetric current–voltage characteristic, e
though the electrodes have been made of absolutely iden
materials. In essence, this represents a new example
macroscopic manifestation of the breaking of symmetry i
many particle system. Naturally, this effect can only be o
served forT,Ttr .

The calculations yield the following dependence of t
quasiparticle currentJ on the voltage across a junction,V
5Vright2Vleft.0, for the above choice of signs for the ord
parameters~S left5S.0 andS right52S,0!:
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J~V!5(
i 51

6

Ji~V!, ~5!

where

J1~V!5¸1~S,S!, J2~V!5S2¸2~S,S!,

J3~V!52n¸1~S,0!, J4~V!5n2¸1~0,0!,

J5~V!522S¸3~S,S!, J6~V!522nS¸3~S,0!. ~6!

Here

¸1~S1 ,S2!5CE
2`

`

dv f ~v,eV,T!

3N~v,eV,S1 ,S2!uvuuv2eVu,

¸2~S1 ,S2!5CE
2`

`

dv f ~v,eV,T!

3N~v,eV,S1 ,S2!sgnv sgn~v2eV!,

¸3~S1 ,S2!5CE
2`

`

dv f ~v,eV,T!

3N~v,eV,S1 ,S2!uvusgn~v2eV!, ~7!

where

f ~v,eV,T!5th
v2eV

2T
2th

v

2T
, ~8!

N~v,eV,S1 ,S2!5
u~ uvu2S1!

~v22S1
2!1/2

u~ uv2eVu2S2!

~~v2eV!22S2
2!1/2,

~9!

C52@2eR(11n)2#21, e is the elementary charge,u(x) is
the Heaviside function,n5Nnd(0)/Nd(0), andNnd(0) and
Nd(0) are the densities of states in the undielectrized
dielectrized parts of the Fermi surface, respectively. In
case studied previously,4 where there is a symmetry betwee
the positive and negative branches of the current–volt
characteristic, there are no termsJ5,6(V). Then the expres-
sion for the current whenT50 and in the corresponding
limit is the same as has been found before.17

The componentsJi(V) of the currents have differen
symmetry properties, specifically,J124(2V)52J124(V)
andJ5,6(2V)5J5,6(V). Thus, the total currentJ(V) consid-
ered here has no definite symmetry! IfS left,0 and S right

.0, the two branches of the current–voltage characteri
simply change places, as for nonsymmetric junctions.4

When T50 all the components of the currents are e
pressed in terms of complete elliptic integrals of the first a
second kinds. If, however,TÞ0, then only a numerical cal
culation is possible. Figure 1 shows plots of the calcula
dimensionless current through the barrier,j 5JeR/S0 (a),
and the corresponding conductivityg5d j /dx ~b! as func-
tions of the dimensionless voltage across the juncti
x5eV/S0 , whereS05uS(T50)u, for T/Ttr50.5. The tem-
perature dependenceS(T) was assumed to be that typical o
the BCS theory for superconductors. The parameter va
n50.4 and 1.5 were chosen in accordance with differ
published data for URu2Si2.

18,19
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A comparison of these current–voltage characteris
with the results for symmetric junctions without symmet
breakings4 shows that in the positive branch the root sing
larity of the current ateV5S and the discontinuity in the
conductivity ateV52S are stronger in the case consider
here. In the negative branch of the current–voltage cha
teristics, on the other hand, the corresponding singular
vanish almost completely owing to destructive interferen
of the termsJ6 with J3 andJ5 with J11J2 . Thus, the quali-
tative character of thej (x) andg(x) curves for a symmetric
junction with broken symmetry is analogous to the curren
voltage characteristic in the nonsymmetric case.4 It follows
from all the above discussion that the symmetry of the DM
I-DM junctions and the corresponding current–voltage ch
acteristics are determined by the complete equivalence o
CSDW in both electrodes~including the signs ofS!. This
circumstance was overlooked in the earlier work.4,20

The calculatedg(x) curves are in qualitative agreeme
with those measured for URu2Si2–URu2Si2 microjunctions.14

FIG. 1. The dimensionless currentj 5JeR/S0 ~a! and dimensionless con
ductivity g5d j /dx ~b! as functions of the dimensionless voltagex
5sV/S0 across a URu2Si2–URu2Si2 tunnel junction with broken symmetry
at a temperatureT50.5Ttr for different degreesn of dielectrization of the
Fermi surface~wheree is the elementary charge,R is the junction resis-
tance,S0 is the absolute value of the dielectric order parameter at z
temperature, andTtr is the dielectric transition temperature!. n50.4 ~dashed
curve! and 1.5~smooth curve!.
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Experimenters have observed both symmetric and nons
metric current–voltage characteristics in a single series
measurements. This is consistent with our conception, gi
the thermodynamic equivalence of the CSDWs which dif
only in the sign of the order parameter.7

In conclusion, we emphasize that in this paper we ha
predicted a new macroscopic manifestation of a symme
breaking in a many particle system. It differs fundamenta
from the well known effects in bulk media, such as magne
or ferroelectric materials. In fact, the predicted effect can
observed only when a formally symmetric DM–I–DM junc-
tion in inserted in an electrical circuit. Note that here w
have neglected correlations of the Josephson type, which
possible in strong electric fields beyond threshold.1,17
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Near-ordering structural transitions in amorphous metal alloys
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The temperature variations in the modulus of elasticity~Young’s modulus! E and internal
friction Q21 of the amorphous metal alloys Ti50Cu502xNix (5<x<20) are studied at temperatures
of 300–800 K. There is an anomalous increase inE(T) at temperatures aboveTx ~which
varies from 440 to 525 K, depending on the composition!. When the amount of nickel in the alloy
is high (x.12 at. %), a small peak shows up inQ21(T). These effects are related to
structural transitions in near-ordering regions~clusters!. A model for structural relaxation of near
ordering in amorphous alloys is proposed on the basis of these experiments. ©1998
American Institute of Physics.@S1063-7834~98!00203-2#
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Structural relaxation processes in amorphous metal
loys lead to observable changes in many physical proper
in particular the elastic and inelastic parameters.1–5 These
properties are highly sensitive to structural changes,6 and this
determines their effectiveness in studies of relaxation p
cesses in amorphous metal alloys. Thus, work on inte
friction has made it possible to develop some ideas ab
structural defects in amorphous metal alloys.4,5,7,8 The data
in these papers have been analyzed in terms of the conce
the free volume, which is phenomenological in nature, a
attempts to use it to specify more clearly the atomic reali
ments responsible for various inelastic effects in amorph
metal alloys have encountered entirely understandable d
culties associated with the indeterminacy of an amorph
structure.9 These difficulties can apparently by overcome
examining other fundamental concepts associated with
ordering.10–12 The purpose of this paper is to study elas
and inelastic properties of Ti–Cu–Ni amorphous metal al
systems, whose thermodynamic equilibrium plots cont
many interesting phases and critical points13 and for which
the probability of different phase transitions with changi
temperature is large, and also to develop the concept of
ordering based on our experimental results.

1. EXPERIMENTAL TECHNIQUE

A spin melt technique was used to obtain 30–40m thick
strips of amorphous metal alloy. The melt was cooled a
rate of 33106 K/s. The amorphism of the original sample
was monitored using a DRON-3 x-ray diffractometer~Cu Ka

radiation!. The internal friction and modulus of elasticit
were determined on a device in which bending vibrations
excited electrostatically14 in a vacuum of 1024 Pa as the
original amorphous metal alloy samples are heated.
samples were heated at a rate of 10 K/min at temperature
300–800 K. The relative deformation of the samples dur
the measurements was less than 1026. The frequencyf of
the free vibrations of the amorphous metal alloy samples
in the range 300–600 Hz. The error in determiningf was
less than 0.5%.
3541063-7834/98/40(3)/4/$15.00
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2. EXPERIMENTAL RESULTS

The internal frictionQ21 and dynamic modulus of elas
ticity ~Young’s modulus! E (E} f 2)14 of the amorphous
metal alloys were measured at various temperatures by h
ing the samples at a constant rate. Some of the resu
Q21(T) curves are shown in Fig. 1. Figure 2 shows so
plots of the normalized modulus of elasticityE/E0 as a func-
tion of temperature.~E0 is the modulus of elasticity of the
initial amorphous metal alloy sample at room temperatu!
In these curves, several effects show up, some of which
obvious in nature. Thus, the strong peak in the internal f
tion at temperatures of 670–730 K is related to crystalli
tion ~Fig. 1! and the temperature at which it occurs and
shape are consistent with the crystallization process in th
amorphous alloys.3,15 The sharp drop in the modulus of ela
ticity of the amorphous metal alloys at temperatures ab
590–660 K is caused by vitrification processes and the t
perature at which the drop sets in is the vitrification tempe
tureTg .16 The other effects are not so predictable, althou
they apparently should show up in many amorphous m
alloys. Thus, depending on the composition of the alloy,

FIG. 1. Internal friction of Ti50Cu502xNix amorphous metal alloys as a func
tion of temperature forx55 ~1! and 20~2!. The rate of heating is 10 K/min.
© 1998 American Institute of Physics
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temperatures of 440–525 K the drop in the modulus of e
ticity as the sample is heated is replaced by a rise~Fig. 2!.
The temperatureTx at which E begins to rise varies non
monotonically with composition~Fig. 3!. The alloy with
composition Ti50Cu38Ni12 has the highest value ofTx . The
maximum in the modulus of elasticity,Emax, owing to its
increase during heating also varies nonmonotonically. T
largest rise inE is observed for the amorphous metal allo
Ti50Cu32Ni18 and Ti50Cu34Ni16 ~Fig. 2!. In the amorphous
alloys Ti50Cu502xNix with greater than 12 at. % nickel, th
change from a drop in the modulus of elasticity to a rise
accompanied by the appearance of a small nonrelaxa
peak inQ21(T) ~Fig. 1!.

3. DISCUSSION OF RESULTS

Effects similar to those we have observed~a peak in the
internal friction around 450–500 K and an anomalous
crease in the modulus of elasticity at these temperatu!
have been observed in studies of the elastic and inela
properties of the amorphous metal alloys Fe40Ni38Mo4B18

and Fe67Co18B14Si1 in a saturation magnetic field after var
ous sorts of annealing and deformation.17 The nonrelaxation
character of the peak in the internal friction was noted a
the observed effects were related to structural transition
the amorphous phase which affect the degree of near or
ing. An analysis of scanning differential calorimetry data
dicates that these structural transitions may be a type
order-disorder transition.10 The papers cited here show th
regions with near ordering~clusters! are of enormous impor
tance in forming the structure and properties of amorph
metal alloys, and also suggest that the anomalous eff
observed in the present paper are caused by cluster p
formation.

It is assumed that the structure of the clusters co
sponds to the structure of crystalline phases formed by h
ing above the crystallization temperatureTc .18 This assump-
tion is imprecise, since during high-speed quenching fr
the liquid state, the multicomponent system may p
through temperature intervals where different phases coe
Thus, the structure of the clusters is metastable, having
herited elements of the structure of one of the hig
temperature crystalline phases; this is indicated, in particu

FIG. 2. The normalized elastic modulus of Ti50Cu502xNix amorphous metal
alloys as a function of temperature forx55 ~1!, 12 ~2!, 16 ~3!, 18 ~4!, and
20 ~5!. The heating rate is 10 K/min.
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by the phase diagrams of rapidly quenched alloys.19 As an
amorphous alloy is heated within the confines of the volu
of a cluster with dimensions of several nanometers,1 nuclei
of a new~more stable! phase will be formed. When the de
gree of metastability is high, the critical nuclei of the ne
phaser c can be very small and may form a sphere with
volume of a few atoms.20 Growth of nuclei with radiusr
.r c leads to a phase transition within the cluster volum
The possibility of such a transition is also indicated by d
on phase formation in amorphous metal alloys byin situ
electron microscopy,18 and the data imply that these trans
tions can be reversible. Phase transitions within the volu
of clusters cause a reduction of the free energy of amorph
metal alloys, so that they can be referred to as ‘‘structu
relaxation of the near ordering.’’ If the modulus of elastici
of the new phase is greater than that of the old phase, t
because of these cluster phase transitions, the effec
modulus of elasticity of the amorphous metal alloy sam
will be higher.

These arguments make it possible to understand
anomalous effects in the elastic and inelastic properties
amorphous metal alloys observed during heating. In rap
quenched Ti50Cu502xNix amorphous alloys, the structure o
the ordered clusters at room temperature corresponds
metastable solid solution of theb-phase stabilized by coppe
and nickel.21 Raising the temperature increases the atom
vibrations within the cluster volumes and this initially caus
the observed reduction in the elastic modulus~Fig. 2!. Near
the temperatureTx the energies of the thermal fluctuation
are high enough for formation of nuclei of a new phase w
critical size r c . Further growth of nuclei withr .r c deter-
mines a phase transition within the confines of the clus
with the formation of higher molecular weight phases
TiCu, Ti2Cu, and Ti2Ni: 21 structural relaxation of the nea
ordering takes place. Here the phase transitions in the am
phous metal alloys Ti50Cu502xNix with different composi-
tions have their distinct features and this is responsible
the quantitative differences inTx andEmax, the atypical ef-
fects observed in the experiment. Thus, raising the nic
content of the alloy from 5 to 12 at. % facilitates a reorga
zation of the near ordering in accordance with the transiti
b→TiCu andb→Ti2Cu, with the fraction of the structure o
the latter compound predominating at elevated concen
tions of Ni.22 At the same time, the structure of the amo

FIG. 3. The temperatureTx at which the elastic modulus of Ti50Cu502xNix
amorphous metal alloys begins to rise as a function of the Ni concentra
in the alloy.
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phous alloy is stabilized and this causes the onset temp
ture of the transition to increase~Fig. 3!. Further elevation of
the nickel content favors the formation of clusters of t
Ti2Ni phase19,22 with its enhanced elastic properties. Th
leads to an increase inEmax for the amorphous metal alloy
with compositions Ti50Cu34Ni16 and Ti50Cu32Ni18 ~Fig. 2!.
Binding nickel in the Ti2Ni and TiNi phases during nucle
ation facilitates theb→a transition, which becomes mor
frequent as the Ni content of the alloy is raised. This
reflected in a lower transition onset temperatureTx ~Fig. 3!
and in a lower peak of the modulus,Emax ~Fig. 2!. Part of the
b→a transition proceeds via a martensite mechanism,15,22

which is distinguished by the appearance of a nonrelaxa
peak in the internal friction at temperatures nearTx ~Fig. 1!.
When the nickel content of the amorphous metal alloys
low (x,10 at. %), this kind of transition is suppressed
Cu and Ni atoms, which are good stabilizers of t
b-phase.23

The extensive temperature range within which the ela
modulus increases as an amorphous metal alloy is he
above Tx indicates that in clusters the TiCu, Ti2Cu, and
Ti2Ni phases are formed by a diffusion mechanism. Mart
site clusters, on the other hand, develop within a very sh
time interval. The martensite transition takes place in fi
order, since it is prepared by suitable atomic realignme
within the confines of the clusters owing to thermal fluctu
tions during formation of critical nuclei of the new phase

The proposed model for structural relaxation of the n
ordering based on our experimental data can be used to m
several quantitative estimates. Thus, we assume that
work of formation for a critical nucleus of the new phas
Rmax, is given by20

Rmax5
4pa

r
r c

2, ~1!

wherea is the specific surface energy. Assuming that t
work is equal to the energy of the harmonic oscillators in
volume of a critical nucleus at temperatureTx , we can write

nkTx5
4pa

3
r c

2, ~2!

wheren is the number of atoms forming the critical nucle
andk is the Boltzmann constant. In Eq.~2! the energy of a
critical nucleus atTx is determined by the classical formu
through a sum of noninteracting oscillators. This estimate
justified by the rather high values ofTx in this case.~Tx

.Q, whereQ is the Debye temperature.! For many metals
this definition of the energy is satisfactory even at roo
temperature.20,24 In terms of the present model, this estima
for the energy is even more justified by the fact that,
temperatures nearTx , the crystalline lattice of a metastab
phase in the volume of a critical nucleus is extremely u
stable, while the influence of correlations in the interatom
interactions, which determine the quantum mechanical
fects, is minimal and unimportant.
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For cubic ~bcc! packing of the atoms in the nucleu
geometric considerations yield an estimate for the relat
betweenr c andn in the neighborhood of the first coordina
tion spheres of

r c'
a

2 S n

2D 1/3

, ~3!

where a has the significance of a lattice parameter of t
nucleus. Given Eqs.~2! and~3!, the size of a critical nucleus
in the new phase can be estimated in terms of the thermo
namic parameters as

r c'
paa3

12kTx
. ~4!

From the experiment we haveTx553102 K and, taking
a;1 J/m2,25 we obtain r c;1029 m for a;3310210 m.
This estimate ofr c is consistent with the assumptions of o
model for near-order structural relaxation and also indica
a high degree of metastability of the phases that form
initial structure of the clusters.

In this paper we have proposed a model for phase tr
sitions in the interior of clusters which may offer good pro
pects for developing a theory of the amorphous state of m
alloys. This model is based on the standard assumption
equilibrium thermodynamics and kinetic theory and, with t
aid of these, it can be used to study the nature of the am
phous state through the prism of microscopic volumes w
an ordered structure. From the standpoint of this model i
clear that such quantities as the cluster size and degre
metastability of the phase within a cluster have definite li
ited intervals within which phase transitions in a cluster w
be reversible, and this controls the reversible variation of
macroscopic properties.2,3 The irreversible growth of cluster
owing to diffusion processes at the cluster-amorphous s
interface, however, forces an ever larger number of clus
to go outside these intervals; this lowers the degree of rev
ibility of these properties and inevitably leads to crystalliz
tion of the amorphous metal alloys.
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Critical current of an inhomogeneous Josephson junction at an intergrain boundary
with a random distribution of dislocations

E. Z. Me likhov and R. M. Farzetdinova
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The critical currentJc(u) of an intergrain boundary is calculated as a function of the contact
misorientation angleu of the granules. It is assumed that the ordering parameter is
suppressed in regions near boundaries with an enhanced mechanical stress induced by randomly
distributed surface dislocations. The stress distribution function is determined using a
probabilistic approach. Assuming that the weak coupling at the boundary is Josephson coupling,
an analytic expression is found for the angular dependenceJc(u) ~for tilt and twist
boundaries!. The magnitude of the residual critical current of a boundary in a strong magnetic
field is estimated. ©1998 American Institute of Physics.@S1063-7834~98!00303-7#
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The low value of the critical current in high-temperatu
superconducting ceramics is known to be determined by a
of weak intergrain bonds at the boundaries between ne
boring superconducting granules. These weak bonds
caused by the reduction in the superconduction ordering
rameter near boundaries of this type. The reasons for
may be different; however, at pure boundaries, with no
purities or structural defects, the reduction in the order
parameter is most often attributed to the field of mechan
stressess ik ( i ,k5x,y,z) generated by the dislocations whic
develop at grain boundaries.1–3

Without examining the specific mechanism for suppr
sion of the superconductivity ordering parameter in tho
regions subject to strong mechanical stresses, we note th
is related to the appearance of an electrical potential du
deformation of the lattice, the so called deformation poten
w}J«, whereJ;10 eV is a constant of the deformatio
potential and«;s/s0 is the lattice deformation. When th
displacement of the electronic energy levels,;«w, becomes
comparable to the Fermi energy«F;0.1 eV~for HTSC!, the
electronic spectrum undergoes a radical realignment wh
leads to suppression of the superconducting state. Thus
can regard a stresssc;(«F /J)s0;0.01s0 , in which the
relative lattice deformation is;1%, as ‘‘severe.’’

At the same time, experiments show that the spatial
tribution of the oxygen concentration in YBa2Cu3O72d films
has a minimum near an intergrain boundary.4 Far from a
boundary it satisfiesd'0.05 and at a boundary,d;0.3 and
;0.5– 0.6 foru57 and 31°, respectively.1! The oxygen con-
centration recovers its bulk value over a distance of o
;20 nm from a boundary. Thus, the width of the oxyge
depleted layer is close~see below! to the width of the bound-
ary region that has been distorted by dislocations. Thus,
entirely probable that this sort of reduction in the oxyg
concentration is related to dislocation stresses concentr
near an intergrain boundary.

The stress field at the boundary is completely determi
by the system of boundary dislocations. In the theory of d
3581063-7834/98/40(3)/9/$15.00
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locations, intergrain boundaries are usually associated wi
periodic system of edge~for tilt boundaries! or screw~for
twist boundaries! dislocations,6 whose density is highe
when the misorientation angleu of the neighboring grains is
larger. The dislocation density is customarily characteriz
by the distanceD between them, which is related to th
angleu by the simple formulaD5b/@2 sin(u/2)#, whereb
is the magnitude of the Burgers vector, which does not dif
greatly from the crystalline lattice constanta in the direction
of this vector.~In the simplest casesb is simply the same
asa.!2!

As the dislocations converge~i.e., as the misorientation
angle between neighboring grains increases!, the stresses
they create cancel one another and the width of the se
stress boundary region is reduced.3 According to this model,
the intergrain coupling should then become ever weak
while the intergrain critical current increases. This co
pletely contradicts the numerous experiments which reve
rapid drop in the intergrain critical current with increasin
misorientation angleu for all types of boundaries~tilt, twist,
and mixed! in high temperature superconducting films7,8 and
crystals.9

We assume that this disagreement between theory
experiment is not related to a failure of the model, but to
incorrect assumption of periodicity in the system of boun
ary dislocations. In fact, there are various reasons for
breakdown of this periodicity. It is sufficient to recall the
mal fluctuations, which displace the dislocations over a d
tance on the order of the lattice constant, as well as
generally unavoidable incommensurability of the periodD of
the dislocation structure with the lattice constant. Thus, i
physically more correct to regard a system of different d
locations as random, assuming that each of them may
displaced in a random manner from its regular position b
distance on the order ofa. Consequently, the problem sub
stantially reduces to calculating the stress field of a system
random dislocations near an intergrain boundary. Numer
calculations of this type, which have been report
© 1998 American Institute of Physics
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elsewhere,3 demonstrate qualitative agreement with expe
ment and confirm the fruitfulness of this kind of rando
model. In this paper we develop an analytical method
solving this problem. Since, as already noted, the exact st
dependence of the superconductivity ordering paramete
unknown, in calculating the intergrain critical current w
have used a simple approximation, according to which
ordering parameter goes to zero in those regions wheres ik

>sc and is constant wheres ik,sc .

1. PROBABILISTIC MODEL FOR A RANDOM STRESS FIELD
AT A BOUNDARY

In the following we begin with the standard expression6

for the components of the stress tensor created by a si
edge dislocation located at the origin of the coordinate s
tem and characterized by a Burgers vectorb directed along
the x axis ~since this kind of dislocation corresponds to
extra half plane parallel to they axis, we shall call it a
Y-dislocation!:

sxx
Y 52bs0

y~3x21y2!

~x21y2!2 , syy
Y 51bs0

y~x22y2!

~x21y2!
,

sxy
Y 51bs0

x~x21y2!

~x21y2!2 , ~1!

wheres05G/@2p(12m)#, G is the shear modulus, andm
is the Poisson coefficient.

This is the so-called Volterra equation for a continuo
medium. It neglects the atomic structure of the crystal and
particular, the details of the structure of the dislocation k
nel. The latter could be taken into account using the ph
cally more correct Peierls equation,6 but the resulting correc
tions to the stress are important only at distances on the o
of the lattice constanta. They have no noticeable effect o
the superconducting properties of the boundary region, s
the width of the latter is determined by the coherence len
jn of the electrons in a normal metal, which greatly excee
a. We note also that we haveb'a in Eqs.~1!.

A simple ~symmetric! tilt intergrain boundary coinciden
with the yz plane can be represented as a set
Y-dislocations lying at equal distancesDy5a/@2 sin(u/2)#
from one another, whereu is the misorientation angle of th
crystallites~grains!. The total stresses created by a line
such dislocations can be calculated using the stand
formulas6

sxx /s052S pb

Dy
D

3
sin 2pY~cosh 2pX2cos 2pY12pX sinh 2pX!

~cosh 2pX2cos 2pY!2 ,

syy /s052S pb

Dy
D

3
sin 2pY~cosh 2pX2cos 2pY22pX sinh 2pX!

~cosh 2pX2cos 2pY!2 ,
-

r
ss
is

e
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sxy /s051S pb

Dy
D 2pX~cosh 2pX cos 2pY21!

~cosh 2pX2cos 2pY!2 ~2!

in which X5x/Dy andY5y/Dy .
Let us consider a straight line~we shall refer to it a an

x-line! parallel to the boundary and located a distancex from
it. The stresss ik varies along thex-line and can be describe
by a distribution functionf x(s ik), where the subscript mean
that this function applies to anx-line. At some points of the
x-line, us iku.sc , while at othersus iku,sc . The probability
wx that an arbitrary point of thex-line is ‘‘good’’ ~i.e.,
us iku,sc at this point! is determined by the relative fractio
of good parts in the line and equals

wx5E
2sc

sc
f x~s ik!ds ik , ~3!

while the probability that a point on thex-line is ‘‘bad’’ ~i.e.,
us iku.sc at this point! is, naturally, equal to (12wx).

Let us now consider anx-strip, a region bounded by a
intergrain boundary and anx-line. The probability that some
part of this strip is bad and the corresponding region outs
it is good is proportional to the product of two probabilitie
the probability that even the interior points of this part of t
x-strip farthest from the boundary are still bad and the pr
ability that all points adjacent to this part of thex-strip on the
outside are already good. It is clear that these two proba
ties coincide withwx and (12wx), respectively. Thus, the
probabilityp(x) that the width of the bad layer in this part o
the boundary is equal tox is given by the simple equation

p~x!5p0wx~12wx!, ~4!

where p0 is a normalizing factor defined by the conditio
*0

`p(x)dx51. Essentially,p(x) is the probability that the
width of a bad strip, as measured along a randomly cho
normal to the boundary, is equal tox.

Now we can easily find the average~averaged over a
boundary with a nonuniform stresss ik! value of any physi-
cal quantity that depends on the width of the bad strip.
particular, the most probable width of such a strip is given
^x&5*0

`xp(x)dx.
The problem of determining the critical current for a

intergrain boundary considered as a Josephson junction
which boundary dislocations cause its properties to be u
form, therefore, reduces to finding the above distribut
function p(x) for one or another distribution of dislocation
along the boundary.

First we consider a periodic system of dislocations
which the stresss ik(x,y) is a periodic function of the coor
dinatey with periodDy . It is clear that for a low density of
dislocations, whose stress fields are essentially nonover
ping ~this corresponds to large values ofDy and small mis-
orientation anglesu}1/Dy!, the ‘‘bad’’ fraction of the
boundary is proportional to the dislocation density, i.
to 1/Dy . This leads to a drop in the critical current o
the boundary that is linear in the misorientation angle, i
( i 02 i c)}(1/Dy)}u. This simple result, which is containe
in Ref. 1, was extended there~incorrectly, as is shown be
low! to the case of large anglesu (;10°).
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For a periodic system of dislocations, the distributi
function f x(s ik) is expressed simply in terms of the coord
nate dependence of the stress,

f x~s ik!5S 2

Dy
D U]y~s ik ,x!

]s ik
U. ~5!

The functiony(s ik ,x) in Eq. ~5! is the inverse ofs ik(x,y),
which determines the spatial distribution of the stress in
dislocation system@see Eq.~2!#.

For concreteness, in the following we shall consider
diagonal component of the stress,sxx , which, as was shown
before, is the most important for our problem.3 As a simple
approximation that yields an explicit inversion ofs ik(x,y),
let us consider the situation in which the width of the b
strip is still rather large, specifically, such that 2pX*1.
Then Eq.~2! for sxx and the inverse functiony(sxx ,x) can
be written approximately in the form

sxx~x,y!52smax sinS 2py

Dy
D ,

y52S Dy

2p DarcsinS sxx

smax
D , ~6!

where smax5smax(x)5ps0(b/Dy)@(2px/Dy)sinh(2px/Dy)
1cosh(2px/Dy)]/cosh2(2px/Dy). According to Eq.~5!, the
distribution function in this case is determined by

f x~sxx!5H 1

pAsmax
2 2sxx

2
, usxxu,smax,

0, usxxu.smax,

~7!

which, upon substitution in Eq.~3!, gives3!

p~x!5H p0 arcsinS sc

smax
D F12

2

p
arcsinS sc

smax
D G ,

uscu,smax,

0, uscu.smax.

~8!

Since the xx-component of the stress of an isolat
y-dislocation positioned at the coordinate origin is an o
function of y @see Eq.~1!#, as the density of dislocation
increases~above some value! their overlapping stress field
begin to compensate one another, leading to a reductio
the effective width of the bad strip. Accordingly, the avera
width ^x&5*0

`xp(x)dx of the bad boundary layer shoul
decrease as the dislocation density increases~i.e., asDy de-
creases!. Thus, the critical current of an intergrain conta
with a periodic system of dislocations should vary nonmo
tonically: as the periodDy decreases, the critical current in
tially falls and then rises. Although this conclusion clea
conflicts with conventional ideas,1 it is confirmed by direct
calculation~see below!.

The critical current of a Josephson junction at a unifo
boundary can be written in the form

i c5 i 0 expS 2
d

jN
D , ~9!

wherei 0 is the critical current in the volume,d is the thick-
ness of the bad~not superconducting but, for example,
e

e

d

in

-

normal metal! layer at the boundary, andjN is the electron
correlation length in the normal metal. The generalization
this expression to the nonuniform case has the form

^ i c&5 i 0E
0

`

exp~22x/jN!p~x!dx, ~10!

wherep(x) is assumed normalized to unity and the facto
accounts for the presence of a bad strip on both sides of
boundary.

Figure 1 shows distribution functionsp(x) calculated
using Eq.~8! for the case in which the critical stresssc is 1%
of s0 ~i.e., sc /s050.01!. It is clear that as the periodDy of
the dislocation structure is reduced~when the misorientation
angleu increases!, the maximum probabilityp(x) shifts to-
ward smallerx. In accordance with this, Fig. 2 illustrates th
reduction in the average width^x& of the bad strip and Fig. 3
the rise in the intergrain critical current@calculated using Eq.
~10!# as the misorientation angleu is increased.

This result, as might be expected, completely contrad
Ref. 1. More importantly, it absolutely disagrees wi
experiments7–9 indicating a rise in the critical current as th
misorientation angle is increased. In light of the above
marks, it is clear that the defect in the naive model examin
here lies in the traditional assumption of a periodic dislo
tion structure near the intergrain boundary. A more realis
model should, as already noted, take into account the los
strict periodicity in the location of the dislocations at th
intergrain boundary owing to their slight~over a distance on
the order of the crystal lattice constant! random displacemen
along the boundary.

In this case, the total stress created at an arbitrary p
in the crystal is given by a sum of random quantities~the

FIG. 1. The probabilityp(x) that the width of the bad layer near an inte
grain boundary equalsx. The curves are plotted only where the conditio
for applicability of the computational formulas (2pX>1) is not violated.
The periodic system of dislocations has a separationDy ~in units of b!
between dislocations~misorientation angleu, deg!: 1—50 ~1.1!; 2—20 ~3!;
3—10 ~5.7!; 4—5 ~11.7!; 5—3 ~19!; 6—2 ~29!. The inset shows a system o
random dislocations withD/a51 and misorientation angleu ~deg!: 1—3;
2—6; 3—12; 4—20; 5—30.
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stress from the individual dislocations! and is also a random
quantity. Obviously, this stress cannot be calculated using
equation such as Eq.~1! and the natural way of describin
the stresses in the crystal becomes the distribution func
f x(sxx) introduced above. If this function were known, the
the method described above could be used to calculate
intergrain critical current for a random system of disloc
tions, as well.

In principle there is a method which can be used to fi
the distribution of the sum of random quantities distribut
in a known fashion: the Markov method.10 However, in this
case it does not yield a sufficiently simple analytic expr
sion for this distribution function. Thus, we have chosen
other, simpler, approach based on using an approximate
of the distribution functionf x(sxx).

It is known that a distribution function is complete
determined by the complete set of its momentsMn

5*(sxx)
nf x(sxx)dsxx .11 Functions, all of whose moment

coincide, are identical, while functions for which only a
nite number of the earliest moments coincide are simila
one another, with their degree of similarity being greater
a larger number of coincident moments. For approxim
calculations, it is sufficient to restrict ourselves to coin
dence of the first two or three moments.4!

Of course, the first two or three moments are still n
enough to write down an expression for the distribution fu
tion. Thus, in order to get an idea of its shape, we us
numerical calculation of the stresses for some example
random dislocation distribution~see Ref. 3!. Figure 4 shows
the stress distribution functionsf x(sxx) at a distancex55a
from a boundary with a misorientation angleu510° for dif-
ferent values of the parameterD, which serves as a measu
of the randomness in the position of the dislocations.~D
is the same as the root mean square deviation of the disl
tions from their regular positions.!5! Similar results have
been obtained for other values ofu*1°, x*a, and
D*0.02. Clearly, the ratiof x(sxx)/s2 is linear in the stress

FIG. 2. The average width of the bad strip near an intergrain boundary
function of the misorientation angleu. ~1! Periodic system of dislocations
~2! system of random dislocations (D/a51).
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to good accuracy. This means that the distribution funct
can be written in the form

f x~sxx!}usxx@s1~x,D,u!2sxx#u, ~11!

a

FIG. 3. The Josephson critical currenti c for an intergrain boundary as a
function of the misorientation angleu. The upper curve is for a periodic
system of dislocations. The average width^x& of the bad layer near the
boundary satisfies the condition 2p^x&/Dy>1; for the opposite inequality
(u→0) the critical current increases with decreasingu and i c / i 0→1. The
lower curves~1–4! are for a system of random dislocations. The parame
m0 : 1—8; 2—10; 3—16; 4—24.

FIG. 4. Numerically calculated stress distribution functionsf x(sxx) at
a distancex55a from an intergrain boundary with a misorientation ang
u510° for different values ofD: 1—2; 2—1; 3—0.05. The coordinates
have been chosen so as to reveal the form of the functional depend
f x(sxx). The straight lines are the corresponding linear approximations
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wheres1(x,D,u) is the only parameter of the distribution
which determines all its properties and, in particular, the d
persionD(x,D,u). It is easy to show that for a parabol
distribution of the form~11! we haveD5(3/10)s1

2. Thus, it
is sufficient to know the dispersion for a complete descr
tion of the distributionf x(sxx).

In order to determine the dispersion of the stress ne
boundary owing to the combination of stresses from in
vidual, randomly positioned dislocations, we shall use a w
known theorem according to which the dispersion of a s
of random quantities~under extremely general assumption!
is equal to the sum of their dispersions.11 In our case the
dispersionDn of the stresssxx

(n) created by an individua
(nth! dislocation is determined by the distribution functio
f n(yn) of the random coordinateyn of this dislocation with a
regular positionyn

05y1nDy . The dispersion can be foun
using Eq.~1! with the substitutiony→yn5yn

01nDn , where
Dn is the random displacement of then-th dislocation and

Dn5E ~sxx
~n!2^sxx

~n!& !2f n~yn!dyn , ~12!

where

^sxx
~n!&5E sxx

~n!~yn! f n~yn!dyn . ~13!

For simplicity, we make the~not at all fundamental! as-
sumption that the random coordinatesyn of the dislocations
are uniformly distributed over equal intervalsyn

02D,yn

,yn
01D of width 2D. Then it is possible to use th

approximations6!

^sxx
~n!&5

1

2D E
yn

0
2D

yn
0
1D

sxx
~n!dyn'sxx

~n!~yn
0!

1
D2

6
~]2sxx

~n!/]yn
2!U

yn5y
n
0
1..., ~14!

and

^~sxx
~n!!&5

1

2D E
yn

0
2D

yn
0
1D

~sxx
~n!!2dyn'@sxx

~n!~yn
0!#2

1
D2

6
~]2@sxx

~n!#2/]yn
2!U

yn5y
n
0
1..., ~15!

which imply that

Dn5^~sxx
~n!!2&2~^sxx

~n!& !2'
D2

3
~]sxx

~n!/]n!2U
yn5y

n
0
. ~16!

According to Eq.~1!, the derivative in Eq.~16! equals

]sxx
~n!/]ynuyn5y

n
05bs0F4~y1nDy!2@3x21~y1nDy!2#

@x21~y1nDy!2#3

2
3

x21~y1nDy!2G . ~17!

Finally, the dispersion of the total stresssxx is found as the
sum of the dispersionsDn of the stresses of the individua
dislocations,
-

-

a
-
ll

D5 (
n52`

`

Dn'
s0

2b2D2

3Dy
4

3 (
n52`

` F4~n1Y!2@3X21~n1Y!2#

@X21~n1Y!2#3 2
3

X21~n1Y!2G2

,

~18!

whereX5x/Dy andY5y/Dy .
By use of some algebraic identities, Eq.~18! can be writ-

ten in the form

D'
s0

2b2D2

3Dy
4 ~S218X2S3264X6S5164X8S6!, ~19!

whereSk5Sn52`
` @x21(n1Y)2#2k.

The sumsSk in Eq. ~19! are easily calculated using th
recurrence relationSk1152(1/2kX)@]Sk /]X# and the
standard formula6

S15 (
n52`

`
1

X21~n1Y!2 5S p

XD sinh 2pX

cosh 2pX2cos 2pY
.

~20!

In the following, we restrict ourselves to the case 2pX
*1. ThenS1'p/X and, accordingly,

S25
p

2X3 , S35
3p

8X5 , S45
5p

16X7 ,

S55
35p

128X9 , S65
63p

256X11. ~21!

Finally, we obtain

D'
7p

12
s0

2S b2D2

x3Dy
D . ~22!

By comparing this expression forD with the dispersion
in Eq. ~11!, we can find the parameters1 , which determines
all the properties of this distribution,

s15s1~x,D,u!5S 35p

18 D 1/2S bD

x3/2Dy
1/2Ds0

'3.5s0Asin
u

2 S a1/2D

x3/2 D , ~23!

where the rightmost expression has been obtained unde
assumptionb5a and we have used the relationship betwe
the misorientation angleu and the periodDy of a system of
edge dislocations,Dy5a/@2 sin(u/2)#.

Now, finally, we can write down an explicit expressio
for the distribution functionf x(sxx) of the stresses near
boundary and~in accordance with the scheme describ
above!, use it to calculate the critical current of an intergra
Josephson junction. The normalized~on the segment2s1

,s,s1! distribution function has the form7!

f x~s!5
3

s1
3 s~s12s!, ~24!
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which makes it possible to write down the probabilityp(x),
introduced above, as follows:

p~x!5p0E
2sc

sc
f x~s!dsF12E

2sc

sc
f x~s!dsG

53p0S sc

s1
D 2S 12

sc

s1
D 2F11

4

3 S sc

s1
D S 12

sc

s1
D G .

~25!

According to Eq.~25!, the width of the bad strip canno
exceed some valuex1 determined by the conditions1

5sc : x1'2.3a(s0 /sc)
2/3(D/a)2/3@sin(u/2)#1/3. ~Thus, for

D5a, sc50.1s0 , andu55°, we havex1'40a.! The nor-
malizing factorp0 can be found from the normalization con
dition for the probability,*0

x1p(x)dx51, and is given by

p0'~3.9/a!~sc /s0!2/3~D/a!22/3@sin~u/2!#21/3.

Figure 1 ~inset! shows plots of distribution function
p(x) calculated using Eq.~24! for the case in which the
critical stresssc is 1% of s0 ~i.e., sc /s050.01!. As op-
posed to the situation with a periodic system of dislocatio
~Fig. 1!, an increase in the misorientation angleu shifts the
maximum of the probabilityp(x) toward largerx, which
corresponds to an increase in the most probable width^x& of
the bad strip.

2. CRITICAL CURRENT OF A BOUNDARY WITH A RANDOM
SYSTEM OF DISLOCATIONS

The critical current of a nonuniform Josephson juncti
is given by Eq.~10!. Substituting the above distributionp(x)
in it, we finally find the intergrain critical current at a boun
ary with a random system of edge dislocations,

^ i c&/ i 0527F g̃~4,m!2
2

3
g̃~11/2,m!23g̃~7,m!

14g̃~17/2,m!2
4

3
g̃~10,m!G , ~26!

where

g̃~n,m!5E
0

1

sn21e2mxdx, m5m0@sin~u/2!#1/3,

m05
4.6

~jN /a! F D/a

sc /s0
G2/3

.

For u*5° and a reasonable choice of the parameterm0

~see below! we havem>10. Then the main contribution to
the sum ~26! is from the first termg̃ (4,m)'6/m4. This
makes it possible to write Eq.~26! in the following, although
approximate, simple form:

^ i c&/ i 0'
160

m4 5
160.m0

4

@sin~u/2!#4/3. ~27!

Equation ~26! gives the average critical current of th
Josephson junction. The local critical current density, ho
ever, varies randomly along the junction and is characteri
by the distribution function
s

-
d

F~ j c!5p@x~ j c!#U dx

d jc
U, x~ j c!52

jN

2
lnS j c

j 0
D , ~28!

where j 0 is the volume critical current density.
As can be seen from Fig. 5, as the misorientation angu

increases, this distribution function shifts substantially
ward small values of the local critical current density; th
causes a drop in the average critical current^ i c& ~Fig. 3!. The
magnitude of the latter is determined solely by the param
m0 ~of course, neglecting the angleu!. ~See Eq.~26!.! Taking
sc /s050.01, jN /a510, andD/a51 ~arguments in favor
of this choice are given in Ref. 3!, we obtainm0'10. At the
same time, Fig. 3 implies that the magnitude of the aver
critical current of the junction depends rather strongly
m0 : when m0 is increased by a factor of 3,^ i c& falls by a
factor of 10–20. This may explain the rather large scatte
the data observed in many experiments. In fact, the degre
randomness of the system of dislocations at the bound
which is characterized by the parameterD, may be deter-
mined to some extent by its structural features, which
related to the techniques used to form it, the purity of t
initial materials, the substrate properties~for film structures!,
etc.

The level of agreement between the proposed model
experiment can be judged from Fig. 6, which shows exp
mental data for Josephson junctions in YBa2Cu3O films on
bicrystalline substrates,8! as well as the calculated angula
variation in the critical current of an intergrain Josephs
junction. It is clear that for misorientation anglesu&25°, the
widely scattered experimental data fall within a str
bounded by the theoretical curves corresponding to rea
able values ofm0 . For anglesu*45°, on the other hand, th
experimental data sink well below and evidently can

FIG. 5. The distribution function of the local critical current density at
intergrain boundary with a random system of dislocations~D/a52; jN /a
510!. Misorientation angleu ~deg!: 1–10; 2–20; 3–30.
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longer be described in terms of our model. For these ang
the interaction between nearby dislocations8 probably be-
comes so strong that it leads, on one hand, to a realignm
of the dislocation kernels~and, therefore, in the stress field
created by them! and, on the other, to the appearance o
certain correlation in their positions~which, of course, was
not taken into account above since the random position
the dislocations were assumed to be mutually noninter
ing!.

In conclusion, we note that the above procedure for c
culating the random stresses is suitable for analyzing the
tem of edge dislocations at a twist boundary, as well as
tilt boundary. The former is usually represented as a g
~lying in theyz plane of the boundary! of screw dislocations
consisting of two periodic~with periodD! systems of dislo-
cations: in one of them the dislocations are parallel to thz
axis and in the other, to they axis. Using the standard
expressions6 for the stresses created by individual screw d
locations and the computational technique developed ab
one can find the dispersion of the distribution of stresses
a random system of screw dislocations at a twist bounda

D~szy!'
p

6
~12m!2s0

2S b2D2

x3D D ,

D~sxy!5D~szx!'
p

12
~12m!2s0

2S b2D2

x3D D . ~29!

It is clear ~for other conditions the same! that the stresse
near the twist boundary do not differ greatly from those a
tilt boundary@see Eq.~22!#, so there is every reason to e
pect the current carrying characteristics of these bounda
to be similar. This conclusion is confirmed by experimen8

FIG. 6. A comparison of the theoretical angular dependences of the cr
current of an intergrain Josephson junction~circles! with experimental data
~squares! for junctions in YBa2Cu3O-films on bicrystalline substrates.8 m0 :
1—8; 2—10; 3—16; 4—24.
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3. RESIDUAL CRITICAL CURRENT OF A NONUNIFORM
JOSEPHSON JUNCTION IN A HIGH MAGNETIC FIELD

For calculating many physical properties of boundar
with a random system of dislocations, it is necessary to kn
both the stress distribution functionf x(sxx) and the stress
correlation function. In order to find it, we break up the fun
tion sn(y)5s ik(y1nD1Dn) into two parts: a regular part
sn

0(y)5s ik(y1nD) corresponding toDn50, and a random
part, sn* (y)5sn(y)2sn

0(y) which can be written in the
form

sn* ~y!'Dn

]s ik~y!

]y U
y5y1nD

The total stress is equal tos ik(y)5Snsn(y) and its cor-
relation function is

c~d!5^^s ik~y!s ik~y1d!&&, ~30!

where the double averaging symbol denotes averaging
over y ~for the regular and random parts! and overDn ~for
the random part!.

Then,

c~d!5K K(
n

sn~y!•(
m

sm~y1d!L L
5K K(

n
@sn

0~y!1sn* ~y!#•(
m

@sm
0 ~y1d!

1sm* ~y1d!#L L
5K (

n
sn

0~y!•(
m

sm
0 ~y1d!L

1K K (
n

sn
0~y!•(

m
sm* ~y1d!L L

1K K (
n

sn
0~y1d!•(

m
sm* ~y!L L

1K K (
n

sn* ~y!•(
m

sm* ~y1d!L L .

The second and third terms of this last expression forc~d!
are zero and the last is

K K(
n

sn* ~y!•(
m

sm* ~y1d!L L
5K K(

n
sn

8* ~y!sn* ~y1d!L L
1K K (

mÞn
sm* ~y!sn* ~y1d!L L ,

where the second term equals zero.
Therefore, we have

c~d!5K (
n

sn
0~y!(

m
sm

0 ~y1d!L

al
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1K K(
n

sn* ~y!sn* ~y1d!L L . ~31!

For screw dislocations,

sn
0~y!5

ay

x21y2 ,

Dn

]s~y!

]y U
y5y1nD

5S aDn

D2 D X22~Y1n!2

@X21~Y1n!2#2 ,
it

Fo

ss

e

n
i-

-

on
wherea5bs0(12m), and

(
n

sn~y!5S pa

D D sin 2pY

cosh 2pX2cos 2pY
,

whereX5x/D andY5y/D.
Thus, the first term of Eq.~31! for c~d! is given by
K (
n

sn
0
•(

m
sm

0 ~y1D!L 5S pa

D D 2K sin 2pY sin@2p~Y1t !#

@cosh 2pX2cos 2pY#@cosh 2pX2cos~2p~Y1t !!#L
'S pa

D D 2 cos 2pt

2 cosh2 2pX
'S pa

D D 2

exp~24pX!cos 2pt,

wheret5d/D.
Then, we have

K K(
n

sn* ~y!sn* ~y1d!L L 5~a/D2!2K K (
n

@X22~Y1n!2#@X22~Y1n1t !2#

@X21~Y1n!2#2@X21~Y1n1t !2#2 Dn
2L L .

For a random distributionDn uniform over the intervalD,Dn , averaging overDn gives

K K(
n

sn* ~y!sn* ~y1d!L L 5
1

3
~aD/D2!2K (

n

@X22~Y1n!2#@X22~Y1n1t !2#

@X21~Y1n!2#2@X21~Y1n1t !2#2L ,
of
ion

n

n
n-
nt
on
l
ed

nt
etic

t

where the average overY still has to be taken. To do this,
is necessary to calculate~and average overy! the corre-
sponding sum.

This sum must be found in the way described above.
2pX@1 it equals

K K(
n

sn* ~y!sn* ~y1d!L L ;2p~aD/D2!2
X~4X22t2!

~4X21t2!3

;s0
2S b2D2

x3D D 42~d/x!2

@41~d/x!2#3 ,

in agreement with the above expressions~22! and ~29!
for the dispersion of the random part of the stre
s* 5Snsn* (y).

Thus, for 2pX@1, we have

c~d!'s0
2S pb

D D 2Fexp~24pX!cos 2pt

1constS D

D D 2 X~4X22t2!

~4X21t2!3 G , ~32!

where const;1. On settingb,D;a and assuming that th
characteristic value ofx is determined by the width of the
bad strip^x&;10a, it is easy to show that the first term i
the expression forc~d! ~corresponding to a system of per
odic dislocations! can be neglected foru>5°.

The width^x& of the bad boundary strip is, itself, a ran
dom function of the coordinatey along the boundary. The
existence of a direct coupling between the local perturbati
r

,

s

in the stress and̂x& means that the correlation properties
^x& can also be described roughly by the correlation funct
c~d!.

We may assume that the correlation function for^x& is
close to that for the stress atx5^x& and falls off relatively
slowly for d>^x&. This means that the correlation functio
of the local critical current densityj c}exp(2^x&/jn) ~which
depends exponentially on̂x&! can be written in the form

^ j c~y! j c~y1d!&}e2d/^x&. ~33!

Thus, the width of the bad strip,^x&, serves as a correlatio
length for the local critical current density, which in the Ya
son model12 determines the so-called residual critical curre
i c,res. The latter is the critical current of an infinite Josephs
junction in a strong magnetic field~provided the statistica
properties of the local critical current density are describ
by an exponential correlation function of the form~31!!. For
a nonuniform junction of finite length, the residual curre
determines the relative height of the plateau in the magn
field dependence of its total critical currenti c(H),12

i c,res

i c~H50!
;S D j

^x&
L D 1/2

, ~34!

where L is the length of the boundary,D j5^( j c

2^ j c&)
2&/^ j c&

2 is the dispersion of the local critical curren
density distribution function forH50, and ^ j c&} i c(H
50)/L is the average value ofj c for H50.
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The residual critical current of Josephson junctions
lengthL;20 mm in YBa2Cu3O7 films on bicrystalline sub-
strates with misorientation anglesu510– 30° has been
measured.13 The magnitude of the residual critical curre
was i c,res/ i c(H50)50.0120.1. In order to understan
whether these values correspond to those predicted by
~34! we use the data presented in Figs. 2 and 5. This imp
that i c,res/ i c(H50);10(a/L)1/2. Taking a'431028 cm
and L520 mm, we obtain Jc,res/Jc(H50);0.1, which
agrees quite well with the experimental data.13

1!Recall that the superconducting transition temperature in YBa2Cu3O72d

depends strongly ond: Tc'92 K for d50.05, Tc'60 K for d50.4, and
Tc50 for d>0.6.5

2!In the case of a tilt boundary, this formula is valid only for a bounda
which is symmetric with respect to the corresponding crystallograp
planes of the grains in contact~a so-called symmetric tilt boundary!. The
general relation for an asymmetric boundary is given elsewhere.6

3!Equation~8! for p(x) could also be obtained without calculating the di
tribution function f x(sxx). In fact, Eqs. ~3! and ~5! imply that wx

5(2/Dy)@y(sc)2y(2sc)#, which, with the second of Eqs.~6!, immedi-
ately leads to Eq.~8!. A more ‘‘embroidered’’ approach is used in the te
only in order to illustrate the sequence of steps for the case in which
inverse functiony(sxx) is unknown, but the form of the distribution func
tion f x(sx) is known ~or assumed!. This is the situation that will be ex-
amined below in this paper.

4!The first three moments have a simple ‘‘geometric’’ significance. The
erage value of the stress,^sxx& and its dispersionD determine, respec-
tively, the center of gravity of the distribution and its effective widt
Specifying the first two moments of the distribution,M 1 and M2 , is
equivalent to specifying the average stress^sxx& and its dispersionD.
Thus, ^sxx(x)&5*sxxf x(sxx)dx5m1 , while the dispersion is given in
terms ofM1 andM2 by D5^(sxx)

2&2(^sxx&)
25M22M1

2. The third mo-
ment M3 is related to the degree to which the shape of the distribut
function deviates from symmetric~relative to the mean value!. This asym-
metry is usually characterized by the parameterg5^(sxx2^sxx&)

3&/D3/2

5(M324M1
313M21M2)/D3/2.

5!The distribution function is even insxx . The figure only shows the par
corresponding tosxx .0.
f

q.
s

c

e

-

n

6!Similar equations are also obtained for a gaussian distribution ofyn with
dispersionD2.

7!It can be shown that the distribution function~24! obeys a simple scaling
relation. Let us introduce the notations115s(x5D5Dy5a). Then for
x/a5D/a5Dy /a51, the normalized distribution function~11! can be
written in the formf 11(s)5(3/s11

3 )s(s112s). Now it is easy to see tha
the normalized distribution function for arbitraryx, D, andDy is given in
terms of f 11 by f (s)5k f11(ks). Herek is a scaling parameter, which i
given byk5(x3Dy)

1/2/(bD) according to Eq.~22!.
8!For a misorientation angleu540° the distance between dislocations ca

culated formally according to the formulady5a/@2 sin(u/2)# is 1.3a,
which is comparable to the size of the dislocation kernels. Of course,
no longer appropriate to speak of using a dislocation model under th
conditions.

1M. F Chisholm and S. J. Pennycook, Nature~London! 351, 47 ~1991!.
2S. E. Babcock and J. L. Vargas, Annu. Rev. Mater. Sci.25, 193 ~1995!.
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Raman scattering in YBa 2Cu3O7 single crystals: anisotropy in normal and
superconductivity states
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Precise temperature and polarization dependences of Raman spectra have been investigated for
fully oxygenated twin-free YBa2Cu3O7 single crystals. We have found a striking
superconductivity-inducedx2y anisotropy in the temperature behavior of the 340 cm21 line: the
magnitudes of the softening and broadening are quite different in thexx- and
yy-polarizations. This anisotropy suggests a contribution of the CuO-chain superconductivity
with a pairing symmetry different from that for the CuO2 plane, or indicates that the
superconducting gap amplitudes are different in thekx andky directions. Thed1s gap symmetry
is the only realistic symmetry in the case ofDxÞDy . © 1998 American Institute of
Physics.@S1063-7834~98!00403-1#
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1. INTRODUCTION: TEN YEARS LATER

Raman scattering spectra~RSS! provide important infor-
mation on the phononic and electronic excitations in highTc

superconductors and serves as a tool for testing the pro
ties of the superconducting gap. Over the past ten yea
wealth of data was obtained on superconductivity-indu
effects in the phonon behavior in YBa2Cu3O7 ~YBCO! crys-
tals. Let us summarize the main results obtained in studie
the phononic RSS in high-Tc materials. The most importan
one is related to the softening of the 340 cm21 mode below
Tc found by Macfarlaine, Rosen and Seky on polycrystall
samples in 1987, indicating a strong EPI.1 The softening of
the 340 cm21 mode was confirmed by many groups whi
measured different states of YBCO including ceramics, t
films and single crystals.2–4

However, the linewidth anomaly depended critically
sample. Friedelet al. reported that the half-width at the ha
maximum ~HWHM! of the 340 cm21 line increased mono
tonically with decreasing temperature in the superconduc
state.5 Other work4,6 showed that the temperature depe
dence of the HWHM exhibited a maximum at intermedia
temperatures 0,T* ,Tc . This maximum was believed to
originate from a resonance of the phonon energyhn with the
superconducting gap energy 2D(T) at T5T* .7 Accordingly,
this result indicates that the gap energy atT→0 is larger than
the phonon energy of 340 cm21: 2D(0).340 cm21.

Later, it was found that the 430 and 500 cm21 Ag modes
also show similar anomalies, namely, additional hardenin
T,Tc .8–10

In 1988, Zeyher and Zwicknagl~ZZ! have calculated
theoretically the superconductivity-induced effects on
phonon self-energy atq50, by assuming an isotropics-wave
gap and strong coupling for EPI.11,12 According to the ZZ-
model, the renormalization of the phonon self-energy res
3671063-7834/98/40(3)/10/$15.00
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in softening for the phonons with frequencieshn,2D(T)
without a significant change in the HWHM, whereas f
phonons with frequencieshn.2D(T) hardening accompa
nying additional broadening of the linewidth is predicte
Friedl, Thomsen and Cardona have investigated the broa
ing of the B1g-like modes in various RBa2Cu3O72d com-
pounds with different rare earth elementsR.5 Using the ZZ-
model, they calculated the value of the gap 2D~0! to be
316 cm21 (2D/kTc;5), however, being smaller than th
phonon energy 340 cm21.

A number of experimental studies were devoted in
ensuing period to accurate determination of the temperat
dependent behavior of the 340 cm21 mode and gap value
2D~0!, but the results are surprisingly different from ea
other. Altendorfet al. found that the 340 cm21 mode exhib-
ited no anomalous broadening belowTc , indicating
2D(0)/kTc55.9.9 McCarty et al. reported the narrowing o
the 340 cm21 mode belowTc and, therefore, deduced a muc
larger value of the gap: 6.8kTc,2D(0),7.7kTc .10 The at-
tempts to reconcile the widely varying results were limit
by the influence of impurities, defects and oxygen deficie
cies. Thomsenet al. have shown that the temperature beha
ior of the 340 cm21 line depends dramatically on the amou
of defects in the samples.13 Altendorf et al.6 examined the
superconductivity-induced change in the linewidths as
function of the oxygen content. Nevertheless on the basi
the ZZ-model, it is difficult to explain by the above facto
all the differences of the RSS published in the literature.

Recently, Nicol, Jiang and Carbotte~NJC! have calcu-
lated the phonon-self-energy effect ford-wave pairing.14 In
contrast to the isotropics-wave ZZ-model, NJC found that a
phonon withhn,2D(T) softens and broadens. The broa
ening takes place just belowTc and shows a maximum a
T5T* ; hn52D(T* ). The frequencyn exhibits a discon-
© 1998 American Institute of Physics
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tinuous change from hardening to softening at the same t
peratureT* .

Another missing ingredient of the majority RSS analy
is the overlooked importance of the orthorhombicity of t
YBCO structure. The tetragonal approach for describ
both superconducting gap and RSS was implied or discu
explicitly in the large number of papers. However, McCa
et al.15 have found that the 120, 150, 340 and 500 cm21 Ag

phonon lines exhibit significant anisotropy at room tempe
ture, e.g., their lineshapes and peak frequencies are q
different in thexx-, yy- andzz-polarizations. This fact dem
onstrates both in-plane and out-of-plane anisotropy of
EPI. Thus, we expect that some of the complicated phen
ena observed in the RSS belowTc originate from the aniso-
tropic properties of the superconducting order parameter

We should note that, in spite of the large number of
experimental and theoretical works published during the
years since the first RSS studies were done on YBCO,
eral major issues still remain unsolved. The most import
and unsettled problems are summarized as follows.

1! No RSS study concerning the temperature depend
cies of the out-of-plane and in-of-plane anisotropies h
been reported.

2! Although the in-plane anisotropy in the RSS at roo
temperature has already demonstrated15 the limitation of the
tetragonal approach, the validity and limitation of this a
proach to the superconducting induced phenomena have
been examined sufficiently.

3! No significant superconducting-induced effect h
been observed in the 120 and 150 cm21 modes, although the
condition hn,2D(0) should obviously hold for thes
modes.

4! The temperature-dependent behavior of the 340 cm21

mode is still controversial.
5! No RSS analysis was applied to examine the poss

constraints imposed by the Raman experiment on the ch
of the actual gap symmetry among pure isotropics, aniso-
tropic s, mixeds1 id ands1d symmetries. This leads to th
question about the possibilities of the phononic RSS in
solving the problem of pairing state symmetry and t
mechanism of superconductivity in high-Tc copper-oxides.

These issues, which may be enlightening for the mec
nism of the high-Tc superconductivity, are addressed in t
present study.

2. EXPERIMENTAL

1! Single crystal preparation and properties.The single
crystal pulling technique developed in ISTEC-SRL~Tokyo!.
called the SRL-CP method,16 allows one to prepare for th
measurements a large number of crystals with different c
acteristics of twinning, oxygen content and impurity level.
order to avoid any influence of surface defects on RSS,17 the
crystals were studied immediately after annealing or fres
cleaved just before the measurements. Another prob
which has to be solved before collecting reliable spec
scopic data is how to reduce the impurity concentrat
down to the p.p.m level. Because almost all cationic impu
ties in YBCO exert a large detrimental effect onTc , the
-
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measurements ofTc were crucial for crystal selection. A
large number of crystals were examined after detwinn
process18 annealing at 490 °C in an oxygen flow. For detwi
ning, a uniaxial pressure of typically 10 MPa was appli
during cooling from 700° to 490 °C over a week and, as
result, large untwinned orthorhombic crystals~typical vol-
ume 10 cm3! with oxygen content close to ‘‘O6.8’ ’ were ob-
tained. The annealing temperature of 490 °C results in o
mal doping of the single crystals, whereas a lower annea
temperature leads to an overdoped state. Since the sto
omatric YBCO is overdoped19–21 we avoid obtaining the
overdoped state at the first state of oxygen loading, whic
needed to select the purest crystals. The first step of sam
preparation leads to optimal doping and allowed us to se
for the study crystals with a maximumTc of 93.6 K ~Fig. 1!.

The most important finding in the second step of sam
preparation is that the apparent degree of overdoping co
be much larger in the high-purity single crystals than,
instance, in ceramics or powder. This was again reflecte
theTc values, which indicate that the detrimental effect fro
oxygen overdoped into a single crystal is the most p
nounced in high-quality single crystals. The latter effe
could be understood from the simple idea that the late
surface layer parallel toab or ac plane in a small powder
particle or single crystallite of granular material could
intrinsically oxygen-depleted or highly defects of surface17

Therefore, the powder or ceramic materials may show hig
value of Tc when the measurement ofTc is done using the
surface-sensitive resistive method, or the low-field magn
measurements, in which a screening current is induced in
surface layer of a small crystallite. With increasing yield, t
current capacity of such a thin surface layer becomes in
ficient and the superconductive transition broadens for
granular material. Such a broadening occurs when the p
der or ceramic sample is overdoped in the bulk, but sho
optimal Tc relative to the surface. On the contrary, we o

FIG. 1. Superconducting transitions in overdoped (Tc586 K) ~a! and opti-
mally doped (Tc593.6 K) ~b! twin-free YBCO single crystals measured i
zero-field cooled samples at the applies field of 10 Oe. The estimated
magnetization factorD52.3 correspond tox521/4p, in agreement with a
100% shielding effect.
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serve in single crystals, which have a sharp transition
small uniform shift ofTc with increasing field instead of th
broadening of the superconductive transition. Since the
face contribution is negligible in the large crystals, the tra
sition reflects the bulk oxygen content. These considerat
are inconsistent with the fact that the preparation process
the apparently optimally doped granular materials requ
much lower temperature of annealing in oxygen or in a20

than that for genuinely optimally doped single crystals.21

The importance of preparation of the overdoped crys
involves two reasons. One is that the close-to-ideal stoic
metric defect-free structure would exhibit the narrowest lin
in the spectra. The other is that the anisotropic propertie
YBCO are very different in the optimally doped and ove
doped states.22 In particular, at 320 °C the overdoped samp
shows apparently half as much out-of-plane anisotropyg
5(mc /mab)

1/2, wheremc and mab are the effective carrie
mass in the out-of-plane and in-plane directions, resp
tively. This could be roughly estimated from the slopes
the irreversibility lines and fishtail lines.22 The large differ-
ence in the in-plane anisotropiesg5(ma /mb)1/2 between op-
timally doped and overdoped at 320 °C was found in
normal state magnetic susceptibilities. The large in-plane
isotropy in the untwinned overdoped crystals is of particu
interest in the present study. Thus, the best crystals w
selected in the first stage of oxygen loading and then w
annealed again at 320 °C. As a result, high-quality sam
with Tc586 K and transition widthDTc of 0.4 K ~Fig. 1!
were obtained.

2! Raman scattering technique.The RSS were studied
with using a triple-stage T64000 Jobin–Ivon spectrome
equipped with a liquid-nitrogen cooled CCD detector. T
typical spectral resolution was 3 cm21, and several spectr
were measured with the resolution of 1 cm21. To accurately
study the temperature dependence of RSS and eliminate
systematic error in the determination of frequence shi
RSS was observed in the spectrographic mode, i.e., the s
tral regime was fixed without scanning the diffraction gr
ings. The pseudo-backscattering configuration was adop
Thexx- andyy-polarized RSS were obtained from the sam
partions on the mirrorlike regions of crystals. As for th
zz-polarization, the RSS taken from theac andbc-surfaces,
which were the native and cleft ones, were essentially
same. The 514.5 nm line of the Ar-ion laser was employed
an excitation light source. The power density was adjuste
be 0.2– 1 W/cm2 on the sample surface, and, as result,
overheating was suppressed to 3 K in all theexperiments. To
measure the temperature dependence of the RSS, the c
cycle UHV cryostat was used with temperature stabilizat
to better than 1 K. The spectra were corrected for the spe
response of the optical system and normalized for la
power.

3. RESULTS AND DISCUSSION

The RSS in the overdoped and optimally doped YBC
crystals at 290 K are shown in Fig. 2. Let us specify for t
sake of clarity three spectral regions, comprising the line
120 and 150 cm21 ~low-frequency region!, 340 cm21 ~mid-
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frequency region! and 430 and 500 cm21 ~high-frequency
region!. The rest of this paper is organized as follows:
Section 3.2 the temperature behavior of the 120 a
150 cm21 modes~Fig. 3! is described; the RSS in the mid
frequency region and their analysis is presented in Sec
3.3 ~Figs. 4–6!; in Section 3.4, the phonons in the high
frequence region is discussed; from these experimenta
sults we analyzed superconducting gap symmetry in Sec
3.5. Our discussion of the RSS is based on the results of
dynamical calculations,23 which showed quite satisfactor
agreement between the experimental data and the calc
tions ~see, for example, review in Ref. 24!.

1! Raman scattering in optimally doped and overdop
YBCO crystals at room temperature.In Fig. 2, we can see a
number of effects of varying the oxygen content of RS
First, the frequencies of all the modes shift slightly. Seco
the 234 and 583 cm21 modes, which are observed in th
yy-polarization in the optimally doped YBCO, vanish in th
overdoped crystals. The appearance of these modes is re
to the oxygen disorder at the Cu~1!2O~4!-chains. According
to the dynamical calculations,23 in the fully stoichiometric
YBCO the IR-active vibration of Cu~1! along the chains is a
153 cm21, and the corresponding chain oxygen mode is

FIG. 2. Raman spectra of the overdoped (Tc586 K) ~a! and optimally
doped (Tc594 K) ~b! twin-free YBCO single crystals in thexx-, yy- and
zz-polarizations atT5290 K.
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593 cm21. In the oxygen-deficient crystal these vibratio
become Raman-active and appear in theyy-polarization the
~y axis is along the chains!.

The distinctive features of the RSS in the overdop
crystals are a well articulated polarization dependence
the absence of any additional line which is usually activa
from oxygen disorder or impurity atoms, as mention
above. The RSS shows only the five well known vibratio
of theAg symmetry. Note that all the results presented bel
are relevant to the overdoped ‘‘O7’’ crystals.

2! The 120 and 150 cm21Ag-modes. The 120 and
150 cm21Ag vibrations are formed mainly by
z-displacements of Ba and planar Cu, respectively. Acco
ing to Ref. 23, the atomic displacements at theG-point in the
Brillouin zone atT5290 K are as follows:

120 cm21: 6Ba11Cu11 O~2!11 O~3!, ~1!

150 cm21: 9Cu13 O~1!11 O~2!11 O~3!, ~2!

where the coefficients preceding the atoms denote co
sponding normalizedz-displacements; O~1! is the apical

FIG. 3. ~a! Low-frequency region of RSS of the overdoped twin-free YBC
single crystals inzz-polarization at different temperatures above and bel
Tc . Shown in~b! are the temperature dependences of the 120 and 150 c21

modes inxx-, yy- andzz-polarizations. All curves are guides to the eye.
d
d

d

s

-

e-

oxygen, O~2! and O~3! are the oxygen from the CuO2 plane.
Thus, admixture ofz-displacements of other atoms is e
pected to be small.

As for the 120 cm21 mode, we successfully observe th
effect of the out-of-plane anisotropy of the electron–phon
interaction~EPI! in the full temperature range between 10
and 300 K~Fig. 3b!. This effect manifests itself in the sig
nificant difference of the peak frequencies between the o
of-plane zz-polarization and the planar xx- and
yy-polarization. The anisotropic EPI is more clearly seen
the shape of the 120 cm21 mode ~Fig. 2a!. In the
yy-polarization, the line shape is strikingly asymmetric, r
sulting from the coupling to the intense electronic bac
ground ~Fano-type interference!. On the other hand, in the
zz-polarization, in which the electronic scattering at low fr
quencies is negligibly weak, the lineshape is symmetric a
described well by a Lorentzian profile. As can be seen
Figs. 2a and 3b, the out-of-plane anisotropy is also appa
in the 150 cm21 mode~although not so conspicuously as fo
the 120 cm21 mode!.

FIG. 4. Raman spectra in the region of the 340 cm21 mode at different
temperatures in thexx-~filled circles! and yy-polarizations~open circles!.
The spectra are normalized to the intensity at 250 cm21. The filled triangles
show the differential I x2kIy spectra with the normalizing factork
5I x(nx)/I y(ny).
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FIG. 5. Temperature dependences of the frequencyna ~a!, the linewidthga

~b! and inverse asymmetry parameter 1/qa ~c! for the 340 cm21 line in the
xx- andyy-polarizations. All curves are guides to the eye.
of
One of the significant findings is the superconductivi
induced behavior of the 120 and 150 cm21 modes inxx, yy
and zz-polarizations~Fig. 3b!. The 120 cm21 mode fre-
quence exhibits the usual broadening as the temperature
creases from 290 K toTc . However, belowTc this frequence
slightly decreases. Therefore, superconductivity-indu
softening of the 120 cm21 mode takes place. As for th
150 cm21 mode, it is almost temperature-independent bel
Tc . Softening of these modes lying belowTc entirely within
the gap hn,2D(0) was predicted by several theories.5,8

Note that the successful observation of this effect is due
the narrow Raman lines in our high-quality samples. F
example, the HWHM for the line at 150 cm21 in
zz-polarization is only 1.5 cm21 at 10 K.

3! The340 cm21 B1g-like mode.In the majority of stud-
ies of the superconductivity effects on the RSS in YBCO,
340 cm21 mode is the main target. In a crude tetragonal
sessment, this vibration hasB1g symmetry and correspond
to the out-of-phase displacements with equal amplitudes
the O~2! and O~3! oxygens in the direction of thez-axis. In
the genuine orthorhombic structure of the oxygen-undeple
YBCO, the symmetry of the 340 cm21 mode turns into the
totally symmetricAg one, and thez-displacements of the
O~2! and O~3! atoms are unequal:23

340 cm21: 13 O~2!212 O~3!. ~3!

The deviation of the idealB1g-vibrational configuration is
small~below 10%!. Hence this mode still has aB1g character
even in the orthorhombic YBCO, which is consistent wi
the polarization dependence reported in the literature.

Our key discovery deals with the character of soften
of this mode. Because the relative magnitude for
340 cm21 line is the largest one, it is possible to accurate
measure the difference in the temperature behavior of thexx
and yy polarizations. The results refer to the magnitude
of
FIG. 6. Temperature dependences
the x2y differences ofna , ga , and
1/qa for the 340 cm21 mode. All
curves are guides for the eye.
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softening and the character of broadening are illustrate
Figs. 4–6. We performed a least-squares fits to the RS
the spectral region around the 340 cm21 mode (175 cm21

,n,400 cm21) in terms of a standard expression

I 5A1Bn1Cn21I 0~«1q!2/~11«2!, ~4!

where the termA1Bn1Cn2 describes the background co
tinuum arising from the electronic Raman scattering. T
last term describes the Fano profile of the 340 cm21 line
where «5(n2na)/ga and qa is the asymmetry paramete
(a5x,y). Here the frequencyna and linewidthg are renor-
malized by the real and imaginary parts of the electro
responsex(v)52R(v)1 ipr(v) asna5V1V2R andga

5G1V2pr, respectively, whereV andG are the uncoupled
frequency and damping~Vx[Vy , Gx[Gy for nondegener-
ateAg-modes!, andV is the coupling constant. It should b
noted that the thermal Bose factor does not affect sign
cantly the numerical fitting in the relevant frequency regio

In Fig. 4, the 340 cm21 line is shown in thexx- and
yy-polarizations together with the normalized different
spectraI x2kIy , which demonstrate clearly the in-plane a
isotropy. In the normal state, the frequency of the 340 cm21

line in thexx-polarization (nx) is slightly higher that in the
yy-polarization (ny) ~Fig. 5a!. The differencenx2ny is
roughly temperature-independent~Fig. 6! while the differ-
ences of the parametersg and 1/q increase with decreasin
temperature~Figs. 5b and 5c!. Noticeably, we can see in Fig
4 that the line shapes are almost symmetric in both polar
tions at T5290 K, while at T5Tc this line in the
xx-polarization already shows a slight asymmetry.

At temperatures just belowTc , the frequency of the
340 cm21 line deviates slightly from theT-linear dependence
of the normal state one. As the temperature decreases fur
this mode exhibits a steep softening. As for t
xx-polarization, the frequency decreases by about 7 cm21 in
temperature range 40,T,70 K, whereas the decrease
only 1 cm21 below 40 K. In theyy-polarization, the total
softening of this mode is about 5.5 cm21, less than that in the
xx-polarization. Significantly, at the midpoint of the ma
softening temperature range atTx* 555– 60 K the maximum
broadening of this line occurs in thexx-polarization, whereas
in the yy-polarization, there is an uncertain maximum in t
linewidth dependence at the temperatureTy* about 45–50 K
~Fig. 5b!. The in-plane anisotropy of both the inverse lin
asymmetry 1/q and linewidthg is quite large in the region
40 K,T,Tc while the anisotropy is small again at low tem
peratures. As can be seen from Fig. 3, the differential sp
trum I x2kIy is inverted when passing throughT* , demon-
strating the changeover fromnx.ny aboveT* to ny.nx

below T* .
4! The 430 and 500 cm21 Ag-modes.The 430 cm21 vi-

bration is mainly due to in-phasez-displacements of the O~2!
and O~3! oxygens. While the displacements of O~2! and O~3!
are equal in oxygen-depleted tetragonal YBCO, in the ort
rhombic structure this mode accompanies
z-displacements of Cu~2! and O~1! as follows

430 cm21: 12 O~2!113 O~3!21Cu~2!21 O~1!. ~5!
in
in

e

c

-
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er,

c-

-
e

From Eqs.~3! and ~5!, it follows that the orthorhombic
distortion mixes the tetragonalB1g (O~2!2O~3!) and A1g

(O~2!1O~3!) modes belonging to the sameAg symmetry in
the D2h structure. Note that the distortion is very small f
the 430 cm21 Ag-vibration, as in the case of theB1g-like
mode. As for the 500 cm21 vibration, it is preferentially as-
sociated with the apical oxygen displacements along
z-axis:

500 cm21: 17 O~1!21Cu~2!. ~6!

The temperature behavior of the 430 and 500 cm21 lines
~Fig. 7! is similar to that reported previously.8–10 The addi-
tional hardening of these lines takes place betweenTc586
and 40 K. The hardening of these modes indicates that
magnitude of the superconducting gap is less than 430 cm21.

5! The symmetry of the superconducting gap
YBa2Cu3O7. In this Section, we first discuss the general fe
tures of the effects of superconductivity on RSS. Next,
explore a possible origin of the in-plane anisotropy of t
340 cm21 line and discuss the gap symmetry on the basis
the experimental data.

The main features of the self-energy effects agree b
cally with those expected in ad-wave state.14 Namely, the
theory predicts that the step-like softening and maximum
the line broadening should be at the same temperatureT*
,Tc ~Fig. 5a and 5b!. Actually, the temperature region o
softening is broadened up to the appreciable width of 30
~Fig. 5a!. This could be related to the significant width of th
340 cm21 line, so that the 2D-peak of the density of state
crosses this line in the finite temperature interval. On
other hand, the broadening of the 340 cm21 line starts in both
xx- andyy-polarizations immediately at the superconducti
transition, again in accordance with the theoretical analys4

Here we shall discuss the possible origin of the obser
in-plane anisotropy in the RSS. According to the results
the numerical calculations for thes-wave andd-wave states,
the magnitude of the softening is directly linked to the d
ference between the phonon and gap energies, tha
2D(t)2hn. If the xx- andyy-polarized phonons probe pre
dominantly the values ofDx and Dy , respectively, the
x2y anisotropy in the superconductivity-induced effec
should result from the difference in the gap values:Dx

ÞDy . Note thatDx5Dy holds in all the cases ofs0, s1, d,
s1 id andd1 is symmetries with gaps of the forms

Ds~0!5const, ~7a!

Ds~1 !5Ds~coskx2cosky!, ~7b!

Dd1Dd~coskx2cosky!, ~7c!

Ds1 id5Ds~coskx1cosky!1 iDd~coskx2cosky!,
~7d!

Dd1 is5Dd~coskx2cosky!1 iDs~coskx1cosky!.
~7e!

To be specific, the functions~7b! and ~7c! for the case of
spherical Fermi surface with a radius of 0.7p ~i.e., kx

50.7p cosw, ky50.7p sinw, 0<w<2p! are depicted in
Fig. 8. Clearly, nox2y anisotropy is seen in the figure fo
either of these functions. In this respect, it is pertinent
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FIG. 7. Temperature dependence of the RSS in hig
frequency region~a! and the frequencies of 430 an
500 cm21 lines ~b! in thezz-polarizations. All curves
in panel~b! are only guides for the eye.
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recall here the evolution of continuing debates on this g
symmetry problem. Three main periods in the chronology
events can be identified: 1! quick discarding of the model o
the isotropics-gap; 2! attempts to choose between the anis
tropic s-gap and thed-gap; 3! extension of the number o
proposed models due to the mixeds1d, s1 id andd1 is25

symmetries and even due to coexistence of two types of c
densate with different order parameters ofs and d
symmetry.26

A large number of the experimental techniques ha
been used for determining the symmetry. Up until now, d
nite progress has been made in agreeing that thed-wave
component could be predominant in the gap wave funct
It has been revealed, however, that the Ginzburg–Lan
solution for the orthorhombic symmetry leads directly to t
d1s symmetry~or s1d if the dominant component is take
to be placed first!.27–30 Experimental confirmation of the
mixed symmetry is still lacking. A possible exception cou
be related to a rationalization of the tunnel experiments
p
f

-

n-

e
-

n.
au

y

Dynes and co-workers,31 in which a current from Pb~s-wave
superconductors! to YBCO was observed, although no suc
current is expected in the pured-wave state. Thus, the pos
sibility of an admixture of thes-wave component owing to
orthorhombicity might be suggested by this observation.23,33

In the discussion of our experiments, it should be e
phasized that thed1s symmetry is the only realistic sym
metry which applies to the caseDxÞDy . Thes1d state has
a gap function of

Dd1s5Dd~coskx2cosky!1Ds~coskx1cosky!. ~8!

Figure 8 shows the angular dependence of the magnitud
the gap at a cylindrical Fermi surface withkx50.7p cosw
and ky50.7p sinw for various ratios between thed and s
component amplitudes. Because the main features of
RSS can be described in accordance with thed-wave
model,14 the s-component is expected to be weaker than
d-component. The observation of the maximumgx(T) near
Tx* 555 K implies 2Dx(55 K)>V. In order to estimate the
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FIG. 8. The gap functions for various ratio
between thed- and s-component ampli-
tudes. ~a!—isotropic s0, ~b!—d, ~c!—
anisotropics1, ~d!—d and mixeds01 id,
~e!—d and mixeds11 id, ~f!—d and mixed
0.95d10.05s0, 0.9d10.1s0, ~g!—d and
mixed 0.95d10.05s1, 0.9d10.1s1.
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value of the uncoupled frequencyV, one must analyze the
observed spectrum in terms of a more complicated Gre
function, taking into account then-dependence of the
electron–electron scattering ratet~n! and massm(n). Ac-
cording to this analysis,V>350 cm21 is larger thanna by
about 10 cm21 in the normal state. Assuming a BCS-lik
T-dependence ofD(T), we obtain 2Dx(0)5400 cm21

56.7kTc ~Fig. 9!. For theyy-spectrum, the maximumgy(T)
is observed around 45 K, 2Dy(0)5370 cm2156.2kTc .
Therefore we have 2Dx(0)/2Dy(0)>1.1, which leads to a
small admixture ofDs>0.05Dd ~Fig. 8!.

Because of the substantial linewidth of the 340 cm21

mode, which is 30 cm21 at T* 555 K, we can ignore broad
ening of the softening temperature range and estimate
width of this region. By assuming the BCS dependence
D(T), we find ~Fig. 9! that the width of the softening regio
is DT515 K, which is quite comparable with the experime
tal value of 30 K~Fig. 5a! broadened additionally due to th
finite width of the 2D-peak of the electronic state density.

Now we shall discuss other possible explanations for
observedx2y anisotropy in superconductivity-induced e
’s

he
r

e

fects. It could be due to the CuO chain contribution. T
coupling of the 340 cm21 phonon with the chain electroni
excitation is not expected to be strong, because this pho
mode does not involve vibrations of the atoms in the ch
~see Eq. 3!. However, the coupling could be enhanced by
resonance of this phonon energy and the interband excita
energy between the CuO chain and the CuO2 plane bands. In
this case, the 340 cm21 phonon must be affected by the ga
opening in the chain. If the chain superconductivity is i
duced mainly by the attractive interaction within the on
dimensional chain, the gap function cannot be ad-wave but
should be as-wave. Thus, the Raman response should
quite different from that ford-symmetry in the plane super
conductivity. Consequently, the phonon self-energy effec
observed to be different in theyy-spectrum from that in the
xx-spectrum, which reflects only thed-gap in the plane.

4. CONCLUSIONS

The effect of the out-of-plane and the in-plane anisot
pies, the softening belowTc of the 120, 150 and 340 cm21
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FIG. 9. The BCS dependence ofD(T) for
Tc586 K andD(55 K)5350 cm21.
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modes with frequencieshn<2D(0) along with the well-
known hardening of the 430 and 500 cm21 modes with fre-
quencieshn.2D(0), and thediscovery that bounded regio
of softening for the 340 cm21 mode coincides in temperatur
with the maximum broadening of this line constitute the e
tire picture of the phonon behavior in the superconduct
phase of YBCO.

It is remarkable than until now, when a variety of th
experimental techniques were used for determining the s
metry, the main goal was the search for the nodes of the
functions and the investigation of the behavior of the ph
of the order parameter in a 90° rotation aroundz-axis. From
the results of Raman experiment we have succeeded in
amining the symmetry of the gap in a quite different mann
We compared the magnitudes of the gap along thex and y
crystal axes, in which not minima but maxima of theD(k)
gap function are expected, i.e., we compared the amplitu
of the order parameter for a 90° rotation aroundz-axis. Nei-
ther the ZZ pures-model11,12 mor the NJC pured-model14

cannot consistently explain the presented results, wh
should provide impetus for further development of t
theory.

One of the plausible candidates for the origin of the o
servedx2y anisotropy in both broadening and softening f
the 340 cm21 mode is thed1s gap symmetry. We have
deduced the gap value 2Dx(0)56.7kTc along thex-axis and
2Dy56.2kTc along they-axis. The value of thex2y anisot-
ropy of the gap value is significant (2Dx(0)22Dy(0)
50.5kTc), so that the admixture of thes-component is abou
5%.

Another possibility for explaining thex2y anisotropy is
an independent superconducting channel in the CuO c
with a different pairing symmetry from that of the CuO2

plane superconductivity. In this case, the anisotropy could
attributed to the contribution of the chain superconductiv
to theyy-spectrum.

Finally, it should be emphasized that the issue of g
-
g

-
ap
e

x-
r.

es

h

-

in

e

p

symmetry may be intimately related to the physical origin
pairing interactions. It is well known that thes-wave is likely
linked with long-range interactions and implies a phono
mechanism. On the other hand, thed-wave pairing arises
from the spin-fluctuation mechanism34. It might then be
speculated that the mechanism of the superconductivity
YBa2Cu3O72x crystals originates from the mixed intera
tions.
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The electronic specific heat of metals with quantum defects in the superconducting state is
examined. The role of the electron–polaron effect, as well as that of the level population factor
of two-level states, is analyzed in an adiabatic approach. The cases of intermediate and
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The tunnelling of particles in an electron fluid is know
to be accompanied by a strong electron–polaron effect. T
problem has recently been analyzed rigorously in an a
batic approach by Kagan and Prokof’ev.1 Based on this ap-
proach, we have examined2,3 a number of parameters of su
perconductors with quantum defects. In particular, we h
studied2 some specific features of the behavior of the sup
conducting transition critical temperatureTc owing to the
electron–polaron effect. Here we note that the effect of tw
level states onTc has been discussed in a number of pape
For the case of tunnelling states with a symmetric poten
we mention Ref. 1. A more realistic situation has been
amined, for example, by Kozub.5 In addition, the behavior of
the isotropic shift factor and the order parameterD0 , as well
as of the magnetic fieldHc2 , have also been studied.2,3 Ex-
periments on amorphous systems and dilute metal hydr
have been discussed in terms of this theory.

This paper is a continuation of Refs. 2 and 3. We stu
the effect of quantum defects on the electronic specific h
of metals in the superconducting state in terms of the a
batic theory. It is assumed that these defects can be desc
by sets of two-level states.

Note that systems with two-level states differ from
standard superconductor. In them, besides a phonon me
nism for coupling of electrons through a two-level state
nonphonon mechanism is possible. Here, because of a sp
delocalization of the tunnelling particles, the coupling co
stantlTS may be large, and strong coupling may be realiz
The characteristic frequenciesVTS in the interaction spec
trum STS(v) of the electrons with the two-level state may
lower than or on the order of the critical temperatureTc .
Both of these parameters depend on the temperature~see
below! because of the electron–polaron effect, as well
because of the level population factors.

Recall, also, that when there is a strong electron–pola
effect in the well, the energy difference between the symm
ric and antisymmetric two-level states is substantially low
The renormalization scale depends on the relation betw
the seed tunnel amplitude and the effective phonon
quency, a parameter which characterizes the interaction
tween the electron–hole pairs and the tunnelling atoms,
the critical temperatureTc ~or superconducting gap!. ~See
3771063-7834/98/40(3)/6/$15.00
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Ref. 1, for example.! Here there is an intrinsic width tha
may be comparable to the level splitting in the well. Giv
these remarks, we intend to show, using a rigorous adiab
approach, that for subbarrier motion of the defect,
electron–polaron effect causes a significant renormaliza
of the electron specific heat in superconductors.

The behavior of the electron specific heat at tempe
tures from zero toTc is analyzed using the Bardeen–Steph
representation for the jump in the free energy6 and a system
of Eliashberg integral equations for the order parameters
for the renormalization of the electron mass. The kernel
the system was expressed in terms of the delta-function s
tral function STS(v) which we have found earlier.2,3 The
quantitydC(T)5DC(T)/DC(Tc), whereDC(T) is the dif-
ference in the specific heats of the superconducting and
mal states, was examined directly. The cases of intermed
coupling with the standard attraction spectrum and stro
coupling with the nonstandard spectrumSST(v) are dis-
cussed.

In Section 1 basic equations and algebraic relations
determining the factordC in various special cases are give
In Section 2 a model spectrumSTS(v) is determined for the
interaction of electrons with a two-level state. In the la
section this spectrum and the representations ofdC intro-
duced in Section 1 are used to analyze the effect of a str
electron–polaron effect, and of the level population fact
on the specific heat.

1. GENERAL EQUATIONS FOR THE ELECTRONIC SPECIFIC
HEAT OF SUPERCONDUCTORS

A general expression for the jump in the free energy
the system goes from the normal~N! to the superconducting
~S! state,

DF5FS~T!2FN~T!

has been obtained by Wada.7 Bardeen and Stephen6 used an
analytical relation between the Green’s functions of the q
siparticles to greatly simplify the expression forDF. They
found that in the Matsubara representation

DF

N~«F!
52pT(

n
@Avn

21D2~ ivn!2uvnu#
© 1998 American Institute of Physics
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FZS~ ivn!2ZN~ ivn!
vn

@vm
2 1D2~ ivm!#1/2G ,

vn5pT~2n11!, n50,1,2,... . ~1!

HereD( ivn) andZ( ivn) are, respectively, the gap functio
and renormalization factor for the electron mass.N(«F) de-
notes the band density of electron states at the Fermi le

D( ivn) andZ( ivn) satisfy a system of standard nonlin
ear integral equations of the Eliashberg form

D~ ivn!Z~ ivn!5plT (
m52`

`

I ~ ivn2 ivm!

3
D~ ivm!

@vm
2 1D2~ ivm!#1/2, ~2a!

and

Z~ ivn!511
plT

vn
(

m52`

`

I ~ ivn2 iv!

3
D~ ivm!

@vm
2 1D2~ ivm!#1/2. ~2b!

The kernel of these equations,I ( ivn2 ivm) is expressed in
terms of the spectral function of the attractive interelectro
interaction,S(v), by

I ~ ivn2 ivm!5
1

l E
0

`

dv2
S~v!

v2

v2

v22~ ivn2 ivm!2 . ~3!

For simplicity, in Eq.~2! the coupling constantl is assumed
to be much greater in magnitude than the Coulomb pseu
potential.

By definition

DC5CS~T!2CN~T!52T
]DC

]T2 .

The temperature behavior of the factorDC has been
analyzed many times in terms of an electron–phonon me
nism. The cases of intermediate and strong coupling h
been examined, with standard and nonstandardS-spectra of a
general form~in the first casepTc,v ln , where v ln is a
characteristic frequency of the spectrum and in the seco
pTc<v ln!. Pioneering work was done by Ge�likman and
Kresin. This is summarized in the book by Ge�likman.8 The
results of later work have been summarized in a review
Carbotte.9

In the case of intermediate coupling and a stand
S-spectrum, for temperatures nearTc experimental data hav
been fitted10 to yield an analytic representation of the form

dC5DC~T<Tc!5
DC~T<Tc!

2

3
p2~11l!N~«F!Tc

51.43F11c1S Tc

v ln
D 2

ln
v ln

d1Tc
G

23.77F11c2S Tc

v ln
D 2

ln
v ln

d2Tc
G t,
l.

c

o-

a-
ve

d,

y

d

t512
T

Tc
,

c1553, c25117, d153, d252.9. ~4!

An analytic expression has been found11 for dC that is
applicable over a wider range than Eq.~4!, specifically,

dC5
3

2

ac
2

2p2 Yc~12t !S 11S pTc

v ln
D 2D

26
ac

6

p2bc
4 tYc

3S 3

4

bc
4

ac
4 F116ac

2S L̃S Tc

v ln
D

2
2

3 S Tc

v ln
D 2

2
p2

3ac
2 S Tc

v ln
D 2D G2

1

2D . ~5!

For brevity, we introduce the notation

ac5pA 8

7j~3!
, bc5pF 128

93j~5!G
1/4

,

Yc
215123ac

2S L̃S T

v ln
D1

1

3 S T

v ln
D 2D ,

L̃5S Tc

v ln
D 2

ln
1.13v ln

eT
.

In the limit T→Tc , Eq. ~5! has the same form as Eq.~4!, but

c153ac
2, c25122, d151, d25e.

The results of using Eqs.~4! and ~5! were close.
An approximate analytic representation fordC can also

be obtained in the strong-coupling limit; it is valid for a
arbitrary relationship between the characteristic frequenc
the tunnelling mode andTc . Using the expression for the
jump in the free energy given in Ref. 9, we have

dC5
12

l
~124t !. ~6!

We now go to the limit of low temperatures. Let th
coupling be intermediate. Then the factordC is given
roughly by the formula11

dD5t2A8p
D0

5

T3Tc
2 e2D0 /T

3S 11
D0

T
LS D0

v ln
D22

2D0
2

v ln
2 D , ~7!

where

LS D0

v ln
D5

D2

v ln
2 ln

2v ln

eT
.

Note that the parametersTc andD0 obey

2D0

Tc
53.53gS Tc

v ln
D ,

where the factorg describes the deviation from the BC
theory. It can be written in the form
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g511aS Tc

v ln
D 2

ln
1.13v ln

bTc
.

Fitting to a large number of experiments12 yields a512.3,
b52. ~An analytic calculation13 gavea5p2, b5e.!

Because of the relation between the order parameter
Tc , dC (T→Tc) in Eq. ~7! actually depends on two param
eters,v ln /Tc andT/Tc .

For the case of strong coupling, in this paper we ha
analyzed the behavior ofdC (T→Tc) by comparing the re-
sults obtained by solving Eqs.~2! iteratively for different
values of the parameters which determine the interac
spectrum and kernel~3!.

We conclude this section by noting an important poi
Let the interaction spectrum have the Einstein form, i.e.,

S~v!5Ad~v2v ln!, A5
lv ln

2
. ~8!

Then, by substituting Eq.~8! in Eqs. ~1! and ~2! we can
confirm that over the entire temperature range from zero
Tc , dC is a function of two parameters~for details, see
elsewhere9,14!, specifically,

dC5 f ~v ln /Tc ,T/Tc!. ~9!

Here the effective Sommerfeld factor¸ ~used to describe the
nontrivial temperature dependence of the specific heatCN! in
Eq. ~9! is given by

¸5
m0kF

3
@112lZ~T/v ln!#,

wherem0 is the free electron mass andkF is the Fermi mo-
mentum. The factorZ(x) is a universal function for which an
algebraic approximation exists.15

2. SPECTRAL FUNCTION FOR THE INTERACTION OF
ELECTRONS WITH A TWO-LEVEL STATE

The spectral functionSTS(v) has been determined4,16 for
the interaction of electrons with a two-level state which l
in a double potential well with equivalent minima when t
electron–polaron effect is neglected. When the electr
polaron effect is taken into account, it is redefined.2,17 We
have

STS~v!5N~«F!(
l

^^~gTS
~ l !~q!Vl~q!!2&&

3tanh
VTS

~ l !

2T

G l

~v2VTS
~ l !!21G l

2 . ~10!

Here gTS
( l )(q) and Vl(q) are, respectively, the pseudosp

form factor and the pseudopotential of thel -th defect, with

gTS
~ l !~q!' i sin

q•Rd

2
~11!

~Rd is the distance between the minima of the potential we!,
andVTS

( l ) andG l are the characteristic energies and broad
ing of the l -th level ~owing to the interaction with the elec
trons!. The symbol̂ ^...&& is interpreted as follows:
nd

e

n

.

to

-

-

^^ f ~q!&&5E
SF

E
SF

dSk

nF~k!

dSk8
nF~k8!

f ~k2k8!Y S E
SF

dSk

nF~k!D 2

.

The integration is taken over the Fermi surface, an elem
of which is denoted bydSk , nF is the electron group veloc
ity, andq5k2k8.

As already noted, in metals electronic shielding of a tu
nelling particle plays an important role. Then,1 ‘‘fast’’ virtual
electron-hole pairs with energiesv0,E,«b ~v0 is a char-
acteristic energy of the particle motion on the order of t
Debye frequency and«b is on the order of the Fermi energ
or band gap! follow a particle adiabatically, both when i
moves in the well and during subbarrier transitions. T
electron–polaron effect arises only because of the interac
of a particle with ‘‘slow’’ virtual excitations that have ener
gies belowv0 . It is important that the energy of this sort o
electron–hole pair is also bounded below. The reciproca
the particle lifetime in the well,t21, appears as a corre
sponding quantity for normal metals. For a superconduc
the cutoff occurs at a frequency on the scale of the ene
gap parameterD0(T), rather than att21.

According to the theory of Ref. 1, the narrowing of th
level ~of which the seed quantity isDTS

( l ), which equals the
energy difference between the symmetric and antisymme
states in the well! is described by a factorPl , with

VTS
~ l !5PlDTS

~ l ! , ~12!

and

Pl5H ~DTS
~ l !/v0!bl /~12bl !,

~pT2D0~T!/v0!bl,

DTS
~ l !.pT~2D0~T!!,

pT~2D0~T!!.DTS
~ l ! .

~13!

As for the intrinsic widthG l of the level, it is given by

G l'pblT/@11exp~D0~T!/T!#21 ~14!

~assumingT'VTS!. This expression forG is valid both
above and below the superconducting transition tempera
Tc .

Let us comment on Eqs.~12! and ~14!. First, if in a
normal metal the renormalized frequencyVTS satisfies a
condition of the formVTS.2D0(0), then belowTc its mag-
nitude actually does not change. If, on the other hand,VTS

,2D0(0), then forT<Tc this frequency is greater than it
value in the normal metal by a factor of (eD0 /2DTS)

b ~owing
to a change in the rate of relaxation of the tunnel sta!.
Second, in both cases, forT<Tc the level widthG falls off
exponentially with decreasing temperature owing to a we
ening of the interaction of the particle with the electron m
dium.

The distribution function of possible values of the effe
tive tunnelling amplitudes appear implicitly in Eq.~10! for
S(v). Keeping in mind the qualitative aspect of the pheno
enon, we assume further that the distribution function ha
Lorentzian form in the neighborhood of some typical val
of VTS; here the superscriptl is omitted.

We now determine the coupling constant using Eq.~10!
for the interaction spectrum. We have
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lTS52E
0

` dv

v
STS~v!'cTS

h

VTS
tanh

VTS

2Tc
,

h5N2~«F!^^gTS
e ~q!V2~g!&&, ~15!

wherecTS is the effective concentration of light tunnellin
atoms andh is customarily called the Hopfield factor.

Let us comment on Eq.~15!. For quantum defects suc
as hydrogen~localized at interstitial sites!, as a ruleVTS

<1 K and the factorh/VTS'104.2,3 It is customarily as-
sumed that the number of tunnelling states within the ene
interval from 0 to 1 K is on theorder of 1025, while in the
interval 1–10 K,cTS'1024. In highly nonequilibrium sys-
tems, such as freshly prepared amorphous materials, the
centrations of two-level states may greatly exceed the s
dard values. Thus, in principle, the parameterlTS may be
much greater than unity.

Note the according to the definition~15!, the coupling
constant of electrons with a two-level state is proportiona
the population factor, with

lTS;tanh
VTS

2T
/vTS.

A situation is possible in which the characteristic frequen
VTS is less~and on the order of! the critical temperatureTc .
Then, owing to the population factor the constantlTS may
increase substantially asT→0.

We summarize the above remarks. If the condition

DTS.D0, Tc

is satisfied, then over the entire temperature range (02Tc)
the following relations hold:

VTS5DTS~DTS/v0
!b, lTS5h̄/VTS. ~16!

Here for brevity we have seth̄5cTSh.
In the strong coupling case, where

VTS,D0 , Tc ,

the effective amplitude is given by

VTSH DTSS Tc

v0
D b

, T5Tc ,

DTSS D0

v0
D b

, T50.

~17!

The approximate temperatureT
*
(1) at whichVTS changes

is found from the equation

D0~T
*
~1!!'Tc .

At the same time, when the explicit form of the populati
factor is taken into account, the coupling constantlTS is
given by the equations

lTS5H h̄/2Tc , T5Tc ,

h̄/2VTS, T50
~18!

~the corresponding crossover temperature isT
*
(2)'VTS!.

To end this section we discuss a question relating to
estimates of the electron–polaron parameters. We have
amined this question in detail before.2 Here we note only
y

on-
n-

o

y

e
x-

that, in principle, this theory applies to metastable syste
such as the hydrides of the simple metals, as well as to
ternary palladium–noble-metal–hydrogen compounds.
these systems some part of the hydrogen atoms are ap
ently localized inT-sites and move in two-well potential
with equivalent minima in neighboringT-sites. In this case
the characteristic frequency satisfiesv0>QD , whereQD is
the Debye frequency, whileDTS'1 K.

As for the electron–polaron effect parameterb,11 the
interaction potential of a proton with electrons is relative
strong. In addition, the quantitykFRd is also not small. As a
result,

b'S 1

3
2

1

5D z2, z5N~«F!/N0~«F!,

wherez is the ratio of the band electron density at the Fer
level to the density in the free electron model. Recall tha
such metals as Al, Zn, and Sn, we havez'1, while for Be
and Cd,z<1/2. In the first case, the role of the electron
polaron effect is substantial, while in the second, it can
neglected. Here the polaron factor isP'0.5. Thus, level
narrowing is significant, but not catastrophic.

Calculations show that in these MeHx compounds,VTS

is less thanTc .18–20 In addition, the coupling constant satis
fies l.1. Thus, we are dealing with nonstandard superc
ductors.

3. THE EFFECT OF THE ELECTRON–POLARON EFFECT
ON THE ELECTRONIC SPECIFIC HEAT

As noted above, the temperature behavior ofdC is de-
termined by two parameters,T/Tc and TC /VTS. We shall
determine them based on the material in Sections 1 and

Consider the case of intermediate coupling~standard
spectrumSTS(v)!. Note thatTc can be expressed in terms o
the zeroth moment ofSTS(v),21 specifically

Tc5z1VTSlTS, z150.072. ~19!

Using Eqs.~16! and ~19!, we immediately obtain

Tc

VTS
5z1l̄TSS v0

DTS
D b

,
T

Tc
5

T

h̄z1
, ~20!

where for brevity we set

l̄TS5lTS~b50!5
h̄

DTS
.

It turns out thatT/Tc is independent of the electron–polaro
parameters. As forTc /VTS, it increases as the electron
polaron effect becomes greater.

Let us substitute Eq.~20! in the above equations~4!, ~5!,
and~7! for the specific heat.~By definition,v ln5vTS.! It is
easy to confirm that as the electron–polaron effect beco
greater~andTc /VTS increases!, for T→Tc the angular coef-
ficient k increases in the expression for the factorR of the
form

R5
DC~T!

DC~Tc!
5~12kt!.
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For example, forTc /VTS50.1 and 0.2, respectively, w
havek53.876 and 4.291.

We now proceed to the strong coupling case. We use
representationTc in terms of the first moment of the interac
tion spectrum,

Tc5z2VTSlTS
1/2, z250.183 ~21!

~see details in Ref. 20!. Using Eqs.~17!, ~18!, and~21!, for
T→Tc we have

Tc

VTS
5

z2

&

l̄1/3S v0

Tc
D b/3

, ~22!

and

T

Tc

5
1

z2

1

l̄1/3 S v0

pTc
D 2b/3

T

DTS

. ~22a!

In the limit of strong coupling,R depends only ont,
with R512kt (k54). Because of Eq.~22!, the deviation of
R from unity should, in general, decrease as the electro
polaron effect becomes stronger. Note thatk is smaller than
in the intermediate coupling case forTc /VTS50.2, but re-
mains substantially larger than in the BCS theory, wherk
52.636.

It is immediately clear from Eqs.~19! and ~22! that the
parameterTc /VTS depends strongly on the electron–polar
effect. The above remarks imply that as the electron–pola
effect becomes stronger, forR the angular coefficient ini-
tially increases and then begins to decrease.

Let us consider the situation asT→0. We shall assume
that the conditionVTS,2Tc is satisfied. Using Eqs.~17! and
~18!, we have

Tc~0!/VTS~0!5K1

Tc

VTS~Tc!
,

K15l1/6S pTcv0
1/2

D0
3/2 D , ~23!

and

T

Tc~0!
5K2

T

Tc
,

K25
2

l1/6 S pTc

D0
D 2b/3S D0

v0
D b/6

. ~23a!

Here Tc(0) and VTS(0) denote the parameters dete
mined by Eqs.~20! and ~17! for T→0. The change in thes
parameters owing to the temperature dependence of the
population factor and of the polaron factorP are taken into
explicit account throughK1 andK2 .

We note the approximate relation2 betweenD0 andTc of
the form

2D0 /Tc'9112/3l̄114b/6~v0 /D0!b~114b!/6.

Then, givenB,1/2, for the quantitiesK1 and K2 in Eqs.
~23! and ~23a! we have

K1'l1/6S v0

D0
D b/6

, K2'
2

l~11b!/6 S D0

v0
D b/6

. ~24!
e

–

n

vel

According to Eq.~24!, K1.1 andK2<1. For example, for
l'20, we haveK1'2 andK2'1.

As an illustration of the possible role of the renormaliz
tion of the factorK1 , numerical calculations were done u
ing the general form of Eqs.~1!–~3! and specifying the ker-
nel of the Eliashberg equations in the form~8!. The results
are shown in Fig. 1, where the factorDC(T)/DC(Tc) is
plotted as a function ofT/Tc for T/Tc!1. It was assumed
thatv ln /Tc50.2, 0.6, and 1.2. The curve for the BCS theo
is shown in the figure for comparison.

It is immediately evident from the figure that, for stron
coupling withl>20, whenv ln /Tc'1, DC(T)/DC(Tc) can
increase substantially owing to the temperature depende
~over the interval 02Tc! of the level population factor and
the polaron factorP ~cf. curves3 and 4!. Here it is also
necessary to take the renormalization of the Sommerfeld
rameter into account. Sincȩ}AlTc holds, the correspond
ing quantity equals (D0 /Tc)

b/2. Note also that in the cas
of intermediate coupling, as we have noted, the depende
of the factorR(T→0) on t becomes weaker~cf. curves1
and2!.

In this paper we have examined the effect of quant
defects on the electronic specific heat of metals in the su
conducting state. The electron–polaron effect has been ta
into account in the framework of the adiabatic theory.1 It has
been shown that for light defects such as hydrogen, the
nelling parameters are significant. The intermediate a
strong coupling cases have been discussed. For a d
function spectrum of the interelectronic interaction, it h
been known that the temperature behavior ofdC is deter-
mined by two parameters,VTS/Tc and T/Tc . In this paper
we have investigated the dependence of these parameter
DC(T) on the electron–polaron effect, taking the tempe
ture variation of the level populations into account. We no
that if the electron attraction spectrum parameterVTS/Tc at
T5Tc without the electron–polaron effect is equal to a fe
tenths, then when the electron–polaron effect is strong
type of coupling may change. As a result, the character of
temperature dependence ofR5DC(T)/DC(Tc) changes sig-
nificantly compared to the case of intermediate coupling

FIG. 1. The factorDC(T)/DC(Tc) as a function ofT/Tc . ~1! BCS theory;
~2–4! strong-coupling theory with the parameterT/v ln equal, respectively,
to 0.2, 0.6, and 1.2.



m
-
he
k

ve
pl
s
th

d

m
.

ts

s.

382 Phys. Solid State 40 (3), March 1998 A. P. Zhernov
particular, forlTS@1 at temperatures nearTc , the depen-
dence ofR on T becomes weaker~rather than stronger! and
asT→0, on the other hand, it becomes stronger~rather than
weaker!.

The above theory can be applied, in principle, to syste
such as the hydrides of thesp-metals, as well as to palla
dium, including ternary systems. The theory requires furt
development for application to systems with a sharp pea
the density of electronic states~for example, weak hydrides
such as niobium–gaseous impurity–hydrogen!.

Note that in this paper we have examined two-le
states corresponding to a symmetric potential. Here the s
ting of the levels was related to tunnelling. Actually, becau
of elastic stress fields and mesoscopic fluctuations in
electron density, the degeneracy should also be remove
symmetric configurations.22,23 A more realistic case will be
examined in another paper.

Another interesting question which merits special exa
nation involves defects with an internal degree of freedom24

The author thanks the reviewer for valuable commen
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16G. M. Vujičič and N. M. Plakida, Fiz. Niz. Temp. 9, 278~1982! @Sov.

Low Temp. Phys.9, 134 ~1983!#.
17J. Kondo, Phys. B123, 175 ~1984!.
18B. Stritzker and F. Ochmann, Nucl. Instrum. Methods209/210, 831

~1983!.
19B. I. Belevtsev and V. I. Odnokozov, Fiz. Nizk. Temp.11, 459 ~1985!

@Sov. J. Low Temp. Phys.11, 249 ~1985!#.
20L. R. Zherikhina and V. B. Ginodman, Fiz. Nizk. Temp.13, 452 ~1987!

@Sov. J. Low Temp. Phys.13, 255 ~1987!#.
21C. R. Leavens, J. Phys. C7, 1911~1977!.
22B. L. Al’thshuler and B. Z. Spivak, JETP Lett.49, 772 ~1989!.
23V. I. Kozub, Solid State Commun.95, 415 ~1995!.
24V. G. Karpov and D. I. Parshin, JETP Lett.51, 596 ~1990!.

Translated by D. H. McNeill



PHYSICS OF THE SOLID STATE VOLUME 40, NUMBER 3 MARCH 1998
SEMICONDUCTORS AND INSULATORS
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Irradiation of various single-crystal CuO faces@ac,bc,(110)# with 4.6-MeV He1 ions has been
found to result in reduction of CuO to Cu2O and Cu on the irradiated and unirradiated
sides, lifting of forbiddenness from optical transitions in the@CuO4#

72 electron center in the
0.7–0.95-eV energy range, a change in dichroism near the bands corresponding to transitions in the
hole centers,@CuO4#

52, and electron centers,@CuO4#
72, as well as in a resonant increase

of absorption at 0.95–1.30 eV with an unusual polarization dependence. The results of He1

irradiation of CuO single crystals are discussed in terms of a model of the nucleation of
the phase of polar~electron and hole! centers in copper–oxygen systems. ©1998 American
Institute of Physics.@S1063-7834~98!00603-0#
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The antiferromagnetic semiconductor CuO is a mo
object for copper-oxide-based high-Tc semiconducting
phases. The properties of CuO are similar in many resp
to those of lightly-doped copper-oxide high-Tc systems with
charge inhomogeneities and can be explained using
model1 of nucleation of the phase of polar~hole, @CuO4#

52,
and electron,@CuO4#

72! Jahn–Teller centers in the host m
trix @CuO4#

62. The narrow region of homogeneity of th
CuO crystals does not permit one to produce in them a
nificant concentration of defects by doping and annea
which would act as nucleation centers. Defects in high c
centrations can be created by irradiation. This work is a c
tinuation of a series of publications dealing with the infl
ence of radiation-induced defects as nucleation centers on
optical and electrical properties of single-crystal CuO. Ir
diation of CuO single crystals with 5-MeV electrons w
found2 to increase the resistivity by two orders of magnitu
and change the concentration of the Jahn–Teller hole
ters, which manifest themselves as absorption bands in
medium IR range at 0.2 and 0.1 eV~MIR bands!. Implanta-
tion of 6.65-MeV oxygen ions at fluences of up to
31017 cm22 was shown3 not to affect noticeably the electri
cal and optical properties of single-crystal CuO. Copper
ide belongs to the oxides which release oxygen easily un
ion bombardment.4 It is known4 that irradiation of polycrys-
talline CuO with 1.5-keV Ar1 ions reduces the irradiate
surface to metallic copper. Reduction of CuO to Cu2O was
also observed to occur in polycrystalline CuO irradiated
He21 ions in the 5–32-MeV energy range.5 It is natural to
3831063-7834/98/40(3)/6/$15.00
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expect that the reduction reaction would increase the num
of @CuO4#

72 electronic centers in the@CuO4#
62 matrix. This

work studies the effect of irradiation of CuO single crysta
by He1 ions on optical absorption spectra in the IR rang
where the transitions involving hole and electronic Jah
Teller centers become manifest.

1. SAMPLES AND EXPERIMENTAL RESULTS

CuO single crystals were irradiated with 4.6-MeV He1

ions on the U-120 cyclotron at USTU-UPI. The sample te
perature under irradiation did not exceed 100 °C, a
vacuum was 1026 Torr.

The absorption spectra were taken on an improv
computer-controlled IKS-21 spectrometer in the photon
ergy range 0.12–1.5 eV and on a KSVU-12 spectromete
the 1.0–1.7-eV range, at room temperature and 80 K
unpolarized and linearly polarized light. As polarizers serv
teflon- and polyethylene-based grating polarizers, as wel
a Glan prism. Absorption index calculations took into a
count the reflection coefficient of the crystal.6

Three crystals were chosen for optical studies, nam
sample N1 cut in theac plane, N2 cut in thebc plane, and
N3, cut in the~110! plane, which is the natural face of
growing CuO single crystal with monoclinic structure. Th
samples measured typically 23330.3 mm.

Attention was focused primarily on sample N1, becau
the changes observed in earlier studies2 of CuO irradiation
by electrons were largest in theac plane. In this work, the
© 1998 American Institute of Physics
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sample was subjected to five consecutive He1 irradiations
with fluences of 1017 cm22 each. Samples N2 and N3 we
irradiated twice with fluences of 1017 cm22 each.

Each irradiation was followed by x-ray diffraction an
electrical resistance measurements. Structural changes i
samples were observed to begin at a fluence of
31017 cm22. The total intensity of the~110! and ~020! re-
flections increases, and Cu2O and Cu phases appear on t
irradiated face and~to a larger degree! on the side opposite it
The projected depth of He1 ion penetration in our case i
10.4mm. Segregation of copper to an irradiated CuO surf
has been reported by a number of authors.4,5 Observation of
Cu2O and copper on unirradiated crystal faces w
unexpected.7 A copper film was visually observed to appe
on sample N1 after the second irradiation, with more cop
segregated to the unirradiated side.

In contrast to electron irradiation which resulted in
increase of electrical resistance of CuO single crystals,2 the
resistance of the samples subjected to He1 ions decreased
only slightly ~by 15–20%! before the second phase appear
Segregation of copper brought about a stronger decreas
resistance.

Absorption spectra of sample N1 were studied in t
polarizations, namely, with the light-wave electric vect
parallel and perpendicular to the@ 1̄01# direction. The anisot-
ropy in the optical and electrical properties is largest
the @ 1̄01# direction in theac plane of the CuO crystal,1 and
it is in this direction that the antiferromagnetically coupl
Cu–O–Cuchains are aligned. We will show the success
action of irradiation fluences on optical spectra.

1. A fluence of 1017 cm22 changes insignificantly the
spectra of sample N1 in the region of the absorption b
connected with@CuO4#

52 hole centers. As seen from Fig. 1
He1 irradiation results in a slight shift of the 0.2-eV absor
tion band toward higher energies, which is the opposite
the case of electron irradiation.2 After irradiation, the weak
absorption band at 0.1660.01 eV disappears, and absorpti
in the high-energy domain increases. The 0.16-eV band
haves irregularly under further irradiation, appearing and d
appearing. It was reliably resolved in the spectra of C
samples bombarded by electrons.2

FIG. 1. Absorption spectra of CuO(ac) ~1,2! before irradiation and~3,4!

after first irradiation for two polarizations:1, 3—Ei@ 1̄01#, and

2, 4—E'@ 1̄01#.
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2. After the second irradiation, copper was seen to
pear on the face opposite the irradiated one. The absorp
spectra exhibit a general rise in both polarizations. The
ference between the spectra obtained after the second
first irradiations in theEi@ 1̄01# polarization~Fig. 2! shows a
weakly wavelength-dependent absorption~following a cer-
tain rise near the 0.16-eV band! associated with the contri
bution to absorption due to the copper film. The film w
ground off with diamond paste~grain size 0.1mm!, after
which the spectrum of the sample approached that meas
after the first irradiation.

3. The third irradiation resulted in a strong increase
absorption in the high-energy region. The difference betw
the spectra measured after the third and second irradiat
~after the sample grinding! shown in Fig. 2 grows monotoni
cally with increasing energy. This growth in absorption
due to the appearance in the near IR range of absorp
bands absent in the unirradiated crystal. Figure 3 pres
new broad absorption bands of complex shape for two po
izations. The band obtained withEi@ 1̄01# peaks at 0.72

FIG. 2. Difference between the CuO(ac) absorption spectra obtained afte
~1! the second and first irradiations and~2! third and second irradiations fo

Ei@ 1̄01#.

FIG. 3. CuO(ac) absorption spectra in the near IR range obtained~1,2! after
the third and after~3,4! the fourth irradiations for two polarizations:1,3—

Ei@ 1̄01#, and2,4—E'@ 1̄01#.
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60.03 eV and has a shoulder at 1.1060.03 eV. In the first
three irradiations only one of the crystal faces was expos

4. In the fourth irradiation, the face opposite the o
bombarded earlier was exposed. The spectra exhibit the
lowing changes: in the medium IR range, theEi@ 1̄01# spec-
trum in the region of the 0.2-eV band did not chang
whereas in theE'@ 1̄01# polarization the spectrum as
whole rose by approximately 30– 40 cm21, which evidences
a change in absorption anisotropy. In the near IR~Fig. 3!, the
broad bands at 0.7–1.1 eV found after the third irradiat
disappeared leaving a rise in absorption, monotonic for b
polarizations, toward the absorption edge, with only a sli
difference between the values forEi@ 1̄01# andE'@ 1̄01# ~a
small dichroism!.

5. The surface exposed to the fifth irradiation was
same as in the fourth one. X-ray diffraction data did n
reveal any substantial change in the amount of Cu and C2O
on the surfaces. In the region of the 0.2-eV band, the sp
trum underwent changes opposite those observed afte
fourth one, namely, the absorption coefficient increased
Ei@ 1̄01# polarization while changing only insignificantly fo
E'@ 1̄01#. A narrow resonance feature is observed near
fundamental absorption edge~Fig. 4a!. The polarization
characteristics of this feature are unusual for bands origi
ing from optical transitions between two levels, in that t
highest energy of this feature is observed in unpolari
light, 1.2860.12 eV, and its position changes from 0.9
60.12 to 1.1360.12 eV with the polarization changed i
direction fromEi@ 1̄01# to E'@ 1̄01#. We observed such a
absorption band at 1.3460.12 eV in spectra of electron
irradiated CuO, with the absorption coefficient at its ma
mum reaching as high as 1000 cm21. The results shown in
Fig. 4a were obtained on an IKS-21 prism spectrometer
large number of measurements made in single-channel a
mulation mode. Therefore while the error in determination

FIG. 4. CuO(ac) absorption spectra obtained with~a! IKS-21 and ~b!
MDR-12 monochromators, for different light polarizations:1—natural light,

2—Ei@ 1̄01#, 3—E'@ 1̄01#.
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the energy position of the bands is large~the spectral width is
large!, the relative position of the bands measured in diff
ent polarizations can be considered correct. This is suppo
by absorption measurements in the region of the above b
made with an MDR-12 grating monochromator with a s
spectral width smaller than 0.01 eV~Fig. 4b!. The low-
energy band peaking at 1.45860.005 eV in unpolarized
light, and at 1.44160.005 and 1.45060.005 eV in the
Ei@ 1̄01# and E'@ 1̄01# polarizations, respectively, has th
same nature as the feature presented in Fig. 4a. The h
energy, polarization-independent band at 1.52260.005 eV is
an exciton-like feature associated with the transition from
b1g ground state to the strongly correlatedeu8 state of the
Jahn-Teller doublet in the@CuO4#

62 doublet.8 This band was
observed after the sample had been successively groun
on both sides and disappeared when the thickness of
removed layer reached;80 mm on each side. After the las
grinding the absorption spectra observed both in the fun
mental absorption region and in the medium IR range w
found to be close to those of the unirradiated sample.8 Note
that in contrast to the measurements carried out with
MDR-12 monochromator under normal incidence of mon
chromatic radiation on the sample, in the IKS-21 spectro
eter the nonmonochromatic light was incident at 6° to
normal.

Figure 5 shows the fluence dependence of the dichroi
i.e., of the ratio of the difference and sum of the absorpt
coefficients for theEi@ 1̄01# and E'@ 1̄01# polarizations in
the region of the band associated with the1A1g21Eu transi-
tion in the@CuO4#

52 hole cluster. We see that the dichrois
decreases, particularly when the irradiated surface is chan
~the fourth irradiation!. After the fifth irradiation, the dichro-
ism is close to that seen after the fourth one. In the hi

FIG. 5. Dichroism of CuO(ac) with respect to the@ 1̄01# axis ~1! before
irradiation,~2! after the third irradiation,~3! after the fourth irradiation, and
~4! after the fifth irradiation and removal of 80mm from each side of the
sample. Inset: dichroism in the near IR.
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energy region, above 0.4 eV, the dichroism is comparativ
small, both before the irradiation and at fluences which
not give rise to bands within 0.7–0.95 eV~for instance, the
fourth irradiation; see inset to Fig. 5!. When these band
appear after the third irradiation, the dichroism remains la
~up to 30%! down to the absorption edge. After the last, fif
irradiation, the dichroism was as large, but only in the cen
part of the sample obtained after about;80 mm were
ground off on both sides of the crystal, although no ban
within 0.7–0.95 eV were directly observed in the absorpt
spectrum of this part of the sample before this procedure

Irradiation of thebc face of the single-crystal sample N
also results in reduction of CuO to Cu2O and Cu, as reveale
by x-ray diffraction, but no copper film was seen visual
The main change in absorption spectra observed to occu
the region of transitions in the@CuO4#

52 hole center consists
of a decrease in absorption after the irradiation near
0.1-eV band,1 which also belongs to the hole center~Fig. 5!.
Similar to the case with theac plane, broad bands appear
the near IR range at 0.8960.03 and 1.0260.03 eV~see inset
to Fig. 5!. The long-wavelength side of the measurem
range was limited by 1.1 eV because of the smallness of
sample. After the second irradiation the absorption coe
cient increased throughout the range studied by more
60 cm21 and obscured the details of the spectrum. The
chroism relative to theb axis near the 0.2-eV band was pra
tically unaffected by irradiation, but in the near IR ran
~above 0.4 eV! it increased to 20%.

Irradiation of the~110! plane of sample N3 also resulte
in a rise of the absorption spectrum, which was particula
pronounced in the near IR. No broad bands were observe
this region. The narrow band like the one detected from
ac plane, has an energy 1.2860.12 eV.

2. DISCUSSION OF RESULTS

The main findings obtained in irradiation of CuO sing
crystals with 4.6-MeV He1 ions can be summed up as fo
lows: ~1! Reduction of CuO to Cu2O and Cu, which is par-
ticularly pronounced on the side opposite to the irradia
one; ~2! Appearance in the near IR of broad bands havin
complex structure within 0.7–0.95 eV;~3! Appearance in the
energy range 0.95–1.30 eV of an absorption feature with
unusual polarization dependence; and~iv! A decrease of di-
chroism in the region of the absorption band associated w
the hole center~at 0.2 eV! with increasing fluence for an
ac-cut CuO crystal, and an increase of dichroism in the
gion of the 0.7–0.95-eV bands.

Like the high-Tc cuprate superconductors, the physic
properties of the magnetic semiconductor CuO are descr
in terms of a model considering nucleation of a polar ph
of Jahn–Teller centers.1,9 The existence of nuclei of a mixed
valence phase, whose shape and size depend on the co
tration of hole and electron polar Jahn–Teller centers, s
gests that these compounds are materials with ch
inhomogeneity. Optical spectra of CuO and of weakly dop
high-Tc cuprates are similar both at the absorption ed
where they originate from charge-transfer transitions in
main @CuO4#

62 cluster, and in the medium IR range, whe
ly
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they are due to transitions in the hole cluster@CuO4#
52. In

contrast to high-Tc superconductors, in CuO optical trans
tions in the electron center@CuO4#

72 are forbidden becaus
of the electron center in CuO having a triplet ground sta
These transitions are observed, however, in microcon
spectra of CuO above 0.7 eV.10 The radiation-induced de
fects which are produced in CuO single crystals irradiated
He1 ions become nucleation centers and change the con
trations of the hole and electron centers.

Reduction of CuO to Cu2O and Cu on the unirradiate
side in the sample of thickness 280mm with a projected He1

penetration depth of only 10.4mm, implies that He1 bom-
bardment affects the properties of CuO to distances con
erably in excess of the ion mean free path~the so-called
long-range effect!. Various mechanisms are proposed to e
plain the long-range effects in semiconductor irradiatio
These include, for instance, anomalous diffusion which m
be enhanced by the Jahn–Teller effect,11 or anomalous
radiation-stimulated diffusion caused by quantum diffusio
with the potential barrier undergoing periodic inversion d
to charge exchange of diffusing atoms.12 The latter mecha-
nism can be favored in CuO by the low threshold of t
disproportionation reaction1 involving formation of polar
Jahn–Teller centers and by charge density waves, whose
istence in copper oxides was experimentally establishe13

The effect of elastic waves excited by the ion beam on
native-defect system has recently been widely discussed14,15

It has been shown recently that shear strain produces in C
results similar to those observed under He1 irradiation,
namely, reduction to Cu2O and Cu, and a change in the~020!
x-ray reflection corresponding to the parameterb. This
makes the elastic-wave mechanism of phase transforma
and of the long-range effect under He1 irradiation of CuO
highly probable.7,16 The elastic waves generated in atom
collisions in a sample bombarded by energetic particles
subjected to strong shear strains under pressure result in
citation of atoms, which entails chemical bond rupture a
formation of additional polar centers. Copper segregation
the ac face indicates anisotropy in the long-range effe
with the preferred direction along the twofold axisb in the
monoclinic crystal CuO.

The effect of He1 irradiation on the MIR absorption
bands at 0.2 and 0.1 eV, which are due, respectively, to
1A1g21Eu8 and1A1g21Eu9 transitions in the@CuO4#

52 hole
cluster~medium IR range!, differs substantially from that of
irradiation by electrons. Electron irradiation produced a r
shift of the 0.2-eV band, its intensity increased, and an ad
tional band at 0.165 eV appeared against its backgrou2

This was assigned to an increase in hole center concentra
and a decrease in the activation energy and binding energ
polarons. At the same time the large~two orders of magni-
tude! increase in the resistivity ofpCuO observed to occu
under electron irradiation is apparently related to the m
substantial increase in the electron center concentrat
Electron centers are not seen in absorption spectra bec
optical transitions in them are forbidden. The copper la
forming on opticalac surfaces under He1 irradiation intro-
duces additional constant absorption, which does not pe
an unambiguous conclusion on the character of the chang
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the 0.2-eV band intensity and, hence, on the change in
center concentration. The strong change of the dichroism~by
a factor two! in the region of this band~Fig. 6! indicates
considerable atomic displacements under irradiation an
change in anisotropy, which is particularly substantial wh
the irradiated surface is replaced~the fourth and fifth irradia-
tions!. Bombardment by He1 particles of thebc face does
not affect the dichroism in the region of the 0.1–0.2-e
bands, although the intensity of the 0.1-eV ba
(1A1g21Eu9 transition! drops significantly~Fig. 6!.

The 0.7–0.9-eV absorption bands in near IR, in o
opinion, arise because transitions in electron Jahn–Te
centers, which are present in inhomogeneous-phase n
formed at radiation defects, become allowed. The anisotr
near these bands, which exhibits preferential absorp
along the@ 1̄01# axis of the crystal, persists like that of th
hole center. The dichroism with respect to the@ 1̄01# axis
reaches as high as 30%. A change in the radiation-de
distribution gradient results in disappearance of the ba
and in a decrease of the dichroism. Thus optical transition
a triplet electronic Jahn–Teller center require for their ex
tence strong local distortions near radiation-induced def
in the CuO crystal, like those generated under ionic bo
bardment. In the case of electron irradiation the characte
local distortions is probably not so important, and the tran
tion forbiddenness is not lifted.

It would be natural to associate the narrow ‘‘absorptio
feature appearing near the fundamental edge at ene
above 0.97 eV~Fig. 4! with point defects like Frenkel de
fects; indeed, this band is not seen before irradiation
appears in samples irradiated with either electrons or H1

ions. The unusual pattern of the polarization dependenc
this band, namely, a monotonic shift of the position of t
maximum with polarization between the values correspo
ing to Ei@ 1̄01# and E'@ 1̄01#, and a change in the relativ
position of the band in natural and polarized light argu
however, against its being due to optical transitions betw

FIG. 6. CuO(bc) absorption spectra obtained~1,2! before irradiation and
~3,4! after irradiation for two polarizations:1,3—Eib, and 2,4—E'bic.
Spectra 2,4 are shifted by 40 cm21. Inset: near-IR spectra of irradiate
sample.
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two levels. Note also the higher intensity of the absorpt
peak in the electron-irradiated sample (1000 cm21) com-
pared to that of the 300-cm21 peak for the He1-bombarded
crystal. This feature is not connected with interference
fects in a thin boundary layer. It exists at depths of up to
mm from the surface. This anomalous band is possibly du
light scattering from a radiation-textured system of nuclei
the polar-center phase with a refractive index different fro
that of the matrix. The scattering takes place in connect
with strong dispersion of the refractive index of the mat
near the absorption edge. The differences in the band p
tion and halfwidth obtained with two instruments should
attributed to different slopes of the refractive-index disp
sion associated with the different spectral width of the inst
ments. The deviation from normal incidence and the n
monochromaticity of the radiation also contribute to t
scattering pattern. Incidentally, a strong increase of the
fractive index of the matrix under ion irradiation, which
the result of radiation-stimulated escape of oxygen and
mation of colloidal particles with metallic conduction, wa
observed to occur, for instance, in zirconium.17

The long-range effect indicates the volume characte
the changes induced by He1 irradiation of CuO. The disap-
pearance of the scattering feature after removal of mate
from both sides of the sample and the associated restora
of the absorption spectrum in unpolarized light to that se
before the irradiation suggests that the most signific
changes occur near the surface, at depths below 80mm. At
the same time the large dichroism~up to 30%! near transi-
tions in the electronic center in the central part of the sam
implies reduction~formation of electron centers! in this part
of the sample too.

Absorption spectra measured in the region of antifer
magnetic ordering in CuO at 80 K did not reveal any ne
features in addition to those seen in unirradiated a
electron-irradiated samples.1,2

Thus a study of the effect of He1 bombardment provided
optical evidence in support of light scattering from nuclei
the phase of polar centers forming near radiation-indu
defects, permitted determination of optical transitions
electronic Jahn–Teller canters, and revealed a long-rang
fect consisting in reduction of CuO to Cu2O and copper on
the side opposite the irradiated face.

The support of the Russian Fund for Fundamental R
search~Grant 96-02-16063a! is gratefully acknowledged.
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HgSe:Fe—a mixed-valency system and the problem of the ground state
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The dependence of the electron mobility on the iron impurity contentNFe and temperature is
studied for three variants of the ordering of Fe31 ions in crystalline HgSe:Fe, a weakly
correlated gas, states with near ordering like that in a strongly correlated Coulomb liquid, and long-
range ordering. The electron mobilities owing to scattering on the correlated system of Fe31

ions are determined. The temperature dependence of the mobility is analyzed for electron scattering
on fluctuations in the charge density in a system of Fe21–Fe31 iron ions with mixed
valency, and the correlation length is determined. It is shown that the ordering region for the
Fe31 ions encompasses only the first coordination sphere, i.e., near ordering in the
position of the Fe31 ions is established, as in a liquid. The coupling between the ordering of the
Fe31 ions and the formation of a correlation gap in the density of impurityd-states and its
effect on the low-temperature behavior of the electron mobility in HgSe:Fe crystals are examined.
© 1998 American Institute of Physics.@S1063-7834~98!00703-5#
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Studies of spatial ordering in mixed-valency systems a
the determination of the type of ground state in these syst
are important for interpreting the physical properties of cr
talline HgSe:Fe and other mixed valency systems.1 Experi-
mental studies2 have shown that the anomalous dependen
of such physical properties of these compounds as t
conductivity,3,4 thermal emf, longitudinal and transvers
Nernst–Ettingshausen effects,5–8 etc., on the iron impurity
concentrationNFe and temperatureT are determined by som
features of electron scattering resulting from the spatial
dering of trivalent iron ions.

A state with mixed valency of the Fe31–Fe21 ions in
HgSe:Fe occurs for concentrationsNFe.N* 54.5
31018 cm23, when the Fermi level reaches the donor lev
of iron («d50.21 eV).2 A further rise in the iron conten
only raises the concentration of neutrals in the lattice of F21

ions (N05NFe2N* ), while the Fermi level is fixed at the
d-level of iron. ForNFe.N* in Fe31-Fe21 mixed- valency
systems with the same energies, positive charges on iron
~d-holes! can be redistributed over the lattice sites occup
by Fe21 ions. Coulomb repulsion of thed-holes leads to
spatial correlations in their positions: the larger the iron c
tent, the more free sites there are for redistribution of
d-holes and the higher the degree of ordering in the co
lated system of Fe31 ions. The Fe31 ions are the principa
scattering centers in HgSe:Fe at low temperatures, so as
become ordered, scattering is reduced and the electron
bility increases.3,4

Crystalline HgSe:Fe is a convenient object for study
the role of interimpurity Coulomb correlations in mixed
valency systems. First, when they displace Hg21 in the crys-
tal lattice sites, the Fe21 ions do not disrupt the spectrum o
the band current carriers but only cause alloy scattering
the electrons owing to the potential differenceDV5VFe

2VHg21. This potential is localized in a unit cell and it
contribution to electron scattering can easily be isolate4
3891063-7834/98/40(3)/7/$15.00
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Thus, in crystals with different impurity iron contents, th
contribution to the electron mobility from scattering on th
correlated Fe31 ion system can be distinguished. Second,
cause of the low concentration of Fe31 ions, their effect on
the conduction electron spectrum is negligible, in both
ordered and disordered states. Third, studies of the contr
tion of electron scattering on correlated Fe31 ion systems to
the mobility ~or to other kinetic characteristics5–8! can be
used to determine the degree of ordering as a function of
iron concentration and to track the dynamics of the chan
in the ordering of Fe31 ions with temperature.

Coulomb correlations in the Fe21–Fe31 ion system in
crystalline HgSe:Fe~as in other mixed-valency systems1! at
high iron contents and low temperatures lead to one of th
types of ordering:~1! a weakly correlated gas of Fe31 ions;
~2! a state with near ordering like that found in a high
correlated liquid of Fe31 ions; and~3! long-range ordering in
a system of charged centers, i.e., the formation of a Wig
crystal of Fe31 ions.

To explain the anomalous rise in the mobility of condu
tion electrons in HgSe:Fe forNFe.N* the hypothesis has
been advanced9 that a Wigner crystal of Fe31 ions is formed.
Later, others proposed10,11 a model of short-range correla
tions ~MKKI ! in which it was assumed that ordering occu
in the immediate neighborhood of a given Fe31 ion. It has
been shown4 that this variant of the MKKI model,10,11which
is based on approximating the pairwise correlation funct
by a step function, is restricted to weak interimpurity corr
lations. This approximation corresponds to ordering in
correlated system of Fe31 ions of the weakly correlated ga
type.4 The variant of the MKKI model proposed in Ref. 4
valid for arbitrary magnitudes of the Coulomb correlations
an Fe31 ion system. It has made it possible to calcula
m(NFe) qualitatively over a wide range of iron contents.
was shown that forNFe@N* in HgSe:Fe crystals, Coulomb
correlations lead to the formation of a ground state of
© 1998 American Institute of Physics
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correlated Fe31 ion system of the correlated Coulomb liqu
type. However, this conclusion about the type of orderin4

which is based only on an analysis of the depende
m(NFe), is limited. First, the two other orderings of Fe ion
~weakly correlated gas and Wigner crystal! were not ana-
lyzed and, in this regard, the question of the adequacy
these data remained open. Second, this conclusion is lim
to an approximation of the correlated Fe31 ion system by a
model system of hard spheres. Thus, the variations in
mobility m(NFe) for the three ways of ordering the Fe31 ions
whenNFe@N* have been analyzed further. In this paper it
shown that forNFe@N* the dominant contribution to the
relaxation of the electron momentum is from alloy scatter
and that it is rather difficult to reach an unambiguous c
clusion in favor of one of the ordering variants based sol
on data aboutm(NFe). In this regard, we have examined th
temperature dependence of the mobility for electron sca
ing on fluctuations in the density of charged centers resul
from thermally activated transitions ofd-holes between Fe21

and Fe31 ions and determined the correlation lengthjc(T).
We have also shown that the ordering region of the co
lated Fe31 ion system encompasses only the first coordi
tion sphere~as in a liquid!. This makes it possible to dete
mine the type of ground state in the Fe31 ion system of
HgSe:Fe for low temperatures andNFe@N* without using
the hard-sphere model approximation for the correlated F31

ion system.
A second important problem involving mixed valenc

systems is to study the effect of the ordered correlated F31

ion system on the structure of the impurityd-band. It is
known12,13 that in gapless compensated semiconductors s
as HgCdTe the interaction of oppositely charged donors
acceptors leads to the formation of Coulomb pseudopo
tials at the Fermi level, a minimum in the density of impuri
states withg(«F).ge(«F).12 An analysis11,14of EPR data on
Fe31 ions based on the MKKI model, which is valid in th
case of weak Coulomb correlations, showed that there
minimum in the density ofd-states, but could not establis
whether a gap or a pseudogap is formed at the Fermi leve
Coulomb gap in the density of impurityd-states was neces
sary for them to reduce the effect of resonance electron s
tering on d-states of the impurity iron, inclusion of whic
had led to catastrophically low values for the electron mo
ity in HgSe:Fe.2 It is shown in Section 4 that in the wea
Coulomb correlation region, the ordering of the correla
ion system in HgSe:Fe leads to the appearance of a cor
tion gap in the density of impurityd-states, i.e., to the for
mation of a finite energy gap between the filled (Fe21) and
empty (Fe31) states, wheregd(«)50, and to complete sup
pression of resonance electron scattering.

1. ELECTRON MOBILITY IN HgSe:Fe WITH SCATTERING
ON THE CORRELATED Fe31 ION SYSTEM FOR THE
THREE TYPES OF ORDERING

In accordance with the model proposed in Ref. 4,
shall treat the scattering of conduction electrons in HgSe
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as in a binary alloy consisting of charged Fe31 and neutral
in-the-lattice Fe21 centers. We write the electron mobility i
the form

m~NFe!5S 1

mc
1

1

ma1
D 21

, ~1!

wheremc and mal are the contributions to the mobility fo
scattering of electrons on the correlated Fe31 ion system and
on the alloy potential. Scattering on the alloy potent
causes a monotonic reduction in the mobility as the ir
content is raised,

mal5mBHH L

FBH
F2S N0

N1
D 1/2

F101
L

2

N0

N1
G J 21

. ~2!

Here N0 and N1 are the concentrations of Fe21 and Fe31

ions, respectively, andmBH is the electron mobility for scat-
tering on a disordered aggregation of ions. According to
Brooks-Herring theory,FBH5 ln(11bs)21/(11bs

21), where
bs5(2kFr s)

2, r s is the Thomas-Fermi screening radiu
F10512bs

21 ln(11bs), andL is the ratio of the interaction
constants for the electrons with the neutral and charged
ters, estimated4 as L50.1. For scattering on the correlate
Fe31 ion system, the expression for the mobility has the fo

mc~NFe!5mBH

FBH

Fc
,

Fc~kF!52E
0

1 x3S~2kF x!

~x21bs
21!2 dx, ~3!

whereS(q) is a structure factor characterizing the degree
ordering of the donor system determined in Ref. 4. Fo
disordered systemS(q)51 andFc(kF)5FBH .

Equations~1! and~2! make it possible to isolate from th
experimentally measured mobilitymexp(NFe) the contribution
mc

exp(NFe) owing to scattering on the correlated Fe31 ion sys-
tem,

mc
exp5~mexp

212mal
21!21. ~4!

An analysis of experimental data using Eq.~4! showed that
for T54.2 K andNFe.331019 cm23, scattering on the cor-
related Fe31 ion system is roughly 8 times less likely tha
that on randomly distributed Fe31 ions.4 Thus, in HgSe:Fe,
interimpurity Coulomb correlations are strong and caus
substantial spatial redistribution of the Fe31 ions.

In calculating the structure factorS(q) in the strong
Coulomb correlation region4–8 we have used the Perkus
Yevick approximation15 for the hard sphere model system
Here the integral equation for the direct correlation functi
can be solved exactly, andS(q) is found without using per-
turbation theory in a small parameter.15 The physical reason
which permits the correlated Fe31 ion system to be approxi
mated by a hard sphere model system is the following:
analysis of the gain in free energy for ordering of the cor
lated Fe31 ion system has shown16 that Coulomb repulsion of
d-holes redistributes them in a way such that a correlat
sphere of radiusr c without any otherd-holes in it develops
around each Fe31 ion. This makes it possible to approxima
the correlated Fe31 ion system by a system of hard spher
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FIG. 1. The contribution to the mobility from scatterin
on the correlated Fe31 ion system as a function of the
amount of iron impurity for the three types of ordering
~1! weakly correlated gas (h`50.125), ~2! and ~3!
strongly correlated Coulomb liquid~h`50.45 and 0.47!,
~4! and ~5! Wigner crystal~h`50.52 and 0.64!, and~6!
the contributionmal(NFe) to the mobility owing to alloy
scattering. The triangles denote experimental values
mexp(NFe) taken from Ref. 3 and the crosses, values
mc

exp(NFe).
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of diameterd5r c in which the degree of ordering is dete
mined by the packing parameterh5pd3N1/6, equal to the
ratio of the volume occupied by the hard spheres to the t
volume of the system. As the concentrationNFe is raised, the
number of free sites for redistribution ofd-holes increases
so that r c and, therefore, the degree of ordering beco
larger.16 This approach has been fruitful for describing the
mogalvanomagnetic effects in crystalline HgSe:Fe.4–8

As h→0, the aggregation of scattering centers is entir
disordered (S(q)51). The rangeh,0.125 corresponds to
weakly correlated gas.4 For the correlated Coulomb liquid
h50.45– 0.47. These values of the packing parameter
obtained for all liquid metals.15,17 The degree of spatial or
dering in a hard sphere model system increases discon
ously as the packing parameter is raised, and forh50.74
ideal hexagonal close packing is realized. According to
statistical theory of Bernal,15 for defective hexagonal clos
packing, h'0.64. The calculated values ofh for dense-
packed cubic and body-centered cubic lattices are 0.52
0.68, respectively. Nevertheless, this does not mean that
of the above lattice types will be realized in a hard sph
system. Since forh.0.52 the peak in the pairwise correla
tion function of the distribution corresponding to the thi
correlation sphere is fairly distinct, we can take this value
an arbitrary boundary between near and far ordering. As
shall see below, the final result will be insensitive to th
assumption.

It is evident that the spatial correlations in the Fe31 ion
system are stronger, the higher the concentration of neu
Fe21 centers. ForNFe@N* , one of the three types of orde
ing is established in the correlated Fe31 ion system. An equa-
tion for the packing parameter as a function ofNFe, which is
valid for the three types of ordering in the correlated Fe31

ion system, can be obtained in a way similar to that e
ployed in Ref. 4,

h5h`F12expS 2
h

h`

NFe

N1
D G , ~5!
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whereh` determines the limiting value of the packing p
rameter whenNFe@N* for the different kinds of ground
state: for the weakly correlated gash`50.125, for the
strongly correlated Coulomb liquidh`50.45– 0.47, and for
the Wigner crystalh`50.52– 0.64.

Plots ofmc(NFe) calculated using Eqs.~3! and~5! for all
the types of ordering of the Fe31 ions in HgSe:Fe at low
temperatures are shown in Fig. 1. This figure implies that
weakly correlated gas model can be used only for concen
tions NFe,631018 cm23. The values of the mobility
mc(NFe) for NFe.331019 cm23 lie in a region correspond
ing to a strongly correlated Coulomb liquid. Mobilitie
mc(NFe) for long-range ordering like that in Wigner crysta
lie somewhat higher. Thus, an analysis of the ordering of
correlated Fe31 ion system in HgSe:Fe at low temperatur
would suggest that the ground state of the system of F31

ions in the hard-sphere approximation is a strongly cor
lated Coulomb liquid. Actually, however, data on the mob
ity mc(NFe) alone are not sufficient for such an unambiguo
conclusion. In fact, forNFe@N* the dominant contribution
to the relaxation of the electron momentum is from all
scattering~curve6 of Fig. 1! and the total mobility become
insensitive to variations inh` from 0.45 to 0.52. Figure 2
shows calculatedmc(NFe) curves for different values of the
parametersh and L. It is clear from this figure that the
mc(NFe) curves2–4 are close to the experimental ones, a
though the values ofmc for NFe@N* differ greatly. There-
fore, in the following we shall consider another method f
determining the type of ordering of the Fe31 ions in HgSe:Fe
at low temperatures.

2. THE TEMPERATURE DEPENDENCE OF THE MOBILITY
FOR SCATTERING ON DENSITY FLUCTUATIONS IN
THE CORRELATED Fe31 ION SYSTEM AND THE
CORRELATION LENGTH

The temperature dependence of the electron mob
m(T) in crystalline HgSe:Fe has been examin
elsewhere.18–20 Beginning with a model of Wigner crysta
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FIG. 2. A comparison of the calculatedm(NFe) curves
with experimental data3 for different values of the pa-
rametersh`50.125 ~1!, 0.45 ~2!, 0.47 ~3!, and 0.52
~4,5! andL50.1 ~1–3,5! and 0.12~4!.
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Fe31 ions, an analysis was made18 of the effect of the non-
idealness and vibrations of the Wigner lattice of the Fe31

ions on the mobilitym(T). This approach has been criticize
in Ref. 2. The results of a calculation ofmc(T) have been
compared19 with the total mobility mexp(T). In fact, it was
necessary to isolate the contribution owing to scattering
the correlated Fe31 ion system from the experimental da
according to Eq.~4! and to compare the theoretically calc
latedmc(T) with this contribution, as we have done here.
Ref. 20, the total mobilitym(T) andmc(T) were calculated
for crystalline HgSe:Fe using a temperature-dependent h
sphere model, and qualitative agreement was obtained
experimental data. In the following, another method is p
posed for describing the temperature dependence of the
bility. It has the advantage that it can be used to determ
the type of ordering in the correlated Fe31 ion system.

Let us consider the temperature dependence of the
tribution to the mobilitymc(T) from electron scattering on
the Fe31 ion system forNFe@N* . As the temperature is
raised, the migration ofd-holes between Fe21 and Fe31 ions
is enhanced, and this leads to disruption of the order in
correlated Fe31 ion system and hence to increased scatter
of electrons by the charged centers. Transitions ofd-holes
between iron ions can be regarded as thermally activa
fluctuations in the density of charged Fe31 centers in a binary
Fe31–Fe21 alloy. It has been shown15 that the spectrum o
long-wavelength fluctuations in these systems is well
scribed by the Ornstein–Zernike theory,21 which makes it
possible to estimate the scale of ordering in alloys and s
lar systems. The degree of ordering of the system of parti
in this case may be determined by a correlation function
the form15

G~r !'
1

r
expS 2

r

jc
D , ~6!

wherejc is the correlation length characterizing the size
the ordering region. The temperature dependence ofjc de-
scribes the change in the scale length of the ordering of
system. At high temperatures the system is disordered
n

d-
ith
-
o-
e

n-

e
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d

-

i-
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f

f
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jc→0. With ordering,jc increases and in the limitjc→`
long range ordering is established. The temperatureTc at
which this happens is the critical temperature for the orde
disorder~strongly correlated Coulomb liquid–Wigner crys
tal! phase transition.

Calculations of Wigner crystallization of electro
plasmas22,23 have shown that the nonidealness paramete
the plasma at the phase transition point is

Gc5A3 4pN1/3
e2

xkBTc
>155610, ~7!

wherex is the dielectric permittivity. This gives an order
disorder transition temperature for thed-holes in an
Fe31–Fe21 system~for x520! of Tc>1 K. During the onset
of near ordering in the correlated Fe31 ion system,jc should
be on the order of the interimpurity distanceR15N1

1/3. We
shall examine scattering on long-wavelength fluctuations
the Fe31 ion density and show that, in fact, forT
55 – 10 K, jc5(1 – 2)R1 . In this case the expression fo
the mobility mc(T) has the form19

mc~T!5
3ph

4«BFc
5

mBHFBH

Fc~T!
,

Fc~T!5
tb0

~bc2bs!
F bc

~bc2bs!
ln

bc~11bs!

bs~11bc!
2

1

11bs
G .

~8!

Here «B is the Bohr energy, t5T/Tc , jc5Ar0
2

3ut21u21, A is an adjustable parameter of the theory,b0

5(1/2kFr 0)2, bs5(1/2kFr s)
2, bc5bA(t21), and bA

5bc /A. As can be seen from Eq.~8!, the expression for
mc(T) contains three parameters:r 0 , Tc , and A. We can
eliminater 0 from Eq. ~8! by taking the ratiomc(T)/mc(T0),
where we have takenT0 to be 10 K. By varying the param
etersTc and bA , we attempt to describe the experimen
mc

exp(T) curves for different concentrations of iron in Hg
Se:Fe. The values of the main parametersm(«F), kF , r s ,
etc., have been chosen to be the same as in the analysis o
concentration dependence of the mobility.
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FIG. 3. Electron mobility as a function of temperatur
The calculatedmc(T) are shown as solid curves~Tc

51 – 2 K, bA50.005– 0.01!. The points joined by
dashed curves and labelled1–3 correspond to experi-
mental values3 of mexp(T) for samples of HgSe:Fe with
iron concentrationsNFe55,8,1531018 cm23. The upper
points correspond tomc

exp(T) for the same concentration
NFe.
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Figure 3 shows the calculatedmc(T) curves and experi-
mental datamexp(T) for HgSe:Fe samples with large iro
impurity contents. Note that the values ofmc

exp(T) for Hg-
Se:Fe samples withNFe.331019 cm23 are essentially the
same over a wide range of temperatures. This confirms
model for ordering of the Fe31 ions; a ground state ha
formed in the correlated Fe31 ion system, so that the tem
perature variation in the degree of ordering of the Fe31 ions
no longer depends on the iron content. It is clear from
figure that over temperatures of 5–40 K, the computatio
results are in fair agreement with the experimental data.3 At
higher temperatures the calculatedmc(T) exceed the mea
sured values. This difference occurs because we have
glected electron-phonon scattering, which makes a sig
cant contribution to the mobility forT.40 K.24 The values
of the variable parameters areTc5122 K and bA

50.005– 0.01, whiler 05(1 – 2)31026 cm23. Thus, the
value ofTc obtained by fitting them(T) curve is consisten
with the value found for Wigner crystallization of an electro
plasma.22,23

The correlation length determined frommc(T) is jc

5(121.6)R1 for T55 K. Thus, an analysis of the temper
ture dependence of the mobility during scattering on fluct
tions in the density of charged centers has shown that
fact, the ordering of the correlated Fe31 ion system in Hg-
Se:Fe for low temperatures andNFe@N* encompasses onl
the first coordination sphere, i.e., near ordering develop
the positions of the Fe31 ions, as in a liquid~hence the term
strongly correlated Coulomb liquid!. ForT,5 K, the experi-
mental mobility data cease to depend on the temperatu25

while the theory of scattering on critical fluctuations predi
a sharp increase in the mobility owing to the further dev
opment of ordering in the correlated Fe31 ion system as
T→Tc . As we shall see below, the observed mobility beh
ior asT→0 is caused by the presence of a correlation ga
the density of impurityd-states.

3. THE CORRELATION POTENTIAL AND THE GAP IN THE
DENSITY OF IMPURITY d-STATES

In the absence of ordering effects, the random fields
the Fe31 ions cause spreading of the energies of thed-states
and the formation of an impurity gap with a width on th
ur
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,
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-
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f

order of 10 meV. The Fermi level separates the empty F31

d-states from the filled states (Fe21). With ordering, each
Fe31 ion at pointRi lies in the field of a correlation potentia
Us(Ri) determined by the self-consistent effect of the pote
tials of the other Fe31 ions surrounding the given ion,16

Us~Ri !5(
j Þ i

V~Ri j !~g~Ri j !21!. ~9!

HereV(Ri j ) is the potential created by thej -th Fe31 ion
at the pointRi . For a screened Coulomb interaction of th
ions, we have

Us~Ri !5
e2

xp E
0

` q2dq

q21r s
22 ~S~q!21!

sin~qRi !

qRi
. ~10!

The potentialUs(r ) tends to redistribute thed-holes in the
system of Fe21–Fe31 ions whenNFe.N* so as to ensure a
minimum in the potential energy at those places where th
are Fe31 ions. Equations~9! and ~10! make it possible to
analyze the gain in the Coulomb energy per center,DEk1 ,
for an ordered ion distribution compared to a disorde
one,16,17

DEk15
DEk

NFe
31 5

1

2
U~0!5

e2

2xp E
0

` q2dq

q21r s
22 ~S~q!21!.

~11!

Figure 4 shows plots ofDEk1 as a function ofNFe for the
three types of ordering of the charged centers. It is clear fr
this figure that the gain in energy for the weakly correlat
gas differs greatly from theDEk1 obtained for a strongly
correlated Coulomb liquid. On the other hand, the energ
DEk1 for a strongly correlated Coulomb liquid and a syste
with long-range ordering differ little~by 0.3–0.4 meV!; this
confirms that the system of Fe31 ions is close to a strongly
correlated Coulomb liquid–Wigner crystal phase transitio
The sharp rise inDEk1 for N* ,NFe,131019 cm23 takes
place because it is primarily the closestd-holes which move
away from one another during ordering. This yields a ma
mum gain in the Coulomb energy and leads to the format
of correlation spheres around each Fe31 ion.16 It is this cir-
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cumstance which allows us to approximate the spat
correlation system of the Fe31 ions by a system of hard
spheres.

In discussing the impurityd-states of iron ions in Hg-
Se:Fe crystals, two competing effects must be taken into
count: s2d-hybridization, which facilitates the delocaliza
tion of d-holes, and Coulomb correlations ofd-holes, which
tend to preserve the local character of the impurity sta
Since the width of ad-level owing tos2d-hybridization is
less than 0.1 meV,10,11 while the energy of the Coulomb
correlations of thed-holes is two orders of magnitud
greater, the local character of thed-states is maintained in
crystalline HgSe:Fe. It should be noted that, although
s2d-hybridization interaction is weak, it can play an impo
tant role in the inelastic scattering of conduction electro
and lead to charge exchange of iron ions.7 The potential
Us(Rj ) inhibits jumping byd-holes from Fe31 to Fe21 ions,
thereby contributing to their localization on charged cente
Because of the random distribution of the Fe21 ions over the
crystal lattice sites~and, therefore, in near-ordering cluster!,
the probability of many-particle transitions byd-holes is
small, and their contribution can be neglected at low te
peratures. Here we restrict ourselves to examining sin
particle transitions: we shall assume that a transition o
d-hole in a near-ordering cluster from an Fe31 ion located at
the pointRi to an Fe21 ion at the pointRj takes place in the
static field of the remaining Fe31 ions ~Fig. 5!. The inelastic
energyDEji of this kind of transition is equal to the differ
ence in the energies of the two configurations~Fig. 5!,

DEji 5U~Rj !2U~Ri !. ~12!

Since iron ions displace Hg21 ions at lattice sites, there
is a minimum jump length for ad-hole,DRi j >DRmin . Given
the Coulomb interimpurity correlations at the sample pre

FIG. 4. DEk1 as a function ofNFe for the three types of ordering of the
charged centers:~1! weakly correlated gas (h`50.125),~2! and~3! strongly
correlated Coulomb liquid~h`50.45 and 0.47!, ~4! and ~5! Wigner crystal
~h`50.52 and 0.64!.
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ration temperature (T;103 K), it turns out that Rmin

;(1–2)a0 ~a0 is the lattice constant!. Thus, DEji .DEmin

5D. Equations~10! and ~12! then imply

D'
e2~DRmin!

2

6px E
0

` q4dq

q21r s
22 ~S~q!21!. ~13!

For DRmin51027 cm, Eq.~13! gives D;5 K whenNFe.3
31019 cm23. Roughly the same estimate ofD has been
obtained23 for a linear chain model of Fe31 ions. The exis-
tence of a minimum energy for thed-electron transitions
means that the band of filled Fe21 d-states is separated from
the band of emptyd-states by a finite energyD, whereD is
substantially greater thanTc , the temperature of the strongl
correlated Coulomb liquid–Wigner crystal phase transitio

Thus, ordering of the correlated Fe31 ion system in
mixed valency systems leads to the formation of a corre
tion gap between the filled and emptyd-states and not to an
Éfros–Shklovski� pseudogap,12,13 as has been assume
elsewhere.10,11 The role of resonance scattering of condu
tion electrons ond-states in HgSe:Fe compounds at low te
peratures has been discussed actively in the literature.2,10,11

Based on the above analysis, we can say definitively
interimpurity Coulomb correlations completely suppre
resonance scattering: the density ofd-states at the Ferm
level, gd(«F)50, andD@Gd ~Gd is the width of thed-level
owing to s2d-hybridization; according to Refs. 10 and 1
Gd,0.1 meV!. As can be seen from Fig. 4, forNFe@N*
resonant capture of a conduction electron at thed-level of
the Fe31 ion requires a large activation energyUs(0)
;20 meV, unlike scattering processes with charge excha
of d-centers.7 The mobility behavior of HgSe:Fe forNFe

@N* and T→0 also becomes understandable~Fig. 3!. At
temperaturesT,5 K, d-hole jumps are frozen out, the co
related Fe31 ion system loses its capacity for long-range o
dering, and the electron mobility, as observed
experiments,25 ceases to depend on temperature. The n

FIG. 5. The form of the potentialUs(r ) and the energy scheme for inelast
transitions in a one-dimensional near-ordering cluster of Fe31 and Fe21 ions.
DEji is the energy of an inelastic transition of ad-hole from pointRi to Rj ,
equal to the difference in the energies of the two configurations~I! and~II !
of the near-ordering cluster.
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ordering of the correlated Fe31 ion system ‘‘freezes’’ and in
a certain sense we can speak of a transition of the Fe31 ion
system into a metallic glass state26,27 ~taking this term to
mean a frozen strongly correlated Coulomb liquid!. Thus,
long-range ordering of the Fe31 ions in HgSe:Fe is impos
sible for low temperatures andNFe@N* , not because of
screening of the electrons by the potentials of the Fe31 ions,
as assumed in Ref. 2, but because of the discreteness o
distribution of impurity iron over the lattice sites and th
resulting formation of a correlation gap in the density
impurity d-states.

In sum, the three types of ordering of the correlated F31

ion system in crystalline HgSe:Fe have been investigated
low temperatures andNFe@N* . It has been shown that th
ordering of Fe31 ions in the mixed valency Fe21–Fe31 sys-
tem at low temperatures corresponds to a ground state
that found in a strongly correlated Coulomb liquid. A corr
lation gapD develops in the density ofd-states which sepa
rates the filledd-states from the empty ones. At temperatu
T,D, the system of Fe31 ions loses its capacity for furthe
ordering and enters a state similar to a metallic glass. T
the low temperature electron anomaly in HgSe:Fe can
regarded as the consequence of a continuous phase tran
from a weakly correlated gas to a strongly correlated C
lomb liquid to a metallic glass, which takes place in t
mixed valency Fe31–Fe21 system as the temperature is r
duced.

By generalizing the results obtained in this paper it
possible to formulate some rules which may be useful
examining ordering in mixed valency systems. If a Coulom
pseudogap develops in the density of impurity states at
Fermi level during ordering of charged centers in a mix
valency system, then long-range ordering~a Wigner crystal!
may develop in the correlated ion system as the tempera
is reduced. If a correlation gapD develops in the density o
impurity states, while the transition temperatureTc for the
long-range ordering transition exceedsD, then the correlated
ion system may transform into a Wigner crystal state. F
Tc,D ~as happens in HgSe:Fe!, long-range ordering canno
occur.

The author thanks A. P. Tankevich, G. I. Kharus, a
V. V. Kondrat’ev for discussing the present results and Y
G. Cherepanov for help with the numerical calculations.
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A generalization applicable to magnetic semiconductors is proposed for the Mott criterion for
transitions of heavily doped semiconductors from an insulating into a highly conducting
state. Based on this generalization, a study is made of insulator–metal transitions in a
ferromagnetic semiconductor associated with temperature variations and of insulator–metal
transitions in an antiferromagnetic semiconductor acted on by a magnetic field. These results are
of independent interest for nondegenerate semiconductors as well, since they yield the
temperature and field dependence for the impurity state radii and for the energies and
magnetizations of unionized donors or acceptors. ©1998 American Institute of Physics.
@S1063-7834~98!00803-X#
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Many heavily doped magnetic semiconductors underg
transition from a highly conducting to an insulating sta
when the type of magnetic ordering is changed or when
ordering is destroyed. For example, within a certain range
donor impurities as the temperature is raised the ferrom
netic semiconductor EuO experiences a transition from
highly conducting state into an insulating state in which
jump in resistance is a record 19 orders of magnitude.1 As
the temperature is raised further, samples with a high im
rity content pass through a peak resistance in the neigh
hood of the Curie pointTC and return to a highly conductin
state, while samples with a lower impurity content remain
an insulating state up to the highest temperatures. Sim
although less marked resistive singularities occur in the m
ganites~La12xCaxMnO3, etc.!. ~See the review by Nagaev.2!

In some manganites magnetic fields are found to ind
a transition from an insulating to a highly conducting state
occurs simultaneously with a discontinuous transition fr
the antiferromagnetic into the ferromagnetic state, e.g.
Pr12xCaxMnO3 with 0.3<x<0.5.2

The nature of the insulator–metal transitions which o
cur as the temperature is changed is the following:3 the ra-
dius of the electron orbit at a donor in a ferromagnetic se
conductor is smaller for finite temperatures than forT50
because of enhanced magnetization in the neighborhoo
the donor owing to indirect exchange betweend-spins
through the donor electron. The difference between the m
netization averaged over the crystal and the local magne
tion in the neighborhood of the donor is greatest for tempe
tures close toTC . Thus, if the Mott criterion~1! is satisfied
at T50, it may cease to be valid in the neighborhood ofTC ,
and as the temperature increases a transition from the m
lic to the insulating state should take place.

It might be supposed that a reverse transition should
cur at very high temperatures, since a correlation betw
spins is absent everywhere, including the neighborhood
donors or acceptors. It will be shown below, however, t
the low-temperature radius actually exceeds the hi
3961063-7834/98/40(3)/5/$15.00
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temperature one, so that the system may remain in an i
lating state up to very high temperatures.

The simplest theory of insulator–metal transitions
duced by a magnetic field is the following: As first shown
Irkhin,4 a gap appears in the conduction band for antifer
magnetic ordering. When the band is half filled, the low
subband is completely filled and is separated by a gap f
the upper subband, i.e., the system is in an insulating s
When a ferromagnetic ordering is established, the gap v
ishes and the crystal becomes highly conducting. This sim
theory, however, is clearly inadequate for systems in wh
the conduction band is much less than half full.

In this paper a theoretical interpretation of these tran
tions is given under conditions such that the conduction b
is far less than half filled. A mechanism is proposed for the
transitions based on the development of a local magnet
tion in the neighborhood of a defect and the smoothing ou
the magnetization over the crystal in an external magn
field. This mechanism is related to that described above
operates when the impurity concentration is close to the c
cal value at which a Mott transition takes place. It can e
plain Mott transitions which occur during temperatu
changes, as well as in a magnetic field.

The emergence of magnetization in the neighborhood
a donor and the associated reduction in the orbital rad
were first noticed in a study of an antiferromagne
semiconductor,5 and shortly thereafter it was pointed ou6

that the local magnetization increases near a donor in a
romagnetic semiconductor at finite temperatures. The qu
tion of the orbital radius was not discussed there.

1. INDIRECT EXCHANGE THROUGH A LOCALIZED
ELECTRON

As opposed to an Anderson transition, a Mott transiti
is associated only with electron correlations, and not w
disorder in the positioning of impurity atoms. It is we
known that, even in a periodic system of atoms far remov
from one another, if the distance between them is sufficien
© 1998 American Institute of Physics
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large, the electrons will remain localized, each at its o
atom. They become delocalized when the distancesn21/3

between atoms becomes comparable to their atomic ra
aA . As a criterion for the delocalization in nonmagnetic s
perconductors, Mott proposed the inequality7

n1/3aA.0.25, ~1!

where aA is the same as the Bohr radiusaB5«0 /me2

(\51). The Mott criterion follows from the condition fo
the existence of a discrete level in the screened Coulo
potential of a degenerate semiconductor, i.e., from the c
dition of absolute instability of the metallic state. This a
proach, however, can hardly be viewed as rigorous, since
number of potential wells in a crystal coincides with t
number of atoms and the appearance of a discrete level i
individual well by no means excludes the formation of
energy band from these levels. The Mott criterion agrees
well with experiment, that it makes sense to regard it more
empirical.

The question arises of how to extend this relationship
magnetic semiconductors, whose electrical properties af
their magnetic properties andvice versa. This can be at-
tempted, taking the initial state to be either the metallic
the insulating state. The first approach,8 like that of Mott
himself, is based on the condition for appearance of a
crete level in the total potential, including the screened C
lomb and exchange potentials. As a result, in the ato
radius of Eq.~1! the actual permittivity«0 is replaced by an
effective permittivity for a degenerate semiconductor wh
includes the exchange interaction between the conduc
electrons and the magnetization.

Besides the fact, already mentioned above, that the
pearance of an isolated discrete level is not equivalent to
insulator–metal transition, this approach has the furt
shortcoming that the effective permittivity has always be
calculated for a highly degenerate semiconductor, i.e.,
suming that the wave functions of the conduction electr
correspond to plane waves, which is hardly true near a t
sition boundary. Otherwise, a specific examination of
insulator–metal transition based on this generalization of
Mott criterion has not been made.

In this paper we analyze an insulator–metal transit
with the insulating state as the basis. In this case, the ato
radiusaA in Eq. ~1! is chosen to be the actual radius in
nondegenerate semiconductor and it, specifically, is c
pared with the average distance between impurities. T
analysis is more physical. Besides information on
insulator–metal transition, it provides information on t
properties of nondegenerate magnetic semiconductor
topic of independent value.

The basis of this discussion is the one-electron ham
tonian in ans2d model with an additional energy from th
Coulomb interaction between the electron and a donor. In
coordinate representation it has the form

H5He1Hsd1Hdd , He52
D

2m
2

e2

«0r
, ~\51!,
n

us
-
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Hsd52A(
g

~Sg•s!D~r2g!,

Hdd52
1

2 ( ~Sg•Sg1D!2( ~Sg•H!, ~2!

whereD(r2g) equals 1 inside the unit cellg and zero out-
side it, andSg ands are the spins of the atom~g! and con-
duction electron, respectively. The interaction of t
s-electron with the external magnetic field need not be w
ten down, since it is constant forA.0 and a given field.

In the following we shall assume that the inequal
AS!W;1/ma2 is satisfied, wherea is the lattice constan
and S is the spin of the magnetic atom. This condition
clearly satisfied in the europium chalcogenides.2 In addition,
it may also be satisfied in materials such as the mangan
which are currently of great interest because of their en
mous magnetic resistance. Although for a long time it w
assumed that the holes in them move over the Mn ions
that double exchange (W!AS) occurs in them, recent ex
perimental data9 indicate that they, in fact, move along th
oxygen ions, which corresponds to the opposite inequali

We begin the discussion with the long-range param
netic region. in order to find the ground state of an electron
a donor, we shall use a variational procedure.

Since a system ofd-spins can be regarded as slow com
pared to thes-electron subsystem, it is natural to use
adiabatic approximation, assuming that the state of the m
netic subsystem depends on its averaged characteristics
conditions for this are the inequalitiesAS/W!1 and IS/A
!1. A test wave function is, therefore, sought in the form

C~r ,Sz!5c~r !F$Sz%, ~3!

whereF is the normalized magnetic wave function, whic
will be made more specific below as a functional of the el
tron wave functionc. After constructing a wave equatio
with the hamiltonian~2! and wave function~3!, by multiply-
ing it by c on the left and integrating with respect to th
coordinates we obtain the wave equation for the magn
subsystem:

HcF5~E2Ee!F, Ee5E c* Hecdr ,

Hc52A( w~g!~Sg•s!, w~g!5uc~g!u2a3. ~4!

We seek a magnetic wave function of the form

F$Sz%5w$Sz%d~s,1/2!1x$Sz%d~s,21/2!; ~5!

whered(s,61/2) is thes-electron spin wave function,~w,x!
is the two component wave function of thed-spins, and$Sz%
is the set of its variables. Using Eqs.~4! and ~5!, we have

AL1

2
w1S E2

ALz

2 Dx50,

S E1
ALz

2 Dw1
AL2

2
x50,



er
o
an
ia

n

d
m
m
h
d
.
e

-

de

d

an
tu

e

g
n

sy
o

no
al
i-

lar
axi-
lly
-

the

nt.

r in

n

e

in-
ria-
e
ch

m

398 Phys. Solid State 40 (3), March 1998 É. L. Nagaev
L5(
g

w~g!Sg , ~6!

whereL65Lx6 iL y.
Solving the system of Eqs.~6! with an accuracy of

1/(2SNA), whereNA is the number of magnetic atoms ov
which an electron is spread at a local level, yields the f
lowing expression for the effective magnetic hamiltoni
Hme, which has the same eigenvalues as the hamilton
Hc , but only acts on thew component of the wave functio
F:

Hme56
A

2 H(
g,f

w~g!w~ f!Sg•SfJ 1/2

. ~7!

The double sign in Eq.~7! corresponds to the two permitte
values of the total angular momentum of the syste
L11/2 andL21/2, obtained by adding the total momentu
L of the system in this region and the electron spin. T
upper and lower signs correspond to the first and secon
these two values of the angular momentum, respectively
order to confirm this directly, it is sufficient to write th
indirect exchange hamiltonianHme for the case ofw(g)
51/NA , retaining terms;1/NA ,

Hme5
A

2NA
F1

2
7AL21

1

4G , ~8!

for which the exact eigenvalues are2AL/2 and A(L
11)/2. In deriving Eqs.~7! and ~8! we have used the fol
lowing equations, which are valid for any function ofSz:

S2 f ~Sz!5 f ~Sz11!S2, L2L15L22Lz~Lz11!. ~9!

They follow from the definition of the operatorS2 and the
spin operator commutation rules.

Evidently, the hamiltonians~7! and ~8! are isotropic, as
they should be. Unlike the Heisenberg hamiltonian, they
scribe many-spin exchange, involving up toNA(NA21)
d-spins, rather than bilinear exchange. The intensity of in
rect exchange between spins depends on the distance
tween each spin and the center, rather than on the dist
between spins. Thus, despite its apparently simple struc
the hamiltonians~7! and ~8! are quite complicated.~The ei-
genvalues of the latter are known, but determining the eig
functions is an extremely complicated problem.!

The hamiltonians~7! and ~8! give perfectly correct val-
ues of thes2d-exchange energy for ferromagnetic orderin
But, even forT→`, when there is no correlation betwee
d-spins, this energy is still nonzero. As Eq.~8! implies, then
it is given by

Eem~`!57
AAS~S11!

ANA

. ~10!

The physical significance of Eq.~10! becomes clear if we
recall that, in accordance with mathematical statistics, a
tem ofN noninteracting spins must have a total angular m
mentum on the order of (N)21/2 times their maximum mo-
mentum. The direction of this total angular momentum is
fixed, and fluctuates freely in space, so that its average v
is zero. The spin of ans-electron, however, is always or
l-

n

,

e
of
In

-

i-
be-
ce

re,

n-

.

s-
-

t
ue

ented parallel or antiparallel to the direction of the angu
momentum and fluctuates along with it. This ensures a m
mum gain in thes2d-exchange energy for the energetica
favorable direction of thes-spin relative to the angular mo
mentum of the localization region.

2. TEMPERATURE-INDUCED MOTT TRANSITIONS

At high temperatures, when correlations between
d-spins are weak, the magnetic hamiltonian~7! can be rep-
resented in the Heisenberg form

HM52
A

2
AP1HH , HH52

1

2 (
fÞg

I ~g,f!Sg–Sf,

I ~g,f!5
A

2AP
wgwf1I d~g2f!,

P5S~S11!( wg
2, ~11!

where directd2d-exchange has been taken into accou
Then the free energy of the system is given by

F5Ee2
A

2
AP2T ln Tr expS 2

HH

T D . ~12!

Using the high-temperature expansions, for the first orde
1/T we find

F'Ee2
A

2
AP2NT ln~2S11!

2
S2~S11!2

12T ( J2~g,f!. ~13!

Equation~13! will be minimized with respect to the electro
wave functionc.

As Eq. ~10! implies, s2d-exchange tends to reduce th
size of the localization region for thes-electron, since then
thes2d-exchange energy is lowered. According to this pr
ciple, it is appropriate to choose the orbital radius as a va
tional parameter in the condition for minimizing the fre
energy. Assuming that the electrostatic energy is mu
greater than thes2d-exchange energy forT→` given by
Eq. ~10!, we seek a test electron wave function in the for

c~r !5C expS 2
xr

aB
D , C5A x3

paB
3. ~14!

After substituting Eq.~14! in Eq. ~13!, using Eqs.~4! and
~11!, and replacing the sum overg in the expression forP by
integration with respect tor , we obtain

F>~x2/22x!
e2

«0aB
2Lx3/22

1

T

3H Mx31S~S11!I dLx3/21
NId

2S2~S11!2

2 J ,

L5
A

2
AS~S11!

8p S a

aB
D 3/2

,
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M5
A2S~S11!

384p S a

aB
D . ~15!

In writing down Eq.~15! we have used the nearest-neighb
approximation for thed-spins, along with the inequality
aB@a. For T→`, minimizing Eq. ~15! with respect tox
yields

x`5H R

2
1A11

R2

4 J 2

, R5
3«0LaB

2e2 . ~16!

Equation~15! can also be used to find a correction tox
for finite temperatures,

dx5
3Mx`

2 13S~S11!I dLx`
3/2/2

N~e2/«0aB23L/2x`
1/2!

. ~17!

Under the above assumption that the electrostatic energy
ceeds the energy ofs2d-exchange, the denominator in E
~17! is positive. The sign of the numerator depends on
sign and magnitude of the direct exchange integralI d . If it is
positive or negative, but small in absolute value, then
orbital radius decreases as the temperature is lowered.

The above analysis must be supplemented by an ana
of the insulator–metal transition in the spin-wave region
we follow the ideology of Ref. 8, then it would be sufficie
for this purpose to use the expression for the effective p
mittivity of a degenerate ferromagnetic semiconductor giv
in Ref. 3. In this paper, however, in order to use Eq.~1! we
have to find an expression for the donor orbit radius in
nondegenerate semiconductor.

We shall assume that the electron is uniformly distr
uted over a region of radiusaA . Then indirect exchange
renormalizes the magnon frequencies only inside this reg
For T@TC /S, when only short wavelength magnons are i
portant, we can use an averaged expression for the ma
frequencies,

v5
A

2NA
1J,

J;IS, NA5NBx3, NB5
4p

3 S a

aB
D 3

. ~18!

Using the same computational scheme as in the param
netic region and calculating the electron energy~4! with the
aid of the wave function~14!, we obtain the following ex-
pression for the free energy of the system:

F5S x2

2
2 xDEB2

AS

2
1Fm~x!, Fm5TNA ln

v

J
.

~19!

Minimizing Eqs.~18! and~19! with respect tox, we find
for low temperatures that

x'114pTS aB

a D 3 d

dNB
H NB lnS 11

A

2NBJD J . ~20!

As can be seen from Eq.~20!, in the spin-wave region the
orbital radius decreases as the temperature rises. Along
the above conclusion that it decreases in the paramag
region as the temperature is lowered, this also implies
r
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e
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n.
-
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g-

ith
tic
at

the orbital radius should be minimal nearTC . Thus, the
probability that the sample goes from a highly conducting
an insulating state is greatest there.

If, however, the sample went from a metallic to an ins
lating state as the temperature was raised, then it is, by
means necessary that it return to a metallic state as the
perature is raised further. As Eq.~16! implies, whenT→`
the orbital radiusaBx is shorter than for complete ferromag
netic ordering withx51. Thus, if the impurity concentration
ensures a metallic state forT50 ~the inequality~1! is satis-
fied!, it may be insulating forT→` when this inequality is
violated.

3. MOTT TRANSITIONS INDUCED BY A MAGNETIC FIELD

In this section we discuss an insulator–metal transit
induced by a magnetic field in an antiferromagnetic, dop
semiconductor. ForT50 we must begin with the minimum
energy condition determined by Eqs.~4! and~14! and use the
fact that the atomic sping forms an anglew~g! with the
magnetic field and that all these angles, together with
parameterx in Eq. ~14!, are the variational parameters,

E5S x2

2
2 xDEB2( He~g!S cosw~g!

2
IS2

2 ( cos@w~g!1w~g1D!#,

EB5
e2

«0aB
, He~g!5H1

Ac2~g!a3

2
. ~21!

The energy~21! is minimized with respect to the angles u
der the assumptions that the Bohr radiusaB is large com-
pared to the lattice constanta and thatx!aB /a. Thenw(g
1D) can be replaced byw~g! in Eq. ~21!, after which we
obtain

cosw~g!5
He~g!

HF
Q$HF2He~g!%1Q$He~g!2HF%,

HF522ISz , ~22!

whereQ(x) is the Heaviside step function andz is the num-
ber of nearest neighbors (I ,0). The cases withHF

,He(0) and its opposite must be distinguished. In the fi
case, there exists a region of full ferromagnetic order
whose radiush is determined by the conditionHF5He(h).
At distances greater thanh from the donor center, a skewe
antiferromagnetic ordering is established instead of a col
ear one. Equation~21! implies that

h52
aB

2x
ln

2paB
3~HF2H !

a3x3A
. ~23!

Let us first consider the case in which there is no satura
ferromagnetism. Then, according to Eqs.~21! and ~22!,

E5S x2

2
2 xDEB2

LEBx3

3
1const,

L5
3A2S2a3

64paB
3EBHF

. ~24!
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Since a minimum ofE given by~24! for x→` has no physi-
cal significance because of the conditionx!ab /a used
above, it is sufficient to consider only a minimum inx near
unity. On the other hand, if there is no ferromagnetic regi
then Eqs.~23! and~24! imply that L<0.01. Then we obtain
an equilibrium value ofx5112L. This result already indi-
cates that the electron orbit radius is less than that with
romagnetic ordering (x51). It should be noted that here
does not depend on the magnetic field.

The case in which a ferromagnetic region exists arou
the donor is more interesting. Then the energy is given b

E5S x2

2
2xDEB2

AS

2
1H 2ph3

a3 1
p

x3

3S 15

32
1

7xh

8aB
1

3x2h2

4aB
2 D S aB

a D 3J 2~HF2H !2S2

HF
.

~25!

In place of Eq.~23!, we can write, to within logarithmic
terms,

h'
aBk

2x
, k52 ln

2paB
3~HF2H !

a3A
.

Hence, we obtain

E5S x2

2
2 xDEB1

K~HF2H !2

3x3 ,

K5
6pS2aB

3

HFa3 S 15

32
1

7k

16
1

3k2

16
12k3D . ~26!

After minimizing the energy~26! with respect tox, we have

x511K~HF2H !2/EB , H→HF ,
,

r-

d

x'@K~HF2H !2/EB#1/5, x@1. ~27!

As can be seen from Eq.~27!, with ferromagnetic ordering
(x51) the donor radius is the same as in the nonmagn
crystal. But, asH is reduced this radius becomes small
Thus, while the Mott condition~1! is not satisfied in the
antiferromagnetic state, it may be satisfied in the ferrom
netic state; this implies an insulator–metal transition induc
by the magnetic field. Certainly, the field at which the Mo
condition begins to be satisfied does depend on the impu
concentration. However, in analyzing experimental data
should be kept in mind that, in general, not all the ato
introduced into a crystal are electrically active. If they for
clusters, then they cannot serve as suppliers of free ch
carriers. Therefore, the number of impurity atoms which
isolated from others may be several orders of magnit
lower than the total number of impurity atoms.
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Long-range structural interaction effect in gallium arsenide during ion bombardment
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Transmission electron microscopy is used to study changes in the structure of gallium arsenide
samples after bombardment by high doses of 5 keV argon ions. A change in the structure
of the samples is observed at depths exceeding the average penetration depth of the ions by an
order of magnitude. A model is proposed to explain the long-range structural interaction
effect in gallium arsenide in terms of a phase transition induced by elastic stresses in the sample.
© 1998 American Institute of Physics.@S1063-7834~98!00903-4#
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A change in the composition of GaAs samples bo
barded with high doses of 5 keV argon ions has be
observed1 at depths of 100 nm and more, which is an ord
of magnitude greater than the average penetration dept
the ions in the target. This effect is not consistent with t
ditional ideas about the formation of an altered layer dur
ion bombardment2,3 and requires deeper study. In this pap
transmission electron microscopy is used to study the st
ture of the altered layer in GaAs samples and a mode
developed for its formation.

Sample targets were cut from standard chemically p
ished AGChT and AgChO gallium arsenide slabs (n;1014

21016 cm23). Then the samples were subjected to ion bo
bardment in a special device, described elsewhere,2 which
produces an ion beam with an energy of 5 keV and a cur
density of 150mA/cm2 in a 5 mmdiameter spot. A standar
method of sample preparation without ion etching was u
in the transmission electron microscopic studies. The sam
surfaces coincided with the~100! crystallographic plane.

The structures of the irradiated samples were studied
a Philips EM-420 transmission electron microscope. Th
studies showed that for irradiation doses of up to 118

ion cm22 the altered layer consists of an amorphized reg
with a thickness of roughly 15 nm. The development of t
region is associated with cascade mixing. As the dose
increased over the range 101823.531019 ion/cm2, yet an-
other region with structural damage is formed under
amorphized layer. Figure 1 shows that the structure of
region differs from that of the amorphized surface layer.

The characteristic feature of the second region is an
crease in its thickness with rising irradiation dose. The tra
mission electron microscope studies showed that for a d
of 0.931019 ion/cm2, the lower boundary of the altered laye
lies at a depth of about 40 nm, while for a dose of 3
31019 ion/cm2 it lies at a depth of 140 nm, substantial
deeper than the penetration depth of the ions in the tar
The rate at which the altered layer thickens was roughly 0
nm/min, in agreement with previous data on changes in
composition of GaAs samples.1 The long-range structural in
teraction effect in gallium arsenide was first observed the

These results cannot be explained in terms of the tr
tional theory of the formation of an altered layer during i
4011063-7834/98/40(3)/3/$15.00
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bombardment.3,4 The theoretical model developed here e
plains the formation of a second region in the altered laye
GaAs as a phase transition induced by elastic stresses.

It is known3,5 that cascade mixing causes formation o
region of higher density in a target. It has been shown5 that
radiation- enhanced diffusion may cause the high-density
gion to propagate far beyond the confines of the aver
penetration depth of the ions~Fig. 2!. It is assumed that in
the high-density region a phase precipitates out with a hig
equilibrium density than that of GaAs. This assumpti
makes it possible to explain the formation of a second da
aged region and its anomalous thickness.

In this paper we model numerically the change in t
atomic concentrations of Ga and As in crystalline GaAs~the
c phase! and in a new precipitate phase~the p phase! under
ion bombardment conditions identical to those in the exp
ment. Thus, the equation for the atomic density of the co
ponents of the precipitate,Nic(x,t) ~i 5Ga, As! has the form

S ]

]t
2V

]

]xDNic~x,t !5KcpNic~x,t !

2d~x!JYicVNic~x,t !

2
]

]x
@Jip

m~x,t !1Jip
d ~x,t !#, ~1!

whereV is the rate of displacement of the sputtered surfa
Yic is the sputtering coefficient of componenti , d(x) is the
delta function,Jm(x,t) is the flux of material associated wit
cascade mixing, which as calculated in a diffusi
approximation,6 Jd(x,t) is the flux of material associate
with radiation enhanced diffusion,5,6

Jip
d ~x,t !52

Dip
r ~x,t !

kT
Nip~x,t !V ip

]

]x
s~x,t !

2
]

]x
@Dip

d ~x,t !Nip~x,t !#, ~2!

where Dip
r and Dip

d are the effective diffusion coefficients
V ip is the atomic volume, ands is the first invariant of the
elastic stress tensor.~See the variation ins(x) in Fig. 2.! The
© 1998 American Institute of Physics
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term KcpNic(x,t) in Eq. ~1! describes thec→p phase tran-
sition ~in the regions.0 of Fig. 2! and Kcp is a phenom-
enological coefficient.

It has been shown that the model~1! allows two different
regimes for the evolution of the concentration profi
Cp(x,t) of the precipitate phase (Cp(x,t)5(NGap(x,t)
1NAsp(x,t))/SN). In the first case, over 10–15 min
steady-state concentration distributionCp(x) develops. This
regime is typical of the formation of an altered layer duri
ion bombardment.3,4 The second regime consists of an i
tense propagation of thec→p phase transition which encom
passes the entire sample over these minutes. Here the s
of the ‘‘front’’ of the Cp(x,t) profile can reach 1 nm/s. A
necessary condition for this regime is that thec→p phase
transition be autocatalytic (Kcp5K0Cp(x,t)), and that the
diffusion coefficients for the components in phasep be large.

FIG. 1. Dark field images of the transverse cross section of samples ir
ated with 5 keV Ar1 ions to doses of 0.931019 ~a! and 3.531019 cm23 ~b!.
~1! cascade mixing region,~2! long-range ‘‘structural’’ interaction region
~3! crystalline GaAs.

FIG. 2. The stresss as a function of depthx in GaAs during bombardmen
by 5 keV, normally incident Ar1 ions. ~Calculation according to the mode
discussed in Ref. 5.!
eed

As Dip
r andDip

d increase, there is a sharp transition fro
the first to the second regime. In models of autocataly
processes the unbounded propagation of a phase trans
~reaction! front is known as a ‘‘Kolomogorov–Petrov–
Piskunov wave’’~KPP wave!.7,8

Since the experimentally observed propagation spee
the second altered region is two orders of magnitude
than the theoretical speed of the phase transition front in
KPP wave regime, the model equation~1! was supplemented
by the assumption that the diffusion coefficientsDip

r andDip
d

~i 5Ga, As! vary across the front. It was assumed that wh
the concentrationCp exceeds some arbitrary valueCmin , a
structural realignment makes the diffusion coefficientsD in-
crease~we omit the labels for simplicity! from their initial
values Dmin ~for which the first regime occurs! to Dmax

~when a KPP wave develops! according to

t5
]

]x
D~x,t !5Dmax2D~x,t ! ~3!

over a characteristic timet. This made it possible to describ
the smooth propagation of the phase decomposition regio
a speed which depends on the delay timet.

Figure 3 illustrates the steady expansion of the conc
tration profileCp(x,t) of the precipitate phase over 6 h of
ion bombardment with a delay timet5100 s. The calcula-
tions also showed that the propagation speed of the fron
inversely proportional tot.

Thus, the proposed model of an autocatalytic phase
composition with retarded diffusion provides a qualitati
explanation of the experimentally observed long-range str
tural interaction in gallium arsenide associated with ion bo
bardment and gives a rate of thickening of the altered la
that is of the same order of magnitude as observed exp
mentally. This sort of model has not been used before in
theory of the formation of the altered layer.

The possible character of the phase transition has
been discussed in detail so far, since this question is of m

i-

FIG. 3. Profiles of the concentrationCp(x,t) at timest51, 2, 3, 4, 5, and 6
h after the onset of ion bombardment.~Calculation using the model Eqs.~1!
and ~2!!.
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importance for a qualitative theoretical model. One possi
ity is that it is the decomposition GaAs→Ga1As, since the
atomic density of pure gallium and arsenic are lower th
that of GaAs. An experimental test of this proposition is
important topic for further study.

This work was supported by the Russian Fund for F
damental Research~Grant N 95-03-09617a!.
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Effect of Ti on the galvanomagnetic properties of single-crystal Sb 22xTixTe3

V. A. Kul’bachinski , G. V. Zemitan, Ç. Drašar, and P. Lošťák

Moscow State University, 119899 Moscow, Russia
~Submitted June 24, 1997; resubmitted November 13, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 441–444~March 1998!

A study is reported of the lattice parameters, Hall effect, Shubnikov–de Haas effect, and
thermopower of single-crystal Sb22xTixTe3 as functions of titanium content within the range
0,x,0.04. An increase in titanium content is shown to decrease the initial hole concentration in
a sample without a noticeable change of the energy spectrum. ©1998 American Institute
of Physics.@S1063-7834~98!01003-X#
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Tellurides of bismuth, Bi2Te3, and of antimony, Sb2Te3,
and their solid solutions are widely used in thermoelec
devices. The Sb2Te3 lattice represents a set of comple
quintet layers alternating in the order Te~1!–Sb–Te~2!
–Sb–Te~1!, where the figures~1! and ~2! refer to different
Te positions in the lattice. Studies1–4 of the valence band o
Sb2Te3 established the existence of two valence bands
the validity of the Drabble–Wolf six-ellipsoid model5 for the
Fermi surface of the upper valence band.6–10 Characteristic
point defects associated with Sb atoms occupying Te p
tions ~antisites! result in p conduction of single-crysta
Sb2Te3 and a high hole concentration, up to 1020 cm23. Dop-
ing Sb2Te3 with metals permits one to obtain materials wi
4041063-7834/98/40(3)/4/$15.00
c

d

i-

desired physical parameters, such as electrical and heat
ductivity, hole mobility, and thermopower, which are esse
tial for development of thermoelectric devices. Incorporati
of metal atoms, for instance, of In, into the Sb sublatt
increases the polarity of the Sb–Te bond, which reduces
antisite concentration and, hence, the concentration
holes.6–10 The hole mobility in InxSb22xTe3 crystals, how-
ever, decreases rapidly with increasing In concentration.

This work studies the effect of titanium on galvanoma
netic properties in the temperature range 4.2,T,300 K,
Shubnikov–de Haas effect, lattice parameters, and t
mopower of single-crystal Sb22xTixTe3 (0<x<0.04).
iv-
e

FIG. 1. Temperature dependence of the resist
ity of Sb22xTixTe3 samples. The curves ar
numbered in accordance with Table II.
© 1998 American Institute of Physics
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1. SAMPLES AND MEASUREMENT TECHNIQUES

Sb22xTixTe3 single crystals were grown in two stage
First polycrystalline TiTe2 was prepared from 99.999%-pur
elemental Te and Ti taken in stoichiometric ratio, by ma
taining the mixture at 1100 °C for five days. Analys
showed the TiTe2 synthesized in these conditions to be sing
phase. Next Sb, Te, and TiTe2 were mixed in the ratio cor-
responding to the atomic composition~Sb1Ti!/Te52/3, and
the mixture was maintained at 800 °C for two days to p
duce polycrystalline Sb22xTixTe3. Single crystals were pre
pared by directed crystallization by the modified Bridgm
method at a temperature gradient of 400 K/cm and wit
rate of 0.13 cm/h. The single crystals thus grown were
nealed atI 5730 °C and removed from the ampoule. TheC
axis was always perpendicular to the pulling direction. T
starting concentration of Ti was determined by the ba
composition and refined by microprobe analysis. Samp
measuring 0.830.835 mm were spark cut from the ingots
and six contacts~two current and four potential ones! were
soldered to them. The current was passed along the two
axis, and the magnetic fieldB was oriented along the trigona
axis. A superconducting coil was used to generate magn
fields of up to 10 T.

The lattice parametersa andc and the unit cell volume
V are presented in Table I as functions of measured Ti c

FIG. 2. Hall mobility mh of Sb22xTixTe3 samples vs Ti concentrationx at
4.2 K.
-

-

a
-

e
h
s
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centration in Sb22xTixTe3. Both parameters and the cell vo
ume are seen to decrease with increasingx. We studied the
room-temperature thermopower, temperature behavior o
sistivity within the range 4.2,T,300 K, Hall effect, mag-
netoresistance and Shubnikov–de Haas effect
Sb22xTixTe3 samples with seven different composition
within the range 0.001<x<0.04. Some of the parameters
these samples are given in Table II.

2. MEASUREMENT RESULTS AND THEIR DISCUSSION

Figure 1 displays the temperature behavior of the re
tivity of the samples. One observes a decrease in resist
with decreasing temperature, which is characteristic of a
mony telluride with a high hole concentration. As the tit
nium content increases, the sample resistivity grows for
temperatures. This reflects the fact that an increase in
nium content reduces the hole concentration in the cryst
This follows both from the increase in resistivity and fro
the data on the dependence of the Hall coefficient on
content~see Table II!. The temperature dependence of t
Hall coefficient Rh exhibits an interesting feature, namel
for most samplesRh decreases with temperature decreas
down to'77 K, after which it practically does not chang
If there were only one type of carriers present, this wou
result in a paradoxical growth of their concentration w
decreasing temperature. For holes of two types, light
heavy, whose existence in antimony telluride was establis
earlier1,2 and whose parameters were measured,1,3,4,7,9such a
behavior ofRh(T) allows quantitative explanation. Within
this approach, the mobilities of both light and heavy ho

TABLE I. Lattice parametersa andc of single-crystal Sb22xTixTe3 at room
temperature.

x
Ti atom concentration

1019 cm23 a, nm c, nm V, nm3

0 0 0.42648~3! 3.0450~1! 0.47964~6!
0.001 0.14 0.42657~4! 3.0443~2! 0.47973~9!
0.007 0.97 0.42649~3! 3.0440~2! 0.47950~7!
0.01 6.2 0.42641~4! 3.0438~2! 0.47930~9!
0.02 10.1 0.42635~3! 3.0441~2! 0.47920~7!
0.04 19.0 0.42633~3! 3.0440~2! 0.47914~8!
,

TABLE II. Characteristics of Sb22xTix samples.

Sample
No. x r300/r4.2

Rh
4.2,

cm3/C
Rh

300,
cm3/C

mh
4.2,

m2/V•s
mh

300,
m2/V•s

Thermopower,mV/K
~at 300 K!

1 0.001 7.91 0.082 0.082 0.2412 0.0305 80
2a 0.003 6.86 0.035 - - - -
2b 0.003 6.70 0.094 0.080 0.2186 0.0277 -
3 0.007 4.46 0.090 0.168 0.1184 0.0496 103
4 0.01 3.87 0.091 0.216 0.0827 0.0507 95
5a 0.02 2.41 0.131 0.363 0.0379 0.0436 99
5b 0.02 3.29 0.061 - - - -
6 0.03 1.81 0.098 - 0.0144 - -
7a 0.04 2.60 0.034 - - - -
7b 0.04 2.44 0.049 0.107 0.0191 0.0170 94

Note: r300/r4.2 is the ratio of resistivities at 300 and 4.2 K.Rh
4.2 andRh

300 are the Hall coefficients, andmh
4.2 andmh

300, the Hall mobilities at 4.2 and 300 K
respectively.
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are found to grow with decreasing temperature, while th
concentrations do not change. The Hall mobilitiesmh in the
samples are presented in Fig. 2 as functions of Ti cont
Similar to the case of doping with In~Ref. 7–9!, mh in
Sb22xTixTe3 decreases with increasingx, but not so strongly
as it does in InxSb22xTe3.

Room-temperature measurements of thermopo
showed that it decreases insignificantly with increasing t
nium concentration in the samples. These data are liste
Table II.

The energy spectrum of the Sb22xTixTe3 samples was
measured using the Shubnikov–de Haas effect. Figure
lustrates oscillations of transverse magnetoresistance in
Sb22xTixTe3 samples withx50.003 ~No. 2! and x50.007,
with the magnetic field directed along theC axis ~i.e. per-
pendicular to the layers!. For this orientation, all six extrema
cross-sectionsS of the Fermi surface coincide. Note the sp
splitting observed in the oscillations. Figure 4 shows the
pendence of the cross-sectional areaS on titanium contentx.
The cross-sectional area is seen to decrease with increa
x. A quantitative comparison of Hall and Shubnikov–
Haas measurements requires the knowledge of the Fermi
face anisotropy. We did not succeed in studying the ang
dependence of the extremal cross-sectional areas
Sb22xInxTe3 because the magnetic field range covered w
too narrow. Qualitative estimates can be made based
Refs. 1, 3. The ellipsoidal nonparabolic model describes
isfactorily the energy spectrum of light holes in Sb2Te3. This
model gives the following dispersion law:

FIG. 3. Shubnikov-de Haas oscillations of the transverse magnetoresis
of Sb22xTixTe3 samples2b and 3 obtained atT54.2 K in a magnetic field
oriented parallel to theC axis.

FIG. 4. The areas of the six coinciding extremal Fermi-surface cro
sectionsS for Sb22xTixTe3 vs Ti contentx, obtained with magnetic field
oriented parallel to theC axis.
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E~k!5\2/2m~a11k1
21a22k2

21a33k3
21a23k2k3!, ~1!

where the componentsa i j of the reciprocal effective-mas
tensor depend on energy, andk1 ,k2 ,k3 are parallel to the
twofold, bisector, and trigonal crystal axes, respectively. T
tilt angle u of the ellipsoid can be expressed througha i j

tan~2u!52a23/~a332a22!, ~2!

and the period of Shubnikov–de Haas oscillationsD(1/B) is
related to parametersa i j through

D~1/B!5e\/m0EF@~a22a332a23
2 !

3cos2 a1a11a33 cos2 b1a11a22

3cos2 g22a11a23 cosb cosg#1/2, ~3!

where cosa,cosb,cosg are the cosines of the angles b
tween the magnetic field and axes 1, 2, and 3. As follo
from our study of the Shubnikov–de Haas effect,
Sb22xTixTe3 single crystals the Fermi surface of light hole
can be described in terms of a six-ellipsoid model. Similar
Sb2Te3 ~Ref. 3!, we take the tilt angle of the ellipsoids to b
'50°. The hole concentrations in the upper valence b
were calculated using Eqs.~1!–~3!. Calculations made with
the energy spectrum parametersa i j determined in Ref. 3
show that the change in hole concentration can be descr
in terms of the decrease in Fermi energy in Sb22xTixTe3

within the rigid-band model, i.e., if one assumes that
anisotropy and the tilt angles of the Fermi surface ellipso
do not change with hole concentration.

Thus we have established that incorporation of Ti ato
into the Sb sublattice reduces the initial hole concentration
Sb2Te3, which means that Ti behaves as a donor. It may
conjectured that titanium, similar to indium, suppresses f
mation of antisites, and this accounts for its donor acti
The carrier mobility in Sb22xTixTe3 single crystals decrease
a few times at the maximum concentrationx50.04, whereas
in Sb22xInxTe3 it drops by two orders of magnitude.9,10 An
increase in Ti concentration reduces the Fermi energy
Sb22xTixTe3, but the energy spectrum does not chan
namely, for the upper valence band~light holes! the Fermi
surface retains the six-ellipsoid shape.

Support of the Russian Fund for Fundamental Resea
~Grant No. 96-15-96500! and of the NATO~Grant HTECH.
CRG 960850! is gratefully acknowledged.
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~1989!.
8V. A. Kulbachinskii, M. Inoue, M. Sasaki, H. Negishi, and W. X. Gao,
Proceedings of the XIV International Conference Thermoelectrics,St. Pe-
tersburg, Russia~1995!, p. 151.

9V. A. Kul’bachinski�, A. N. Cha�ka, Z. M. Dashevski�, P. Lošťák, and
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Influence of structural deformations on the magnetic properties of Jahn–Teller
complexes of divalent copper in Ca xSr12xF2 mixed crystals
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Kazan Physicotechnical Institute, Russian Academy of Sciences, 420029 Kazan, Russia
~Submitted August 27, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 445–451~March 1998!

Crystals of variable constituency CaxSr12xF2:Cu ~0<x<0.05, x>0.5, 1.0>x>0.95! are
investigated by EPR and x-ray structural analysis. The electron-Zeeman, intrinsic hyperfine, and
ligand hyperfine interaction parameters are determined; they characterize the magnetic
properties of the copper paramagnetic complexes formed in the crystals. Models of the molecular
structures of these complexes are discussed, along with the influence of structural
deformations and vibronic interactions on their magnetic properties. ©1998 American Institute
of Physics.@S1063-7834~98!01103-4#
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The Cu21 ion in the free state has the ground-state c
figuration 3d9 and the ground-state term2D. When it is in-
jected as a substitutional impurity into crystals of the fluor
structural series~CdF2, CaF2, SrF2, and BaF2!, it occupies a
lattice cation site, where it exists in a cubic crystal field a
is surrounded by eight F2 ions. This field splits the orbita
states of the ground-state term of the free state into an
cited doublet2Eg and a ground-state triplet2T2g . In this
orbital ground state the impurity ion can interact efficien
with normal modes of neighboring fluorine nuclei of trigon
(t2g) and tetragonal (eg) symmetries. The predominant in
teraction witht2g modes should give rise to complexes in t
crystal interior that have trigonally distorted coordinati
cubes and, accordingly, trigonal symmetry of the lo
temperature magnetic properties. If the interaction with
eg modes dominates, complexes are formed whose magn
properties have tetragonal symmetry. However, an inter
diate case is possible, where an impurity ion in the2T2g

orbital ground state interacts in approximately equal meas
with both modes@interaction of the type2T2g3(t2g1eg)#.
The coordination polyhedron of the impurity ion can u
dergo orthorhombic distortion in this case, and the lo
temperature magnetic properties can acquire orthorhom
symmetry as a result.1

Electron paramagnetic resonance~EPR! studies of Jahn–
Teller octacoordinated complexes of divalent copper in cr
tals of the fluorite structural series2,3 have shown that thei
molecular structure and the symmetry of their magne
properties depend largely on the dimensions of the impu
ion-substituted coordination cubes of lattice cations of th
crystals. In CdF2 and CaF2 crystals, where the sides of th
coordination cubes of the Cd21 and Ca21 cations are equal to
2.69 Å and 2.73 Å, respectively, it has been found that th
replacement by Cu21 impurity ions2 leads to the formation o
@CuF4F4#

62 complexes with orthorhombic symmetry of th
magnetic properties. The equilibrium positions of the nuc
of the eight nearest-neighbor fluorine ions in this case co
spond to the vertices of a coordination polyhedron in
shape of a right rhombic prism, and the equilibrium positi
4081063-7834/98/40(3)/7/$15.00
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of the impurity ion nuclei corresponds to the centroid of th
figure ~Fig. 1!. In these two crystals, therefore, we have
case in which an impurity ion interacts approximate
equally with modes of trigonal and tetragonal symmetries

Paramagnetic complexes of divalent copper with a
tally different molecular structure have been observed3 in
SrF2:Cu and BaF2:Cu crystals~where the sides of the Sr21

and Ba21 coordination cubes are equal to 2.89 Å and 3.10
respectively!. In these complexes the impurity ion is situate
in an off-center position, and the symmetry of the resulti
complex corresponds to theC4v group ~Fig. 2!. Conse-
quently, here the CU21 ion interacts with a tetragonal mode
the interaction being superposed on the high polarizability
the complex.

It must be emphasized that in all four of these ion
crystals the impurity ion is surrounded by the very sa
anions (F2) which, before the impurity was introduced, o
cupied equilibrium positions corresponding to the vertices
a cube. Consequently, the main cause of the qualita
changes in the observed low-temperature magnetic pro
ties of the divalent copper complexes formed in the transit
from one crystal matrix to another, which are obviously
tributable to vibronic interactions, can be interpreted
variations of the size of the coordination cube replaced
the cation impurity. A mere 0.16-Å variation in the size
this cube has produced a change in the symmetry of
molecular structure of the complex and shifted the io
complexing agent 0.9 Å to an off-center position.

Thus, the principal changes in the molecular struct
and magnetic properties of copper impurity complexes
crystals of the fluorite structural series take place in a co
paratively narrow range of interionic distances, from valu
consistent with the CaF2 crystal to values typical of SrF2. In
this range of interionic distances in matrix crystals the
bronic interactions of an impurity 3d9 ion changes from the
2T2g3(t2g1eg) to the2T2g3(eg). If this transitional range
is not determined by the size of the coordination cube, bu
the ratioh52(RMe1RL)/()ac) ~whereac is the edge of
the coordination cube,RMe is the radius of a paramagnet
© 1998 American Institute of Physics
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impurity ion, andRL is the ionic radius of its ligands!, it is
found that a similar dependence of the magnetic proper
on the parameterh is also obeyed by divalent copper com
plexes in SrCl2 crystals4 and by divalent silver complexe
~electron configuration 4d9! in CdF2, CaF2, SrF2, BaF2, and
SrCl2 crystals.5–7

FIG. 1. Molecular structure and orientation of the coordinate axes use
represent the magnetic interaction tensors of copper impurity complex
CdF2 and CaF2 crystals.

FIG. 2. Molecular structure and orientation of the coordinate axes use
represent the magnetic interaction tensors of copper impurity complex
SrF2 and BaF2 crystals.
s

These considerations have prompted us to inqu
whether it would not be feasible, by inducing deformatio
of the proper symmetry in a crystal, to intensify vibron
interaction with one of the two effective vibrational modes
the expense of suppressing interaction with the other mo

To solve this problem experimentally, in the prese
study we have investigated two possible means of crea
anisotropic deformations in the crystal volume: uniaxial m
chanical compression of the crystal by an external force;
the isomorphic injection of diamagnetic cations of alkalin
earth metals~AEMs! with different ionic radii as substitu-
tional impurities. In the second case it was expected that
a definite concentration of AEM impurity ions
(;5 mol %) the nearest-neighbor cationic sphere of the m
jority of copper ions would contain just one AEM impurit
cation. It was assumed in this regard that the probability
two such cations appearing simultaneously at the given c
centration should be approximately 15–20 times lower.
asmuch as each of the 12 cations of the first cationic sph
surrounding the copper impurity is situated relative to it in
direction parallel to one of the six̂110& axes of the crystal
~Fig. 3!, the isomorphic substitution of an AEM impurity io
in place of a primary lattice cation will lead to deformatio
of the anionic coordination polyhedron of the copper ion
this specific direction.

For example, if a small fraction of Ca21 ions in a CaF2
crystal is replaced by Sr21 ions, the coordination polyhedro
of copper, for which the first nearest-neighbor cation
sphere contains one Sr21 impurity ion, is compressed in on
of the crystallographiĉ 110& directions as a result of the
large ionic radius of this cation. In another case, where so
of the Sr21 ions in a SrF2 crystal are replaced by Ca21 ions,
the deformation is in the opposite direction. In both cases
symmetries of the deformation field generated by the AE
impurity correspond to theC2v group. Since the displace
ments of anions of the first coordination sphere of the im

to
in

to
in

FIG. 3. First nearest-neighbor anionic and cationic spheres of a Cu21 impu-
rity ion in crystals of the fluorite structural series.
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rity copper are small in either case (<0.1 Å), the entire
cubic part in the potential of the crystal field of the parama
netic complex remains predominant, and one expects2T2g

3(t2g1eg) vibronic interaction. But if approximately equa
numbers of calcium and strontium cations (x>0.5) are
present in the lattice of a mixed crystal, there is a ma
increase in the probability that copper complexes oc
whose anionic sphere falls under the influence of a lo
symmetry deformation field. This phenomenon is attributa
to the fact that the nearest-neighbor cationic spheres of
copper ions must, on the average, contain approxima
equal numbers of cations of both species in the given si
tion, but they can have a disordered distribution within t
limits of these spheres. However, because the displacem
of each anion, taken separately, of the paramagnetic com
in such crystals is the result of the averaged influence
these cations, the entire cubic part in the Hamiltonian of
crystal field in this case as well can be almost as large as
crystals having a fairly low concentration of AEM impurit
ions or a disordered distribution of Ca21 and Sr21 cations in
crystals withx50.5. Consequently, vibronic interactions ca
also influence the properties of such impurity centers. Ho
ever, it is unlikely that the properties of these centers co
be predicted without their experimental investigation.

In view of the low success rate of experiments involvi
the application of uniaxial pressure to a crystal~the crystal
samples broke up at comparatively low specific pressur!,
here we discuss only the results obtained in the investiga
of mixed crystals of the type CaxSr12xF2:Cu. The constitu-
ency of the investigated crystals was limited to 0<x
<0.05, 1.0>x>0.95, or x>0.5. This choice was dictate
by the fact that in growth tests high-quality crystals ha
been obtained only for a comparatively low content of AE
impurity ions (<5%) or when two types of AEM ions wer
present in the melt in approximately equal amounts.

1. EXPERIMENTAL

Crystals of variable composition CaxSr12xF2:Cu were
grown by the Czochralski method in a helium atmosph
with small fluorine additives~;2% of the total gas volume!.
The main growth parameters were varied in the followi
ranges: 1! pulling rate of the crystal from the melt from
mm/h to 30 mm/h; 2! rate of rotation of the crystal about th
vertical axis from 10 min21 to 60 min21; 3! temperature gra-
dient in the interior of the crystal near the crystallizati
front from 5 K/mm to 20 K/mm. The growth conditions wer
chosen so as to ensure the most uniform possible impu
distribution throughout the volume of the growing crys
while maintaining high quality on the part of the latter. Th
copper impurity was added to the crystal in the form of t
predried salt CuF2.

X-ray structural analysis was used to investigate
structure of the as-grown crystals and to monitor their qu
ity. The x-ray patterns were photographed in the usuau
22u geometry on a DRON-3M diffractometer. Figure
shows fragments of diffraction patterns for three crys
samples with different contents of calcium and strontiu
ions. It is evident that the widths of the x-ray reflectio
-
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~333! for mixed-crystal samples withx50.95 ~curve2! and
0.5 ~curve3! are only slightly greater than the width of th
corresponding reflection for the impurity-free CaF2 crystal
~curve1!. On the other hand, the values of the angle 2u for
these three samples differ considerably. The x-ray exam
tions established that the average size of the unit cell of
mixed crystals increases almost linearly as the composi
is varied fromx51 to 0. In particular, atT'300 K the side
of the unit cell is equal toa055.486460.0001 Å for x
50.95, a055.623960.0001 Å forx50.5, anda055.7815
60.0001 Å forx50.05. The main criteria of quality of the
crystals were the size of the regions of coherent scatterin
x–rays and the magnitude of the microscopic distortio
within the boundaries of these regions. Such information w
obtained by harmonic analysis of the profiles of the x-r
interference lines from the~111!, ~222!, and~333! planes of
the investigated CaxSr12xF2:Cu single crystals and ‘‘stan
dard’’ ~impurity-free! CaF2 single crystals. A comparison o
the results of calculations for the mixed crystals and the s
dard crystal showed that the dimensions of the coherent s
tering regions in all the mixed crystals of the indicated co
position are greater than 1000 Å, as opposed to the 0.000
scale of the microdistortions. An examination of the cleava
planes of these crystals under a microscope did not re
any macroscopic defects or evidence of polycrystalline f
mations. The reported x-ray structural and microscopic
aminations therefore attest to the high quality of the cryst

The structure and magnetic properties of the copper
purity complexes in the mixed CaxSr12xF2:Cu crystals were
investigated by the EPR method at frequencies of 9.3 G
and 37 GHz and at temperatures of~4.2–270! K. The
electron-Zeeman, intrinsic hyperfine, and ligand hyperfi
interaction parameters, which determine the magnetic pr
erties of the observed complexes, were evaluated from
investigation of crystals of the three most typical compo
tions ~x50.05, 0.5, and 0.95! and are given in Table I. Also
shown in the table for comparison are the values of th
parameters determined from previous studies of CaF2:Cu
and SrF2:Cu crystals.2,3 The orientations of the coordinat
axes used to represent the magnetic interaction paramete

FIG. 4. Fragments of diffraction patterns of CaxSr12xF2:Cu crystals.1!
x51.0; 2! 0.95;3! 0.5.
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TABLE I. Parameters of the magnetic interaction tensors of divalent copper impurity complexes in CaxSr12xF2 crystals.

Parameters
CaF2

1

Ca0.95Sr0.05F2 Ca0.5Sr0.5F2 Ca0.05Sr0.95F2
SrF2

82 3 4 5 6 7

gx 2.09~9! 2.09~8! 2.10~1! 2.09~8! 2.2~0! 2.49~3! 2.49~3!
gy 2.14~7! 2.14~5! 2.14~1! 2.13~9! 2.2~0! 2.49~3! 2.49~3!
gz 2.80~2! 2.79~5! 2.79~2! 2.75~6! 2.3~6! 2.75~1! 2.08~4! 2.08~4!
axx 9763 98610 100620 70610 2665 2665
ayy 9663 96610 100620 70610 2665 2665
azz 7663 71610 70620 '0 '0 36265 36265
Q 21163 21065 '210 2765 2865 2863
Axx 22165 230615 230620 235615 95610 9963
Ayy 13665 130615 130620 115615 380615 38068
Azz 5863 60610 60620 70610 60620 125615 12765
Ai j 8965 80615 80620 80615 85615 8765

Note:The parameter groups 1–4 and 6 refer to orthorhombic centers; groups 5, 7, and 8 correspond to tetragonal centers. For both types of cente
hyperfine interaction tensors shown here refer to ligand No. 1~Figs. 1 and 2!. The parameter groups 1 and 2 have been obtained at a temperature of
all the others have been obtained at 77 K. The components of the hyperfine interaction tensor~a!, the ligand hyperfine interaction tensor~A!, and the
quadrupole interaction tensor~Q! are given in MHz.
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the complexes are shown in Fig. 1~for centers whose mag
netic properties are characterized by effective orthorhom
symmetry tensors! and in Fig. 2~for centers whose magneti
properties are close to tetragonal!.

The angular variations of the resonance lines and
structure of the EPR spectra observed in CaxSr12xF2:Cu
(x>0.95) crystals were qualitatively similar to those o
served in CaF2:Cu crystals.2 This means that the compositio
of the paramagnetic complexes and their molecular struc
are identical in these two types of crystals. The difference
the complexes observed in CaxSr12xF2:Cu (x>0.95) and
CaF2:Cu were as follows: 1! The EPR lines at a temperatu
of 4.2 K were approximately 3–4 times broader for the fi
type; 2! the EPR spectra in the first case were observed u
a temperatureT;120 K, whereas in CaF2:Cu spectral lines
were observed only at a much lower temperat
(T<35 K); 3! the ligand interaction parameters varied ins
nificantly in the mixed crystals~see Table I!, indicating mi-
nor variations of the interionic distances in the paramagn
complexes as a result of deformation of the coordinat
polyhedron of the ion-complexing agent by an AEM imp
rity ion. An analysis of the temperature dependence of
total intensity of the EPR spectra of the CaxSr12xF2:Cu
(x>0.95) crystals indicate that at least two types of pa
magnetic complexes are encountered here: ‘‘lo
temperature’’ ~EPR spectra observed atT<35 K! and
‘‘high-temperature’’ (T<120 K). It was also determined
that the number of high-temperature complexes increase
the concentration of AEM impurity ions is increased, owi
to a decrease in the number of low-temperature complex

Paramagnetic complexes of divalent copper with an
fective electron-Zeeman interaction tensor of orthorhom
symmetry were also detected in CaxSr12xF2:Cu (x50.5)
crystals, but their EPR spectra~Fig. 5! already differed to a
substantially greater extent from those observed in CaF2:Cu
crystals. These differences primarily involved the values~see
Table I! of the hyperfine interaction parameters and
width of the temperature interval in which these spectra w
observed~the interval is much broader here than in cryst
with x50.95, T<240 K!. The widths of the spectral lines i
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CaxSr12xF2:Cu (x50.5) also increased, becoming approx
mately three times the widths in CaxSr12xF2:Cu (x50.95).
One of the components of the hyperfine interaction tens
(Azz) of a copper impurity ion dropped almost to zero.

In addition to the orthorhombic complexes, other co
plexes described by an electron-Zeeman tensor of axial s
metry were also detected in crystals withx50.5. The direc-
tion of the principal axis of this tensor is parallel to one
the crystallographiĉ001& axes. The EPR spectra were o
served at temperaturesT<45 K. The hyperfine and
superhyperfine structures of the spectra were not resol
obviously because of certain differences in the magnetic
teraction parameters of different complexes of this kind. T
concentration of these complexes~which we call ‘‘tetrago-
nal’’ ! in all the investigated mixed crystals withx50.5 and

FIG. 5. EPR spectrum of Ca0.5Sr0.5F2 crystal, B0i^110&, T577 K,
f 59.3 GHz.
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different copper impurity contents was found to be 10–
times lower than the concentration of orthorhombic co
plexes. No other paramagnetic centers were detected in c
tals with x50.5.

Paramagnetic complexes with electron-Zeeman ten
of orthorhombic and axial symmetry were also observed
CaxSr12xF2:Cu (x50.05) crystals at temperaturesT
<270 K. Here, however, the greatest number of comple
had virtually the same electron-Zeeman, hyperfine,
ligand hyperfine interaction parameters as the correspon
tetragonal complexes of copper in SrF2:Cu ~Ref. 3!, and only
;2 – 3% of the paramagnetic complexes detected in
crystals were found to be orthorhombic. In view of the fa
that the EPR spectra of both types of complexes were
served in approximately the same temperature interval,
far weaker lines of the orthorhombic complexes were m
often masked by the very strong lines of the tetragonal co
plexes. Consequently, only some of the magnetic interac
parameters were determined for orthorhombic complexe
crystals withx50.05.

It should be emphasized that ligand hyperfine interact
with four equivalent19F nuclei situated in one of thê110&
planes was distinctly observed in the EPR spectra of all ty
of orthorhombic complexes of divalent copper. Cons
quently, the constituencies of these complexes in all the
vestigated crystals with various AEM impurity ion conten
is approximately identical. Obviously the only difference
their molecular structure from that of the orthorhomb
@CuF4F4#

62 complexes in CdF2 and CaF2 crystals2 is in the
comparatively small displacements of the fluorine and c
per nuclei relative to their characteristic sites.

2. DISCUSSION OF THE RESULTS

The method used to induce deformations in the first
ionic sphere surrounding a paramagnetic impurity ion by
isomorphic substitution of chemically similar ions for lattic
cations has been found to work well. However, it has o
idiosyncrasy: The deformation field, which affects the po
tions of the ions of this nearest-neighbor sphere, is not c
trosymmetric. It is evident from the results of the investig
tions that this asymmetry of the deformation field exe
comparatively little influence on the magnetic interaction p
rameters in copper complexes in crystals with 0.95<x
<1.0, its main effect being only to significantly lower th
level of the bottom of one of the six adiabatic potential we
of each complex and, naturally, to raise the temperature
observation of the EPR spectra. However, with an increas
the interionic distances in the crystal the properties of
paramagnetic impurity complexes become more sensitiv
noncentrosymmetric deformations. In particular, this tre
indicates a sharp reduction in the magnitude of the isotro
part of the hyperfine interaction tensor in crystals w
x50.5, and such a reduction could account for t
intermingling of excited configurations of noncentrosymm
ric components of the crystal field potential with the groun
state electron configuration of Cu21 ~Ref. 8!.

Further evidence of the major influence of nonce
trosymmetric deformations on the magnetic properties
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copper is the profile of the EPR spectral lines of t
CaxSr12xF2:Cu (x50.5) crystal~Fig. 5!. Consider the group
of lines~group I! introduced into the spectrum by orthorhom
bic copper complexes with theirZ axis oriented parallel to
the direction of the external static magnetic fie
(B0 i Z i ^110&). The lines of this group clearly have an un
usual profile. The uncommon asymmetric shape of the li
of the first derivative of the absorption signal is norma
encountered in the spectra of powders and is induced by
equiprobable distribution of directions of the crystal axes
the individual single-crystal powder grains. However, da
from the x-ray structural examination of these crystals d
nitely indicate the absence of any kind of disoriented gra
in their interior. On the other hand, distortion of the lin
profiles of the EPR spectrum can also occur in the even
saturation of resonance EPR transitions. However, the f
of the EPR spectra remains virtually unchanged at differ
microwave power levels in the spectrometer cavity in t
range from 20mm to 10 mW. Moreover, the profiles of th
lines in group II in Fig. 5, always within the limits of this
power range, essentially coincide with the usual profile
the curve representing the first derivative of the absorpt
signal. In this case, therefore, we can also rule out relaxa
mechanisms for the distortion of the EPR signal profile. Co
sequently, the only explanation we can see for the unus
line profiles in the left group is the hypothesis of small d
ferences in the directions of the principal axes of the cor
sponding magnetic interaction tensors~magnetic axes! in the
ensemble of orthorhombic paramagnetic complexes. In f
calculations of the profiles of the spectral lines with allo
ance for the actual angular dependences of the reson
magnetic fields for the left and right groups yield a patte
that essentially coincides with the real spectrum shown
Fig. 5. In the course of these calculations it has been fo
that the difference in the directions of the magnetic axes
different complexes can be as much as65°. This means that
the composition and relative positioning of the calcium a
strontium ions in the cationic sphere surrounding the im
rity ion are different, so that the anionic coordination pol
hedra of the copper impurity ions acquire different shap
from one complex to another. The end result is that the c
per impurity ions are subjected to low-symmetry crys
fields characterized by different sets of parameters.

We have performed approximate calculations based o
point model of the crystal field, which show that the low
symmetry components of the potential of this field influen
the directions of the principal axes of the effective electro
Zeeman interaction tensor to a greater extent than they a
magnitude of its principal values. However, to explain t
emergence of two types of paramagnetic complexes i
crystal, apart from the comparatively small expected d
placements of the impurity copper ligands (,0.1 Å), the
possibility of displacements of the copper ions themsel
must be considered. These displacements can occur in
ous directions distinct from the principal crystallograph
axes. If vibronic interactions are disregarded, the direction
displacement of a given paramagnetic ion in the situat
discussed here should roughly coincide with the direct
from the centroid of the set of strontium cations situated
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the first cationic sphere of this ion toward the centroid of
same set of calcium cations. In the most probable c
where the centroids of the sets of calcium and stronti
cations almost coincide, and the displacements of the co
ion from the site of the cation substituted for it are small, t
main components of the crystal field acting on the Cu21 ion
will be the components of a cubic field. The impossibility
ignoring vibronic interactions in this case is self-evident; a
cording to the experimental results, they are paramoun
determining the magnetic properties of such clusters@2T2g

3(t2g1eg) interaction takes place, and complexes w
orthorhombic symmetry of the magnetic properties
formed#. Magnetic properties of the same symmetry and
proximately the same electron-Zeeman, hyperfine,
ligand hyperfine interaction parameters can also be foun
complexes in whose nearest-neighbor cationic sphere
centroids of the sets of Ca21 and Sr21 ions are shifted in
opposite directions from the copper impurity ion along dire
tions close tô 111& and ^110&. The problem is that in such
crystals components of trigonal and orthorhombic symme
appear in the potential of the crystal field acting on a pa
magnetic copper ion in such complexes as a result of
displacements. For this reason, impurity copper in lower
bital states~provided that the energy intervals between th
do not become too large! can still interact efficiently with
nuclear vibrations of trigonal and tetragonal symmetry.
the present situation these complexes probably differ fr
the first ones primarily in the directions of the magnetic ax
and the higher upper limit of the temperature interval
which the EPR spectra are observed.

Tetragonal complexes in crystals withx50.5, on the
other hand, can occur in the less probable situation where
centroids of the sets of calcium and strontium ions in
nearest-neighbor cationic sphere of a copper ion are on
posite sides of the central ion in one of the^001& directions.
The efficiency of interaction of the impurity copper wit
vibrations of tetragonal symmetry can increase in this sit
tion. The adiabatic potential surface can acquire sev
deeper tetragonal minima in addition to the orthorhom
minima. Owing to the complex relief of the adiabatic pote
tial surface, the height of the barriers between the vari
minima might not be very high, causing the upper limit
the temperature interval of observation of the EPR spectr
the tetragonal complexes to shift toward lower temperatu

The investigation of CaxSr12xF2:Cu (x50.05) crystals
shows that anisotropic deformations have the strongest in
ence on the magnetic properties of copper complexes
narrow interval of interionic distances, from values typical
a CaxSr12xF2:Cu (x50.5) crystal to values corresponding
a SrF2 crystal. The unit cell becomes especially large in the
crystals. According to the well-known Goldschmidt crysta
chemical law, a paramagnetic complex is rendered struc
ally unstable by a drastic reduction of repulsive interact
between the Cu21 ion and its nearest-neighbor F2 ions. Con-
sequently, the occurrence of a single AEM cation with
smaller ionic radius (Ca21) in the first cationic sphere of a
Cu21 ion in the^110& direction produces a qualitative chang
e
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in the magnetic properties of such complexes, specific
the formation of complexes with an orthorhombic electro
Zeeman interaction tensor. It is obvious that the param
netic Cu21 ion in the composition of such complexes is al
situated at an off-center site, but the direction of its displa
ment from the position of the replaced Sr21 cation in this
case must be parallel to one of the^110& directions. This
conclusion follows primarily from the observation of a cha
acteristic ligand hyperfine interaction with relative line inte
sities 1:4:6:4:1 in the EPR spectrum in the orientati
B0 i Z i ^110&.

Consequently, as long as the repulsive interaction
tween a copper ion and its nearest-neighbor environmen
fluorine ions in CaxSr12xF2 (0.95<x<1.0) crystals is suffi-
ciently strong, the low-symmetry deformation field cann
produce any appreciable displacement of the copper ion f
the site of the lattice cation replaced by it. This is especia
true in that the AEM impurity ion generating the indicate
field replaces a principal lattice cation, whose coordinat
~anionic! polyhedron has already increased in volume on
count of Jahn-Teller deformation of the nearest-neighbor~in
the ^110& direction! anionic cell with the Cu21 ion at the
center. Becoming localized in the first cationic sphere of
copper ion in the direction of theX axis ~according to Fig.
1!, an AEM impurity ion exerts scarcely any additional d
forming influence on the anionic sphere surrounding the
purity copper. On the other hand, the average dimension
the unit cells in crystals of the CaxSr12xF2 (0.95<x<1.0)
series differ very little. Naturally, the magnetic interactio
parameters of these complexes in the indicated series
differ very little.

As the unit cell increases in size, the electron shells o
Cu21 impurity ion and the surrounding F2 ions soon overlap
to a lesser degree, so that the repulsive interaction betw
the copper ion and the fluorine ions subsides, and the e
librium position of the impurity copper nucleus, simulta
neously with the electrostatic, exchange, and vibronic in
actions inside the paramagnetic complex, also begins to
significantly influenced by the deformation field external
this complex. Under these conditions, depending on the s
metry of the deformation field, divalent copper complex
with different symmetries of the magnetic properties a
formed in the bulk of the mixed crystal. In the case of t
Ca0.5Sr0.5F2:Cu crystal we find that the totality of the par
magnetic complexes formed in the process can be divi
into two groups, within each of which the magnetic prope
ties differ only slightly. The first group of complexes is cha
acterized by effective electron-Zeeman interaction tensor
orthorhombic symmetry, whose principal axes form sm
angles with the crystallographiĉ110& direction. The axes of
the electron-Zeeman interaction tensors of the second g
approximately coincide with the directions of the^001& axes
of the crystal. These special aspects of the magnetic pro
ties of the paramagnetic complexes imply that vibronic int
actions still have a significant influence on the evolution
the magnetic properties of the copper impurity complexes
mixed crystals subjected to an array of structural deform
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tions. For complexes of the first group this influence
mainly from 2T2g3(t2g1eg) interactions, and for com
plexes of the second group the main type is2T2g3eg . How-
ever, the nature of this influence on the properties of
complexes depends both on the symmetry of the struct
deformations and on the relations between the strength
the Coulomb, exchange, and vibronic interactions within
complex. In particular, the example of CaxSr12xF2:Cu (0
<x<0.05) crystals shows that whereas the centering in
ence of repulsive exchange interaction between a coppe
and its ligands weakens, the influence of the deforma
field of AEM impurity cations on the magnetic properties
the copper complexes can be especially strong.
e
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The temperature dependence of the impurity optical absorption of nominally pure Bi12SiO20

~BSO! crystals and BSO crystals doped with Ga, Cr, Mn, and Ag ions is investigated. A method
is proposed for determining the thermal activation energy, and certain properties of deep
levels are found. ©1998 American Institute of Physics.@S1063-7834~98!01203-9#
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Sillenite Bi12MO20 ~BMO, M5Si, Ge, Ti! crystals are
used as the working medium in holographic interferome
and various types of light-modulating devices. Doping ove
wide range of levels alters the characteristics of BMO.1–5 In
particular, Ca ions lower the half-wave voltage, while A
Ga, and Mn ions increase the diffraction efficiency a
modify the write and destructive-readout kinetics of volum
phase holograms.2 Electron-beam-addressable light modu
tors using Ga- or Ca-doped BMO are characterized by su
rior resolving power.3 The photochromic effect is enhance
by Mn, Cr, and Cu ions, which also lengthen~Mn, Fe, Cu! or
shorten~Cr! the storage time of written data.4

The photorefractive effect, which is the basis of optic
data processing, is associated with the presence of sha
and deep levels in the BMO band gap.

Therefore, the key to the successful utilization of dop
crystals is a detailed understanding of the structure of
local levels as well as the nature and role of impurity cente
For example, differentiation of the intensity of photoexcit
tion of the holographic grating and quenching of the diffra
tion efficiency in BSO:Al and BSO:Mn crystals are linked
deep-level optical charge transfer.5

The information on local levels to date is insufficient.
has been shown that doping~with Ga, Al, Ca, Mn, Cr, or Ni!
does not produce any new impurity photoresponse bands6–11

and a decrease in the photoconductivity is attributed to
occurrence of a fast-recombination center,11,12 but their pa-
rameters have not been determined. The quenching of
optical absorption shoulder of undoped BMO crystals in
interval~2.2–3.0! eV with the introduction of Al, Ga, and Ca
ions has been described.6–9,13–15It is postulated that Al31 or
Ga31 ions acting as acceptors replace Bi31 ions introduced at
M sites and play the role of color centers,14,15 or they com-
pensate deep donors of unknown origin responsible for
absorption shoulder.16–18 Relatively shallow local levels
have been detected by thermally stimulated currents, b
does not look as though they can be linked to Al or
ions.6,9,15,19 Deep levels can manifest themselves in t
photochromic effect, but in BMO crystals doped with C
Mn, Cu, or Fe ions the strong fundamental and photoindu
absorption bands are interpreted merely as in-ce
transitions.17–23 On the other hand, these ions can be don
or acceptors, as evinced by the induced photosensitivit10

the dark conductivity, and the thermally stimulate
4151063-7834/98/40(3)/5/$15.00
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currents.24,25 Consequently, further study of the local leve
in doped sillenites is still an important objective.

Useful information about the local centers is obtained
investigating the temperature dependence of the optical
sorption. For hydrogenlike centers, where the zone of loc
ization of a bound electron is large, such information can
used to identify shallow-level–conduction-band transitio
~lightly doped semiconductors26! or to determine the distri-
bution function of the tails of the density of states near
edges of allowed bands~highly doped semiconductors27!. In
the case of deep impurity centers, where an electron is tig
bound to a defect, the photoionization cross section exhi
a unique kind of temperature dependence,28 which depends
on the type of electron–phonon interaction.28,29

Here we give the results of an investigation of the te
perature dependence of the optical absorption in nomin
pure and Ga-, Cr-, Mn-, and Ag-doped Bi12SiO20 ~BSO!
crystals.

1. EXPERIMENTAL

The crystals were grown by the Czochralski meth
along the crystallographic@001# direction with dopant con-
centrations of 0.1%~Ga!, 0.02%~Cr!, and 0.1%~Mn, Ag!.
The samples were prepared in the form of optically polish
wafers of thicknessd51 – 5 mm cut in the~001! plane. The
temperature dependence of the optical absorption was in
tigated through heating–cooling cycles in the temperat
rangeT5280– 700 K. The optical transmission spectrat(l)
were recorded every 5–10 K in the wavelength rangel
50.33– 0.91mm by means of a Specord M40 dual-bea
spectrophotometer. The effective rate of measurement of
temperature was;0.01 K•s21. The absorption spectra
a(hn), wherehn is the photon energy, were calculated wi
correction for the reflection spectraR(l) from the relation26

t5(12R)2 exp(2ad)/@12R2 exp(22ld)#. Taking into
account the strong dependence of the optical and photoe
tric properties of BMO on their past history,30 crystals in a
near-equilibrium state~after prolonged storage in the dark
T'300 K! were chosen for the investigations.

2. TEMPERATURE DEPENDENCE OF THE ABSORPTION

The temperature dependence of the optical absorp
a(T) has been investigated as a function of temperature
the spectral intervalhn51.4– 2.0 eV, where the differen
© 1998 American Institute of Physics
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kinds of influence of impurities are fairly well pronounce
~Fig. 1!. Here Ga and Ag ions reduce the absorption of no
nally pure BSO crystals, whereas Cr and Mn ions produc
strong absorption band, conflictingly described in the lite
ture as a band of in-center transitions in Cr and Mn ions
different valences and localizations.19–22

The a(T) curves of the investigated crystals are sho
in Figs. 2–4. They all exhibit temperature hysteresis, wh
the absorption for the heating branch of thea(T) curve ex-
ceeds the level in cooling. For BSO, BSO:Ga, BSO:Cr, a
BSO:Mn an increase in the temperature causes the abs
tion to decrease in steps. The heightDa, width DT, slope
Da/DT, and temperature positions of the descendinga steps
differ for different dopant ions. However, pairs of simila
a(T) curves exist for BSO and BSO:Ga and for BSL:Cr a

FIG. 1. Spectral plots of the optical absorption of sillenite crysta
T5297 K. 1! BSO; 2! BSO:Ga;3! BSO:Ag; 4! BSO:Cr;5! BSO:Mn.

FIG. 2. Optical absorption versus temperature for light withhn51.65 eV.
1! BSO crystal;2! BSO:Ga crystal. The arrows pointing toward and aw
from the temperature axis indicate heating and cooling, respectively.
solid curve3 represents the calculated temperature dependence of th
sorption for BSO crystals.
i-
a
-
f

e

d
rp-

BSO:Mn. In the first case each curve has two well-defin
narrow steps, which are higher for the nominally pure BS
than for BSO:Ga, and the low-temperature steps have dif
ent temperature positions~Fig. 2!. In the second case th
descent ofa is slower, the steps are not as distinct, but th
temperature positions are all the same, and the incremenDa
for the Cr-doped crystals is an order of magnitude hig
than for BSO:Mn, implying a difference in the absorptio
intensities in the investigated spectral range~Fig. 3!. In the
cooling of BSO and BSO:Ga crystals the absorption depe
very weakly on the temperature, whereas for the second
~BSO:Cr and BSO:Mn! we observe a tendency to restore t
initial value of a. The direct and reverse branches of t

,

e
b-

FIG. 3. Optical absorption versus temperature.1! For light with hn
51.65 eV, BSO:Cr crystal;2! hn251.68 eV, BSO:Mn crystal. The arrows
pointing toward and away from the temperature axis indicate heating
cooling, respectively.

FIG. 4. Optical absorption versus temperature for light withhn51.65 eV in
BSO:Ag crystals. The arrows pointing toward and away from the temp
ture axis indicate heating and cooling, respectively.
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a(T) curves in the heating-cooling cycle are the closest
gether for BSO:Mn.

The heating branches of thea(T) curves for BSO:Ag
crystals differ sharply from those described above; here
exponential growth of the absorption@asa;exp(Ea /kT) with
Ea50.25 eV# is superseded by a sudden plunge, followed
a certain increase ina. In the cooling process the absorptio
in these crystals, as in BSO and BSO:Ga, is practically in
pendent of the temperature~Fig. 5!.

The a(T) curves for various values ofhn in the inves-
tigated range for each of the crystals are similar, but the r
of the heights of the low-temperature and high-tempera
steps differs. Ashn increases, the height of the high
temperature step decreases considerably. This general b
ior of these curves tends to change to exponential growt
a pointhn,hnc , wherehnc depends on the type of impurit
~for example,hnc>2.6 eV for BSO:Ga crystals!.

It is important to note thata(T) curves characterized b
decreasing absorption in the rangeT580– 300 K, similar to
those described above, have been obtained17 for Bi12GeO20

~BGO! and BGO:Al crystals in an investigation of the the
mal breakdown of photoinduced color centers; several sta
of reduction of the photoinduced absorption~thermoregula-
tion! have been observed for BGO:Fe and BSO crystals.18,31

The pronounced hysteresis and weak temperature de
dence of the absorption in cooling suggest that the vari
features of the heating parts of thea(T) curves for BSO,
BSO:Ga, and BSO:Ag crystals are linked to the thermal
trapping~BSO and BSO:Ga! or charge transfer~BSO:Ag! in
local levels of the band gap that participate in the format
of the impurity absorption band. The situation is more co
plicated in the case of BSO:Cr and BSO:Mn crystals. T
a(T) curves obtained in cooling become linear in the co
dinatesa, T20.5 over the entire temperature range~BSO:Mn!
or in the partT,500 K ~BSO:Cr!. This result indicates in-
center transitions involving phonons,32 but the difference in
the behavior of thea(T) curves during heating and coolin
and their hysteresis suggest that impurity-level–allow
band transitions~conduction or valence! contribute to the
absorption, and the variation of the absorption during he

FIG. 5. Total energyE of a crystal with a deep donor level versus config
ration coordinateQ, showing the principal energy characteristics. TheEc ,
Ev , and Ed curves correspond to~respectively! the empty level with an
electron in the conduction band, the same with an electron in the val
band, and the electron-occupied level.
-

e

y

-

io
re

av-
at

es

en-
s

-

n
-
e
-

-

t-

ing, as in the case of BSO and BSO:Ga crystals, is attrib
able to variation of the populations of these levels.

3. APPROXIMATION OF THE TEMPERATURE DEPENDENCE
OF THE OPTICAL ABSORPTION

The optical ionization~activation! energy of the local
levels ~of the donor type for definiteness! is high (Ea

op

51.4– 2.0 eV) in the investigated range; consequently, t
cannot be treated as hydrogenlike. We therefore us
configuration-coordinate model~Fig. 5! similar to the one
described in Refs. 29 and 33. In this model we introduce
effective capture cross section for the thermal trapping of
electron in the conduction band associated with donor i
ization:

ss
th5aWs

th , ~1!

wherea5const, andWs
th is the capture probability. Accord

ing to Ref. 9,

Ws
th5A1~EFCkT!20.5 exp~2Es

th/kT!, ~2!

where A1 does not depend on the temperature,EFC is the
Franck–Condon shift,k is the Boltzmann constant, andEs

th is
the thermal activation energy of the capture cross sec
~Fig. 5!. Factoring out the temperature dependence, we w

ss
th5ss0

th ~T/T0!20.5 exp~2Es
th/kT!, ~3!

where we have assumed thatT05300 K.
The flux en of thermally activated electrons from dono

levels into the conduction band is given by the well-know
expression

en5Wn
thss

thNcVT , ~4!

whereWn
th5exp(2Ea

th/kT) is the probability of thermal acti-
vation of donors,Ea

th is the energy of thermal ionization of
donor level relative to the bottom of the conduction ba
~Fig. 5!, Nc5Nc0(T/T0)1.5 is the density of states in th
conduction band, where for BSO crystalsNc057.8
31019 cm23 ~according to Ref. 34!, andVT5VT0(T/T0)0.5,
VT056.2 cm•s21. On the basis of Eq.~3! the preexponentia
factor is ;(T/T0)1.5, and we disregard this dependence
weaker than exponential.

We write the kinetic equation for the variation of th
density of ionized donorsNd

i in the form

dNd
i /dt5Nd

i en . ~5!

The following simple relation holds between the den
ties of ionized and neutral donorsNd :

Nd
05Nd

i 1Nd , ~6!

whereNd
0 is the density of neutral donors at the initial tim

T50. To find the temperature dependenceNd
i (T), we make

use of the fact thatT5bt, whereb is the rate of change o
the temperature. From Eq.~5! we obtain

Nd
i 5C expH E

0

T

t0
21b21 exp@2~Es

th1Ea
th!/kBT8#J dT8.

~7!

ce
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Here C5bNd
0 is determined from the condition thatNd

i

→bNd
0 as T→T0 , where the value ofb is dictated by the

degree of compensation of donor levels by acceptor lev
t0

215(ss0
th Nc0VT0), andEs

th1Ea
th5Eth is the effective ther-

mal activation energy. The integral in Eq.~7! can be replaced
by the approximate expression

t0* @~kT2!/~Eth11.85kT!#exp~2Eth/kT!, ~8!

wheret0* 5t0
21b21. Consequently,

Nd~T!5Nd
0$12b exp@t0* kT2/~Eth11.85kT!#

3exp~2Eth/kT!%. ~9!

We write the temperature dependence of the optical
sorption in the form

a~T!5sa
op~T!Nd~T!, ~10!

wheresa
op(T) is the effective photoionization cross sectio

of the donor level.
According to Ref. 28, in active electron–phonon inte

action the cross sectionsa
op decreases monotonically as th

temperature increases. This functional dependence ca
represented by the expression

sa
op~T!5B@coth~hv/2kT!#20.5, ~11!

whereB is independent of the temperature, andhv is the
localized-phonon energy.

Expanding coth(hv/2kT) in series form, subject to the
conditionshv,2kT andhv/2kT,p, we write Eq.~11! as

sa
op~T!5sa* ~T/T0!20.5, ~12!

wheresa* is independent of the temperature.
Thus,

a~T!5sa* ~T/T0!20.5Nd~T!. ~13!

The two descending absorption steps can be assoc
with the vacating of two types of donor levels with therm
activation energiesE1

th andE2
th . The temperature dependen

of the absorption can now be written in the final form

a~T!5~T/T0!20.5~sa1* Nd11sa2* Nd2!1a0 , ~14!

wherea0 is the residual absorption. Equation~14! approxi-
mates the experimental observed stepwise decrease o
absorption at certain values of the parameters for each s
In particular, the following values of the parameters apply
a BSO crystal:sa* 'sa2* 510218 cm2, Nd1

0 5831017 cm23,
E1

th50.6 eV, t01* 533106 s, b150.1, Nd2
0 5531017 cm23,

E2
th50.8 eV, t02553106 s, b250.05, a050.4 cm21 ~Fig.

2!.

4. OPTICAL AND THERMAL IONIZATION ENERGIES

We have found that the temperature dependence of
optical absorption is determined mainly by the variation
the density of neutral donors~or acceptors!. Consequently,
the temperature rate of change of the absorptionda/dT is
analogous to the thermally stimulated current intens
which is determined by the variation of the density of fr
carriers in the conduction band or the valence band. Dif
entiating the experimentala(T) curves, we obtain
ls,

b-

be

ted
l

the
p.

o

he
f

,

r-

(da/dT)(T) curves, which corroborate this assumptio
~Figs. 6 and 7!. For BSO and BSO:Ga crystals they ha
peaks whose temperature positions correlate with the an
gous positions of the peaks of the thermally stimulated c
rent ~TSC! and the thermally stimulated depolarizatio
~TSD! current described in Refs. 35 and 36: For example
BSO crystals, as opposed to BSO:Ga, the TSD current
no peaks atT;300 K, or they are not very pronounced. W
encounter an analogous situation for the peaks of
(da/dT)(T) curves. Correlation is also observed for BSO:
and BSO:Mn crystals, and it is interesting to note in this ca
that the (da/dT)(T) curves reproduce the characteristic b
havior of the TSD current, a set of narrow peaks in the
terval E5300– 500 K, and their intensity, like that of th
TSD currents, is an order of magnitude higher in BSO:
crystal than for BSO:Mn. On the whole, however, the spec

FIG. 6. Differential optical absorption curves for crystals of:1! BSO;
2! BSO:Ga.

FIG. 7. Differential optical absorption curves for crystals of:1! BSO:Cr;
2! BSO:Mn.
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of the TSD currents are richer, because they contain the
tribution of quasidipole polarization mechanisms. On t
other hand, broadening the optical range of the investigat
and improving the accuracy of thea(T) measurements ca
be expected to ‘‘enrich’’ the (da/dT)(T) curves in the sense
of achieving better correlation with thermal-activation spe
troscopy~TAS! data.

The initial parts of the low-temperature and hig
temperature slopes of the distinctly recorded peaks of
(da/dT)(T) curves become linear in the coordinat
ln(T0.5da/dT), 1/kT, and this property can be exploited
determine a number of values of the thermal activation
ergy Eth ~see Table I!.

The large difference between the optical and therm
ionization energiesEa

op2Eth50.5– 0.9 eV, which deter-
mines the Franck–Condon shiftEFC ~Fig. 5!, is characteristic
of sillenite crystals and indicates a multiphonon mechan
of electron transitions; however, there is a need here to
termineEa

op more accurately, for example, by analyzing t
heights of the steps characterizing the decrease of the ab
tion, as a function of the energy of absorbed optical photo
It should also be noted that for peaks withTm;500 K in
BSO:Mn crystals the shiftEFC decreases, and in BSO:C
crystals the values ofEa

op and Eth correlate well with each
other; a similar situation has been remarked in an invest
tion of thermally stimulated currents.25

The relation between the values ofEa
th andEth in BMO

crystals has long been debated in the literature,6,31,34,37–39

with no consensus among the different authors. For exam
it has been postulated6,34,37,39that the local states of the ban
gap with Ea

th50.3– 1.3 eV andEa
op51.3– 3.0 eV are identi-

cal, whereas other authors31,38have concluded that the value
of Ea

op andEth coincide for the same levels of the band ga
The contradictions stem from the difficulties of compari
these values in the juxtaposition of results obtained by
ferent methods.

The results of the present study lead to the conclus
that the temperature curves of the impurity optical absorp
provide additional possibilities for studying this problem, b
cause the investigations have been carried out using a s
method and permit the values ofEa

op and Eth to be tied in
with the same deep local levels.

The author is grateful to S. G. Odulov for attention and
valuable discussion regarding the work.

TABLE I. Thermal activation energies of deep levels in BSO, BSO:G
BSO:Mn, and BSO:Cr crystals.

Crystal Tm , K Eth, eV Tm ~K!, Eth ~eV! from TSC data

BSO 393 0.67 370, 0.66–0.72~Ref. 15!
488 0.85

BSO:Ga 305 0.74 300, 0.69~Ref. 35!, 285, 0.71~Ref. 35!
480 1.13

BSO:Mn 410 0.69 460, 0.7~Ref. 25!
490 1.15

BSO:Cr 370 0.59 460, 1.5–1.7~Ref. 25!,
490 1.56
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Luminescence spectral properties of Sm- and „Ce, Sm…-containing silica gel glasses
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The spectroscopic behavior of Sm31 ions is investigated in monoactivated and coactivated~with
cerium! glasses obtained by the direct sol-gel-glass transition. It is shown that the majority
of the Sm31 ions form optical centers of the same type, whose luminescence spectral
characteristics depend weakly on the concentration of the activator and the technique used
to introduce it. Complex centers, including Sm31 and Ce41 ions bound by bridge oxygen, are also
formed in the coactivated glass during the pore nucleation stage. The Sm31 ions in these
centers are characterized on the average by higher local symmetry, the efficient enhancement of
luminescence by photoreduced (Ce41)2 ions, and its extinction by Ce-containing clusters.
© 1998 American Institute of Physics.@S1063-7834~98!01303-3#
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Glasses containing Sm31 ions are promising material
for quantum electronics. For example, they work well
neodymium laser guns for the absorption of superlumin
cence radiation propagating perpendicularly to the axis of
active element.1,2 Moreover, they are characterized by com
paratively inefficient quenching cross-relaxatio
interactions3 and the absence of the induced absorption fr
a metastable state commonly associated with the regio
fundamental radiative transitions. These attributes w
qualify them as active media for visible-range fiber lase4

The preparation of such glasses by the sol-gel technique
fers new capabilities for controlling their spectroscopic b
havior. In particular, Demskaya and Pivovarov5 have shown
that the luminescence spectra of high-silicon, Sm-contain
gel glasses can vary considerably, depending on the h
treatment temperature and the presence of buffer elemen
them. We have recently discovered6,7 that the role of such
buffers can be played by Ce41 ions, which promote the entry
of Ce31 and Nd31 ions into silica gel glasses and signifi
cantly alter the structure of their luminescence bands. Th
considerations have stimulated an interest in determining
influence of cerium on the luminescence spectral charac
istics and salient features of the injection of Sm31 ions into
similar glasses. It is also important to assess this influe
from the standpoint of finding luminescence enhancers
these ions, because they are characterized by extremely
‘‘working’’ absorption bands. The results of such an inve
tigation are presented below.

1. MATERIALS AND EXPERIMENTAL PROCEDURE

The experimental samples were prepared by the di
sol-gel-glass transition using to a standard procedure.6 Acti-
vation was achieved by introducing chlorides of the cor
sponding lanthanides in the stages of the sol-colloidal sys
and also by impregnating them with aqueous solutions
4201063-7834/98/40(3)/7/$15.00
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xerogels. In chemical purity all the working reagents we
classified analytical grade or better. The samples were
tered in air atT51250 °C, followed by cooling. The sample
were also annealed at 750° for three hours in hydrogen
pressure of 1.1 atm. The volume concentrationN of activa-
tors in the experimental samples was determined by me
of an IMS-4F ion microscope with615% measurement er
ror limits. The adopted standard was a~Ce, Sm!-containing
silica gel glass, in which the mass concentration of the
gredients was determined with a Camebax x-r
microanalyzer8 and converted into the values ofN for the
corresponding elements.

The optical extinction spectra were recorded on a Be
man UV5270 spectrophotometer. The luminescence spe
and the luminescence excitation spectra were recorded o
SDL-2 spectrofluorimeter, then were corrected9 and dis-
played to show the wavelength dependence of the numbe
photons~luminescence or excitation! per unit wavelength in-
terval dn/dl or the wavenumber dependence of the num
of photons per unit wavenumber intervaldn/d ñ . Conven-
tional methods6 were used to reduce excess absorption a
extinction of luminescence.

The luminescence kinetics was investigated with a PR
3000 spectrofluorimeter at various excitation waveleng
lexc and recording wavelengthsl rec. The average lumines
cence extinction time was calculated from the equationt̄
5( ia it i /( ia i , wherea i denotes the coefficients of the de
cay exponential, which characterize the relative contributio
of components with the decay time constantst i to the ex-
tinction curve. All the luminescence spectral measureme
were performed atT52988 K.

2. RESULTS

Traces of extraneous impurity metals such as Al, K, C
and Ti are detected in the prepared samples. However,
© 1998 American Institute of Physics
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FIG. 1. Optical extinction spectra o
nonactivated and Sm-,~Ce, Sm!-,
and Ce-containing glasses activate
by xerogel impregnation.1, 6! NSm

50; 2, 4! NSm53.031019 ion/cm3;
3,5! NSm53.531019 ion/cm3; 1, 2, 4!
NCe50; 3, 5! NCe53.531019

ion/cm3; 6! NCe53.731019 ion/cm3;
4, 5! glasses annealed in hydrogen.
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concentrations are almost three orders of magnitude lo
than those of Ce and Sm. An industrial chlorine impurity
detected only for highly activated samples (NLn

'1020 ion/cm3) in concentrations lower than 0.1 timesNLn .
Figure 1 shows the optical extinction spectra of Sm

~Ce, Sm!-, and Ce-containing glasses. Also shown are
like spectra of the first two glasses after annealing in hyd
gen and the spectrum of a nonactivated glass~curve1! with
the same natural extinction coefficientk at the fundamenta
wavelength of hydroxyl ions as for the monoactivated gl
~l'2720 nm, Ref. 10!. It is evident that activation by sa
marium in a concentration of 3.031019 ion/cm3 is accompa-
nied by a monotonic increase in the attenuation of the g
as l decreases and by the onset of two groups of we
narrow bands separated by a long spectral interval~curve2!.
The narrow bands do not exhibit any conspicuous violat
of the Bouguer–Lambert–Beer whenNSm is lowered to 8.0
31018 ion/cm3. The introduction of cerium coactivator wit
NCe53.531019 ion/cm3 in the same kind of glass~NSm

53.531019 ion/cm3 induces strong ultraviolet~UV! absorp-
tion and attenuation of the narrow bands~curve3!. The an-
nealing of Sm-containing glass in hydrogen has scarcely
effect at all on its spectrum~curve 4!. Similar annealing of
~Ce, Sm!-containing glass produces a slight reduction in
intensities of the narrow bands and a marked decrease o
attenuation in the UV region~curve 5!. The spectrum of
Ce-containing glass~NCe53.731019 ion/cm3 takes the form
of a strong UV band with a long-wavelength edge and,
jacent to it, a broad, weak band extending into the near
frared ~IR! region ~curve6!.
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Figure 2 shows the luminescence and luminescence
citation spectra of Sm- and~Ce, Sm!-containing glasses. It is
evident that the luminescence of monoactivated glass w
NSm59.031018 ion/cm3 at lexc5400 nm consists of a serie
of relatively narrow bands having an intricate profile~curve
1!, the strongest band occurring at 15340 cm21 (l
5652 nm). The spectral half-widthDlexc of the strongest
component of this band is 90 cm21. An increase in the acti-
vator concentration to 3.831019 ion/cm3 and scanning of the
short-wavelength group of absorption bands by exciting
diation with Dlexc54 nm are not accompanied by any a
preciable change in the luminescence spectrum. Nor i
altered by hydrogen annealing. The luminescence excita
spectrum of monoactivated glass~curve2! is slightly depen-
dent on l rec and is similar to the spectrum of its shor
wavelength group of absorption bands. The luminesce
spectrum of coactivated glass with NSm

50.4NCe58.031018 ion/cm3 at lexc>400 nm is similar to
the spectrum of the monoactivated glass. However, a rad
change in the narrowband luminescence spectrum is
served whenlexc moves toward the short-wavelength en
~curve 3, lexc5320 nm!. Appearing simultaneously is a
broad, weak luminescence band with a maximum
23 000 cm21 ~not shown on curve3!. The profile and total
intensity of this band are essentially identical for~Ce, Sm!-
and Ce-containing glasses of equal thickness and equalNCe.
The excitation spectra of the strongest bands on curve3 dif-
fer slightly and are characterized by the presence of a bro
strong band at 330 nm~curve 4, l rec5615 nm!. A similar
but much weaker broad band is also observed in the lu
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FIG. 2. Normalized and corrected luminescence and luminescence excitation curves of Sm- and~Ce, Sm!-containing glasses activated in the stage of t
sol-colloidal system.1, 3, 6! Luminescence spectra;2, 4, 5! excitation spectra;3, 6! lexc5320 nm; 1! 400 nm;5! l rec5430 nm; 4! 615 nm;2! 650 nm.
Dlexc52Dl rec54 nm. 3, 4, 6! NSm58.031018 ion/cm3; 1, 2! NSm59.031018 ion/cm3; 1, 2! NCe50; 3–6! NCe52.031019 ion/cm3; 6! glass annealed in
hydrogen.
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nescence excitation spectrum at 23 000 cm21 ~curve 5, l rec

5430 nm!. As l rec increases within the limits of this lumi
nescence band, the excitation band broadens conside
toward the long-wavelength end of the spectrum, but ther
no perceptible broadening on the short-wavelength sid
any wavelengthl rec. The annealing of coactivated glass
hydrogen increases the relative intensity of the broad, sh
wavelength band severalfold, but the narrowband lumin
cence spectrum atlexc5320 nm ~curve 6! becomes more
like the spectrum of the Sm-containing glass. Also rese
bling the latter at all values oflexc are the narrowband lumi
nescence spectra of coactivated xerogels subjected to
treatment in air at 1000 °C.

Figure 3 shows the luminescence decay kinetics of S
~Ce, Sm!-, and Ce-containing glasses. It is evident that
luminescence decay law of Sm-containing glass over a
namic intensity range of 102 for NSm59.031018 ion/cm3,
lexc>400 nm, and l rec5650 nm is close to a single
exponential curve~curve2! with t̄'1.6 ms. Asl rec or lexc

is scanned over the corresponding spectra, the variancet̄
does not exceed 15%. An increase inNSm to 3.8
31019 ion/cm3 is not accompanied by any change int̄ or in
the nature of the decay process. For coactivated glass
NSm50.4NCe58.031018 ion/cm3 at lexc>400 nm the nar-
rowband luminescence decay curve~curve3! is similar to the
corresponding curve for the monoactivated glass. Atlexc

5320 nm, however, it deviates more radically from exp
bly
is
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eat
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e
y-

f
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nential behavior~curve 4!, and the average time constantt̄
approaches 0.7 ms. In this case the variation of the decay
as a function oflexc and l rec falls within 20% limits. The
attempt to isolate the transient rise of narrowband lumin
cence was futile: The initial part of the kinetic curve esse

FIG. 3. Luminescence decay kinetics of Sm-,~Ce, Sm!-, and Ce-containing
glasses activated in the stage of the sol-colloidal system.4, 6, 7! lexc

5320 nm; 2, 3! 400 nm;6, 7! l rec5430 nm; 4! 615 nm;2, 3! 650 nm.
Dlexc5Dl rec54 nm. 6! NSm50; 3, 4, 7! NSm58.031018 ion/cm3; 2!
NSm59.031018 ion/cm3; 2! NCe50; 6! NCe51.731019 ion/cm3; 3, 4, 7!
NCe52.031019 ion/cm3; 1, 5! excitation pulses.1–4! a51; 5–7! a52
3104.
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tially coincided with the leading edge of the excitation pu
for all values oflexc andl rec. The decay of wideband lumi
nescence of Ce-containing glass withNCe59.0
31018 ion/cm3 also departs from an exponential law~curve
6!, but its time constantt̄ is many orders of magnitud
smaller, with a value'50 ns for lexc5320 nm andl rec

5430 nm. For the coactivated glass under the same ex
tion and recording conditions the value oft̄ is shortened to
45 ns, mainly as a result of acceleration of the far de
stage~curve7!.

These results should be viewed in context with the
servation that the indicated luminescence spectral relat
of the investigated glasses occur for both of the activat
techniques used. However, for glasses coactivated by
pregnation with xerogels a radical difference in the lumin
cence spectra aslexc is shifted from the region>400 nm
into the UV region occurs at many times lower concent
tions NCe.

3. DISCUSSION OF THE RESULTS

In light of the results of a quantitative analysis we c
disregard the presence of impurity metals and indust
chlorine and identify the spectra described above enti
with the presence of the injected activators. Of course
analyzing the optical extinction spectra associated with th
activators~Fig. 1!, we need to exclude the band at 1380 n
associated with the first harmonic of the hydroxyl ions.10 The
small differences in the intensity of this band for all th
experimental samples indicate an approximately unifo
concentration of these ions, whose influence can therefor
ignored in the interpretation of the observed spectral va
tions.

The narrow extinction bands of Sm- and~Ce, Sm!-
containing glasses~Fig. 1! are attributable to absorption tran
sitions within the 4f 5 shells of the Sm31 ions.3 The mono-
tonic increase ofk in the visible and near-IR regions of th
spectrum with decreasingl for the Sm-containing glas
~curve2! is logically attributed to light scattering as a resu
of the material microinhomogeneity induced by the inco
patibility of the highly coordinated samarium-oxygen pol
hedra with the structural matrix of SiO2. Cerium activation
detracts far less from the optical homogeneity of the gla
but leads to absorption in the visible and near-IR regio
~curve 6! in connection with Ce-containing clusters.6 When
the extrapolated light-scattering spectrum is subtracted f
the spectrum described by curve2, and when curve6 is
additionally subtracted from curve3, it is a simple matter to
determine the partial intensities of the narrow IR bands
both glasses. The reduction of the resulting absorption s
tra to a single Sm31 ion shows that their total specific inten
sity I Sm for the coactivated glass is approximately 1.7 tim
lower than for the monoactivated glass. Two reasons ca
cited as capable of producing such a reduction inI Sm. The
first is an increase in the degree of covalence of
samarium–ligand bond. Owing to the significantly differe
degrees of participation of thef andd shells in the chemica
bonds~thed shell exhibits greater broadening! decreases the
mixing of energy states of opposite parity and intensifies
ta-
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exclusion of ‘‘stimulated’’ electric dipole transitions.11 The
second possible reason is an increase in the symmetry o
optical centers, which also reduces the mixing of these sta
As for the strong UV absorption of coactivated glasses, t
effect is mainly attributable to the charge-transfer band
Ce~IV ! oxo complexes.6 The absence of explicit manifesta
tions of bands associated with interconfigurational transiti
of Ce31 ions6 and Sm21 ions12 can be attributed to the fac
that sintering of the glasses is not accompanied by the t
mal dissociation of silica, a process that imparts reducibi
to the matrix.13

The very nearly identical values ofI Sm for the monoac-
tivated glass before and after hydrogen annealing imply
the reduction of Sm31 ions is not very efficient. Conversely
judging from the abatement of the optical extinction of c
activated glass in the UV region~curve5!, the reduction of
Ce41 ions in the same annealing process is quite efficie
The low annealing temperature in this case suggests th
change in the coordination numbers of rare-earth activato
not very probable. Consequently, the appreciable decreas
I Sm as a result of such annealing favors the entry of Ce41

ions into the first cationic shell of the Sm31 ions. Indeed, the
reduction of quadruply charged to triply charged cerium
this case raises the degree of covalence of the bond betw
the samarium ions and ligands by curtailing the stretching
the latter by cerium ions owing to diminution of the streng
of the single cerium–ligand chemical bond from 1.33 to 1.
arbitrary units.6

To achieve a truer interpretation of the results of t
luminescence investigations, we have used data on the p
tions of the energy states of Sm31 ions in aqueous solution
and in the crystal lattice14 to identify the series of absorptio
bands observed for monoactivated glass; the results are
marized in Table I. The determination of the positions of t
weak bands due to transitions to the upper system of mu
lets is refined on the basis of the luminescence excita
spectra~curve2 in Fig. 2!. The identification can be regarde
as unambiguous except for the extra band at 545 nm, wh
can be identified with transitions to the upper Stark com

TABLE I. Characteristics of the absorption and luminescence bands
Sm31 ions in monoactivated silica gel glass.

Absorption from6H5/2 states Luminescence from4G5/2 states
Transition to state l/ n̄ nm/cm21 Transition to statel/ n̄ nm/cm21 m

6F1/2 1570/6370 6F11/2 1476/6770 6
6H15/2 1520/6580 6F9/2 1240/8060 7
6F3/2 1450/6900 6F7/2 1065/9390 4
6F5/2 1350/7410 6F5/2 976/10250 5
6F7/2 1210/8260 6F3/2 940/10640 4
6F9/2 1060/9430 6H15/2 902/11090 6
6F11/2 940/10640 6F1/2 866/11550 3
4G5/2 565/17700 6H13/2 824/12140 7
? 545/18350 6H11/2 714/14000 6
4F3/2 524/19080 6H9/2 652/15340 7
4G7/2 503/19880 6H7/2 606/16500 6
4I 3/21

4M 15/2 488/20580 6H5/2 566/17670 4

Note: Herel and n̄ are the wavelength and the wavenumber correspond
to the position of the maximum of the given band, andm is the number of
Stark splitting components.
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nent of the4G5/2 state or to the lower component of the4F3/2

state.
Judging from the insignificant variability of the lumine

cence spectrum of the Sm-containing glass~curve 1 in Fig.
2! when excitation takes place in different short-wavelen
bands, the spectrum must be associated with intraconfig
tional transitions of Sm31 ions from a metastable stat
(4G5/2) to levels of the lower system of multiplets. This co
clusion seems natural, since the energy gaps between s
of the upper system of multiplets, expressed in cm21 ~see
Table I!, are close to half the wave number corresponding
the fundamental absorption edge of atoms of the silica g
network~n̄;1100 cm21, Ref. 10! and are approximately on
fifth the wave number of the fundamental valence mode
hydroxyl ions, which have a high concentration in the inve
tigated glasses~NOH;331020 ion/cm3, Ref. 6!. We have
used the tabulated data on the positions of the absorp
bands of Sm31 ions in such a glass to identify the lumine
cence bands and to determine the numberm of their indi-
vidual components, which for several transitions is found
be higher than the maximum possible number of Stark sp
ting components of the corresponding lower states~see Table
I!. This fact can be attributed to the dissimilar ways in whi
the activator enters the matrix of the investigated glass o
radiation from thermally populated Stark components of
4G5/2 state. However, considering the low intensity of the
extra components and the slight variation of the spectra
lexc is scanned along the spectrum, we can conclude tha
fraction of Sm31 ions that form possible extraneous types
optical centers is minuscule. The high relative intensity
the ultrasensitive electric dipole transition4G5/2→6H9/2 ~the
fraction of photons emitted in the transition is 45%! indicates
that the Sm31 ions reside in a low-symmetry local environ
ment in the monoactivated glass.

The similarity of the luminescence spectra recorded
Sm- and~Ce, Sm!-containing glasses atlexc>400 nm sug-
gests that the optical centers excited in them are of the s
type. The radical change of the narrowband luminesce
spectrum of the coactivated glass atlexc5320 nm~curve 3
in Fig. 2! indicates the excitation of a new type of cente
The wide luminescence band observed in such excitatio
23 000 cm21 is attributable to the parity-allowed intercon
figurational transitions 4f 05d→4 f 1 of Ce31 ions, the frac-
tion of which remains appreciable when such glasses
sintered in air.6 The spectroscopic nonappearance of a n
type of center asNCe~IV !→0 ~see curve6! means that they
can be ascribed to complex formations, including Ce41 and
Sm31 ions linked by bridge oxygen, whose existence is
ferred from an analysis of Fig. 1. The major redistribution
the relative luminescence intensity of these Ce–Sm cen
in favor of bands corresponding to the resolved magn
dipole transitions4G5/2→6H5/2,6H7/2,6F3/2,6F7/2 justifies
the assertion that they are characterized on the average
far higher local symmetry of the Sm31 ions. We note that the
possibility of this type of activator entry into disordered m
trices is corroborated by Ref. 15, in which the slightly d
torted cubic centers of singly charged copper ions in zir
nium fluoride glasses are described. The elevation of
indicated symmetry should be accompanied by the ab
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ment of f – f transitions of Sm31 ions11 and is very likely the
main cause of the above-discussed decrease ofI Sm for the
coactivated glass without heat treatment in air. The lack
Ce–Sm centers in air-heat-treated activated xerogels fos
the assumption that they are formed only during the cons
dation of the matrix in the pore nucleation stage.

The essentially identical intensity of the wideband lum
nescence of monoactivated and coactivated glasses at e
concentrationsNCe and the difference in the UV lumines
cence excitation bands of Ce and Ce-Sm centers~curves5
and4 in Fig. 2, respectively! attest to the weak participatio
of Ce31 ions in enhancing the luminescence of Sm31 ions.
Consequently, the strong UV band in the luminescence
citation spectrum of Ce–Sm centers is logically attributed
the transfer of Sm31 ions from photoreduced (Ce41)2 ions,
whose absorption spectrum is close16 to the like spectrum of
their representatives. The formation of such photochar
exchanged ions is obviously the result of Ce41 ions capturing
electrons from excited sublevels of the charge-transfer c
plex, which exist in resonance with the corresponding ene
states of the (Ce41)2 ions, and is described as follows:

Ce412O222Sm311hn→@~Ce41!2#*2~O22!12Sm31.

The impossibility of separating the luminescence rise st
of the Sm31 ions leads to the conclusion that excitations a
transferred to them in the presence of strong interact
which is achievable if the Ce41 and Sm31 ions are linked by
bridge oxygen with the formation of a nearly colline
configuration.17 Here the transfer process can probably ta
place through the transfer of an electron to a Sm31 ion with
the formation of an excited photoreduced@(Sm31)2#* ion,
which is converted into (Sm31)* , giving up an electron to
the ligand from its ground state:

@~Ce41!2#*2~O22!12Sm31→Ce412~O22!12@~Sm31!2#*

→Ce412O222~Sm31!* .

Nor should we rule out the transfer of excitation to a Sm31

ion with the simultaneous return of an electron from t
ground state of a (Ce41)2 ion to the ligand, i.e., omitting the
middle link in the above photochemical reaction.

The near-exponential luminescence decay kinetics
Sm-containing glass~curve2 in Fig. 3!, the invariance of its
characteristics asNSm is varied in the range (9238)
31018 ion/cm3, and the small variance oft̄ indicates weak
cross-relaxation interaction of the activator ions and a sm
difference between the probabilities of their radiative tran
tions. The nearly exact identity of the kinetic curves2 and3
confirms the above conclusion that the optical centers
cited at lexc>400 nm in Sm- and~Ce, Sm!-containing
glasses are similar. The substantially more pronounced
parture from exponential decay of the luminescence of Sm31

ions in coactivated glasses with excitation through the
sorption band of the Ce31 ions ~curve4! is a consequence o
the heightened efficiency of deactivation of the4G5/2 state
due to the transfer of excitations to a disordered collection
acceptors.18 The role of the latter in our case can be filled b
Sm31 ions and Ce-containing clusters, which absorb in
visible range of the spectrum. An analysis of the kine
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curves3 and4 in Fig. 3 has shown that the function chara
terizing the rate of nonexponential luminescence decayY
5 ln I(0)/I(t)2t/td , whereI (0) andI (t) are the luminescenc
intensities at the initial~maximum! and final times,td is the
time constant of the far exponential, is linear in the coor
nates (t1/2) in both cases~Fig. 4!. This result implies a
dipole-dipole donor-acceptor interaction mechanism a
means that the Fo¨rster decay macroparametersg can be de-
termined from the slope of the lines 1 (lexc5400 nm) and 2
(lexc5320 nm) in Fig. 4 relative to the horizontal axis; the
are equal to 8 s21/2 and 45 s21/2, respectively.

To ascertain the relationship of the nonexponential
havior to the cross-relaxation interaction of Sm31 ions, we
have calculated the overlap integrals18 normalized to the area
of the luminescence spectra~lexc5320 nm and 400 nm! and
the absorption of these ions in coactivated glass. The inte
in question is found to increase only 10% for Ce–Sm c
ters. This increment is clearly not sufficient for the observ
5.6-fold increase ing. Such an increase ing should certainly
be impossible in view of the dominant nonresonant inter
tions in Ln-containing glasses,19 because the fraction of lu
minescence photons of Ce–Sm centers within the spe
region corresponding to the long-wavelength group of
sorption bands of Sm31 ions is 15% smaller than the analo
gous fraction of luminescence photons of Sm centers. C
sequently, the most probable cause of the nonexpone
decay of the narrowband luminescence of Ce–Sm cente
the nonradiative transfer of excitations to Ce-containing cl
ters, which absorb light in the visible region. It is obvio
that the distance between the indicated clusters and S31

ions in the Ce–Sm centers is small. Conversely, the w
influence of these clusters on the extinction of luminesce
of the Sm centers bears witness to their pronounced sp
confinement. On the other hand, the nonexponential deca
the luminescence of Ce31 ions in monoactivated glass~curve
6! is attributable to extinction by the indicated clusters and
the nonequivalence of the local environments of these io6

The slight reduction of their constantst̄ for the coactivated
glass~curve 7! confirms the low efficiency with which the
luminescence of Sm31 is enhanced by Ce31 ions.

It should be noted at this point that the close values ot

FIG. 4. Plot of the functionY5 ln I(0)/I(t)2t/td versust1/2 for the lumines-
cence decay kinetics of~Ce, Sm!-containing glass.2! lexc5320 nm,
l rec5615 nm; 1! lexc5400 nm, l rec5650 nm. NSm50.4NCe58.0
31018 ion/cm3.
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in the far stage of exponential luminescence decay of Sm31

ions for both the discussed types of optical centers~1.63 ms
and 1.47 ms for samples characterized by curves3 and4 in
Fig. 3, respectively! contradict the conclusion that thef – f
transitions of these ions in Ce–Sm centers are highly atte
ated. The kinetic curve for narrowband luminescence pr
ably does in fact have a significantly slower exponential s
ment, but the low intensity of the signal hampers
identification. Not to be overlooked, however, is the pos
bility that the proximity of these values oft is associated
with the migration of excitations of Sm31 ions from the
Ce–Sm centers.

We conclude with an estimate of the concentration of
above-described Ce–Sm centers. It is obviously close to
product ofNCe and the quantum yield of luminescence e
hancement of the Sm31 ions~h!. This yield can be calculated
by comparing the intensities of the cerium and samari
bands at 330 nm and 400 nm in the spectra of absorption
excitation of enhanced luminescence according to the eq
tion h5(bSmkSmdnCe/dl)/(kCednSm/dl), where b is the
fraction of photons absorbed by Sm31 ions. Determining the
parameters in this equation for glass withNSm

50.4NCe58.031018 ion/cm3 from curve4 in Fig. 2 and from
the total~integrated! absorption spectrum~curve1 in Fig. 5!
and, derived from the latter by a standard method,6,20 the
samarium absorption spectrum~curve2 in Fig. 5!, we obtain
h>4%. The concentration of Ce–Sm centers then falls
the level of 0.831018 ion/cm3, or 10% ofNSm. We note that
this value is obtained for glass activated in the stage of
sol–colloidal system. Naturally, for glass activated by xe
gel impregnation withNSm5NCe53.531019 ion/cm3 ~Fig. 1!
the fraction of Ce–Sm centers will be significantly highe
thereby accounting for the observed decrease ofI Sm.

We have thus shown that samarium enters into silica
glasses sintered at 1250 °C in the triply charged state. By
the greater fraction of its ions form optical centers of o
type. Such centers are characterized by the weak cr
relaxation interaction of Sm31 ions and a sizable fraction o
photons (;45%) emitted in the ultrasensitive electric dipo
transition4G5/2→6H9/2. The coactivation of Sm-containing
glasses with cerium results in the formation of a new type

FIG. 5. Absorption spectrum of~Ce, Sm!-containing glass~curve1! and its
calculated component attributable to Sm31 ions ~curve 2!. NSm

50.4NCe58.031018 ion/cm3.
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optical center in the pore nucleation stage, including Sm31

and Ce41 ions bound by bridge oxygen. The Sm31 ions in
these complex centers are characterized on the averag
higher local symmetry and efficient enhancement of lumin
cence by photoreduced (Ce41)2 ions. The cross-relaxation
interactions of Sm31 ions in the subsystem of these cente
are weak, but the extinction of their luminescence is co
paratively efficient as a result of the dipole-dipole transfer
excitations to Ce-containing clusters, which absorb light
the visible region of the spectrum. The presence of Ce31 ions
in the coactivated glass has a weak influence on the lumi
cence spectral characteristics of the samarium optical
ters.
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Luminescence-spectrum and strength properties of rhodamine 6G-doped silica gel films
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Silica gel films dyed with rhodamine 6G in the sol stage are prepared and investigated. It is
shown that the host matrix of the film loosens structurally as a result of intensification of the
formation of dye molecular associates, lowering of the luminescence photon yield, and
enhancement of the luminescence spectral sensitivity of such films to vapors of highly volatile
organic solvents. ©1998 American Institute of Physics.@S1063-7834~98!01403-8#
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Silica gel films stained by organic dyes hold fair pro
pects as light filters1 and photochemical sensors.2,3 Not to be
overlooked are their potential applications in quantum el
tronics and solar power as well.4 However, reports of com-
prehensive studies of the luminescence-spectrum
strength properties of such films are unfortunately lacking
the literature, and information of this kind could be used
assess their practical value. Nor have we encountered
published information on their infrared~IR! spectra. In addi-
tion, the comparatively recent undertaking of research in
field with vast prospects for varying the chemical technolo
used to prepare such films makes each new item of infor
tion all the more useful.

The objective of the present study is to determine
characteristics of dye fixing in a host silica gel matrix and
assess the possibilities of fabricating glass–organic light
ters and sensors with high optical density and a h
luminescence-spectrum sensitivity to temperature and
ganic solvent vapors. Concurrently we have attempted to
certain the influence of the injected dye concentration on
mechanical strength and water resistance~fastness! of the
resulting films.

1. SAMPLES AND EXPERIMENTAL PROCEDURE

The preparation of the films entailed the hydrolysis
tetraethyl orthosilicate in a water–alcohol solution of hyd
chloric acid until a sol was obtained@with a molar ratio
H2O:Si~OC2H5!4 equal to 10:1#; the sol was then held in
storage for one week, at which time the dye was dissolve
it. The dye-containing sol was deposited on a quartz or s
con substrate by centrifugal deposition, and the resul
films where heat-treated at various temperatures (Ttr) for 5
min. As soon as the sol film had been formed, immediat
after the centrifuging operation, the substrate and film w
covered with a matching substrate, and the whole piece
sealed at the edges by a special paste.

The film thickness was monitored on a profilograph
profilometer within610% error limits. The fastness of th
dye was monitored on the basis of the difference between
4271063-7834/98/40(3)/5/$15.00
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total absorption intensities before and after soaking the fi
in tap water for 4 h, divided by the ‘‘before’’ value. Th
mechanical strength~measured in the number of slip cycle
necessary to completely strip the film! was tested with a
0.3-kg load by means of a rubber tip operating through
batiste spacer in alcohol.

The absorption spectra were recorded by means of Be
man UV5270 and UR-2 spectrophotometers. In every c
substrates of the same type and identical thickness w
placed in a comparison channel. The luminescence spe
were recorded by an SDL-2 spectrofluorimeter, then th
were corrected with allowance for the spectral sensitivity
the recording system and were displayed to show the num
of luminescence photons per unit wavelength interval a
function of the wavelength,dn(l)/dl. The measurement
were performed in a frontal excitation and recording geo
etry.

The quantum luminescence yieldh was determined by
an established procedure5 based on comparison of the are
under the corrected luminescence spectra of the experime
samples and a standard, with allowance for the refrac
indices and the fraction of exciting radiation absorbed by
samples. The adopted standard was a solution of rhodam
6G in ethanol at a concentration of 1025 mol/liter, which
provided a set quantum yieldh50.94 ~Ref. 6!. The samples
were excited in transmitted light. The refractive index w
determined by a standard spectroscopic procedure.7

2. RESULTS

The profilometric monitoring of the prepared gel film
shows that their thickness lies between the lim
0.19– 0.21mm. It increases somewhat as the concentrat
Cdye of dye injected into the sol is increased, and it decrea
very slightly ~no more than 15%! asTtr is raised. The dura-
bility is a maximum atTtr5300 °C and at low rhodamine
6G concentrations: ForCdye51 mass % the film withstand
53103 slip cycles, and at the highest concentrationCdye

512.5 mass % it survives 250 cycles. The washout of
dye atCdye51 mass % is less than 5% but increases by m
© 1998 American Institute of Physics
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FIG. 1. Infrared absorption spectra of undoped a
rhodamine 6G-doped films.1! Cdye50; 2! Cdye

53 mass %;3! Cdye512.5 mass %.Ttr5300 °C,
T522 °C, film thickness 0.2mm. The intensities of
the spectra are magnified by a factor of two in th
interval 2400– 4000 cm21.
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tiples asCdye is increased. However, when an undoped sil
gel film is deposited on a film withCdye512.5 mass % and
is then heat-treated atTtr5300 °C, the mechanical strengt
of such a hybrid film and the fastness of the dye are on a
with the film with Cdye51 mass %.

Figure 1 shows IR absorption spectra of undoped
rhodamine 6G-doped gel films with various concentratio
Cdye and the sameTtr5300 °C. In the spectrum of the un
doped film ~curve 1! we clearly observe a comparative
broad, low intensity band at 3400 cm21, a strong, double-
humped band with a maximum at 1075 cm21, and a weaker
band at 945 cm21. For a film with Cdye53 mass % the
maximum of the 3400-cm21 band undergoes a bathochrom
shift by approximately 50 cm21 and broadens toward lowe
frequencies~curve 2!. Simultaneously, an approximate
7-cm21 bathochromic shift of the maximum of the stronge
band is observed with appreciable broadening toward
low-frequency end, while the band at 945 cm21 grows stron-
ger and shifts by 15 cm21 toward the high-frequency end
weak, relatively narrow bands also appear in the inter
1075– 1700 cm21. WhenCdye is increased to 12.5 mass %
the bands in the interval 1075– 1700 cm21 become distorted
and grow stronger; the intensity of the band at 3350 cm21

increases, and new secondary maxima emerge in its w
the band at 960 cm21 is amplified and undergoes a furth
hypsochromic shift; and the spectrum acquires a dist
band at 880 cm21 ~curve3!. Moreover, the doped films ex
hibit very low-intensity, narrow bands in the interv
3570– 3940 cm21, which become stronger asCdye is raised
and the longer the films are kept in a humid atmosphere
the temperatureTtr is lowered, we mainly observe a mode
ate ~up to 30%! increase in the indicated groups of hig
frequency bands, the emergence of bands at 3400 cm21 and
945 cm21, and attenuation of the band at 1075 cm21.

Figure 2 shows the absorption spectra of rhodamine
doped sol and gel films in the visible and ultraviolet~UV!
regions for various values ofCdye andTtr . We see that a so
film with Cdye51 mass % is characterized by a strong, bro
band with a maximum at 500 nm, whose long-wavelen
a
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part has a ‘‘shoulder’’ at 530 nm, and by a series of overla
ping bands in the UV region~curve 1!. Drying of this sol
film has the effect of attenuating the short-wavelength co
ponent of the absorption band in the visible region at
expense of amplifying its long-wavelength compone
which attains maximum intensity atTtr5300 °C ~curve 2!.
At Ttr5360 °C the dye absorption decreases considera
and the maximum of the given band shifts in the sho
wavelength direction to 515 nm~curve 3!. Halving Cdye at
fixed Ttr5300 °C has scarcely any effect on the profiles
the spectral band and is accompanied by a proportionate
duction of the absorption. On the other hand, whenCdye is
increased above 1 mass %, we observe an increase in
intensity of the short-wavelength component of the abso
tion band in the visible region but a decrease in its spec
intensity

I dye5
*l1

l2D~l!dl

Cdye
,

FIG. 2. Absorption spectra of rhodamine 6G-doped films.1! Sol film; 2–5!
gel films; 1–3! Cdye51 mass %;4! Cdye512.5 mass %;1! Ttr522 °C;
2,4,5! 300 °C;3! 360 °C.T522 °C, thickness of the gel films 0.2mm. The
intensities of spectra 1–3 are magnified by a factor of two.
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where l15440 nm andl25580 nm. ForCdye56 mass %
this band broadens considerably~curve 4!, and its intensity
I dye drops 20% from the value of the same parameter
curve 2. For Cdye512.5 mass % light is almost totally ab
sorbed in the interval 490–530 nm and at the shorter wa
length of 260 nm, andI dye decreases still further~curve 5!.
The prolonged~about one full day! storage of films with
Cdye.1 mass % in a humid atmosphere is accompanied
appreciable amplification of the short-wavelength compon
and attenuation of the long-wavelength component of
visible absorption band.

Figure 3 shows the luminescence spectra of rhodam
6G-doped gel films in air and in saturated pyridine vapor
various temperatures. Clearly, for the films exposed to
with Cdye50.5 mass % at an excitation wavelengthlexc

5350 nm andT522 °C the given spectrum represents
asymmetric band with a maximum in the vicinity of 585 n
~curve 1!. The scanning oflexc along the absorption spec
trum is not accompanied by any real change in the abs
tion or the profile of this band. IncreasingCdye to 1 mass %
produces a small bathochromic shift of the luminesce
band and a kink in its long-wavelength component~curve2!.
For a film withCdye512.5 mass % atlexc5350 nm there is
a significant bathochromic shift of the luminescence ba
and it acquires a new maximum at 660 nm~curve 3!. This
film also exhibits a shift and distortion of the spectrum wh
lexc is varied~cf. curves3 and4!. Raising the film tempera
ture to 110 °C decreases the luminescence and sim
neously produces a hypsochromic shift of its spectral ban
low Cdye ~curve 5! and a redistribution of the intensity i
favor of the short-wavelength component at highCdye ~curve
6!. The presence of pyridine vapor has a weak influence
the profile of the luminescence band of gel films withCdye

,6 mass %, but atCdye512.5 mass % an appreciable hy
sochromic shift of the luminescence and substantial atten
tion of its long-wavelength component are observed~curve

FIG. 3. Luminescence spectra of rhodamine 6G-doped gel films in
~graphs 1–6! and in saturated pyridine vapor~graph 7!. 1,5! Cdye

50.5 mass %;2! Cdye51 mass %;3,4,6,7! Cdye512.5 mass %;1–3,5–7!
lexc5350 nm; 4! lexc5520 nm; 1–4,7! T522 °C; 5,6! T5110 °C. Ttr

5300 °C. The intensities of spectra 5 and 6 are plotted relative to spec
and 3, respectively.
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7!. When the saturated vapor temperature of the solven
raised, a similar variation of the spectrum is observed e
for films with Cdye,6 mass %.

Figure 4 shows the luminescence photon yield
rhodamine 6G-doped gel films in air and in pyridine vapor
a function ofCdye andT at lexc5350 nm. It is evident that a
Cdye50.5 mass % andT522 °C the value ofh in air is
approximately 0.6% and decreases when the doping lev
increased to 0.07% atCdye>6 mass %~curve1!. The abso-
lute value ofh increases somewhat in pyridine vapor, b
decreases with increasing concentrationCdye in the interval
0.5–6 mass % and increases atCdye512.5 mass %~curve
2!. Heating of the films in air is accompanied by a decrea
in h. This decrease is substantially less pronounced for fi
with Cdye50.5 mass %~curve 3! than for films with Cdye

56 mass %~curve4!. We note that heating of the films in
saturated pyridine and ethanol vapors is accompanied b
severalfold increase inh and washout of the dye from th
film.

3. DISCUSSION OF THE RESULTS

The bands observed in the IR spectrum of the undo
gel film ~curve 1 in Fig. 1! at 3400 cm21, 1075 cm21, and
940 cm21 are attributable to the fundamental valence os
lations of the OH groups and to the antisymmetric oscil
tions of the Si–O and Si–O2 bonds, respectively.8 The ba-
thochromic shift of the band at 3400 cm21 for a film with
low Cdye ~curve 2! could be evidence of a decrease in t
length of the hydrogen bonds,9 and the analogous shift a
1075 cm21 is logically identified with the stretching an
breaking of Si–O bonds.10 Further evidence of such bon
breaking is found in the amplification of the band
940 cm21, and the shift of this band toward the high
frequency end suggests the foreshortening of Si–O2 bonds.
The significant amplification of the band associated w
nonbridge-oxygen centers and the distinct appearance
spectral band at 800– 920 cm21, corresponding to tricoordi-
nated oxygen,8 are the results of further disintegration of th

ir

1

FIG. 4. Luminescence photon yield of rhodamine 6G-doped gel films in
~graphs 1, 3, 4! and in saturated pyridine vapor~graph 2!. 3! Cdye

50.5 mass %; 4! Cdye56 mass %. Ttr5300 °C, T522 °C ~graphs 1
and2!.
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host for a film with the maximumCdye ~curve3!. This con-
jecture is further indicated by the multiple amplification
the band associated with OH groups, because the breakin
Si–O bonds is accompanied by the formation of free ra
cals, which interact with atmospheric moisture. In this ca
one should observe more of a low-frequency shift and
tenuation of the band corresponding to oscillations of
Si–O bonds. This band obviously shows up on curve3 in the
form of the shoulder at 1055 cm21. The band shielding it,
like the series of bands in the interval 110– 180 cm21 and
judging from their similarity to the absorption spectrum
rhodamine 6G in KBr, is associated with dye molecule
cillations. These molecules are probably also responsible
the occurrence of the secondary maximum at 2950 cm21,
which is identified with valence oscillations of C–H bonds11

The loosening of the host matrix in connection with the
jection of the dye molecules is conducive to amplification
the weak bands in the interval 3570– 3940 cm21, a sizable
fraction of which can be referred to the fundamental-mo
and combination-mode oscillations of various types of h
droxyl groups on the surface of the film.11,12 Setting
COH50.01kOH (mass %) for the investigated films,13 where
kOH is the peak absorption index at 3400 cm21, we find that
COH is approximately 60% in undoped and lightly dop
films. The calculation of this quantity provides a means
estimating the ratio of the volume concentrations of O
groups and silicon atoms from the equationNOH/NSi

5COHM (SiO2/C(SiO2)MOH, whereM denotes the corre
sponding molecular weights. The resulting estimated ra
NOH'5NSi provides a basis for conceptualizing the structu
of such films in the form of a slightly crisscrossed netwo
permeated by pores filled with structurally bound water, re
dues of organic matter, and injected dye molecules.

The strong band in the visible part of the absorpti
spectrum of rhodamine 6G-doped gel films~Fig. 2! is attrib-
utable toS1←S0 transitions of dye molecules and is the p
mary functional band when these films are used as light
ters. Its spectroscopic behavior as a function ofCdye has been
well studied, and it has been established that the ban
governed by the proportion of monomers, dimers, and m
complex associates in the host matrix. For the monom
form of rhodamine 6G, aS1←S0 band with a maximum a
534 nm has been observed in such matrices. Splitting of
band into two components associated with transitions fr
the ground state to bonding and antibonding orbitals of
excited state is characteristic of the associates.4 The strongest
in the dimer spectrum is the long-wavelength compone
which is usually shifted several nanometers into the red r
tive to the monomer absorption band.14 The spectrum of
complex associates is characterized by the opposite rela
ship between the intensities of these components and s
changes in the positions of their maxima.14

In light of these considerations and the shape of curv1
we can assume that complex associates of rhodamine
molecules are predominant in the sol film. The attenuation
the short-wavelength component of theS1←S0 band in the
conversion of the sol film to a gel film indicates a decrease
the concentration of the associates as a result of the for
tion of silanol ~Si–OH! and siloxane~Si–O–Si! groups of
of
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‘‘cages’’ in the matrix,15 which enclose the dye molecule
The further reduction in the concentration of these associ
by heat treatment is logically explained by the fact that
sidual water molecules, which take part in the formation
the associates through hydrogen bonds,4 are now removed
from the film, and also by the shrinking of the cages
hydroxyl ions are replaced by bridge oxygen according to
reaction[Si–OH1HO–Si[→[Si–O–Si[1H2O↑. How-
ever, the possibilities for raisingTtr are limited, because eve
at approximately 360 °C thermal degradation of the dye s
in, manifested by a drastic decrease in the absorption~cf.
curves2 and3!. The essentially constant value ofI dye when
Ddye is reduced below 1 mass % indicates the low degree
association of rhodamine 6G molecules in such films. C
versely, the increase in the relative intensity of the sho
wavelength component of theS1←S0 band whenCdye is
raised above this value~cf. curves2 and4! bears witness to
the fact that the cages are no longer strong enough to pre
the formation of associates of rhodamine 6G molecules.
similar phenomenon observed when the gel films are kep
a humid atmosphere is indicative of their fairly high capac
for absorption relative to water molecules.

The strong dependence of the luminescence spectrum
rhodamine 6G-doped gel films onCdye ~Fig. 3! is consistent
with the above-described concentration variation of the
gree of association of the dye molecules. For example,
luminescence band of a gel film withCdye50.5 mass %
~curve1! must be ascribed toS1←S0 transitions of its mono-
mers. The invariance of the position and profile of this ba
aslexc is a sign of its uniform broadening. The presence o
small kink in the long-wavelength part of the band atCdye

51 mass %~curve 2! and the substantial increase in th
relative intensity of its corresponding component with a fu
ther increase inCdye ~curve 3! are attributable to lumines
cence from complex associates.14 The bathochromic shift of
the monomer component of the luminescence band with
increase inCdye indicates the inhibition of reorientation o
structural elements of the cage around a dye molecule du
the lifetime of the excited state of the latter. A consequen
of such inhibition is the onset of nonuniform broadening
the luminescence band of highly doped films, as evinced
the shift of this band whenlexc is varied~cf. curves3 and4!.
The intensity redistribution of this band in favor of the sho
wavelength component during heating of the film~curve 6!
indicates disintegration of the dye-molecule associates.
analogous phenomenon observed when the film is place
pyridine vapor~curve7! can be attributed to the absorptio
of dye molecules by the film, which then form solvate she
around the rhodamine 6G molecules, and the effect of th
shells in preventing association of the dye molecules. On
other hand, the narrowing of theS1→S0 band of a lightly
doped film as the temperature is raised indicates a decr
in the distortions of the rhodamine 6G molecules under
influence of the host matrix. This effect can be identifi
with thermal expansion of the matrix and an increase in
mobility of its structural elements, which encourages d
molecules to occupy sites having a less nonuniform envir
ment.

The most probable cause of the low value ofh for the
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investigated rhodamine 6G-doped gel films~Fig. 4! is the
migration of energy of excitation of monomers to nonlum
nescing dimers14 and weakly luminescing complex assoc
ates. Thus, assuming that the cross section of theS2←S0

(lmax'350 nm) varies negligibly in the transition from so
lution ~s'3.8310217 cm2, Ref. 16! to gel film, we readily
determine that the volume concentration of rhodamine 6G
a film with Cdye50.5 mass % is close to 3.
31020 molecules/cm3. In this case, assuming that the d
molecules are spherical and form a statistically uniform v
ume distribution, we obtain for the distance between th
centersR5(4pNdye/3)21/3'9.1 Å. This distance is smalle
than the diameter of the rhodamine 6G monomer molec
(;10 Å, Ref. 15!, leading to the assumption that dime
exist even in such a faintly colored film and are effective
a sink for the excitation energy. The conclusion that dim
are formed in the film is further confirmed by the presence
troughs in its luminescence excitation spectrum at 505
and 535 nm. The lowpH of the matrix17 because of the acid
sol used in the work can also lowerh. In view of the poor
thermal stability of rhodamine 6G associates,18 it was logical
to expecth to increase as the temperature increased.
experimentally observed opposite temperature behaviorh
~see curves3 and 4! can be attributed to the formation o
nonluminescing excimers, which are produced during co
sions as a result of temperature oscillations of excited
unexcited monomer molecules.19 The appreciable increase i
h ~cf. curves1 and2! for highly doped films placed in pyri-
dine vapor confirms that the pronounced loosening of
matrix asCdye is increased and that the solvent molecu
form solvate shells around the rhodamine 6G molecules

To summarize, as a result of the study we have dem
strated the feasibility of fabricating thin-film, glass–organ
light filters having a high optical density and acceptable s
vice parameters. We have established that the injection
dye molecules into the investigated silica gel films is acco
panied by loosening of the film structure through the stret
ing and breaking of Si–O bonds due to the formation
dimers and more complex associates of the dye molecu
The strong hygroscopicity and weak cross-linking of t
structural network of highly doped films of the films sets t
stage for molecules of vapors from highly volatile solvents
form solvate shells around the dye molecules. This eff
in
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tends to increase the luminescence photon yield of the st
tures while simultaneously producing a hypsochromic s
of the luminescence spectrum and making these films
viceable as luminescence sensors. Raising the heat-treat
temperature inhibits structural loosening of the host ma
and reduces the fraction of dye associates, but at h
rhodamine 6G concentrations their negative influence can
be overcome.
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Electrically active defects in BiSiO crystals undoped and doped with Cr and Mn ions
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The influence of doping of Bi12SiO20 ~BSO! with chromium and manganese ions on the thermal
depolarization currents~TDCs! is investigated. Measurements are performed in the
temperature interval 300–800 K as the preliminary polarization temperature is varied in the
range Tp5300– 523 K. It is shown that doping significantly alters the structure of the TDC
spectra. The Cr and Mn ions produce a set of new peaks over the entire investigated
temperature range. The thermal activation energies are 0.85–1.98 eV~BSO:Cr! and 0.58–1.72
eV ~BSO:Mn!. Another consequence of doping is an increase in the amplitudes of the
peaks and the charge accumulated during preliminary polarization. ©1998 American Institute
of Physics.@S1063-7834~98!01503-2#
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A comprehensive series of investigations of mate
properties sensitive to point defects has been reported to
for crystals of the sillenites Bi12SiO20 ~BSO! and Bi12GeO20

~BGO!. A variety of methods has been used: optical abso
tion spectroscopy~OAS!, photoelectric absorption analys
~PAA!, thermally stimulated current~TSC! spectroscopy,
thermoluminescence spectroscopy~TLS!, and photolumines-
cence spectroscopy~PLS! ~Refs. 1 and 2!. Thermoregulation
~TR! processes2 and alternating-current conductivity~ACC!
~Ref. 3! have been investigated. A diagram of local states
the bandgap has been proposed,2 tying in with the absorption
and photoconductivity ‘‘shoulders’’~Ref. 2!, thermoelectric
and photoelectric states,4 the photochromic effect,5 space-
4321063-7834/98/40(3)/3/$15.00
l
ate

-

f

charge stratification6 etc. Doping offers the possibility of ex
ercising direct control of these properties of sillenites
transforming the spectrum of local states. Transition-me
ions of the iron group are of special interest in this scena
As a multiply charged impurity, these ions by virtue of th
splitting of d terms in the ligand field produce levels th
have been well-studied, for example, in such wide-gap se
conductors as GaAs and GaP~Ref. 7!.

Information on local levels in sillenites doped with tra
sition metals is not very plentiful.1,3,8,9Only in-center transi-
tions are analyzed in studies of optical absorption and
photochromic effect.10–12 Levels at 1.5 eV, 1.6–1.7 eV, an
2.27 eV have been found in BSO:Cr and BSO:Mn crysta1
:

FIG. 1. a! Spectra of thermally
stimulated depolarization currents
1! BSO; 2! BSO:Cr; 3! BSO:Mn.
b! Calculated spectra:1! DI (T)
5I (T)BSO:Cr2I (T)BSO; 2! DI (T)
5I (T)BSO:Mn2I (T)BSO. Polariza-
tion temperature: a! Tp5373 K;
b! 323 K. Polarization voltage
Up5139 eV.
© 1998 American Institute of Physics
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TABLE I. Parameters of electrically active defects in BSO, BSO:Cr, and BSO:Mn crystals.

Crystal Tm , K Ea , eV Qi , C

Activation energies~eV!
from published data,

method@Refs.#

BSO 417 0.67 1.5131029 0.62– 0.68, TLS, TSC, PAA, TR
554 0.74 731029 0.72– 0.78, TLS, TSC, PAA, TR
599 0.9 4.831029 0.9, TSD@14#
618 0.91 631028

749 1.07* 1.8631027 1.04, OAS@9#
783 1.12* 2.3731027 1.12, TSD@14#
800 1.15* 4.1831027 1.15, TLS, PAA, PLS, TR

BSO:Mn 431 0.58 1.8231029

476 0.83 8.3431028

536 0.91* 231027

587 1.14 5.4231027

647 1.25 1.1931026 1.5– 1.7, OAS@9, 15#, TSC @1##
701 1.54 8.2431027

749 1.65* 2.7431026

780 1.72* 2.0831026

BSO:Cr 363 0.85* 4.1310210 0.85, OAS@9#, ACC @3#, ~BGO:Cr!
406 0.95 2.5431029

460 1.15 1.1331028 1.18, OAS@9#
531 1.27 7.6831027

637 1.5* 5.331027 1.5– 1.7, OAS@9, 15#, TSC @1#
696 1.65* 1.131026

764 1.8* 1.1931026

800 1.89* 7.7431027
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However, the TSC method used in this work has a low s
sitivity. Here we give the results of further investigation
the local levels in BSO:Cr and BSO:Mn crystals using t
more sensitive thermally stimulated depolarization~TSD!
method.13

The concentrations of Mn and Cr in the BSO cryst
were 0.1 mass % and 0.05 mass %, respectively. The the
depolarization of thermoelectric states created beforehan
BSO, BSO:Cr, and BSO:Mn crystals was investigated. T
polarization temperature was varied in the intervalTp

5300– 523 K. The polarizing voltage wasUp5190 V, and
the polarization time was held constant~30 min! in every
case. The TSD currentsI (T) were measured during linea
heating of the samples at a rate of 0.16 K•s21 in the tem-
perature interval 300–800 K. The sample preparation
measurement procedure is described in Ref. 14. The ac
tion energy was calculated by the initial-rise method (Ea)
and by utilizing the temperature position of the maximu
with Ea* 5akTm ~Ref. 13!. We estimateda on the basis of
the equality ofEa andEa* for the same discrete peaks of th
TSD spectra.

The spectraI (T) obtained here are shown in Fig. 1
Assuming that the contributions from different centers to
resultant spectra are additive, we have also calculated
differential spectra DI (T)5I (T)BSO:Cr~Mn!2I (T)BSO ~see
Fig. 1b!. This procedure permits sharper discrimination
the dopant contribution at a concentration;1016 cm23, be-
cause the densities of native point defects are much high
nominally pure BSO crystals (;1018 cm23). It is evident
that doping with Cr and Mn ions significantly transforms t
structure of the spectraI (T). Three groups of peaks A, B, C!
are discernible in the corresponding temperature inter
-
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300–480~A!, 480–581~B!, 581–823~C! ~see Fig. 1!.
Groups A and B are represented by a set of quasidisc

peaks. For group C theI (T) thermograms have the appea
ance of structured curves. Heterocharge relaxation is
served for all the investigated crystals, irrespective of
polarization conditions. Total depolarization occurs atT
,823 K. A characteristic trait of doping with Cr ions, a
opposed to Mn ions, is the appearance of a set of nar
peaks in group A~the temperature spreading of the maxim
DT,30 K! having an essentially symmetric profile. In bo
cases~BSO:Cr and BSO:Mn! the peaks of group B are cha
acterized by largeDT (DT.100 K).

The spectra of TSD currents for the investigated crys
are found to be sensitive to variation of the polarization co
ditions. An increase inTp lowers the intensities of the peak
and the chargeQi released at the TSD current peaks f
group C in the case of doped crystals, thereby improving
resolution of details of the spectrum. The variation ofTp

discloses a series of peaks, whose parameters are show
Table I. For the doped crystals correlation is observed in
interval 1.5–1.7 eV~BSO:Mn! and 0.85–1.7 eV~BSO:Cr!.
The TSD method has enabled us to distinguish, in addit
to these data, several new levels in the lower-energy ra
for BSO:Mn and over the entire range for BSO:Cr. BS
crystals are more sensitive to Cr doping than to Mn dop
~see Fig. 1!.

A consequence of doping is an increase~relative to un-
doped BSO! in the intensities of the peaks and the to
chargeQ released in depolarization; we define this quant
as
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Q5E
t1

t2
I ~ t !dt,

where t1 and t2 are fixed times in the conversion from th
temperature scale to the time scale. On the whole, the in
ence of doping onQ is indicative of an increase in the con
centrations of all local levels both in BSO:Cr and
BSO:Mn. Especially noteworthy is the increase in the co
centration of levels with activation energies in the interv
0.7–0.9 eV, which have been identified2 with the photo-
chromism of nominally pure BSO crystals. Consequen
the enhancement of the photochromic effect in BSO:Cr~Mn!
crystals, manifested in additional absorption in the ne
infrared wavelength range,10–12 can be ascribed to an in
crease in the concentration of these levels.
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Metastable states and physical characteristics of a subsystem of interstitial impurities
A. A. Berzin, A. I. Morozov, and A. S. Sigov
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117454 Moscow, Russia
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The behavior of mobile interstitial impurities in a crystal matrix has been simulated numerically.
The contribution of the impurity subsystem to the heat capacity, and the effect of
clusterization on the temperature dependence of the impurity diffusion coefficient have been
studied. © 1998 American Institute of Physics.@S1063-7834~98!01603-7#
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Due to their quantum properties, light interstitial imp
rities remain mobile at low temperatures. A prominent e
ample of such impurities is hydrogen isotopes in the ma
of a transition metal.

Although at high temperatures transitions of an impur
from one equivalent interstice to another occur primarily
activated over-barrier processes, tunneling between adja
equivalent interstitial sites becomes increasingly dominan
the temperature decreases. Since the probability of cohe
tunneling increases with decreasing temperature, one w
expect the diffusion coefficientD to have a temperature de
pendence like that shown in Fig. 1.

Experiments on hydrogen diffusion in metals do n
however, reveal anything of the kind.1 The reason for this
lies in the impurity clusterization phenomenon.

It is known that in an insulator the long-range part of t
interaction between point defects is elastic, i.e., it is an in
rect interaction via acoustic phonons. In a metal, one sho
add to this the indirect interaction via Friedel oscillations
electron density. Since both these interactions have an a
nating character, for any pair of defects in a metal matrix a
a pair of neutral defects in an insulator a set of bound st
develops, irrespective of the actual form of the short-ran
part of the interaction.2,3 As the temperature is lowered, th
leads inevitably either to capture of a mobile defect by
fixed one, or to clusterization of mobile defects. We sh
limit ourselves here to a consideration of the latter case.

If cooling were performed in quasistatic conditions, clu
terization would result in a large-scale separation of the s
tem into phases, which would contain impurities in a hi
(b) and a low (a) concentration, with the equilibrium impu
rity concentration in thea phase tending to zero with de
creasing temperature. The time required for the impurity s
system to reach equilibrium at low temperatures, however
a rule, is considerably longer than the duration of the exp
ment.

This is why in a crystal with a low concentration o
interstitial impurities,x<1022– 1021 ~x is the dimensionless
concentration per unit cell!, small clusters, containing only
few impurity atoms each, appear in place of large-sc
4351063-7834/98/40(3)/6/$15.00
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phase separation. These metastable states are long-lived
cause clusterization reduces strongly the mobility of impu
ties. Metastable states differ from one another in the rela
position and number of particles in a cluster, their locati
and concentration.

These metastable states are separated in phase
from one another and from the equilibrium state by hi
barriers, whose heights differ by many orders of magnitu
During an experiment, the impurity system undergoes av
aging not over the whole phase space but only in the vicin
of the deep minimum which the system reached under c
ing. In other words, the behavior of the impurity system
not ergodic. In this sense its behavior is similar to that
spin glasses; only the potential barriers between metast
states in our system remain finite.

This work was aimed at studying the properties of t
above metastable states by numerical simulation, beca
analytical treatment would involve very considerable dif
culties.

The first part of the work describes the model used. T
second part presents the results of calculation of the h
capacity of the impurity subsystem, and the third, those
the impurity diffusion coefficient. In the end, the main co
clusions are summed up.

FIG. 1. Temperature dependence of the impurity diffusion coefficient in
absence of clusterization processes.
© 1998 American Institute of Physics
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1. DESCRIPTION OF THE MODEL

A. Interaction potential

Besides interaction with one another, impurities inter
with the crystal matrix, and the potential of this interacti
has sharp minima at interstices. We shall assume that
interaction of the impurities with the matrix is the stronge
and neglect the change in equilibrium positions of the im
rities at interstitial sites caused by their interaction with o
another. We take a cubic lattice of interstices with an edgea,
which corresponds to tetrahedral pores in an fcc lattice.
terstitial impurities are distributed over the positions of t
interstitial lattice. We shall assume the short-range part of
interaction among impurities to be repulsive and oppose
transition of an impurity to a site already occupied by a
other impurity.

The elastic interaction between impurities in a wea
anisotropic cubic crystal can be presented in the form4

Welas5aS a

r D 3F3

5
2S X

r D 4

2S Y

r D 4

2S Z

r D 4G , ~1!

wherer5(X,Y,Z) is the distance between impurities in th
coordinate frame whose axes coincide with the crysta
graphic axes of the cubic crystal, and the constanta has the
same sign as the combination of the elastic constantsc44

1c122c11. In the given interstice lattice, the dimensionle
vectorr5r /a has integer coordinates,r5(X̃,Ỹ,Z̃).

The interaction via Friedel oscillations in electron de
sity will be prescribed in a simple form corresponding to
spherical Fermi surface:

Wel5bS a

r D 3

cos~2kFr !, ~2!

wherekF is the Fermi wave vector of the conduction ele
trons, andb.0. The constantsa andb are of the same orde
of magnitude. For hydrogen in a metal,a;b;1022 eV.

After making all energy quantities dimensionless by
viding them by the constanta1b, we finally arrive at the
interaction potential acting on impurities at interstitial sitei
and j :

W̃i j 5
b@3/52~ X̃/r!42~ Ỹ/r!42~ Z̃/r!4#1~12b!cos~gr!

r3 ,

~3!

whereg52kFa, andb5a(a1b).
The valueb51 corresponds to the case of an insula

(b50).

B. Transition probability

The simulation was performed for a cube of 30330
330 interstices, which was extended periodically to elim
nate boundary effects. The number of impurity atoms was
equal to 30 and 100, which corresponds to concentrat
x53.631024 and 1.131023 per site~or to concentrations
twice as large per matrix atom!.

The behavior of the impurity system was studied us
the Metropolis algorithm for the Monte Carlo method,5 by
which the impurity and the adjacent sitej to which it could
t
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transfer from sitei were generated randomly. Next the qua
tity j i j , the change in potential energy of the chosen imp
rity in the field of the other impurities, was calculated

j i j 5 (
mÞ i

~W̃jm2W̃im!, ~4!

where the summation runs over all impurities with the e
ception of the one chosen in the beginning.

Let J0 be the tunneling matrix element for impurity tran
sition between adjacent equivalent interstices in the abse
of disorder, i.e., forj i j 50.

In the caseuj i j u@J0 , the transition of an impurity from
one interstitial site to another is caused by either its inter
tion with conduction electrons~in a metal! or one-phonon
processes. The transition probability determined by inter
tion with electrons is, in order of magnitude,6

wel;J0
0/\j i j @exp~j i j /T!21#, ~5!

whereT is the temperature.
The transition probability due to phonon emission or a

sorption can be written7

wph;J0
2Ẽj i j /\u3@exp~j i j /T!21#, ~6!

whereẼ is atomic-scale energy, andu is the Debye tempera
ture.

The total transition probability is the sum ofwel and
wph. For j i j ,0, it depends weakly onj i j , while for j i j

.0 it falls off exponentially with increasingj i j . Therefore
the total transition probability can be represented to a g
approximation in the form

wi j 5H 1 for j i j <0,

exp~2j i j /T! for j i j .0
. ~7!

With this choice of the jump probability, the jump time i
the absence of interaction between impurities, i.e., forj i j

50, turns out to be dimensionless for the duration of t
jump. This does not affect in any way the static characte
tics of the system. When simulating the diffusion proce
however, we obtain in place of the diffusion coefficientD
the ratio D/D0 , where D0 is the diffusion coefficient for
noninteracting impurities.

C. Calculation of the heat capacity of the impurity system

We performed simulated annealing from the hig
temperature region where the distribution of interstitial im
purities over interstices is a random function. The initial im
purity distribution was chosen in a random way. T
temperature of the system was varied linearly

T5T02ct, ~8!

where T0 is the initial temperature of the system,c is the
cooling rate, andt is the time~i.e., the number of steps!.

The energy of the impurity systemE was determined as
the sum of their pair interaction energies. Different cooli
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rates were chosen, so as to generate from 100 to 5000 im
rity jumps in each step in temperature (n5100– 5000).

The E(t) relation @or, after the corresponding transfo
mation,E(T)# for a given initial realization of impurities wa
found to be an oscillating function because of the brea
and formation of clusters, which results from the bound
ness of the system under study. Therefore we performed
eraging over a large number of realizations, thus smooth
the oscillations. The heat capacity of the impurity system
constant volume was found by differentiating the relati
thus obtained with respect to temperature.

D. Diffusion coefficient

To determine the diffusion coefficient, we used the E
stein relation connecting the diffusion coefficient with t
mobility m:

D5Tm, ~9!

where the quantitym was defined as the coefficient of pro
portionality between the velocity of directed impurity motio
and the applied force.

After creation of a weak potential gradient along one
the crystallographic axes, the initial impurity coordinat
were generated. Next annealing was simulated from
high-temperature region to the final levelTf according to

T5Tf1~T02Tf !exp~2ct!. ~10!

This resulted in relaxation of the impurity subsystem
the steady state. Indeed, in the low-temperature domain
distribution of impurities is not random because of their
teraction with one another~clusters appear!. The time at
which the steady state was reached was determined by m
toring the total energy of the impurity system.

After the steady state was reached, the impurity flux p
duced by the applied constant forceF was determined. The
ratio of the particle flux toF yielded the mobility. The force
was chosen so as to meet the conditionFa!T. This is
needed in order to be able to take into account the pote
energy gradient only in the first nonvanishing approximati

FIG. 2. Heat capacity of the impurity subsystem forx53.631024,
b50.5, n5: ~a! 100, ~b! 500, ~c! 1000,~d! 2000, and~e! 5000.
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In this way the temperature dependence of the quan
D/D0 was found.

2. HEAT CAPACITY

Figures 2 and 3 display the temperature dependenc
the heat capacityC for different cooling rates obtained for 3
and 100 impurity atoms. The fact that the impurity syste
did not reach equilibrium is evidenced by the hysteresis
the E(T) relation observed under temperature cycling~Fig.
4!. Note also that at equilibriumC(T)→0 for T→0.

For high cooling rates~small n! the heat capacity grows
with T50 is reached. The reason for this is that at su
cooling rates particles do not have time enough to form cl
ters~Fig. 5a!, although the nuclei of clusters are seen clea
Some impurity atoms freeze out.

As the cooling rate decreases~n increases!, the heat ca-
pacity passes through a maximum atTmaxÞ0. It shifts with
increasingn toward higher temperatures finally freezing
the true clusterization temperatureTcl . It can be estimated
as2,3

Tcl5w0 /u ln xu, ~11!

FIG. 3. Heat capacity of the impurity subsystem forx51.131023,
b50.5, n5 ~a! 100, ~b! 500, and~c! 1000.

FIG. 4. Energy of the impurity subsystem vs temperature under~1! cooling
and ~2! heating forx53.631024, b50.5, n51000.
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wherew0 is the specific binding energy of defects in a clu
ter.

Because the quantityw0 depends on the shape and nu
ber of particles in a cluster and increases as one goes
from small clusters to a homogeneous high-concentratiob
phase, clusterization will occur at different temperatures
pending on the cooling rate.

For infinitely slow cooling, where there is enough tim
for averaging to extend over all of the phase space, there
be a first-order phase transition accompanied by large-s
phase separation. It is characterized by the maximum v
of Tcl and a sharp peak in heat capacity atT5Tcl .

For realistic cooling rates, averaging can encomp
only a limited part of phase space, whose size increase
the cooling rate decreases. This is accompanied by an
crease inTcl and the height of the heat-capacity peak, wh
the peak width decreases. Atn5500 a large number of sma
clusters appear~Fig. 5b!, to coalesce atn52000 into one
large cluster~Fig. 5c!.

The shape of the resulting clusters and hence the ph
cal characteristics of the impurity system depend subs
tially on the relative magnitude of the two contributions
the long-range interaction between them, i.e., on the cons
b in Eq. ~3!. Substitution of b50.8 for 0.5 causes the
nearest-neighbor impurities in a cluster to occupy adjac
~Fig. 5d! rather than alternate~Fig. 5b! interstitial sites. Fig-
ure 6 presents for comparison temperature dependence
heat capacity relating to the same value ofn but differentb.
A heat capacity peak similar to the one obtained by simu
tion was observed8,9 to occur in ZrCr2Hx(Dx) (0.27,x
,0.45) for T<60 K. Note that in the phase diagram th
concentration region (x,0.6) remains single phase down
T50,10 in other words, no large-scale phase separation

FIG. 5. Impurity distribution produced by cooling forx53.631024,
b50.5, n5 ~a! 100, ~b! 500, ~c! 2000, and~d! b50.8, n51000.
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observed here. One may thus conclude that it is small hyd
gen clusters that form in this concentration region.

3. DIFFUSION COEFFICIENT

Since the distribution of impurities over interstitial site
associated with cooling toT,Tcl depends both on their ini
tial distribution and on the cooling rate, simulation produc
generally speaking, not oneD/D0 curve but rather a set o
them ~Fig. 7!. The leftmost curve corresponds to large-sc
phase separation~Tcl is maximum!, and the rightmost, to
small-cluster formation and freezeout of single impurities.
this case the diffusion coefficient will drop at a lower tem
perature.

The averaging of theD/D0 relation is displayed in Fig. 8
for different values of parametersx, b, andg. They exhibit a
common feature in the decrease ofD/D0 with decreasing
temperature from one~high-temperature region! to practi-
cally zero (T!Tcl).

Theory yields the following estimate:2,3

FIG. 6. Heat capacity of the impurity subsystem forx53.631024,
n51000, ~a! b50.5 and~b! b50.8.

FIG. 7. D/D0 relations for different initial realizations and cooling rates.
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D

D0
5@11hx exp~w0 /T!#21, ~12!

whereh;1.
The error for the quantityD/D0 in the high-temperature

region, i.e., the scatter in the values obtained for differ
initial realizations, is 10%. As already mentioned, in the
gion whereD/D0 drops the error increases. ForT,Tcl the
absolute error ofD/D0 determination is extremely small
(,1024), but since different initial realizations give rise t
different clusters and different values ofw0 , the values of
D/D0 corresponding to different final realizations may diff
by more than an order of magnitude.

Estimate~12! was obtained neglecting the cluster mob
ity. In actual fact, particle transport may occur in two way

1. The impurity breaks away from the cluster and d
fuses a certain distance, where it is captured by another c
ter or another impurity to contribute to formation of anoth
cluster. We shall call this contribution to diffusion the co
tribution of unclusterized impurities~i.e., of those external to
the clusters!. Since their fraction decreases exponentia
with temperature, the same occurs with the quantityD/D0 .

2. Without breaking away from the cluster, the impur
moves along its boundary. It is followed by another impuri
and so on. This results in a shift of the cluster as a wh
without evaporation of impurities out of it and condensati
onto it.

Our simulation indicates that both in the clusterizati
region and forT.Tcl.0.3 the main contribution to diffusion
comes from the unclusterized impurities. For lower tempe
tures, processes of the second type should dominate, bec
their activation energy is lower than that of evaporation.
this region, however, diffusion is practically suppressed, a
simulation requires a substantially longer time.

We are turning now to a comparison with experime
Since in the case of quantum impuritiesD0(T) in the low-

FIG. 8. D/D0 relations for~a! x53.631024, b50.5, g50.75; ~b! x53.6
31024, b50.8, g50.75; ~c! x53.631024, b50.8, g51.2; ~d! x51.1
31023, b50.5, g50.75.
t
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temperature domain grows according to a power law w
decreasing temperature,1 the exponential falloff of the diffu-
sion coefficient is entirely associated here with clusterizat
processes. Experiments should exhibit a crossover from
activated dependence describing over-barrier transition
high temperatures to another, with a lower activation ener
which corresponds to quantum diffusion at low temperatur
One may envisage differentD(T) relations depending on th
relative magnitude of the temperature, at which tunnel
begins to dominate over classical diffusion, andTcl .

11

The activation energy for protium in niobium and tant
lum matrices was observed to decrease around 250 K.12–14

For heavier hydrogen isotopes no such decrease was fou
occur, which supports the quantum nature of th
phenomenon.13,15 We recall thatJ0 falls off exponentially as
the mass of the tunneling particle increases.

A similar effect was observed also in ZrCr2Hx (0.25
<x<0.5) at 220 K.16

Because experiments on volume diffusion of hydrog
were carried out on macroscopic samples, they were no
volved with the problem of dependence on initial realizatio
but the dependence of the final state on cooling rate rem
an important aspect from the experimental standpoint.

Thus, clusterization of mobile interstitial impurities in
crystal matrix results, as a rule, not in a large-scale ph
separation but rather in the onset of a metastable state c
acterized by a large number of small clusters. Their sh
depends substantially on the cooling rate and parameter
the long-range interaction between impurities.

Clusterization manifests itself in a heat capacity pe
which was observed in a number of experiments.

Clusterization of impurities results in a strong depress
of their diffusion coefficient. Therefore even in the case
quantum defects one observes with decreasing tempera
not a rise in the diffusion coefficient but rather a replacem
of one activated dependence ofD by another, with a lower
activation energy.

As the temperature is decreased below the clusteriza
point, the diffusion begins to be dominated by clus
‘‘creep,’’ a process that should be accompanied by still a
other decrease of activation energy.

Partial support of the Russian Fund for Fundamental
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Microhardness anisotropy and the density of atoms in the unit identity volume
of crystals
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A new criterion of the reticular and polar anisotropy of microhardness is proposed: the density of
atoms in the unit identity volume, i.e., the ratio of the number of atoms of one species in
the atomic planes~plane! contained within the limits of the unit identity volume to the sum of
the areas of these planes~plane! containing atoms of that species. It is shown that these
densities of lanthanide, actinide, and boron atoms correlate satisfactorily with the reticular and
polar microhardness anisotropy of their tetraborides and hexaborides. This criterion can
be used to predict the nature of the variation of the reticular and polar microhardness anisotropy
for other classes of compounds as well. ©1998 American Institute of Physics.
@S1063-7834~98!01703-1#
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Many investigations have been devoted to the nature
the anisotropy of microhardness, but it is still not adequat
understood.1–3 Today there are three distinct major a
proaches to assessing the nature of the anisotropy: chem
~or crystal–chemical!, physical and structural~or crystallo-
graphic!.

The chemical approach looks at the variation of the m
crohardness~strength! of a material on different faces an
the same face of a crystal as a function of the number
type of atoms and the direction and strength of the chem
bond between them in the crystal structure.1 The difficulties
of this approach for many compounds lie in the experimen
and theoretical acquisition of accurate data on the nature
strength of the chemical bond.

The physical approach explains the nature of the ani
ropy of the lattice structure in terms of primary and seco
ary processes of plastic deformation, deformation volum
and structures that form around an indentation. These
cesses are treated at the level of collective lattice phenom
and, in particular, disregard the individual atomic charac
of the investigated chemical compounds. This approac
the most useful for a highly plastic material.2–4 The difficulty
is that for various classes of compounds, especially the h
melting kind ~brittle and low-plasticity materials!, the pro-
cesses of plastic deformation have not yet been adequ
studied in relation to their dependence on the temperat
the magnitude and duration of the load, and the presenc
impurities.

The structural approach entails calculating the density
atoms on the faces of various simple geometrical forms2 and
establishing the dependence of the anisotropy of the mi
hardness on this density: The greater the reticular densit
atoms, the harder is the face. The implementation of
approach, in application to diamond for example, rests on
concept of the atomic density of planar networks within
cube, a rhombododecahedron, and an octahedron.5 This is
well suited to pure elements, for which all the atomic plan
4411063-7834/98/40(3)/6/$15.00
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in all directions contain identical atoms. However, when t
subject turns to compounds for which atoms of different
ements appear on the faces in different crystallographic
rections, the same approach falls short and cannot acc
for the nature of the reticular anisotropy. It is totally inapp
cable to polar anisotropy.

However, none of these approaches takes into consi
ation the role of the volume of the structure beneath the fa
of various simple forms and beneath different directions o
face of one given form.

Here we propose to consider the density of atoms i
distinct volume of the crystal structure wherein the char
teristic structural motif2 for the symmetry of the given struc
ture is wholly reproduced. Such volumes will differ in di
ferent crystallographic directions, because the structu
motifs themselves differ in these directions. Such a volu
will be the most representative part of any crystal structure
any element or compound. It will provide a means for mo
objectively comparing the densities of atoms of eleme
both on different faces and on a single face in different
rections, because the density of the atoms will be calcula
in one plane or in a series of planes contained within
given volume and will more accurately characterize the
lient features of the structure. In this study we give the
sults of calculations of the proposed criterion and experim
tal data on the microhardness of single crystals of lanthan
and actinide hexaborides and tetraborides and also of m
materials.

1. CALCULATIONS AND EXPERIMENTAL DATA

In the present article we propose a refined structural
proach to the microhardness anisotropy problem. To that
we invoke two new concepts: the unit identity volume a
the density of atoms in the unit identity volume.

The unit identity volumeVi is a volume of crystal struc-
ture within the limits of a single elementary identity mot
defined by the face of simple form and three element
© 1998 American Institute of Physics
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translations, or identity periods. It can be established in
crystal structure in any crystallographic direction. For e
ample, in a cubic structure the volume in question for a fa
of a simple$100% cube can be defined by a translation,
identity period—the shortest possible distance between id
tical points of the crystal structure~Ref. 7, p. 9!. In this case
it coincides with the volume of the unit cell. In the gener
case the volume in question for any crystallographic dir
tion can be obtained in three ways~Ref. 2, p. 11!: 1! by three
noncoplanar~not in the same plane! translations; 2! by a
system of equivalent points that transform from one to
other by means of three noncoplanar translations; 3! by a
system of identical parallelepipeds that densely fill space
can be made to coincide by three principal translations.

The density of atoms in the unit identity volumer iv is
the ratio of the number of identical atomsni in one atomic
plane or(ni in all atomic planes containing such atoms a
contained within the unit identity volumeVi defined by the
face of a simple form of the crystal structure to the areaSi of
all such planes containing the identical atoms:

r iv5ni /Si or ( niY ( Si .

This criterion, in contrast with the reticular density
atoms for the plane, is a characteristic volume of the cry
structure of chemical compounds for the face of each sim
form. It can therefore be used to describe more comple
the response of the structure to an external influence.
shall conditionally consider such influence~e.g., a diamond-
pyramid! only on atomic planes contained within the limi
of Vi ~in the measurement of reticular microhardness! or on
one plane contained within the limitsVi ~in measurement o
the polar microhardness! and not within the limits of the
actual deformation volume created around the indentat
We introduce another assumption to facilitate the calcu
tions: All atoms situated on the edges or in the corners of
face~planar network of atoms! are regarded as whole atom
~not fractions as is customary in calculating the reticular d
sity of atoms for a face!.

The correlation of the calculated values ofr iv with mi-
crohardness data is an indicator of the presence of retic
~for faces of different simple forms! and polar~for the face
of one simple form! anisotropy as a characteristic that d
pends on the density of atoms of either element~or both!
within the limits of Vi . For faces of different simple form
r iv is calculated for the atoms of each species from the t
area of all planes containing such atoms, contained wi
Vi , and parallel to the plane of the face of the simple fo
for which r iv is being calculated.

If r iv is determined for a specific direction on the pla
of the face of one simple form, the area of the atomic pla
oriented strictly at a selected angle~0°, 45°, 90°! on this face,
perpendicular to the latter, and bounded byVi is divided by
the number of atoms of one~each! species contained in it.

1.1. Density of atoms and reticular anisotropy of the
microhardness of hexaborides and tetraborides

It is evident from Fig. 1a that the cross sections of La6
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through the atoms within the limits ofVi form a series of
parallel planes containing such atoms. The areas of all
planes containing atoms of one species are summed, anr iv

is calculated as the quotient of their total area divided by
total number of identical atoms in them~see Table I!. It is
evident from the calculations ofr iv for the metal and boron
atoms that for LaB6 the face of the cube must be harder th
the face of the rhombododecahedron, whereas for ErB4 the
face of the pinacoid is harder than the face of the$100%
prism. For the reticular density of atoms, on the other ha
it is impossible to make a complete comparison, because
reticular density has zero values for both the metal atoms
the boron atoms~since their atoms do not emerge to th
surface of the face in these cases!.

Consequently, the use ofr iv to exhibit reticular anisot-
ropy of the density of atoms in the crystal structure of co
pounds~and the properties associated with this density, e
microhardness!, in contrast with the reticular density of a
oms, is more definite and preferable. Table I gives exp
mental data on the determination of the Knoop microha
ness for lanthanide and actinide hexaborides and tetrabo
by a procedure described earlier.7,8

1.2. Density of atoms and polar anisotropy of the
microhardness of hexaborides and tetraborides

An example of the calculation ofr iv for various direc-
tions ~e.g., 0°, 45°, 90°! on one plane can be carried out fo
the face of the LaB6 rhombododecahedron on the basis of t
rule described above~the intermediate direction on the plan
is approximately 45° when the long axis of the Knoop py
mid is oriented at the angle of the face, because the face
rhombododecahedron is a rectangle, not a square!. We
choose three directions on the rhombododecahedron
ABCD ~Fig. 1b!: AD(0°), AC(;45°), and AB(90°),
whose area, along with the number and species of at
contained in them, must be known or determined. An ana
sis shows that the rectangleADKL contains two La atoms
and two B atoms, and the trapezoidsACNL andABFL con-
tain two and three La atoms, respectively, and no B ato
The densitiesr iv of La and B atoms for all three direction
can be determined by calculating the areas of these fig
~see Table I!. It is important to note that theACNL plane
passes close to~at least! two boron atoms contained within
Vi . All the data of ther iv calculations for LaB6 and ErB4 are
given in the table, where they are compared with experim
tal data on the microhardnessHk .

2. DISCUSSION OF THE RESULTS

A comparison ofr iv both for difference faces and fo
different directions on one face can be made for each spe
of atoms separately as long as the value ofr iv is not equal to
zero in all cases. Ifr iv50 holds for atoms of one species, th
values ofr iv for atoms of different species must be compar
in this case. To explain the reticular anisotropy of the mic
hardness, we compare the tabulated~Table I! values ofr iv

andHk for different faces of LaB6 and ErB4. Of course, such
a comparison is feasible in some direction on the face. T
fact leads to the conclusion that the comparison of sin
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FIG. 1. Schematic diagrams of the crystal lattice of LaB6 with a habit in form of a cube~a! and a rhombododecahedron~b!, unit identity volume of the crystal
structure of ErB4 ~c!, and general view of the structure of tetraborides~d!. a! The bold lines define the unit identity volumeVi ~which in this case coincides
with the volume of the unit cell!; b! the hatched areas represent the planes, perpendicular to three directions on the plane of the rhombododecahedro~0°, 45°,
90°! and contained withinVi , in which r iv is determined and the polar microhardness is measured; the lower diagram represents the atomic layers p
the faces of the$100% cube and the$110% rhombododecahedron; c! r iv coincides for the faces of the~001! pinacoid and the~100! prism ~the figure is elongated
in the direction of theZ axis as a visual aid!; the lower diagram represents the atomic layers parallel to the face of the~100! prism.
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TABLE I. Density of metal atomsr iv and boron atomsr iv B (atoms/AA2) within the limits of Vi , and microhardnessHk ~kg/mm2, P520 g! in different
directions on difference faces of single crystals of LaB6, ErB4, and other hexaborides and tetraborides.

Direction 0° 45° 90°

Na La—4, B—0 La—4, B—2

r iv B 0 0.082

Crystal a, Å Hk r iv Hk r iv

LaB6(LnB6) LaB6 4.1570 23506260 0.231 21606 160 0.164
cube, CeB6 4.1396 24606 220 0.233 21306 130 0.165
$100% PrB6 4.1327 24606 210 0.234 22206 120 0.166

NdB6 4.1266 24606 190 0.235 20506 120 0.166
SmB6 4.1334 21206 190 0.234 19506 120 0.166
EuB6 4.1844 23306 200 0.228 21006 120 0.162
YbB6 4.1468 23306 200 0.233 22006 130 0.164
ThB6 4.1108 18306 70 0.237 17106 60 0.167

Na La—2, B—2 La—2, B—0 La—3, B—0

r iv B 0.164 0 0

LaB6(LnB6)
Crystal Hk r iv Hk r iv Hk r iv

rhombodo- LaB6 19506 120 0.164 17406 100 0.126 20706 120 0.231
decahedron, SmB6 15006 90 0.166 17406 100 0.127 16006 90 0.234
$110% YbB6, P550 g 18506 70 0.165 17006 70 0.127 19906 80 0.233

Na Er—0, B—4 Er—0, B—6

r iv B 0.080 0.150

Crystal Hk r iv B Hk r iv B

ErB4(LnB4) ErB4 17906 130 0.080 21406 110 0.150
pinacoid, SmB4 27106 150 0.078 19506 110 0.145
$001% GdB4 17406 130 0.078 21906 120 0.147

TbB4 18306 140 0.079 22206 120 0.148
DyB4 21406 160 0.081 20506 110 0.152
HoB4 20706 150 0.080 16006 80 0.149
UB4 22606 110 0.080 21906 130 0.151

Na Er—4, B—0 Er—2, B—2 Er—0, B—4

r iv B 0 0.035 0.080

Crystal Hk r iv Hk r iv B Hk r iv B

ErB4(LnB4) ErB4 25706 150 0.141 28006 170 0.035 23306 140 0.080
prism, SmB4 25306 150 0.137 27006 160 0.034 21406 130 0.078
$100% GdB4 24806 150 0.138 25206 150 0.034 22006 130 0.078

TbB4 20506 120 0.139 25806 150 0.034 19506 110 0.079
DyB4 19106 100 0.143 22206 120 0.035 17406 90 0.081
HoB4 25006 150 0.141 27206 160 0.035 20506 120 0.080
TmB4 22806 130 0.142 24206 140 0.035 19506 110 0.080
LuB4 21506 120 0.143 22006 130 0.035 19506 110 0.081
ThB4 20506 120 0.134 21406 130 0.033 17406 100 0.076

Note: The purity of all the compounds is 99 mass % or better;Na denotes the number of atoms in planes parallel to the face of interest within the lim
Vi ; the 0° and 90° directions are equivalent for the cube and pinacoid.
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crystals of compounds by microhardness on different fa
or on one face is practical only when data are available
the compared faces in a certain direction~e.g., 0°, 45°, 90°!.
Otherwise we can only address a certain average microh
ness of single crystals.

It follows from the table that for LaB6 the face of the
cube is harder than the face of the rhombododecahed
corresponding both to the trend of the calculatedr iv data and
to the nature of the variation ofHk . The variation ofHk for
other hexaborides is similar@the mutual deviation for all the
s
r

rd-

n,

compounds is (2 – 3)s#. The values ofHk in different direc-

tions on the face of the cube for all hexaborides also co
lates with the values ofr iv for the metal atoms@deviation
,(1 – 2)s#. For the face of the rhombododecahedron suc
correlation is observed for two@'(2 – 4)s# of the three in-
vestigated hexaborides; the lack of data for all oth
hexaborides is attributable to the absence of this face or t
imperfection and very small surface area. Consequently, b
the reticular and the polar anisotropy of the microhardnes
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hexaborides are well described by the proposed criterionr iv .
The calculated value ofr iv for ErB4 shows that the$001%

pinacoid must be harder than the$100% prism in the;45°
direction, have approximately equal hardnessHk in the 90°
direction, and can be softer in the 0° direction~see Table I!.
For all the tetraborides, however,Hk is lower in the;45°
direction on the pinacoid than for the prism@deviation
(1.5– 5)s#. In the 0° direction the pinacoid is actually soft
than the prism~with the exception of SmB4 and DyB4, de-
viation '1.5s!, and in the 90° direction the pinacoid
softer than the prism for three compounds@deviation
'(1 – 2)s# and is harder than the prism for three compoun
@two of them with a deviation'2s, but for HoB4 the values
practically coincide#. This contradiction is easily resolved b
taking into account the possibility of error in establishing t
simple form ~pinacoid or prism! for very small samples
(,0.2 mm). The scatter of the data in the 90° direction c
be attributed to surface imperfection of the faces of the
vestigated samples. We therefore regard the interpretatio
the reticular microhardness anisotropy of the tetraborides
means ofr iv as satisfactory.

In regard to polar anisotropy, for the pinacoid form
the tetraborides we observe both a maximum~for three com-
pounds! and a minimum~for four compounds! of Hk in the
45° direction, even though the criterionr iv B for boron has a
maximum here~r iv50 for Er!. We can assume that in th
event of imprecise orientation of the long diagonal of t
Knoop pyramid it is possible for the plane in which it
directed to deviate from the plane containing the maxim
number of B atoms. Judging from the large number of te
borides having a minimum ofHk in the'45° direction, such
a deviation is more inevitable than merely probable~Fig. 1d!.

In the case of the prism all the tetraborides without e
ception~including the application of different loads7! have a
maximum ofHk in the;45° direction, andr iv.0 for the Er
and B atoms, even though the absolute values here
smaller than the values ofr iv for 0° ~Er only! and for 90°~B
only!. This maximum can be attributed to the fact that t
plane in the;45° direction contains at least two boron a
oms and two metal ions~our analysis shows that the tw
boron atoms and the two metal atoms are very close to
plane, perpendicular to this direction and to the face of
prism, in which the microhardness is measured! ~Figs. 1c and
1d!. Moreover, this plane is also perpendicular to the h
spots of the networks of boron atoms formed by the base
the boron octahedra and linking the boron atoms~Fig. 1d!. In
these cases the Knoop pyramid hits many chemical bo
perpendicular to its motion, between boron atoms. Also p
pendicular to this motion are the high spots of planes c
taining metal atoms. Everything here is related to the deg
of perfection of this crystal face, which for some tetr
borides, according to our observations, has a distinct sha
~jointing, cleavage, lamination, and other manifestations
deformation processes in the material!.

It is worth noting, in light of the foregoing, that th
nature of the variation ofr iv for all directions on the prism is
consistent with the nature of the variation ofHk .

Thus, the proposed criterionr iv and the conditions gov
erning its application are helpful in explaining and predicti
s
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the variation of microhardness both on different faces and
one face of single crystals of high-melting borides.

For all hexaborides and tetraborides of lanthanides
actinides the variation ofr iv is corresponds to the variatio
of the periods of the lattice of each compound9 ~see Table I!.
We might also note that in isostructural series of compou
r iv is not a ‘‘sensitive’’ parameter in that, despite apprecia
differences in the lattice periods,r iv has the same values fo
several different compounds~see Table I!.

To test the applicability of the proposed criterion
compounds having a different~e.g., ionic! type of bond, we
have measuredHk for NaCl and LiF~a55.64 Å and 4.03 Å!
in all three directions for the faces of a cube~LiF!, a rhom-
bododecahedron, and an octahedron,5and for them we have
calculatedr iv and the reticular density of atoms for eac
species of atom~Fig. 2!. A standard procedure8 was used for
the microhardness measurements. The compounds NaC~Na
97.8; Mg 1.5; I 0.5 mass %! and LiF ~99.99 mass %! were
chosen as model materials for the diversity of the polar
isotropy of their microhardness.2–4,10,11A comparison of the
calculatedr iv andHk data (s<3%) for all faces in the case
of NaCl discloses good correlation. For example, for the fa
of the octahedron ~Fig. 2!: 0° ~r iv50.205 for Na,
Hk535 kg/mm2!; 45° ~0.108, 32!; 90° ~0.211, 36!. The val-
ues of r iv for C are less consistent with the experimen
data. This pattern is observed for the given choice of unit c
of NaCl ~with Na atoms at the vertices of a cube!. However,
this choice is arbitrary, and Na atoms can be replaced b
atoms. A different pattern is observed in the case of
hexaborides, where the emergence of La atoms to the fac
the ~100! cube for LaB6 has been confirmed
experimentally.12 For LiF, on the other hand, the polar an
isotropy for the cube~in particular! is very slight, and the
results for freshly cleaved chips subjected to light loads~P
55 g and 20 g! and short indentation times agree with th
data of Refs. 3 and 4. Consequently, LiF is a special mate
requiring special investigation.

The proposed new criterion can thus be used to inter
and predict reticular and, in particular, polar anisotropy
the microhardness for compounds having different types
chemical bonds.

FIG. 2. Unit identity volume of NaCl for the simple form of the$111%
octahedron. The hatched areas represent the planes perpendicular
directions~0°, 45°, 90°! for the determination ofr iv .
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The unit identity volume and the density of atoms with
its limits are new, objective structural characteristics of
solid state of any elements and compounds.

The reticular and polar anisotropy of the microhardn
of lanthanide and actinide hexaborides and tetraboride
well as NaCl and LiF can be attributed to a variation of t
atomic density within a identity motif of the crystal structur
the unit identity volume.

In closing, the authors express their heartfelt gratitude
S. P. Nikanorov for profitable discussions and are indebte
V. M. Krymov, O. V. Klyavin, and Yu. M. Chernov for
assistance and discussion in the course of the study.
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The influence of temperature on the dynamic and static characteristics of unstable plastic flow
due to the Portevin–Le Chaˆtelier effect is investigated experimentally and by numerical
modeling. It is concluded that the distinctive features of the complex macroscopic behavior of
the plastic instability are determined by collective processes associated with the long-
range interaction of dislocations and lead to dynamic effects of mesocopic scale. ©1998
American Institute of Physics.@S1063-7834~98!01803-6#
ti-
en
de
er
ol-
n
p

at
on
nd
ox
is
o
la
e
on

ct

a
of
u
t
th

m
g
e
in
c

e

tio
a
ra
a
th
av

C

of
nt

-
f a
n,
k-
a
-

set
of

of
s
ith

on,

-
ain
een
ex-

n of

for-
ing

of
f a
obe
ga-
the
y.

l–
e

e

The complexity of the macroscopic behavior of plas
cally deformed solids is attributable to the fact that the
semble of interacting dislocations represents an exten
nonlinear, dissipative system. The self-organization prop
of this system is responsible for well-known effects of c
lective dislocation behavior: the formation of dislocatio
substructures, abrupt, unstable deformation, and slip pro
gation or localization.1,2 Plastic flow therefore takes place
three levels: the microscopic level associated with moti
of individual dislocations, the macroscopic level correspo
ing to the average plastic response in the continuum appr
mation, and the mesoscopic level, at which the character
scale depends on the physical nature of cooperative phen
ena. The microscopic and macroscopic descriptions of p
ticity, contrary to conventional thinking, are not related on
to-one, but require the investigation of self-organizati
phenomena in the substructure of defects.

One of the phenomena in which mesoscopic effe
stand out most clearly is the discontinuous plastic flow~jerky
flow! of molten metal alloys due to the Portevin–Le Chˆt-
elier ~PLC! effect.3 This effect refers to the recurrence
localized or propagating deformation bands that induce s
den strain discontinuities in the crystal. In deformation a
constant rate the effect takes place macroscopically in
form of spikes of the deforming stresss as a result of the
elastic response of the machine-sample system. Three
types of spikes are normally distinguished, correspondin
different slip-band dynamics.4 Type A is characterized by th
nucleation of deformation bands near one of the mach
clamps and their propagation in the crystal. The spikes oc
above a certain average level ofs and, for this reason, ar
also called locking serrations. In type B each spike ofs is
associated with the occurrence of a localized deforma
band at a neighboring site relative to the preceding one,
the effect has therefore come to be known as relay st
propagation. This kind of spatial correlation in the localiz
tion of strain does not exist in the case of type C, and
corresponding downward-pointing spikes drop below the
erage level ofs ~‘‘unlocking serrations’’!. The sequential
change from type A to type B instability and then to type
is observed as the strain rate«̇a decreases and~or! as the
4471063-7834/98/40(3)/6/$15.00
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temperatureT increases. Other, more specialized types
PLC instability are also discerned. The mixing of differe
types is customarily observed in a real experiment.

It has been shown5–7 that certain features of the discon
tinuous deformation can be explained by the dynamics o
model based on a nonlinear local constitutive equatio8

which describes the temporal instability of plastic flow, ta
ing into account its inevitable spatial inhomogeneity in
population of dislocations far from equilibrium. The micro
scopic mechanism of the PLC effect is tied in with the on
of an anomalous part of the negative strain-rate sensitivity
s as a result of dynamic strain aging, i.e., the diffusion
impurity atoms toward dislocations pinned at obstacle8,9

~Fig. 1!. To within the stress components associated w
strain hardening, the phase portrait of the system in (s,«̇)
coordinates, shown in Fig. 1, represents cyclic moti
whereas in~s,«! coordinates a periodic, discontinuous~ser-
rated! stress-strain curve should be observed~the strain ana-
log of relaxation oscillations10!. The inhomogeneity of plas
tic flow can impart a complex shape to real stress-str
curves. On the other hand, owing to the correlation betw
neighboring elements of a crystal, the observed curves
hibit a nonrandom character. For example, the observatio
a transition to chaotic behavior has been reported,11 and the
possibility of self-organized criticality12 under the conditions
of the PLC effect has been hypothesized.5

The influence of temperature on the discontinuous de
mation of materials characterized by dynamic strain ag
demonstrates what appears to be the richest spectrum
behavior,13 the investigations of which so far have been o
descriptive nature. In the present study we attempt to pr
the mechanism of this influence by experimental investi
tion and computer modeling of the stress-time curves and
statistics of the jumps in the deforming stress in Al-Mg allo

1. PROCEDURE

We investigated polycrystalline samples of the alloy A
3 at. % Mg and single crystals of Al–4.5 at. % Mg with th
axis oriented close to the crystallographic directions^111& or
^100&, corresponding to multiple slip. The polycrystallin
© 1998 American Institute of Physics
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samples were annealed for 2 h at 400 °Cwith subsequent
quenching in water. Flat samples in the customary dou
ended spade configuration with a working section of len
12–25 mm~single crystals! and 18–36 mm~polycrystals!
and with a typical cross section of 531.5 mm. The samples
were deformed by tension at a constant rate on an Ins
testing machine~the machine-sample system had a stiffne
M5107 N/m! in the temperature interval T5
230 °C–160 °C with the loading mechanism moving a
rate of 2.5– 5000mm/min, which for the given sample
lengths corresponds to a strain rate«̇a in the range 2
31026– 2.731023 s21.

Several single-crystal and polycrystalline samples w
tested at the same temperature. The rate was switched d
deformation, so that segments of the stress–time curves
recorded for each sample at the same settings of«̇a . The
evolution of the distributions in the course of hardening
the deformed crystal was tracked by recording a fragmen
the curve for a selected reference value of«̇a . A systematic
dependence of the average depth of the spikesDs on « with-
out any change in the nature of their statistics was obse
in some of the tests. In the calculation of the distributio
this dependence, which to within small error limits was li
ear in our tests, was taken into account by normalizing
values ofDs to the regression line ofDs on «. The statistical
sample size for each value of the investigated parame
wasn5100– 500. The details of the statistical analysis p
cedure are described in Ref. 5.

2. COMPUTER MODEL

In the model the sample is represented by a o
dimensional chain ofN blocks. Each block constitutes th
minimum volume in which the strain can be regarded
homogeneous, and it is coupled with the two neighbor
blocks by harmonic springs having the same stiffness c
ficient K. Using the results of Refs. 6, 7, and 14, we assu
that the coupling of adjacent elements of the crystal is ela
and is attributable to inhomogeneous internal stresses in
ensemble of dislocations. Various mechanisms of correla
between the plastic processes are discussed in detail in R

FIG. 1. Schematic plot of the functionF( «̇) representing the strain-rat
sensitivity of the deforming stress at two temperatures (T1.T2).
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3 and 15. Despite the long-range character of the elastic
teraction, the nearest-neighbor approximation is justified
the exponential stress dependence of the plastic flow r
The choice of a one-dimensional model reflects the fact
the transverse growth of the deformation bands is a m
faster process than their axial propagation. Eachi th block
obeys a nonlinear constitutive equation in the form

s5h« i1F~ «̇ i !1K@~« i2« i 21!1~« i2« i 11!#, ~1!

where h is the work-hardening coefficient, andF( «̇) is a
sawtooth function representing the strain-rate sensitivity
the stress~Fig. 1!. The first two terms on the right-hand sid
of the equation represent the usual local relation in the c
of dynamic strain aging.8 The third term corresponds to th
restoring force generated when the blocks are deformed
coherently. The deformation conditions are described by
relation of the rate of movement of the clamps to the rate
elastic deformation of the machine-sample system and
average plastic flow rate of the sample:

«̇a5
ṡ

M
1

1

N ( «̇ i . ~2!

The influence of temperature is manifested in the way it
fects the coupling constantK and the functionF( «̇). The
role of plastic relaxation of the internal stresses diminishes
T decreases, so that the effective coupling constant can
expected to increase~a similar influence should also be ob
served in strain hardening14!. The temperature dependenc
F( «̇) follows from a relation7 based on the microscopi
theory of dynamic strain aging:

F~ «̇ !5Si ln
«̇

«̇0

1bCsH 12expF2S «̇*

«̇
D pG J , ~3!

«̇* 5~V/t0!exp$2~Q1W/p!/kBT%. ~4!

HereSi is the impurity-free strain-rate sensitivity ofs, Q is
the impurity-diffusion activation energy,W is the binding
energy between an impurity atom and a dislocation,b
;W/b3 ~b is the Burgers vector! characterizes the pinning
force of dislocations by impurity atoms,V is the strain cor-
responding to the elementary event of activation of all m
bile dislocations,9, t5t0 exp(Q/kBT) is a characteristic time
for the diffusion of an impurity toward a dislocation,Cs

5C0 exp(W/kBT) is the saturation concentration of impur
ties at a dislocation,C0 is the nominal concentration in th
bulk of the crystal, andp52/3 in the classical Cottrell–Bilby
theory.16 Obviously, owing to the increase inCs and the
decrease in«̇* as the temperature decreases,F1 becomes
higher and shifts toward lower values of«̇, as shown in
Fig. 1.

Direct calculations of the temperature dependenceF( «̇)
are thwarted by, for example, the considerable arbitrarin
encountered in the estimation of the activation parameter
different temperaturesT. In contrast, the influence of«̇a on
F( «̇) at a fixedT is simply calculated by adding the term
kV@12( «̇a / «̇)1 ln(«̇a /«̇)# ~Ref. 17!. The increase in«̇a is
analogous to the influence of an increase inT, so that the
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following procedure is used. It has been verified by us
trial functionsF( «̇) that the qualitative character of the mo
eling results do not depend on the differencesF12F2 and
«̇22 «̇1, but is determined by the position of«̇a relative to«̇1

and «̇2 and by the value ofK. This condition can be used t
adjust the model by means of the parameters«̇a andK so as
to match the form of the model curve, the statistics of
stress spikes, and the slip dynamics with the experime
data for selected values ofT and «̇a . The subsequent com
parison of experiment and model is based on an investiga
of the prominent features of the variation of these deform
tion characteristics of real and model samples as«̇a is varied
or for various values of« ~hardening is simulated in th
model by increasingK!.

The details of the numerical solution of the system
equations are given in Ref. 7. The parameters of the in
~at «̇a50! serrated curve are chosen as representative
typical data for alloys deformed by the PLC mechanis
F15140 MPa, F2580 MPa, «̇151026 m21, and «̇2

51023 s21. The other parameters of the model are assig
the values K5(0.02– 1.0)M , «̇a5(0.01– 0.8)«̇2 , h
50.01M , andN5300. Inhomogeneity is introduced into th
system by the random sampling of initial values of«̇ i with
,0.05«̇1 fluctuations. The subsequent evolution of the s
tem is deterministic, without the introduction of addition
inhomogeneity.

3. RESULTS AND DISCUSSION

3.1. Form of the stress-time curves

Figure 2 gives typical fragments of type B discontinuo
stress–time curves for polycrystalline and single-crys
samples at room temperature and low strain rates. Type
B spikes characterized by strain localization in slip bands
observed for polycrystals, but when«̇a is raised above 5
31024 s21, we see a transition to type A instability, corr
sponding to the propagation of deformation bands in the
rection of the tension axis. It is evident from Fig. 2b that t
stress-time curves of single crystals have a more regular

FIG. 2. Typical traces of segments of stress-time curves of Al–Mg allo

room temperature. a! Polycrystalline sample, strain rate«̇a52.7

31025 s21; b! single crystal,«̇a51.331025 s21.
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havior, i.e., the correlation of the deformation processes
ing place in different cross sections of the sample is wea
in them, consistent with its hypothesized elastic nature. A
result, the curves for single crystals are more difficult
classify, but they exhibit a similar kind of evolution when th
temperature or the strain rate is varied; we therefore give
data for polycrystalline samples, in which this evolution
not masked by extra features of the stress–time curves.

The variation of the macroscopic characteristics of
discontinuous deformation as the temperature is lowere
230 °C corresponds to the temperature dependence o
function F( «̇), which determines the characteristic scale
the stress spikes and the strain-rate interval of plastic fl
instability. The qualitative behavior does not change he
and it reflects the transition from slip localization to sl
propagation as the strain rate increases. This trend is il
trated by the data shown in Fig. 3: AtT5220 °C the
stress–time curves acquire very distinct type A behav
even at«̇a5831025 s21, and type B spikes are observe
only at the lowest strain rates in the of interest range. T
comparison of Figs. 2a and 3a also discloses a tendency
the average depth of the stress spikes to increase as the
perature decreases. These data are in good agreement
the modeling results. In the framework of the hypothesiz
elastic nature of the correlation of the deformation proces
the low-temperature interval corresponds to high values
the coupling constant in the model. Indeed, whenK lies in
the rangeK5(0.3– 1.0)M , the nature of the influence of«̇a

on the form of the modeled stress-time curves and on t
statistics do not depend onK, and they are similar to the
experimentally observed influence~Fig. 4!. The numerical
data also contain information about the deformation-ba
dynamics. In the model a natural analog of the slip band
found in a group of adjacent blocks whose plastic flow ra
correspond to the right ascending branch of theF( «̇) curve:
«̇ i. «̇2 ~Ref. 7!. As in real crystals, the dynamics of th
model corresponds to the transition from localization
propagation of slip bands as«̇a increases.

In the high-temperature range the variations of t
stress–time curves correspond qualitatively to the weaken

t
FIG. 3. Segments of stress-time curves of a polycrystalline sample atT5

220 °C. a! strain rate«̇a52.131025 s21; b! «̇a58.431025 s21.
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of the correlation of the deformation processes. Figure
shows examples of curves at 100 °C for three strain rates
a rate below 431025 s21 we observe macroscopicall
smooth stress–time curves, owing to the above-descr
temperature dependence of«̇1 . As the strain rate increase
infrequent deep drops appear below the average levels
~unlocking serrations!, separated by long intervals of smoo
flow, which are characteristic of type C, or spikes of ve
minute amplitude, so that these intervals have the appear
of a fine-toothed saw~Fig. 5a!. If the strain rate is increase
further in the initial stage of deformation, there is a transiti
to type A instability ~locking serrations!, bypassing any
clearly defined type B stage~Fig. 5b!. Hardening of the crys-
tal reverses the transition~Fig. 5c!. As deformation
progresses, deep stress spikes become more frequent, a
shallow ripples observed in the intervals between them
crease in amplitude. The modeling results convey all th

FIG. 4. Form of the model stress–time curves fork5M . a! «̇a50.05«̇2 ;

b! 0.4«̇2 .

FIG. 5. Examples of stress–time curves for a polycrystalline sampl

T5100 °C. a! «̇a54.731025 s21, «54.3%; b! 9.431025 s21, 6%; c!
9.431025 s21, 14%.
5
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features of the experimental observations~Fig. 6!. The high-
temperature behavior corresponds to numerical results
tained in the range of lower coupling constantsK
5(0.03– 0.1)M , corroborating the stated hypotheses ab
the temperature dependence ofK. We note that a further
increase in the strain rate in both experiment and model p
duces irregular curves typical of the recording of nonstati
ary stochastic processes. This observation runs paralle
recent studies~e.g., Ref. 11!, in which the same kind of
random behavior of the stress-time curves has been
cluded for Al–Mg and Cu–Al single crystals at high«̇a .

The high-temperature slip-localization dynamics has
been investigated experimentally. The results of modeling
the dynamics are consistent with general notions that
‘‘unlocking-locking’’ transition with increasing value of«̇a

corresponds to the transition from localization to propagat
of slip bands. We note that the transition point shifts towa
higher values of«̇a asK increases. This result also concu
with the experimental data: A variation such as the curve
Fig. 5 (T5100 °C) is already observed at a strain rate tw
as high as the left edge of the domain of instability, where
at room temperature or lower this situation takes place
«̇a.(10– 100)«̇1(T) ~see, e.g., Fig. 3!.

3.2. Stress-spike statistics

The stochastic behavior of the stress–time curves ca
characterized by histograms of the amplitude distributions
the deforming-stress spikes. The relatively regular drops c
responding to localized plastic flow and observed at ro
temperatures and lower and at strain rates close to«̇1(T)
reveal bell-shaped distributions with variances that differ
pending on the deformation conditions and the microstr
ture of the samples. The narrowest peaks, close to a no
distribution, are observed for polycrystals~Fig. 7a! and for

at

FIG. 6. Form of model stress–time curves. a! K50.06M , «̇a50.02«̇2 ; b!

with the strain rate increased to«̇a50.04«̇2 ; c! with the coupling constant
increased toK50.1M .
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K.0.5M in the model~Fig. 8a!. Single crystals are charac
terized by broader, asymmetric peaks with their centr
shifted toward lower amplitudesDs ~Refs. 6 and 18!. This
change in the shape of the histograms corresponds to
duction in the value ofK in the model and is probably at
tributable to an increase in the role of plastic relaxation
inhomogeneous internal stresses. In the range of higher
peratures the distributions have two peaks reflecting the
characteristic scales of the stress spikes~Fig. 5c!.

As the strain rate increases or the temperature decre
the centroids of the distributions shift more and more tow
lower spike amplitudes. Above a certain strain rate, wh
depends on the temperature, the distributions become m
tonically decreasing~Figs. 7b and 8b!. The distributions ex-
hibit a nontrivial character at strain rates corresponding
the propagation of deformation bands. Figure 9a shows
example of the probability density functionD(s) of the dis-
tribution of the normalized stress-spike amplitude atT5
220 °C. It is evident that this dependence is satisfacto
described by a power lawD(s);sa with power exponent
a'21.4. Numerical simulation gives values ofa in the
interval 2(121.5), depending on the choice of paramete
The power-law character of the distributions indicates
lack of a distinctive scale of the processes, as is character
of systems in the critical state.

Critical statistics are observed over a wide interval in
range of high strain rates at all the investigated temperatu
It is interesting that raising the temperature at low strain ra
«̇a can also lead to irregular stress–time curves character
by a power-law distribution ofDs. This behavior sets in only
within a narrow range of deformation conditions and, asT or

FIG. 7. Histograms of the amplitude distributions of the deforming-str

spikes for polycrystalline samples. a! Samples deformed atT520 °C, «̇a

59.531026 s21; b! T5220 °C, «̇a58.531025 s21.

FIG. 8. Histograms of the distribution ofDs for model stress–time curves a

K5M . a! «̇a50.07«̇2 ; b! 0.5«̇2 .
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«̇a is varied, goes over to one of the above types. This s
ation is best observed in single crystals~Fig. 9b!. An analo-
gous phenomenon is observed in the model with careful
lection of the parameters near the localization–propaga
transition point. The power-law nature of the distributions
this case is attributable to the emergence of localized de
mation bands of any widths allowed in the system. We ha
previously14 discussed the analogy of this behavior wi
avalanche-type earthquake processes used recently as a
digm of the self-organized criticality phenomenon.12

The given examples indicate that the proposed mo
correctly describes the dynamic and statistical properties
the PLC effect. It can be assumed on the basis of an ana
of the behavior of the model that the evolution of the dyna
ics of the effect is attributable to competition between tw
processes. The finite coupling between elements of a
formed crystal stipulates a finite time for equalization of t
plastic flow rate throughout the sample, when all of its e
ments are deformed at the rate«̇ i, «̇1 corresponding to the
left branch of theF( «̇) curve. On the other hand, the dwe
time of a point of the phase trajectory of any one element
this branch depends on the applied strain rate«̇a . For large
«̇a the homogenization process is not very efficient, an
nonuniformly shifting«̇ profile ~type A! occurs in the crys-
tal. At low rates«̇a neighboring elements are in nearly th
same state, so that the cutoff of one of them is capable
initiating an avalanche-type process, which is halted by
loading of the sample. The«̇ gradient created in this cas
induces the next such event in the adjacent region of
crystal, i.e., the relay propagation of deformation bands~type
B! takes place. But if«̇a is so low that the«̇ gradient pre-
served at the instant of attainment of conditions for the n
spike is smaller than the level of fluctuations of«̇, which
always occur in a crystal and are associated with fluctuati
of the density and velocity of mobile dislocations, slip ban
emerge in random locations~type C!. When the correlation
of deformation in the crystal is suppressed, the pattern
scribed here becomes less regular: the type A at a high s
rate is superseded by curves in the form of noise, and
low strain rate the macroscopically smooth plastic flow b

s
FIG. 9. Probability density functionsD(s) of the normalized depth of the
deforming-stress spikes~drops! for a polycrystalline sample deformed atT

5220 °C and«̇a58.431025 s21 ~a! and for a single crystal deformed a

T5120 °C and«̇a51.331025 s21 ~b!. The dashed lines correspond to th
exponenta in the power lawD(s);sa: a! a'21.4; b! a'21.0.
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tween deep drops also becomes jerky, with much sma
scale spikes.

In summary, these investigations justify the assumpt
that the totality of the prominent features of unstable pla
flow in the presence of the Portevin–Le Chaˆtelier effect can
be explained in terms of a single mechanism in the exam
of the dynamics of a system whose temporal properties
low from the nonlinearity of the strain-rate sensitivity of i
flow resistance, while the spatial behavior is determined
mesoscopic-scale inhomogeneity associated with the lo
ization of deformation in slip lines and bands. The inves
gated influence of temperature on the macroscopic chara
istics, statistics, and dynamics of the effect is attributed
the temperature dependence of the strain-rate sensit
function and the degree of correlation of the deformat
processes in the inhomogeneously deformed crystal.

The authors are indebted to V. Ya. Kravchenko for
terest and valuable comments, and also to A. P. Ivanov
technical assistance.
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Microhardness of the compounds La 2CuO4 and La 1.85Sr0.15CuO4 at temperatures from 81
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The microhardness of La2CuO4 and La1.85Sr0.15CuO4 crystals is measured in the temperature
range 81–292 K, and the influence of various factors on it is investigated. The thermal activation
parameters of the plastic deformation process in the vicinity of the indenter impression are
estimated. The change of the phase state of the compound La1.85Sr0.15CuO4 at the temperature
T05180 K and the appearance of domain~twin! boundaries formed in the ferroelastic tetra-
ortho transition are not seen in the temperature dependence of the microhardness. The results of the
study are compared with previously published results for YBa2CuO72x crystals. © 1998
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The objective of the present study is to investigate
micromechanical properties of La2CuO4 ~LCO! and
La1.85Sr0.15CuO4 ~LSCO! single crystals in the temperatur
range 81–292 K. These crystals are typical metal-oxide c
pounds with a perovskite-type structure. Their investigat
is of interest from the standpoint of the high-temperat
~high-Tc! superconductivity problem.

Although the high-Tc superconductivity phenomeno
was discovered on the lanthanum compound La-Ba-C
(Tc,40 K), the plastic and strength characteristics of hig
Tc superconducting systems based on lanthanum oxide
scarcely been studied at all. A greater potential for superc
ductivity was discovered soon afterwards in superconduc
based on yttrium and bismuth oxides, which have a subs
tially higher superconducting transition temperature. T
mechanical properties of these materials are the subjec
intense study by various methods on single crystals and p
crystalline objects prepared by various technologies,
they span a broad range of temperatures
compositions.1–16

The compounds LCO and LSCO undergo a soft-mo
tetra→ortho ~TO! structural phase transition at temperatu
of 530 K and 180 K, respectively.17 In the temperature rang
81–292 K LCO crystals have an orthorhombic lattice, a
LSCO has tetragonal and orthorhombic sublattices, set
the stage for investigating the influence of lattice transit
on the temperature dependence of the microhardness.
first microhardness measurements of LCO and LSCO
room temperature are reported in Refs. 18~single crystals!
and 19~ceramics!. The results of the measurements repor
below are compared with data obtained previously
YBa2Cu3O72x ~YBCO! crystals.
4531063-7834/98/40(3)/5/$15.00
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1. EXPERIMENTAL PROCEDURE

Single crystals of LCO and LSCO were grown by th
method described in Refs. 20 and 21. The As-grown LC
crystals were in the shape of oblique-angled prisms with
proximate dimensions 43432 mm and habit planes~001!
and $111%, or they were grown as wafers of thickne
;1.5 mm with dimensions;634 mm in the ~001! basal
plane. Only the habit plane~110! was clearly defined in the
LSCO crystals. The LSCO crystals entered the superc
ducting state atTc'25 K.

The indentation procedure was the same as that
scribed in Ref. 4. The Vickers microhardness was de
mined from the equation

HV51.1854P/~2a!2,

where 2a is the length of the diagonal of the indenter im
pression. The loadP on the indenter varied in the interva
0.05–1 N. At least ten indentations were made on the sam
surface at each temperature. The average values ofHV are
given here; the error of their determination was at most
2%. The temperature dependence of the microhardness
measured on one sample. The defect structure of the
grown and indented samples was investigated by means
metallographic microscope in normal and polarized lig
The linear dimensions of the indentations were measu
with a PMT-3 hardness-gauging microscope.

2. RESULTS AND DISCUSSION

2.1. Domain structure of LCO crystals and its rearrangement
under the influence of mechanical stresses

The as-grown LCO crystals have a domain struct
which, viewed in polarized light in the~001! plane, appears
as a system of alternating light and dark bands~domains! of
© 1998 American Institute of Physics
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width ;5 – 20mm parallel to thê 100& direction. The col-
oration of the domains can reverse itself when the position
the analyzer is changed. Occasionally two systems of
mains with mutually perpendicular boundaries can be
served.

The as-grown polydomain structure is transformed un
the application of a concentrated force~Fig. 1!. The direction
of motion of the domain boundaries leading to growth of t
light or dark domains is determined by the sign of t
stresses present near the indenter impression~see the dia-
gram in Fig. 3 of Ref. 2!. As a result, the dark domain
broaden and absorb the light bands in the first and th
quadrants. The opposite effect is observed in the other
quadrants: broadening of the light bands and their absorp
of the dark bands. This local conversion to a single-dom
state encompasses a small region in the vicinity of the ind
tation, as seen in Fig. 1.

The transformation of the domain structure takes pl
within a time of the order of a minute, showing that th
boundaries in LCO must be highly mobile even at roo
temperature. We note that the domain boundaries in YB
crystals have a much lower mobility: The boundaries of
narrow domain shift at room temperature for a whole d
and loading up to 350–420 K is required to stimulate mot
of the boundaries of the wide domains.2 The motion of the
domain~twin! boundaries in YBCO is monitored by the di
fusive motion of oxygen atoms22 and in LCO by the reori-
entation of the CuO6 octahedra.23 The higher mobility of the
twin boundaries in LCO implies that the activation ener
associated with reorientation of the CuO6 octahedra is lower
than the activation energy of oxygen diffusion, appro
mately 1 eV, in YBCO.24,25

The presence of domains in LCO crystals and th
structural transformation under mechanical stresses lea
the classification of these crystals as ferroelastics.29 The
change in the point group 4/mmmto mmmin the TO struc-
tural phase transition corresponds to one of the 52 type
pure ferroelastic transitions.30

The number of such domains partitioning the crystal
transition to the ferroelastic state is determined by the r
of the order of the point groups of the as-grown and f

FIG. 1. Domain structure of a La2CuO4 crystal, observed in polarized ligh
in the vicinity of the indenter impression. Indentation plane~001!, load P
51.5 N, T5292 K. The light and dark regions are different orientati
states existing in twin positions relative to each other.
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roelastic phases,31 and the geometry of the domain structu
formed in the ferroelastic phase transition can be predic
from the condition of minimum elastic energy of th
sample.32 In the 4/mmm→mmm transition four orientation
states are possible in the ferroelastic phase.31 Two systems of
domains can be distinguished here. The domains belon
to one system are in twin positions relative to each other,
the boundary between them has on the~001! plane a direc-
tion close to^100& ~Ref. 33!; the domain boundaries assoc
ated with different systems are mutually perpendicular. O
experimental observations of the number, shape, and rela
positioning of the domains in LCO fit the above pattern.

It has been shown34 that the twin boundaries in YBCO
create fairly strong barriers to the motion of slip dislocation
However, we have not detected any appreciable variatio
the microhardness during the TO transition, which results
the formation of domain structure, either in LSCO crystals
the temperature is lowered or in YBCO crystals as the o
gen concentration is varied.6 The value of the microhardnes
is also identical for twinned and untwinned YBCO crystals35

Consequently, the twin~domain! structure of high-Tc super-
conducting oxides obviously has little influence on the res
tance to plastic deformation in indentation.

We now consider the influence of other factors on t
micromechanical characteristics of the crystals: the inde
load, the anisotropy of the crystal, doping, temperature,
the TO phase transition.

2.2. Influence of the load

For LCO crystals at room temperature we have obtain
detailed plots of the length of the indentation diagonal a
the length of a radial crack as functions of the indenter lo
The linearity of the relation between the quantities (2a)2 and
P, indicating constancy of the high-Tc , is preserved for
loads P<0.50 N. At P>0.70 N we observe a deviatio
from linearity toward higher indentation diameters, mo
likely attributable to the accompanying crack formation. Th
influence of the load on the microhardness of LCO a
LSCO crystals has been observed previously.18 The thresh-
old load above which a visible indentation is left on th
crystal surface is close to zero, whereas the threshold for
YBCO crystals investigated in Ref. 3 is approximately 0.0
0.02 N.

The dependence of the lengthl of the radial crack on the
load is well described by the relationl 3/2;P over the entire
load range. The critical stress intensity coefficient~fracture
toughness!, calculated from the equation36

K1c50.1P/ l 3/2,

is found to be equal to 0.96 MPa/m1/2. This value is close to
one obtained earlier for YBCO~Refs. 1, 3, and 5! and is
several times higher than for bismuth-containing high-Tc

superconductors.11,12

2.3. Microhardness anisotropy

The microhardness of an LCO crystal was measured
the two habit planes~001! and $111% with two positions of
the indenter diagonal: aligned with the^100& direction and at
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a 45° angle with thê100& direction. The values obtained fo
HB are given in Table I. We see that anisotropy of the fi
kind ~the influence of the direction of the indenter diagon
relative to the crystallographic direction in the selected pla
on the measured value ofHV , Ref. 37! in LCO crystals is
more pronounced than anisotropy of the second kind~the
dependence ofHV on the plane of indentation!. The anisot-
ropy is more pronounced on the$111% plane, where the mea
sured values ofHV have a spread of approximately 20%
while on the ~001! plane this difference does not exce
8.2%.

Anisotropy of the first kind of the same sign has be
observed previously in orthorhombic YBCO crystals,2 where
the ratio ~HV

^100&2HV
^110&/HV

^110& in oxygen-saturated crystal
attained 50–80%. Anisotropy of the second kind@indentation
of the habit planes~100! and ~001!# is characterized by val
ues of the ratioHV

(100)/HV
(001) approximately equal to 1.8 fo

the tetragonal phase of YBCO and to 1.2 for the orthorho
bic phase.38 The latter value is close to our own for ortho
rhombic LCO crystals with indentation of the~001! and
$111% planes.

The microhardness anisotropy occurring in LCO, YBC
~Refs. 2 and 38!, and Bi2212~Ref. 12! crystals is obviously
associated with anisotropy of the evolution of plastic she
in these crystals.

2.4. Influence of doping

The replacement of some of the lanthanum atoms
strontium atoms increases the microhardness consider
by ;20%. This result is not fully consistent with the data
Ref. 19. Although the authors of Ref. 19 acknowledge
hardening effect of doping, they obtained a higher mic
hardness for LCO (HV59.24 GPa) than for LSCO (HV

58.94 GPa). This conflict could be attributable to the fa
that their ceramic LCO samples had a much smaller g
size than LSCO, and an increase in the grain size, accor
to Ref. 19, tends to soften the ceramic.

Linear growth of the microhardness with increasing
and Zn concentration has been observed previously on do
YBCO crystals39 and was attributed to the dominant role
solid-state hardening. The same cause can account fo
increase in the microhardness in doping of our investiga
crystals.

2.5. Influence of temperature

It is evident from Fig. 2 that the microhardness of LC
and LSCO crystals, like the YBCO crystals investigated

TABLE I. Microhardness of La2CO4 crystals for different indentation
planes and orientations of the indenter diagonal (T5292 K).

Microhardness
HV , GPa

Indentation
plane

Orientation of the
indenter diagonal

7.44 ~001! ^110&
8.05 ~001! 45° from ^110&
8.24 $111% ^110&
6.87 $111% 45° from ^110&
t
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Refs. 4–6, increases linearly as the temperature is lowe
The relative increase in the microhardness as the tempera
is varied from 292 K to 81 K is 37% for LCO crystals an
22% for LSCO crystals. The slopes of theHV(T) curves are
close for LCO and YBCO crystals (x50.1).6 The micro-
hardness of oxygen-deficient YBCO crystals (x>0.4) is
more sensitive to temperature. The strontium doping of LC
crystals weakens the functional dependenceHV(T).

The dependenceHV(T) of LCO and LSCO crystals is
considerably stronger than the temperature dependenc
the elastic constants,27,40 indicating the thermally activated
character of microplastic deformation. To estimate the th
mal activation parameters of the plastic deformation proc
near the indenter impression, we use an approximate rela
for the temperature dependence of the microhardness in
form given in Refs. 4, 37, and 41:

HV5~U02kT!b ln m/g,

whereU0 is the activation energy of the deformation proce
at zero external stress~height of the potential barrier!, g is
the activation volume,b56 is a factor that incorporates th
Schmid factor and the proportionality factor between the m
crohardness and the yield point, andm is the ratio of the
preexponential factor in the Arrhenius equation to the rate
plastic deformation, lnm520 ~Ref. 4!. The resulting esti-
mates are given in Table II.

A comparison of the data in Table II for metal oxides
the YBCO and LSCO families and crystals of elemental
and Si semiconductors4,41 leads to the assumption that th
plastic deformation mechanisms of these crystals are o
common nature. The most probable candidates are the
eration and motion of dislocations in the Peierls relief.

2.6. Influence of the tetra–ortho transition

It is evident from Fig. 2 that the temperature depende
of the microhardness of LSCO crystals is devoid of distin

FIG. 2. Microhardness versus temperature for La2CuO4 ~1! and
La1.85Sr0.15CuO4 ~2! crystals with indentation on the~001! plane. LoadP
50.35 N, indenter diagonal aligned parallel to the^100& direction. Data on
the microhardness of YBa2Cu3O72x crystals6 are shown for comparison:3!
x50.1; 4! x50.9.
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TABLE II. Parameters of the experimentalHV(T) curves and thermal activation parameters of the Arrhenius equations for La2CuO4, La22xSrxCuO4,
YBa2Cu3O72x ~Ref. 6! and Ge~Ref. 41! crystals.

Crystal
Oxygen or strontium

concentrationx

Parameters
of HV(T)
HV , GPa Thermal activation parameters

292 K 0 K
dHV /dT,

1022 GPa/K
U0 ,
eV

g•1024,
cm3

La2CuO4 6.9 11.8 1.6 1.27 103.5
La22xSrxCuO4 0.15 9.0 12.2 1.1 1.9 150.5
YBA2Cu3O72x 0.1

9.9 14.65 1.6 1.57 103.5
YBA2Cu3O72x 0.3
YBa2Cu3O72x 0.4 5.3 17.1 4 0.73 41.4
YBa2Cu3O72x 0.9 4 16.45 4.25 0.66 39.0
Ce (T5550 K) 7.5 19 4 1.5 80

Note: The values ofHV (T50 K) are the results of extrapolation of the experimental curves. For Ge the linearity ofHV(T) disappears atT,550 K.
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tive features in the vicinity of the structural phase transit
(T0'180 K). A change in the phase state of the YBC
crystal due to a change in the oxygen concentration~TO
transition! takes place atxc'0.6 ~Ref. 6!.

We now consider the possible causes of this behavio
the microhardness in the case of LSCO crystals. The pla
deformation characteristics in the phase transition must
and foremost be compatible with the variation of the elas
properties of the crystal. The elastic constants of the co
pound LSCO in the vicinity of the phase transition tempe
ture have been investigated in detail in several theoretical17,42

and experimental27,43 papers. A symmetry analysis of th
I4/mmm→Cmca transition in Ref. 17 enabled the autho
to calculate the relative jumps of the elastic constants fr
the values of the lattice parameters. The absolute value
the constants and their variation in phase transition h
been measured experimentally on La22xSrxCuO4 crystals for
x50.13 ~Ref. 27 andx50.14 ~Ref. 43!. One important con-
clusion is thatC44 remains essentially unchanged in the so
mode TO transition, whereas other constants decrease
siderably; the constantC66, in particular, decreases mor
than 50%~Ref. 27!.

Crystals of the LSCO family, like those in the YBCO
family, are characterized by two deformation modes: tw
ning and slip. The literature contains no information on t
twinning of the tetragonal modification of LSCO. Howeve
it follows from the preceding discussion that twinning tak
place with extreme facility in the orthorhombic phase v
two systems: (110)@11̄0# and (11̄0)@110#. In view of the
small twinning shear the twinning fraction in plastic defo
mation of LSCO crystals is small, not exceeding 1.7%, a
complete retwinning of the entire sample. Consequently,
large strains encountered near the indenter impress
amounting to;7%, are mainly attributable to slip.

The types and structure of dislocations in LSCO ha
not been studied to date, nor have the slip systems b
determined; only the observation of growth dislocations
extremely low density has been reported.28 We can assume
by analogy with YBCO that the basal~110! plane is the slip
plane in LSCO crystals, and the Burgers vector is in
^100& direction. This means that the elastic properties a
mobility of the dislocations determine the elastic const
of
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C44, which, as mentioned above, remains essentially inv
ant in the TO structural transition. Obviously, the slip sy
tems and structure of the dislocations and, accordingly,
microhardness remain constant as well.
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Softening processes in single-crystal tungsten ribbons
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Recovery processes in rolling-deformed~001!@110# tungsten single crystals having various
degrees of purity are investigated. It is shown that the dislocation structure formed in the plastic
deformation of tungsten single crystals is transformed in subsequent high-temperature
anneals to a system of dislocation subboundaries; only polygonization, which preserves the single-
crystal structure, takes place in samples heated to a temperature close to the melting point.
The formation of subboundaries proceeds in two stages with subsequent transformation of the
unstable structure to a configuration having an energy minimum. The decisive factor
affecting the polygonization rate is the stacking fault energy; the presence of impurities also has
a significant influence. ©1998 American Institute of Physics.@S1063-7834~98!02003-6#
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We have investigated recovery processes in highly
formed single crystals of refractory body-centered cubic m
als in the examples of molybdenum and tungsten.1–3 We
have shown that specially deformed molybdenum sin
crystals preserve their single-crystal structure in hig
temperature anneals. The dislocation recovery in these si
crystals takes place in several stages, where a 3-min an
of molybdenum single crystals at 2000 °C produces a st
ture of parallela@001# edge dislocations identical to th
structure obtained by a prolonged~2 h! anneal at the sam
temperature. It is of interest to compare the molybden
data with data on the behavior of other refractory bcc me
subjected to heating. In this paper we report an investiga
of recovery processes in single-crystal tungsten ribbons w
various degrees of purity.

1. PROCEDURE

Tungsten single crystals with the growth axis orient
along@110# were grown by electron-beam zone melting w
resistance ratiosR300 K/R4.2 K5RRR550 000 and 200 000
Samples for rolling were cut by spark machining and w
then polished mechanically and chemically in NaOH so
tion. The investigation was carried out on single cryst
rolled in the ~001! plane and in the@110# direction. The
rolled single crystals were subjected to;80% deformation.
The samples were annealed by passing current through
in oilless vacuum, 1028 Torr, at a temperature of 2300 °C
Samples for electron microscopy were prepared by jet e
tropolishing in 1.5% NaOH solution. The electro
microscope examinations were carried out on JEM-100
and JEM-2000FX electron microscopes.

2. RESULTS

2.1. Postdeformation structure

We have previously reported4 a detailed investigation o
the structure formed by the rolling deformation of~001!@001#
single crystals. It was shown thata/2^111& screw disloca-
4581063-7834/98/40(3)/4/$15.00
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tions present in the structure of single crystals with a to
reduction«50.5% form a planar dislocation network as
result of interaction according to the reaction~Fig. 1!

a/2@111#1a/2@ 1̄1̄1#5a@011#.

Increased deformation leads to the development of tra
verse slip processes as a mechanism for overcoming th
sultinga^001& barriers and hence to the formation of a thre
dimensional~bulk! dislocation network.

As a result of rolling with reductions up to«580%, the
~001!@110# tungsten samples preserve the single-crys
structure of the as-grown orientation with a uniform dist
bution of dislocations~Fig. 2!. Such a structure is characte
istic of deformed single crystals of refractory bcc metals
the given orientation in connection with the influence of t
longitudinal slip systems ~101̄!@111#, ~101!@1̄ 1̄1#,
~011̄!@111#, and~011!@1̄ 1̄1#.

2.2. Anneal-induced structure

As a result of high-temperature anneal, the dislocat
structure formed in~001!@110# tungsten single crystals in
rolling is transformed into a system of dislocation subboun
aries, which differ in structure and composition, the mate
retaining its single-crystal character and its as-grown ori
tation.

The heating of rolled tungsten single crystals with a
sistance ratio of 50 000 to 2300 °C in just 10 s causes s
boundaries to form in them. Some of the subboundaries
dislocation networks. Two types of network are observ
1! a hexagonal network consisting of two families
a/2^111& dislocations, at whose points of intersection a
formed dislocations with Burgers vectorsa@001# ~Fig. 3!; 2!
a network formed at the intersection of two families of d
locations withb5a^100&. One would expecta^110& dislo-
cations to be formed at their points of intersection, but in
much as dislocations with such a Burgers vector are unst
© 1998 American Institute of Physics
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in a bcc structure, a bundle of four ternary nodes is form
where one of the dislocations at each site isa^100&, and the
other two area/2^111& ~Fig. 4!.

The dislocations constituting these networks have
edge or mixed orientation, and the networks themselves
mixed-type subboundaries.

Another type of subboundary is also observed in
structure~Fig. 5!. An analysis of the behavior of the diffrac
tion contrast at the dislocations forming the subbound
leads to the conclusion that these dislocations are the e
type with Burgers vectora@001#, and the subboundary rep
resents a vertical wall of edge dislocations, which is a
boundary. The dislocation lines extend in a direction t
coincides with the rolling direction@110#.

FIG. 1. Structure of a slightly deformed tungsten single crys
(«50.5%).

FIG. 2. Structure of a single crystal rolled to full 80% reduction.
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After a 60-s anneal the structure consists predomina
of walls of long a@001# edge dislocations, and it is esse
tially devoid of dislocation networks.

An investigation of the structure of tungsten single cry
tals with a ratioRRR5200 000 has shown that tilt sub
boundaries are formed in them even in the briefest~no more
than 3 s! anneals. They consist of long, parallela@001# edge
dislocations and are identical to those observed in sin
crystals withRRR550 000~Fig. 6!. There is no dislocation
network-forming stage.

3. DISCUSSION OF THE RESULTS

The evolution of structure in tungsten single crystals
cludes a dislocation network-forming stage. The stability
dislocation boundaries is known to be associated with
stress fields created by them. Previous calculations5 show

l

FIG. 3. a! Hexagonal network in tungsten after rolling and annealin
RRR550 000, 2300 °C, 10 s; b! schematic diagram of a subboundary wi

analysis of the dislocation Burgers vectors:b15a@001#, b25a/2@ 1̄1̄1#,
b35a/2@111#.
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that edge-dislocation walls, representing tilt boundaries
networks of pure screw dislocations, which are twist bou
aries, can be stable dislocation boundaries, because l
range stress fields do not exist in them. According to
same calculations, networks formed by the anneal of tu
sten single crystals are nonequilibrium structures~they do
not have an energy minimum! because their constituent dis
locations have a large edge component, and as the an
time is increased, they are transformed into a configura
with an energy minimum: walls of edge dislocations.

The rearrangement of the dislocation structure in c
nection with polygonization entails slip in the shear plan
the climb of edge components into adjacent planes, and
cross slip of screw components. The rate of the whole p
cess is obviously limited by climb, i.e., the influx of vaca

FIG. 4. a! Dislocation subboundary in tungsten after rolling and anneali
containing bundles of four ternary nodes,RRR550 000, 2300 °C, 10 s; b!
schematic diagram of a subboundary with analysis of the dislocation

gers vectors:b15a@001#, b25a@100#, b35a/2@ 1̄11#, b45a/2@11̄1#,

b55a/2@111#, b65a/2@111̄#.
r
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cies to dislocations or the emergence of new vacancie
dislocations. Vacancies attach most easily to dislocations~or
are newly formed! on steps. A high density of steps at di
locations therefore facilitates the polygonization proce

,

r-

FIG. 5. Tilt subboundary in tungsten after rolling and annealing,RRR
550 000, 2300 °C, 10 s.

FIG. 6. Tilt subboundary in tungsten after rolling and annealing,RRR
5200 000, 2300 °C,;3 s.
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Since climb is a thermally activated process,6 the rate of
polygonizationvp can be determined from the expression

vp;exp~2Qp /kT!, ~1!

where Qp5Qj1Qf1Qm is the polygonization activation
energy. In the latter expressionQj is the activation energy o
step formation,Qf is the activation of vacancy formation
and Qm is the activation energy of vacancy migration. T
sumQf1Qm is equal to the self-diffusion activation energ

The self-diffusion activation energies for molybdenu
tungsten, and niobium are given in Table I.7 Also shown in
the table are the stacking fault energiesg. The values ofg
obtained by different investigators for the same material
fer, obviously because of idiosyncrasies of the method
determination, but they have in common the fact that
stacking fault energy increases in the order Nb–Mo–W. T
values of g obtained by Hartley from theoretica
calculations8 are given in the table.

It is instructive to compare the data obtained here w
data from investigations of single-crystal molybdenum a
niobium ribbons.1–3 All three materials are characterized b
the formation of walls of edge dislocations with Burgers ve
tor a@001#. The time for complete polygonization to tak
place in molybdenum is of the order of 3 min. In niobiu
dislocation networks are observed together with the w
even after more than two hours of annealing. If only t
self-diffusion activation energy is included in the express
for the polygonization rate~1!, the polygonization rate
should be the highest in niobium and decrease in sequen
molybdenum and then tungsten, but the results contra
this reasoning. Consequently, the activation energyQj of
step formation plays a decisive role in~1!. We know thatQj

is related to the stacking fault energyg of the material, de-
creasing asg increases. The equilibrium density of steps a
depends exponentially on the temperature:

nj;exp~2Qj /kT!. ~2!

The step density decreases for largeQj ; consequently, the
number of vacancies formed at them is reduced, and
polygonization rate association with dislocation climb d
creases. On the other hand, the stacking fault energy gov
the dislocation splitting width. An extended dislocation c

TABLE I. Self-diffusion activation energyQf1Qm and stacking fault en-
ergy of refractory bcc metals.

Metal Qf1Qm , kJ/mol g, erg/cm2

Nb 397.7 150
Mo 464.7 430
W 641 500
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slip only in the plane of a stacking fault. The transition fro
one slip plane to another requires the preliminary contrac
of partial dislocations into a whole. This process hinde
cross slip and therefore lowers the polygonization rate, es
cially in the presence of low stacking fault energy.

It is also known that impurities exert a major influen
on diffusion processes and polygonization in particular.
the presence of a low-mobility impurity, which has a hig
binding energy with vacancies, not all the vacancies are
pable of moving about freely, and some of them beco
trapped by impurity atoms. Atmospheres of impuriti
formed around dislocations hinder their motion and can h
the effect of lowering the stacking fault energy. It is al
necessary to take into account the role of steps: In the in
action of impurities with steps, which is stronger than w
all other dislocations, the steps adsorb impurities and, in
doing, sacrifice their effectiveness as sources and sink
vacancies, and the climb rate diminishes.6

The results of an investigation of the anneal of hig
purity tungsten single crystals confirms the well-know
strong influence that impurities have on diffusion process
The impurity atmospheres formed around dislocations hin
their motion, and in single crystals withRRR550 000 we
observe two stages of the polygonization process, wherea
single crystals with a resistance ratioRRR5200 000 an in-
termediate stage is not established, owing to the higher
of polygonization.
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Influence of indentation-forming conditions on the estimation of the photomechanical
effect

A. B. Gerasimov, G. D. Chiradze, N. G. Kutivadze, A. P. Bibilashvili,
and Z. G. Bokhochadze

Tbilisi State University, 380028 Tbilisi, Georgia
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The anisotropy, spectral dependence, and time dependence of relaxation of the dimensions of
microhardness indentations in silicon are investigated. It is shown that the time and
spectral dependences correlate with the density of excited carriers in the~defective and elastically
deformed! region in which they are excited, and the anisotropy is determined by various
types of deformations of the chemical bonds for different positions of the indenter. ©1998
American Institute of Physics.@S1063-7834~98!02103-0#
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In the measurement of hardness of indentation the
gress of the indenter into the investigated material is acc
panied by plastic deformation of the region immediately a
jacent to the indentation, and part of the contiguous def
free region exists in the elastically deformed state.1,2 When
the load is removed, this deformation partially relaxes,
for crystals with a covalent bond, which have a high ha
ness rating, pronounced brittleness, and low plasticity,3 the
relaxation under ordinary conditions is disregarded. It h
been found, however, that to correctly determine the illum
nation microhardness, i.e., the magnitude of the photo
chanical effect,4 this relaxation must be taken into accoun5

It has been established for the case of a silicon sin
crystal that if the load is removed from the illuminated su
face, the trace of the indentation~length of the diagonal! is
shorter~and, hence, the magnitude of the photomechan
effect is lower! than when the illumination is turned off firs
and the load is lifted after a certain time interval. Und
equal experimental conditions this difference is greater
small loads and high illumination.5

Here we give the results of investigations of the time a
spectral dependence and the anisotropy1! of the relaxation of
microhardness indentation size.

The experiments were performed on the~100! face of
dislocation-free, single-crystaln-type Si with a resistivity of
200V•cm. Prior to microhardness measurement the sam
were subjected to mechanical and chemical processing
were then subjected to vacuum anneal followed by s
cooldown. The microhardness measurements were
formed on a Durimet machine by an indentation techniq
using a standard tetrahedral Knoop pyramid indenter.
load on the indenter was set equal to 25 g. The illuminat
had two different spectral compositions: with photon en
gies greater~hn.DEg , regime 1! and smaller~hn,DEg ,
regime 2! than the width of the bandgap of Si. The radiati
intensities were chosen so that the magnitudes of the ph
mechanical effect in both regimes, taking into account ela
recovery of the indentations, would coincide.

The experiments showed that in regime 1, irrespective
the indenter position on the investigated face, the illumi
4621063-7834/98/40(3)/2/$15.00
-
-

-
t-

t
-

s
-
e-

le
-

al

r
r

d

es
nd

r-
e
e
n
-

to-
ic

f
-

tion microhardness depends exponentially on the time
the load is maintained on the sample after the cessatio
illumination ~see Fig. 1a!. Control measurements hav
shown that increasing this dark-loading time of the inves
gated crystal to the times used in the illumination expe
ments does not influence the dimensions of the indentat
In addition, it has been found that the relaxation of the
dentation dimensions in regime 1 exhibits an anisotro
character~see Table I!. The magnitude of the relaxation fo
the~100! direction is greater than for the~110! direction. It is
important to note that the magnitude of the relaxation is
ways greater in regime 1 than in regime 2, regardless of
indenter position on the investigated face~see Table I!. The
weakness of the effect in regime 2~even though relaxation o
the indentation dimensions is observed! might conceivably
make it impossible to detect any time dependence and
isotropy.

These results can be interpreted on the basis of con
erations set forth in Refs. 5, 7, and 8, according to wh
nonequilibrium carriers excited from the valence band,
so-called antibonding quasiparticles—a free electron in
conduction band and a hole in the valence band—are res
sible for the softening of crystals with covalent chemic
bonds. A relationship has been shown5 to exist between the
magnitudes of the photomechanical effect and the co
sponding densities of antibonding quasiparticles. The re
ation of the indentation decreases with time elapsed after
light is turned off ~see Fig. 1a!, i.e., the softening of the
surface layer relaxes because this layer harbors residual
centrations of antibonding quasiparticles at the ene
minima, i.e., repeatedly bending energy bands for electr
and holes~see Fig. 1b!. This inhomogeneous bending in th
surface layer is caused by the presence of various type
inhomogeneities in the surface layer.9 After illumination
ceases, carriers recombine rapidly in the homogeneous
gions of the crystal, and electrons and holes arriving at
corresponding spatially separated minima can recombine
an activation scenario after overcoming the correspond
barrier ~see Fig. 1b!. This is why softening persists for
certain length of time after the cessation of illumination
© 1998 American Institute of Physics
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the surface layer.5 The same process explains why, as t
load is increased, the magnitude of the relaxation effect
creases and becomes unmeasurable, i.e., at the inden
depth in the crystal to which the inhomogeneous band be
ing of the surface layer extends.

The magnitude of the relaxation in regime 1 is alwa
greater than in regime 2 because light is absorbed pred
nantly in the defect-free zone of the indentation in regime

FIG. 1. a! Reduction in the illumination microhardness during the time th
the sample remains loaded after the cessation of illumination~in this situa-
tion the large diagonal of the Knoop pyramid coincides with the^100&
direction!; b! recombination transitions in the surface layer of a crys
between bent bands. HereE is the energy, andx is the coordinate along the
surface.

TABLE I. Anisotropy of relaxation of the indenter dimensions.

Radiation spectral
composition

D@(Hd2Hl)/Hd#, %

i ^100& i ^110&

hn.DEg 11 9
~regime 1!
hn,DEg 6 6
~regime 2!

The magnitude of the relaxation is expressed as the difference betwee
magnitudes of the photomechanical effect:D@(Hd2Hl)/Hd#, %, whereHd

andHl are the microhardnesses in darkness and during illumination, res
tively.
e
e-
tion
d-

i-
,

so that the elastic deformation in the illuminated crys
propagates to a much greater distance from the indenter
in darkness, whereas in regime 2 light-induced softening
in only for the defective zone, in which the fraction of elas
deformation is small. Consequently, when the load is
moved, the elastic recovery of the indentation in regime 1
a more efficient process than in regime 2.

The contraction, extension, and rotation of chemi
bonds take place in a covalent crystal as the indenta
forms under the indenter. This behavior accounts for the
isotropic character of the relaxation of the indentation si
When the indenter is in the position of maximum microha
ness on a given face, contraction is the dominant proc
and when the microhardness is a minimum, extension
rotation of the chemical bonds are dominant.10 During re-
moval of the load from the illuminated surface of a crys
~in regime 1!, when relaxation of the elastic stresses tak
place, the force exerted by the elastically deformed region~in
which the chemical bonds are predominantly in the co
tracted state! on the defective region is naturally greater th
when the chemical bonds are weakened by tensile and r
tional strains.

1!Microhardness anisotropy refers to the variation of the microhardness~usu-
ally measured by means of an elongated Knoop indenter! as a function of
the indenter orientation on the face of a single crystal.6

1Yu. S. Boyarskaya and M. I. Val’kovskaya,Microhardness@in Russian#
~Shtiintsa, Kishinev, 1981!, p 67.
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sian# ~Shtiintsa, Kishinev, 1984!, p. 100.
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MAGNETISM AND FERROELECTRICITY

Influence of a strong microwave electric field on the spectrum and damping
of magnetostatic waves in the magnetic semiconductor p -HgCr2Se4

N. I. Solin, A. A. Samokhvalov, and V. S. Babushkin

Institute of Metal Physics, Ural Branch of the Russian Academy of Sciences, 620219 Ekaterinburg, Russia
~Submitted July 14, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 505–507~March 1998!

Variations in the spectrum and damping of magnetostatic waves are observed inp-HgCr2Se4

irradiated by a strong microwave electric field. The variations depend on the
magnetostatic wavenumber and the electrical conductivity of the crystal. The results are discussed
in the model of magnon heating by high-energy carriers. ©1998 American Institute of
Physics.@S1063-7834~98!02203-5#
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One of the central problems of the physics of magne
semiconductors is the study of the interaction of charge
riers ~electrons and holes! with spin waves. Strong electron
magnon interaction in magnetic semiconductors governs
variations of the magnetic properties of magnetic semic
ductors in an electric field,1,2 In n-HgCr2Se4 samples exhib-
iting metal-type conductivity, substantial~up to tenfold! re-
ductions in the damping of magnetostatic waves~MSWs! in
an external electric field3,4 are attributed5 to variation of the
band structure of HgCr2Se4 as a result of a decrease in th
magnetization when magnons are heated by high-en
electrons.2,6

Studies of electron–magnon interaction inr-HgCr2Se4

are nonexistent, because holes are known to interact we
with the magnetic subsystem. In this article we give the
sults of investigations of the influence of an external mic
wave electric field on the propagation of backward-travel
volume magnetostatic waves inp-HgCr2Se4.

The experiments known to us on magnetic semicond
tors in strong electric fields have been carried out with dir
current. Carrier injection and other contact effects can
eliminated by using a noncontact method. Our measurem
were performed by a resonator method. A HgCr2Se4 sample
in the form of a right parallelepiped of dimensions 1.431.4
30.28 mm was placed in the center of a rectangular, d
mode, beam resonator. Microwaves from two sources w
fed to the resonator. One source~operating at a frequency o
8 GHz and low power! was used to excite and record MSW
in the sample~TE102 mode!. A magnetron source operating
a frequency of 9.4 GHz with power up to 5 kW was used
irradiate the sample with an electric field up to 3 kV/c
~TE103 mode!. To eliminate Joule heat, the investigatio
were carried out in the pulsed regime. The MSWs were
corded by a stroboscopic voltmeter using a strobe puls
duration 20 ns. The microwave measurement procedure
apparatus were similar to those described in Ref. 7.

The samples were prepared by the technology descr
in Ref. 8 and had a semiconductor-type temperature de
4641063-7834/98/40(3)/3/$15.00
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dence of the microwave conductivitys with activation ener-
gies DEa50.07 eV and 0.03 eV in the ferromagnetic an
paramagnetic regions, respectively. The electrical proper
and thermal emf ofp-HgCr2Se4 have been investigate
previously.9

1. RESULTS

It is evident from Fig. 1 that the values of the MSW
resonance fieldHr and linewidthDHk increase in proportion
to the electric field above a certain critical valueE
>0.7 kV/cm of the latter. The variations ofDHk(E) and
Hr(E) are approximately inversely proportional to th
square of the MSW wavenumberk. In samples of lower
conductivity (s<mV21

•cm21) the electric field is not ob-
served to have any influence on MSW propagation.

Figure 2 shows typical plots of the MSW characterist
Hr andDHk as functions of the microwave-pulse input tim
We see that within the duration of the microwave puls
t>1 ms, the MSW line broadens, andHr shifts toward
higher resonant fields, and then, upon termination of the
crowave pulse, the MSW characteristicsDHk andHr return
to the original values after a characteristic timet
52 – 3 ms.

Thus, the MSW damping and resonance fields incre
in p-HgCr2Se4 samples in an electric field instead of d
creasing as inn-type samples,4 and the time variations of the
Hr andDHk in p-HgCr2Se4 are an order of magnitude faste

To determine the nature of the observed MSW var
tions, the MSW characteristicsDHk andHr and the micro-
wave conductivity at 9.4 GHz of the investigated HgCr2Se4

sample were measured as functions of the temperature~Fig.
3!. Clearly,Hr andDHk and the conductivity increase wit
the temperature. At high temperatures the MSW damp
decreases as the MSW wavenumberk increases, and at 77 K
the variation ofDHk(k) is monotonic.

2. DISCUSSION OF THE RESULTS

The spectrum and damping of MSWs in magnetic
electrics are determined by the magnetization of
© 1998 American Institute of Physics



g
e

e
th

m

el

-

f
th

o

pe

rie
-

he

uc-
g-
in-
at

lu-

tal
ion,

end
ing

ria-

e

atic
of
be-
se in
on
ec-

465Phys. Solid State 40 (3), March 1998 Solin et al.
crystal.10 To describe MSW propagation in conducting ma
nets, the electrical conductivity of the crystal must be tak
into account; calculations have shown4 that it mainly influ-
ences~through an induction mechanism! only the damping
of the waves. It is well known11 that the MSW resonanc
fields Hr(k) for a plate in free space are described by
Damon-Eshbach equations10 only for largek@k057 cm21,
wherek0 is the electromagnetic wavelength in the mediu
The temperature dependence ofHr for the MSW fundamen-
tal (k522 cm21) can be explained on the basis of the Kitt
equation for an ellipsoid

~v/g!25@Hr1~Nx2Nz!#@Hr1~Ny2Nz!M #, ~1!

wherev is the frequency, andN is the demagnetization fac
tor. Clearly, calculations based on~1! for a g factor equal to
2 ~dashed curve1 in Fig. 3! provide a good explanation o
Hr(T) as the result of the temperature dependence of
magnetizationM of HgCr2Se4 ~Ref. 4!.

The contribution of internal processes to the damping
spin waves of HgCr2Se4 with k>0 is small.12 At 77 K the
contributions of fast-relaxing impurity ions of the Cr12 type
to the damping are also small and decrease as the tem

FIG. 1. Resonant field~graph1! and linewidth~graph2! of magnetostatic
waves versus microwave electric field,T577 K, k520 cm21.

FIG. 2. Resonant field~graph1! and linewidth~graph2! of magnetostatic
waves versus time,T577 K, k565 cm21, E52 kV/cm. 3! Profile of the
microwave pulse.
-
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e
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e
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ture increases.13 The increase ofDHk with k.110 cm21

~curve 5 in Fig. 3! as the temperature approaches the Cu
point TC5106 K ~Ref. 9! agrees with ferromagnetic line
width (DH) data for nonconducting HgCr2Se4 crystals14 and
can be attributed to the influence of spin fluctuations. T
k-dependent part of the MSW attenuation~curves3–5 in Fig.
3! can be attributed to the influence of the electrical cond
tivity of the crystal. The oscillations of the alternating ma
netization induce an electric field, and the Joule heating
duces additional MSW damping, whose contribution
k@k0 has the form4

DHk54pMkc
2/k2, ~2!

wherekc
254psv/c251/d2, andd is the skin depth.

For smallk the conductivity contribution to the MSW
damping can only be determined numerically from the so
tion of a system of equations,4 and Eq.~2! can only be used
for estimates, which giveDHk>20 Oe for the MSW funda-
mental at 77 K. The nonmonotonic behavior ofDHk(k) at 77
K ~Fig. 3! can be attributed to the fact that the fundamen
mode is observed in the region of surface MSW propagat
becauseHr,Hr

a[@(v/g)21(2pM )2#1/222pM , whereHr
a

is the antiresonance field~magnetic permeabilitym850!.10

The damping of surface waves can be expected not to dep
as strongly on the conductivity of the magnet as the damp
of volume MSWs.11

Thus, the variations ofHr andDHk in an electric field,
like the temperature variations, are probably caused by va
tions of M and s in HgCr2Se4. The variations ofDHk(E)
andHr(E) ~Figs. 1 and 2!, estimated from their temperatur
dependences, correspond to a~5–10!-K increase in the tem-
perature. The short durations of the aftereffect ofDHk and
Hr ~Fig. 2! and estimates of the Joule heating in the adiab
regime~less than 0.5 K! show that the observed variations
MSWs in an electric field are associated with interaction
tween the magnetic and electronic systems. The decrea
the magnetization is well explained in the model of magn
heating2 by high-energy carriers. Carriers heated in the el
tric field transfer energy to magnons. In HgCr2Se4, however,

FIG. 3. Resonant fields~graphs1 and 2! and linewidths~graphs3–5! of
magnetostatic waves and microwave conductivity~graph6! of p-HgCr2Se4

versus temperature.1, 3! k520 cm21; 2, 4! 65 cm21; 5! 110– 150 cm21.
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the magnons are weakly coupled with phonons, because
Debye temperature15 is TD5220 K,TC . This is why mag-
nons are also heated in the electric field.

The increase ofDHk in an electric field and its depen
dence onk ~Figs. 1 and 2! are consistent with the inductio
mechanism of MSW damping and with the increase in
conductivity of HgCr2Se4 in an electric field.16 The increase
of s(E) in an electric field has been explained16 by the de-
localization of electrons around the bottom of the valen
band as the carriers heat up. The identical behavior of
Hr(E) andDHk(E) curves, which implies the common na
ture of these variations, can also be explained in the magn
heating model.

The electrical conductivity of HgCr2Se4 is attributed17 to
nonstoichiometric composition, specifically deficiencies
both Se~donors! and in Hg~acceptors!. We postulate that in
the paramagnetic region, owing to strongs–d exchange in-
teraction, electrons bound to Se vacancies become loca
at neighboring chromium ions, forming magnetizatio
dependent impurity states of the ferron type18 and are in-
volved only in hopping conduction. In the ferromagnetic r
gion the gain in exchange energy disappears, and
electrons become delocalized. The released electrons c
pensate acceptors, thereby increasing the resistance.
phenomenon can account for the positive magnetoresist
in p-HgCr2Se4 ~Ref. 19! and the increase in the activatio
energy close toTC ~Ref. 9!. This model explains the varia
tions of the conductivity as a function of the temperature a
the magnetic and electric fields, along with other proper
of n-HgCr2Se4 ~Refs. 5, 7, and 20!. The difference is prob-
ably that the densities of Se and Hg vacancies in the inv
tigatedp-HgCr2Se4 are approximately equal or have valu
such that hole compensation and the change of conduct
type take place atT>18 K!TC ~Ref. 9!. According to x-ray
data,8 there are more Se vacancies than Hg vacancies in
doped crystals, but the ratio between them is technolo
dependent and can be modified by annealing in vari
atmospheres.9,21 The approximately 10-K variation of th
magnetization of such a crystal at a temperature of 77
~close toTC! as a result of magnon heating is potentia
conducive to the transfer of electrons into localized sta
and lowering of the conductivity.

The duration of the aftereffect~Fig. 2! is governed by
magnon-phonon interaction in the magnon-heating mode2,6

The variation of this time as a function of the conductiv
type indicates indirect relaxation of the magnon energy i
the lattice by way of carriers.
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Thus, the model of magnon heating by high-energy c
riers in connection with the nature of the electrical condu
tivity of p-HgCr2Se4 explains the main features of th
changes in the spectrum and damping of magnetos
waves in a strong electric field.

This work has been carried out as part of the Fede
Program ‘‘Surface Atomic Structures’’~Project No. 95-
2.10!.
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18É. L. Nagaev,Physics of Magnetic Semiconductors~Mir, Moscow, 1983;
Nauka, Moscow, 1979!.

19V. A. Kostylev, B. A. Gizhevskii, A. A. Samokhvalov, M. I. Auslender
and N. G. Bebenin, Phys. Status Solidi B158, 307 ~1990!.

20N. I. Solin and N. M. Chebotaev, Fiz. Tverd. Tela~St. Petersburg! 39, 848
~1997! @Phys. Solid State39, 754 ~1997!#.

21L. Goldstein, P. Gibart, and A. Selmi, J. Appl. Phys.49, 1474~1978!.

Translated by James S. Wood



PHYSICS OF THE SOLID STATE VOLUME 40, NUMBER 3 MARCH 1998
Long-time relaxation of an ordered magnetic structure
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In a Mössbauer investigation of the parameters of the hyperfine interactions on Fe57 nuclei in the
ferromagnetic Tb0.8Y0.2Fe2, we have made the first observation of long-time~days, months!
relaxation of an ordered magnetic structure. In this effect the orientation of some moments in a
sample changes under the action of a pulsed magnetic field~up to 250 kOe! and then
slowly reverts to the initial state by means of gradual decomposition of clusters of the reoriented
moments. A theoretical estimate of the relaxation time is made. ©1998 American
Institute of Physics.@S1063-7834~98!02303-X#
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Giant magnetic anisotropy and giant magnetostricti
which were discovered in the 1960s in rare-earth magn
are apparently not the only giant magnetic properties cha
teristic of lanthanides. Separate studies performed in the
30 years indicate the possible existence of another such p
erty, associated with the time dependence of some ma
scopic magnetic parameters. For example, it is known1 that
the relaxation time for Tb containing 0.5 at. % of differe
impurities can reach 160 s near a transition into the fe
magnetic state. In Ref. 2 it was observed that in Tb at te
peratures above 135 K the initial susceptibility decays o
;320 min. This was attributed to a property of Tb and n
the presence of impurities. An elastic aftereffect correspo
ing to the high magnetic viscosity of some compounds of
with Gs and Dy was discovered in Ref. 3. The characteri
relaxation times were;102 s. Long-period decay of the in
duced magnetization is also well known in spin glasses c
taining rare-earth elements. For example, the magnetiza
in the system Y13 at. % Tb ~Ref. 4! decays over a time
;400 s. This is because the spin-glass system is mult
degenerate, as a result of which a slow wandering betw
energy valleys occurs. However, in the above-mentio
works the microscopic mechanism for the decay of the m
netization and of other parameters was not known, and
problem had not even been formulated.

The first step in understanding the microscopic mec
nism was taken in Ref. 5, where the hyperfine interactions
impurity Sn119 in Tb metal were discovered to be time
dependent and their time dependence was investigate
was found that under some conditions~ordinarily, near the
Néel point! the magnetic environment surrounding a Sn at
becomes unstable and decays into a structure with a lo
local magnetization. The characteristic decay times w
hours and days. The decay slows down when a magn
4671063-7834/98/40(3)/4/$15.00
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field is applied. It was conjectured that the phenomenon is
a cluster, microcollective character. It would be appropri
to call the phenomenon a giant viscosity of the magne
structure of a rare-earth magnet, by analogy to other spe
properties of materials in this class. It would be extrem
interesting to determine the boundaries of the region wit
which this phenomenon occurs. The present investiga
was undertaken in this connection, but this time on the co
pound Tb0.8Y0.2Fe2 by the Mössbauer spectroscopy metho
(Fe57).

The intermetallide TbFe2 is a ferrimagnet with a high
Curie point ~682 K!. Its magnetic anisotropy constantsK1

5273107 ergs/cm3 and magnetostrictionls5231023 at
300 K are very large.6 Substitution of yttrium for Tb intro-
duces some disorder into the periodic arrangement of
magnetic Tb ions and creates the prerequisites for an im
ance of the exchange energy, magnetic anisotropy, and m
netostriction in a direction favorable for the appearance
metastability.

1. EXPERIMENTAL PROCEDURE

Pulsed magnetic fields with intensity up to 50 kOe a
pulse durations of several milliseconds were used to prod
a perturbation in the system of magnetic moments. The fie
were produced in the gap of a solenoid by discharging
capacitor bank. A field of 125 kOe was produced at roo
temperature and a field at 250 kOe was produced with
solenoid and samples cooled by liquid nitrogen. The m
method of investigation was Mo¨ssbauer spectroscopy o
Fe57 nuclei. The ‘‘Perse�’’ apparatus, which makes it pos
sible to measure the parameters of the hyperfine interact
to within 1023 mm/s, and a;10 mCi source consisting o
Co57 in Cr were used. The magnetic parameters were m
© 1998 American Institute of Physics
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FIG. 1. Mössbauer (Fe57) spectrum of
Tb0.8Y0.2Fe2. T5293 K. The spectrum
was analyzed in the model of two sexte
of lines.
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sured in a high-precision magnetometer. The x-ray crysta
graphic analysis was performed on a DRON-3 apparatus

2. EXPERIMENTAL RESULTS

The Mössbauer spectrum of the Tb0.8Y0.2Fe2 sample at
293 K is displayed in Fig. 1. The spectrum corresponds w
to the parameters characteristic of compounds of the R2

series.7,8 It decomposes into two sextets of lines with diffe
ent hyperfine magnetic fields~H1 and H2!, isomeric shifts
(d1 andd2!, quadrupole splittings~Q1 andQ2!, line widths
~G1 andG2!, and populationsA1 andA2 (A1 /A2). The pa-
rameters are summarized in Table I. The first row of the ta
contains the parameters of the initial spectrum, and the
ond row contains the parameters of the spectrum that
obtained immediately after application of a 125 kOe fie
~one pulse!. The spectrum was obtained in a time of 10–
h. One can see from Table I that the field changes subs
tially only one parameter,A1 /A2 . Except possiblyG2 ,
which increases slightly, the other parameters are st
within the limits of the experimental error. Hence, the fie
gives rise to hysteresis of the magnetic structure of
sample that lasts long enough to obtain at least a spectru
was of interest to check how stable the hysteresis state

We found that the parameterA1 /A2 relaxes to the initial
level over a time of order 1 month~Fig. 2a!. Repeated appli-
cation of a magnetic field produces the same hysteresis
fect, but the relaxation time decreases to 1 week~Fig. 2b!.

It was very important to determine the conditions und
which the hysteresis state does not decay, i.e., the state
hibits absolute temporal stability. For this, a sample with
-
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e
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magnetic past history was prepared from the same piec
material. The sample was subjected to a 250 kOe magn
field applied in a series of five pulses, repeated every 10 m
The result is displayed in Fig. 2c. One can see that here
degree of rearrangement of the structure is the same as i
cases presented in Figs. 2a and 2b, but there is no relax
for at least two months.

Measurements of the magnetic hysteresis loops sho
that Tb0.8Y0.2Fe2 is a quite soft material magnetically. It
coercivity is ;250 Oe in the initial state and decreases
;190 Oe after the 125 kOe field is applied~the case shown
in Fig. 2a!. X-ray crystallographic analysis revealed that t
initial value of the lattice parametera57.34560.001 Å of
the fcc structure does not change after the application of
250 kOe field.

An experiment searching for hysteresis of the parame
A1 /A2 was also conducted in a weak 4.7 kOe field. This fie
was produced with an electromagnet in a time of 10 min
293 K. No changes inA1 /A2 or other parameters of th
spectrum were observed.

3. DISCUSSION

It should be noted, first and foremost, that the obser
phenomena are in no way associated with macroscopic m
netization and demagnetization of Tb0.8Y0.2Fe2. A pulsed
field does not convert the sample into a permanent mag
since the coercivity of the sample is very low. Moreove
residual magnetization would result in an appreciable m
netostriction effect, which is absent to within 0.001 Å. F
nally, the parametersH1 and H2 are identical before and
TABLE I. Parameters of Mo¨ssbauer spectra of Tb0.8Y0.2Fe2 (T5293 K).

H1 , kOe H2 , kOe d1 , mm/s d2 , mm/s Q1 , mm/s Q2 , mm/s A1 /A2 G1 , mm/s G2 , mm/s

Initial
state

212.9
~0.2!

193.2
~0.7!

0.016
~0.002!

0.011
~0.008!

0.204
~0.004!

20.534
~0.017!

3.1
~0.1!

0.30
~0.01!

0.34
~0.03!

After the application
of a 125 kOe field

212.9
~0.2!

193.8
~0.7!

0.017
~0.002!

0.0101
~0.008!

0.206
~0.004!

20.555
~0.016!

2.4
~0.1!

0.31
~0.01!

0.41
~0.03!
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after a field is applied, i.e., the internal field induced in t
sample by the external field is negligibly small. The reas
for the hysteresis and relaxation ofA1 /A2 must be sought in
the microscopic arrangement of the intrinsic magnetic str
ture of the experimental material.

We now direct our attention to the nature of the fieldsH1

andH2 , which is considered to be quite well studied in RF2

compounds.7,8 These compounds have a structure of
Laves phases type, the iron atoms occupy the vertice
tetrahedra, and the symmetry is 3m̄. The three-fold axes lie
in the directions@111#. The R atoms form a diamond lattice
The unit cell possesses four tetrahedra of Fe atoms, the
rahedra being aligned in the same direction. A fragmen
the structure of RFe2 is displayed in Fig. 3.

If the crystal is not magnetized, the iron atoms are cr
tallographically absolutely equivalent. The presence o
magnetic axis produces a difference between the iron ato
since the angleu between the axis of the axisymmetr
electric-field gradient and the magnetic field, genera
speaking, will not be the same for all iron atoms~Fig. 3!. If
the magnetization is directed along@111#, then there exist

FIG. 2. Long-time relaxation in Tb0.8Y0.2Fe2. a—After the application of a
125 kOe field, b—after repeated application of a 125 kOe field, c—after
application of a 150 kOe field.

FIG. 3. Arrangement of Fe atoms in the RFe2 structure. The arrows indicate
the magnetic moments of Fe.
n

-

e
of

et-
f

-
a
s,

y

two classes of distinguishable iron atoms: those for wh
u50 and those for whichu570°328. They are present in a
1:3 ratio ~Fig. 3! and can be distinguished in a Mo¨ssbauer
experiment, since the combined effect of the magnetic dip
and electric quadrupole interactions depends on the angu.
Two other cases are also possible: easy magnetization in
@110# direction ~two pairs of nonequivalent sites and a 1
ratio of intensities of the spectra! and easy magnetization i
the @100# direction ~all sites equivalent and only one Mo¨ss-
bauer spectrum!.

In the TbFe2 structure the easy axis is@111#, i.e., the
parameterA1 /A2 must equal 3, as is observed in our ca
Thus, the parameterA1 /A2 is the ratio of the populations o
the two magnetically nonequivalent positions shown in F
3. We shall examine the most likely reason why an exter
field changesA1 /A2 .

In a cubic lattice there exist four directions of easy ma
netization of the type@111# ~diagonals of the cube!. They are
absolutely equivalent energetically, but they are separa
from one another by quite high barriers. In each unit cell
moments align along one of the@111# axes, as a result o
which A1 /A25const holds over all cells. However, a stron
external field can destroy this constancy. Within a given c
some moments can be reoriented to a different@111# axis.
For example, if in the fragment of the structure shown
Fig. 3 only one moment undergoes such a transition with
angleu changing from 72°328 to 0°, thenA1 /A2 becomes
equal to 2/251. The fieldsH1 andH2 and the other param
eters of the spectrum should not change in the process, s
the configuration with a collinear arrangement of the m
ments and the ‘‘defective’’ configuration are energetica
equivalent. Since the experimental material is a polycrys
transitions of the moments in the@111# axes are random. If it
is assumed that of the 16 moments of the Fe atoms per
cell only one, on the average, changes orientation, then
result is thatA1 /A2 changes from 12/453 to 11/552.2,
which is very close to the experimentally observed va
~Fig. 2!.

There arise the obvious questions: How will the defe
tive configuration behave as a function of time? Will it rela
into the initial state and if so, then how long is this relaxati
time?

It is obvious that a single moment cannot revert to t
initial state, since this involves an increase in energy by
amount at least of the order of the exchange energy per
tice site. All moments united by the exchange interact
forces into a cluster must relax simultaneously. Let us e
mate the number of moments that can participate in this
mation. For this, we employ the physical considerations a
results of Ref. 9, where relaxation of the hyperfine fields
a Sn impurity in Tb is discussed.

Following Ref. 9, let us assume that an energyDE is
required for a moment to rotate from a defective state i
the normal state. Then the rotation will occur over the tim

t0.\/DE. ~1!

The probability of finding this moment in a time intervalt0

in the rotated state is

e
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W05exp~2DE/kT!. ~2!

The probability thatN moments~one cluster! will rotate si-
multaneously over timet0 is

W5W0
N5exp~2NDE/kT!. ~3!

The time for N moments comprising one cluster to rota
simultaneously is

t5t0 /NW5~t0 /N!exp~NDE/kT!. ~4!

Introducingx5nDE/kT we obtain

t5
\

xkT
ex. ~5!

Since the measurements in the present work were perfor
at T5293 K

t•3.84310135
ex

x
. ~6!

The equation~6! establishes a relation betweent and N, if
we take into account the fact thatDE/kT.2.33 for TbFe2,
whose Curie point is 682 K.

One can see from Table II, where computational res
are presented, that the dependence oft on N is of a ‘‘cata-
strophic’’ character: A cluster of two moments decays o
10213 s and a cluster of 22 moments decays in 222 days.
experimentally observed relaxation times correspond t
cluster consisting of 20–22 moments, the dependence oft on
N being extremely sharp even in this narrow range: Cha
ing N by 7% increasest from 7 to 222 days.

The calculation performed above is, of course, very g
eral and approximate, since many parameters of the mat
in question have been neglected. On the other hand, h
ever, the main features of the observed effects are comple
described by Eq.~6!. It is obvious that the main paramete
here is the cluster sizeN. This explains almost all experi
mental results.

Indeed, it is obvious why a 250 kOe field in a series
five pulses virtually freezes out the hysteresis state. Suc
strong action forms very many defects, which are descri
above, in the magnetic structure, and this promotes the
mation of large, very stable clusters (N.22). The weaker
effect of a 125 kOe field forms smaller clusters (N,22),
which decay over a time of the order of weeks or mon
~Fig. 2!. For a very weak field of 4.7 kOe, even if it doe

TABLE II. Computed relaxation timest of the moments as a function of th
average numberN of moments in a cluster.

x N t

5 2.14 7.7310213 s
30 12.87 0.9331022 s
35 15.02 1.18 s
40 17.17 2.5 min
45 19.31 5.6 h
48.5 20.81 7.19 days
50 21.46 31.25 days
51 21.89 83.3 days
52 22.32 222.2 days
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form defects in the magnetic structure, the defects are imp
sible to notice because very small clusters decay rap
(N!22). It is also obvious that the magnetic past history
a sample influences the relaxation time, since when the
ercivity decreases from 250 to 190 Oe with a transition fro
the cycle corresponding to Fig. 2a to the cycle correspond
to Fig. 2b, the magnetization curve shifts upward, as a re
of which the exchange energy, the parameterDE, increases
andN decreases.

Analysis of Eq.~6! shows that when the temperature
which the experiments are performed decreases, the e
tence of much smaller clusters becomes admissable, w
nonetheless give long relaxation times. For example, coo
to 77 K permits clusters consisting of 5–6 moments. Inde
preliminary experiments at 77 K with a 4.7 kOe field th
does not give any effects at 293 K showed the presenc
hysteresis and long-time relaxation.

Finally, let us consider the role of Y in the phenome
discussed above. Yttrium, being a nonmagnetic impur
produces a magnetic perturbation in its vicinity and giv
rise to tilting, disorientation, of the Fe moments. For th
reason, the structure of Tb0.8Y0.2Fe2 apparently is not com-
pletely collinear, which is why the height of the barrier b
tween the@111# magnetic axes is lower than in pure TbFe2.
Moreover, Y decreases the exchange interaction in the
trix. The result of these processes is a decrease ofDE, i.e., a
shift in the direction of long~observable, at least! relaxation
times.

The results obtained in the present work have much
common with the results obtained for the Tb10.5 at. %
Sn119 system.5 Both sets of results can be described succe
fully by a two-level cluster model of the decay of the excit
magnetic structure. Further experimental and theoretical
vestigations must be performed in order to understand be
the long-time relaxation effects.
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Tb0.8Y0.2Fe2 sample.
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Investigation of the effect of uniaxial pressure on antiferromagnetic resonance in
KFe11O17 Crystals

V. N. Vasil’ev and E. N. Matve ko

L. V. Kirenski� Institute of Physics, Siberian Branch of the Russia Academy of Sciences,
660036 Krasnoyarsk, Russia
~Submitted September 30, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 513–515~March 1998!

The deformation dependence of the resonance field in KFe11O17 single crystals was investigated
by the AFMR method. The measurements were performed atT577 K andn547.52 GHz
for two orientations of the external pressure. The experimental data are discussed in terms of a
model of a very simple easy-plane antiferromagnet taking account of the elastic and
magnetoelastic contributions to the thermodynamic potential. The magnetostriction,
magnetoelastic, and elastic contants are calculated and the results arel51.9431025, B152.75
3108 erg/cm3, andC112C1251.4231013 erg/cm3, respectively. The values of these
constants imply that the origin of the initial gap in the AFMR spectrum is not of magnetoelastic
origin. © 1998 American Institute of Physics.@S1063-7834~98!02403-4#
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KFe11O17 has a hexagonal layered structure, belong
to the space symmetry groupD6h

4 , like that observed in
b-Al2O3.1 Below the Néel temperature 800 K potassium fe
rite is an easy-plane~EP! antiferromagnet.2 In investigations
of the orientational dependence of the low-frequency~LF!
branch of the antiferromagnetic resonance~AFMR! in the
basal plane of potassium ferrite crystals, it was observed
the amplitude and periodicity of the variation of the res
nance field differed from sample to sample.3 It was estab-
lished that this is due to nonuniform strains induced
samples when they are glued to the quartz holder and
residual deformations arising when the solution in a m
cools during synthesis of the crystals. Moreover, the sp
trum of the LF branch of AFMR has an isotropic energy ga
which, just as in other easy-plane antiferromagnets,4 can be
of magnetoelastic origin. For this reason, in the present w
we investigated theoretically and experimentally the effec
uniaxial pressure on AFMR in potassium ferrite.

1. SAMPLES, EXPERIMENTAL CONDITIONS, AND RESULTS

The measurements were performed in an AFMR sp
trometer with a pulsed magnetic field. The measuring sec
of the spectrometer was equipped with an apparatus
made it possible to apply a uniaxial pressure to the samp5

Single crystals grown by spontaneous crystallization from
solution in a melt3 and prepared in the form of 130.3 mm
rectangular wafers with plane parallel end planes were u
as samples. To remove the induced residual strains,
samples were annealed for 7 h at 720 °C inair. The pressure
on a sample placed in a quartz ampul was transmi
through a quartz rod. The ampul itself was placed insid
transmission-type resonator so that the sample was locat
the antinode of the microwave field, whose flux lines we
parallel to the applied pressure and perpendicular to the
ternal magnetic field.
4711063-7834/98/40(3)/3/$15.00
g

at
-

to
lt
c-
,

rk
f

c-
n
at
.
a

ed
he

d
a
at

e
x-

The deformation dependence of the LF AFMR was
vestigated at temperature 77 K and frequency 47.52 GHz
two orientations of the pressure relative to the crysta
graphic axes:piC6 and piC2 , whereC6 is a six-fold prin-
cipal axis of the crystal andC2 is one of the two-fold axes
passing through opposite sides of the hexagon character
the symmetry in the basal plane. In both cases the exte
magnetic field was oriented in the basal plane of the cry
along the other two-fold axisU2 , which was perpendicula
to C6 andC2 .

It was established that, to within the accuracy of t
measurements, the pressure applied along theC6 axis does
not produce a shift of the resonance field, up to
3108 dyn/cm2. The figure displays the AFMR field versu
pressure applied alongC2 . This dependence can be d
scribed by a linear law.

2. DISCUSSION

The experimental data were analyzed using a phen
enological model of a two-sublattice antiferromagnet w

FIG. 1. Resonance fieldH versus external pressurep applied along one of
the axesU2 .
© 1998 American Institute of Physics
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easy-plane magnetic anisotropy. The thermodynamic po
tial for the experimental crystal can be written, on the ba
of symmetry considerations, in the form

F5FM1FME1FE1FES, ~1!

where

FM51/2~Am2!11/2~a1l z
2!2m•h ~2!

is the magnetic part of the thermodynamic potential, inclu
ing the intersublattice exchange interaction, a second-o
anisotropic invariant, and the Zeeman interaction, resp
tively, m5(M11M2)/2M0 and l5(M12M2)/2M0 are fer-
romagnetism and antiferromagnetism vectors,M i are the
sublattice magnetizations,M05uM1u5uM2u is the saturation
magnetization of the sublattices~the latter equalities are
equivalent to the conditionsm21 l251 andm• l50!,

FME5B1~UXXl X
21UYYl Y

212UXYl Xl Y!1B2

3~UXX1UYY!l Z
21B3UZZl Z

21B4~UXZl Xl Z

1UYZl Yl Z! ~3!

is the magnetoelastic part of the potential,Bi are magneto-
elastic constants,ui j are the strain,

FE5C11~UXX
2 1UYY

2 !/21C12UXXUYY1C13~UXXUZZ

1UYYUZZ!1~C112C12!UXY
2 1C33UZZ

2 /2

12C44~UXZ
2 1UYZ

2 ~4!

is the elastic part of the potential,Ci j are the elastic con
stants,

EES52s i j Ui j ~5!

is the potential of the external stresses,s i j 52upua ia j is the
stress tensor, anda i anda j are the direction cosines of th
pressure vector. All phenomenological constants in the
pression for the thermodynamic potential have the dimens
of energy. The effective fields are expressed as follows:HE

5A/2M0 is the effective exchange field,Ha25a1/2M0 is the
anisotropy field,H5h/2M0 is the external magnetic field
and so on. The coordinate system of the problem was cho
so thatXiU2 , YiC2 , andZiC6 .

Let us examine the equilibrium states of the system
an external magnetic field directed alongU2iX, using the
standard procedure of minimizing the thermodynamic pot
tial with respect to the components of the vectorsm and l
and the deformationsui j . For the casepiC6 (s5sZZ) we
have

mOY50, mOZ50, l OX50,

l OY5~12HX
2/HE

2 !1/2, l OZ50,

~UXX2UYY!~0!5B1l OY
2 /~C112C12!,

UXY
~0!50, UXZ

~0!50, UYZ
~0!50,

UZZ
~0!5@B1C13l OY

2 1~C111C12!sZZ#/

@C33~C111C12!22C13#. ~6!

For the casepiC2 (s5sYY) we have
n-
is

-
er
c-

x-
n

en

r

-

mOX5HX /HE , mOY50, mOZ50, l OX50,

l OY5~12HX
2/HE

2 !1/2, l OZ50,

~UXX2UYY!~0!5~B1l OY
2 2sYY!/~C112C12!,

UXY
~0!50, UXZ

~0!50, UYZ
~0!50,

UZZ
~0!5~B1C13l OY

2 2C13sYY!/@C33~C111C12!22C13#.
~7!

Solving the linearized Landau–Lifshitz equations f
small uniform oscillations around a position of equilibriu
and for an external magnetic field directed along the a
U2iX, we obtain for the characteristic frequencies of the
oscillations

~v1 /g!25~12Ha1/2HE!HX
212HEB1

3~uXX2uYY!~0!l OY
2 , ~8!

~v2 /g!25HE@Ha122B1UYY
~0!12B2~uXX2uYY!~0!

12B3UZZ
~0!# l OY

2 . ~9!

In what follows we shall be interested only in the LF bran
of AFMR and the particular cases of the equilibrium sta
~6! and ~7! that are realized in the experiment.

If piC6 , then

~v1 /g!25~12Ha1/2HE!HX
212HEHMS , ~10!

where

HMS5B1
2/2M0~C112C12!5l1B1/2M0 ~11!

is the effective magnetoelastic field of spontaneous defor
tions andl15B1 /(C112C12) is one of four magnetostric
tion constants. In this case the pressure does not affec
AFMR parameters of the crystal, but spontaneous defor
tions make an isotropic contribution 2HEHMS to the initial
gap. The frequency–field relation~10! is formally identical
to the experimentally observed relation

~v/g!25~12Ha1/2HE!HX
21D2, ~12!

whereD54500 Oe is the isotropic gap in the AFMR spe
trum.

If piC2 , then

~v1 /g!25~12Ha1/2HE!HX
212HEHMS1HEHs , ~13!

where

Hs52B1sYY/2M0~C112C12!52l1sYY/2M0 ~14!

is the effective magnetoelastic field of the external stres
In this case there is an external-pressure dependent addit
anisotropic contribution 2HEHs in the AFMR spectrum. It
follows from Eqs.~13! and ~14! that the external stress de
pendence of the resonance field has the form

HX~s!5@HX
2~0!2HEl1usYYu/2M0~12Ha1/2HE!#1/2

'HX~0!2HEl1usYYu/2M0HX~0!

3~12Ha1/2HE!, ~15!
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i.e., just as in the case of rhombohedral easy-pl
antiferromagnets,4,5 it is an approximately linear function o
the applied stress~pressure!.

Thus, in both cases the experimental pressure de
dence of the resonance field is in complete qualitative ag
ment with the theoretical dependence. Comparing the r
tion ~15! with the experimental data in the figure, w
estimated the magnetostriction constant asl151.9431025.
In so doing, we use the computed valueM05706 G of the
sublattice saturation magnetization and the valuesHa1/2HE

50.031 andHE52.753106 Oe obtained from the resonanc
and static magnetic measurements.3,6 Next, using the value
obtained forl1 and making the assumption that the initi
splitting in the LF AFMR spectrum is of a purely magnet
elastic origin~i.e., the frequency versus field relation in th
absence of external stresses is described by Eqs.~10!–~11!!,
we estimated the magnetoelastic and elastic constantsB1

52.753108 erg/cm2 and C112C1251.4231013 erg/cm3. It
is evident from the estimates presented that each consta
approximately an order of magnitude greater than its typ
value for related crystalline oxide compounds.7 If these typi-
cal values~B1;107 andCi j ;1012! are substituted back into
e

n-
e-
a-

t is
l

the expression forHME , then it is found that only a fraction
;1/7 of the experimentally observed magnitude of the g
can be attributed to the magnetoelastic coupling.

In summary, LF AFMR in potassium ferrite is indee
very sensitive to the interaction of the spin and elastic s
systems of the crystal, but the existence of an initial splitt
in the AFMR spectrum cannot be explained only by the m
netoelastic interaction.

1C. A. Beevers and M. A. Ross, Z. Krist.97, 59 ~1937!.
2E. W. Gorter, J. Appl. Phys.34, 1253~1963!.
3V. N. Vasil’ev, E. N. Matve�ko, A. I. Kruglik, A. I. Pankrats, G. A.
Petrakovski�, and K. A. Sablina, Fiz. Tverd. Tela~Leningrad! 34, 3047
~1992! @Sov. Phys. Solid State34, 1632~1992!#.

4A. S. Borovik-Romanov and E. G. Rudashevski�, Zh. Éksp. Teor. Fiz.47,
2095 ~1964! @Sov. Phys. JETP20, 1407~1965!#.

5A. I. Pankrats V. N. Vasil’ev, and G. A. Petrakovski�, Fiz. Tverd. Tela
~Leningrad! 19, 1475~1977! @Sov. Phys. JETP19, 860 ~1977!#.

6A. D. Valaev, V. N. Vasil’ev, and E. N. Matve�ko, Fiz. Tverd. Tela~St.
Petersburg! 38, 3427~1996! @Phys. Solid State38, 1869~1996!#.

7E. V. Kuz’min, G. A. Petrakovski�, and É. A. Zavadski�, The Physics of
Magnetically Ordered Materials@in Russian#, Novosibirsk, 1976.
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On the theory of quantum stochastic resonance in single-domain magnetic particles
É. K. Sadykov, A. G. Isavnin, and A. B. Boldenkov

Kazan’ State University, 420008 Kazan’, Russia
~Submitted July 29, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 516–518~March 1998!

The phenomenon of stochastic resonance in a system of small magnetic particles with easy-axis
anisotropy, where stochastic magnetization reversal in such particles occurs by macroscopic
quantum tunneling of the magnetization, is investigated theoretically. An analytical model in the
approximation of discrete orientations is proposed for calculating the dynamic~rf!
susceptibility of easy-axis single-domain particles in a constant magnetic field applied
perpendicular to the easy axis. The new contribution of this model lies in a more accurate
description of quantum tunneling under conditions of rf modulation at temperatures
close to absolute zero. The adequacy of the proposed approximation is checked by numerical
modeling and by comparing the results with the published results on quantum tunneling
and stochastic resonance. ©1998 American Institute of Physics.@S1063-7834~98!02503-9#
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1. Superparamagnetic particles with easy-axis~EA! an-
isotropy have been investigated previously1,2 as systems tha
can exhibit a stochastic resonance~SR!3—a nonmonotonic
dependence of the output signal of the system on an exte
periodic signal with monotonically increasing noise in t
system. Thermal fluctuations of the magnetization w
treated as a stochastic component of the dynamics of
system, and it was shown, specifically, that the dynam
magnetic susceptibility of such systems increases subs
tially in a certain temperature interval.4 The idea of treating
SR on the basis of quantum fluctuations of the magn
moment vector in a single-domain particle under the infl
ence of macroscopic quantum tunneling6 was first suggested
in Ref. 5. We note that quantum SR was also investigate
Ref. 7 for tunneling transitions in mesoscopic contacts. In
present paper we elaborate further the basic premises s
in Ref. 5 and we propose an analytical model for describ
the dynamics of tunneling transitions of the magnetizat
vector through a potential barrier under the conditions o
modulation of a bistable potential. We use this model
study quantum SR for magnetic particles at temperatu
near absolute zero.

2. In a spherical coordinate system, the energy of
system—a single-domain particle with EA magne
anisotropy—is given by

E~ t !5Kv sin2 u2m0HVv sin u cosw

1m0~p/2!H1Mv cosu sin~Vt1c0!. ~1!

Here u and w are, respectively, the polar and azimuth
angles,K is the anisotropy constant,M and n are, respec-
tively, the saturation magnetization and the volume of
particle, (p/2)H1 is the amplitude of the ac magnetic fiel
which is directed along the EA, andH is a constant magneti
field applied in a direction perpendicular to the easy axis
the particle. Such a constant field is necessary for the app
ance of quantum fluctuations of the magnetization, since
der conditions preserving the axial symmetry of the Ham
4741063-7834/98/40(3)/3/$15.00
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tonian the projection of the magnetization vector on the e
axis commutes with the Hamiltonian, i.e., quantum num
is conserved and therefore tunneling is impossible.6 The
magnitude of this field determines the average subbar
transition rate, i.e., the noise level in the system. The rate
tunneling of the magnetic moment vector out of a metasta
state is determined by the extremal~Euclidean! actionSe in
an imaginary time along the trajectory of the transition fro
one stable orientation to another6

W5v0 exp~2Se\!

5v0expS 2 i E dt$~Mv/g!ẇ cosu2E~u,w!%/\ D . ~2!

Herev0 is the frequency of attempts, which ordinarily is o
the order of magnitude of the ferromagnetic resonance
quencyv0;109– 1010 s21, andg is the gyromagnetic ratio
To obtain an analytical expression for the tunneling rate
consider the static metastable potential obtained by ave
ing over a half-period of the modulation,

E5Kv sin2 u2m0HMv sin u cosw

1m0H1Mv cosu. ~3!

The averaging must be performed over a half-period beca
during the other half-period of the modulation the potentia
no longer metastable and the probability of tunneli
through an infinitely wide barrier approaches zero, i.e., tr
sitions from a lower to a higher minimum, are impossible
temperatures close to absolute zero.

3. The dynamics of the magnetic-moment vector is d
scribed by the Gilbert equation, which in a spherical coor
nate system and neglecting dissipation is6

u̇ sin u5~g/Mv !]E/]w,
© 1998 American Institute of Physics
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ẇ sin u52~g/Mv !]E/]u. ~4!

Substituting the expression~3! into the system~4! yields a
second-order differential equation

d2u/dt25wh
2 Hc

H
cosu@11~du/dt!2/wh

2#1/2

2wh
2 cosu@11~du/dt!2/wh

2#

2wh
2 H1

H
@11~du/dt!2/wh

2#1/2, ~5!
na
th

e

so
tia
ica
tia
-
he
where t5 i t is the imaginary time,wh5gm0H, and Hc

52K/m0M .
In the limit H→Hc directions close toH correspond to

stable orientations of the vectorM . Making the substitution
d5p/22u!1, we obtain from Eq.~5!

d2d/dt25wh
2~d31H1 /Hd222«d12H1 /H !/2,

«512H/Hc!1. ~6!

The solution of Eq.~6! in the limit of a low potential barrier
is
d~t!5d01
2@~d02a!~d02b!#

~a2b!cosh@$~d02a!~d02b!%1/2wht/2#2~2d02a2b!
, ~7!
ef.
tric
te of

ld

nt

es-

the

ob-
where d05H1 /(3Hc)12@2«/3#1/2 cos(F/3) is the position
of the metastable minimum of the potential~3!,8

cosF52H1 /Hc@2/3«#23/2, a522H1 /(3H)2d01@4«
22d0

2#1/2, and b522H1 /(3H)2d02@4«22d0
2#1/2. The

system~3! remains bistable in perpendicular fieldsH,Hc1

5(123/23@H1 /Hc#
2/3)Hc . The minimum action is given

by

Se52
1

wh
F S 2~K2m0MH !v«S d01

a1b

2 D
1

2m0MH2K

2
vC1D

3 lnS a2b

2d02a2b12@~d02a!~d02b!#1/2D
2S 2~K2m0MH !v«1

2m0MH2K

2

3vS 1

3
d0

21C2d01C3D D @~d02a!~d02b!#1/2G , ~8!

where

C15d0
32~d0/215~a1b!/12!ab1C3~a1b!/2,

C25d0/215~a1b!/12,

C35d0
213d0~a1b!/4115~a21b2!/2417ab/12.

In Fig. 1 we present for comparison the computatio
results, obtained using different models and methods, for
dimensionless actionSe /\ for tunneling out of a metastabl
minimum of the potential~3! in the limit H→Hc . Thus, the
curve a was obtained using our analytical expression~8!.
The curveb was obtained using the Zaslavski� model.9 In the
present case, the two-dimensional problem~49! can be re-
duced to a one-dimensional problem by switching to the
called effective potential. Since such an effective poten
makes it possible to obtain only an approximate analyt
expression for the action in the case of a small poten
barrier, we constructed the curveb using the numerical so
lution of the corresponding problem without expanding t
l
e

-
l
l
l

effective potential into a cubic parabola.9 The curvec was
constructed on the basis of our numerical solution of Eq.~5!.
The curved reflects the result of the model proposed in R
5. In such a model the rate of tunneling out of an asymme
metastable potential can be expressed in terms of the ra
tunneling in a bistable symmetric potential6 taking account
of the correction introduced by the application of the fie
H1 .

4. Under the conditions of rf modulation,H1(t)
5H1 sinVt, the rate of tunneling of the magnetic mome
vector in a bistable potential atT50 K is a square wave

W~ t !5H v0 exp~2Se /\!, 2pm,Vt,~2m11!p,

0, ~2m11!p,Vt,2mp,

m50,1,2,. . . .
~9!

We propose as an analytical model the following expr

FIG. 1. Euclidean action versus constant field applied perpendicular to
easy axis of a single-domain iron particle.K543104 J/m3, M51.72
3106 A/m, H1 /Hc50.01,n510226 m3. a—Analytical result~8!, b—result
obtained in Ref. 9, c—result of our numerical calculations, d—result
tained in Ref. 5.
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sion for the dynamical transition rate~9!, i.e., the rate of
subbarrier transitions in the modulated bistable system:

W~ t !5v0 exp~2Se /\!~11sin Vt !/2

51/2~W01W0 sin Vt !. ~10!

Having obtained an analytical expression for the subb
rier transition rate, we employ next the apparatus of the c
trol equation describing the dynamics of a bistable syste

dn1

dt
52

dn2

dt
5W2~ t !n22W1~ t !n1

5W2~ t !2@W2~ t !1W1~ t !#n1 . ~11!

Here n6 is the probability that the discrete dynamic
variablex5M cosu assumes a value corresponding to o
of the minima~1 or 2! of the bistable potential andW6(t)
is the rate of tunneling out of the6 states. This contro
equation can be solved exactly in the quasiadiabatic limi3

On the basis of Refs. 3 and 4 we write expressions
termining the dynamic magnetic susceptibility of the syst

Re x5
M sin d0W0

2

H1~W0
21V2!

, Im x5
M sin d0W0V

H1~W0
21V2!

,

uxu5
M sin d0W0

H1~W0
21V2!1/2. ~12!

The curves presented in Fig. 2 reflect the dynamic magn
susceptibility as a function of the perpendicular fieldH.

We also solved the control equation~11! numerically for
the square-wave tunneling rate~9! calculated with a time
varying energy of the system~1!. The results~Fig. 3! confirm

FIG. 2. Dynamic magnetic susceptibility and its components for a sin
domain iron particle. The system parameters are the same as for F
V5105 s21.
r-
n-
:

e

e-

tic

the validity of the model~10! describing the tunneling rate in
the case of external modulation. In calculating the com
nents of the dynamic magnetic susceptibility near abso
zero temperature, the model~10! gives results which are a
least an order of magnitude greater than those obtained u
the model proposed in Ref. 5.

5. In conclusion, we note that subbarrier tunneling
magnetization reversal appears only at temperatures belo
critical value which is ordinarily determined from the rel
tion Tc;\U/Sek,6 where U is the height of the potentia
barrier andk is Boltzmann’s constant. Usually, this critica
temperature does not exceed tenths of a Kelvin. To st
stochastic resonance at nonzero, finite temperatures it is
essary to take into account the possibility of tunneling n
only from the bottom of the potential well but also from
higher levels.

Together with that described in Ref. 5, a possible exp
mental method for observing the predicted effects is to
the SQUID-based apparatus, similar to that used in Ref.

1É. K. Sadykov, Fiz. Tverd. Tela~Leningrad! 33, 3302~1991! @Sov. Phys.
Solid State33, 1544~1991!#.
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4É. K. Sadykov and A. G. Isavnin, Fiz. Tverd. Tela~St. Petersburg! 36,
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FIG. 3. Comparison of the numerical results and the analytical expres
~10!. The system parameters are the same as in Fig. 1. a—Numerical re
b—analytical result~12!.
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Phase transitions in ferromagnets described by the Ising model are investigated in terms of the
solution of a hierarchy of microscopic equations for unary and binary distribution
functions. A dynamical procedure for making the equations self-consistent is developed. For
cubic crystals, an equation of state relating the long-range order parameter to temperature and
magnetic field is obtained in analytic form. The temperature dependence of the magnetic
susceptibility and of the specific heat are calculated. A stability criterion is obtained for the
stationary states of the system is obtained. The dynamics of magnetization reversal by
constant and ac external fields are investigated. ©1998 American Institute of Physics.
@S1063-7834~98!02603-3#
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Interesting results concerning the micro- and macro
netics of second-order phase transitions were obtained
in the early works which were devoted to the study of t
stochastic dynamics of such transitions in the Ising mod
Some of these results were described by Glauber1,2 in the
mean-field approximation.

In years following, interest in the approximate microk
netic approach in the theory of phase transitions wa
somewhat as a result of the development of field-theor
methods for solving this problem~renormalization-group and
«-expansion methods3!. However, the exact results obtaine
by modern methods describe the situation only near the c
cal point. The microkinetic approach, on the other ha
makes it possible to describe, about approximately, the en
picture and not only in the state of thermodynamic equil
rium.

In the present paper we propose a method for solv
self-consistently a hierarchy of coupled equations for
low-order distribution functions. This approach is similar
the Bogolyubov method in the kinetic theory of the liqu
state and is, of course, approximate, since we do not w
with the complete distribution function of the spins over t
lattice sites and we truncate the hierarchy at the binary fu
tions. We employed this technique earlier to study the co
lation effects of diffusion in semiconductors.5–9

For conceptual clarity, we expound the essentials of
procedure for the example of a cubic lattice.

1. MICROKINETIC EQUATIONS AND SELF-CONSISTENCY
PROCEDURE

For a microscopic description of the state of the crys
we introduce the distribution functionspa and f ab. The
unary functionpa gives the probability of observing a spina
at a lattice site and the binary functionf ab determines the
probability of finding a pair of spinsa and b at adjacent
sites. The indicesa, b, g,••• assume the values1 and 2,
corresponding to spins11 and21.
4771063-7834/98/40(3)/5/$15.00
i-
en

e
l.

d
ic

ti-
,
re
-

g
e

rk

c-
-

e

l,

The functionspa and f ab are related by the obviou
normalization conditions

p11p251, f a11 f a25pa, f 1b1 f 2b5pb. ~1!

We take as the independent functions, for example,p1[P
and f 11[S. We express the remaining functions from E
~1! as

p2512P, f 125 f 215P2S,

f 225122P1S. ~2!

We shall assume that the stochastic dynamics of the
tem, which is determined by the interaction of the syst
with a thermostat, can be described by random spin fl
Following Suzuki and Kubo,2,10 we represent the spin-flip
probability V per unit time as

tV5
1

11exp~DE!
, ~3!

wheret is the characteristic flip time andDE5Ef2Ei is the
increment to the energy of the crystal as a result of suc
flip ~here and below all energy parameters are given in u
of kT!.

The equation expressing the balance of probabilities
the unary function is

t Ṗ5V2p22V1p15
12P

11exp~DE!
2

P

11exp~2DE!
.

~4!

To calculateEf and Ei , strictly speaking, one would
have to sum the probabilities of all possible spin configu
tions in the environment surrounding a given site, multipli
by the corresponding binding energies. However, this p
requires introducing higher-order distribution function
which makes solving the problem virtually hopeless.

Instead, we introduce the effective interaction energ
wa for a known spina with its environment per bond and w
denote their difference byc5w12w2 . In this notationEf

5Zw12JH, Ei5Zw21JH, andDE5Zc22JH. HereZ
© 1998 American Institute of Physics
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is the coordination number,J5Y/kT is the dimensionless
exchange integral,H5mh/Y is the dimensionless magnet
field ~whose direction is the same as that of the1 spin!, and
m is the magnetic moment of an atom.

Let us now turn to the equation expressing the balanc
probabilities for the binary function

tṠ5V21 f 212V11 f 111V12 f 122V11 f 11

52S P2S

11exp~dE!
2

S

11exp~2dE! D , ~5!

where dE522J1(Z21)c22JH. This formula differs
from the expression forDE by the fixed orientations of two
spins.

The system of equations~4! and ~5! is still not closed,
since it contains the two unknown functionsP andS and the
undefined self-consistency parameterc.

The missing equation can be obtained from the follo
ing considerations. The structure of the right-hand sides
the probability balance equations must be consistent with
normalization conditions. Therefore the relation

t
d

dt
~ f 22!5V21 f 212V22 f 221V12 f 122V22 f 22

52S P2S

11exp~2dF !
2

122P1S

11exp~dF ! D
[t

d

dt
~122P1S!, ~6!

wheredF52J1(Z21)c22JH, must be satisfied. The de
rivativesṠ andṖ on the right-hand side of Eq.~6! are deter-
mined by Eqs.~4! and~5!, and we therefore obtain the alge
braic equation

P

11exp~dE!
1

12P

11exp~dF !
5

1

11exp~DE!
, ~7!

which determinesc implicitly as a function ofP, J, andH.
This completes the self-consistency procedure for the sys
of microkinetic equations. We call this system dynamic b
cause the problem now reduces to analyzing the two ordin
differential equations~4! and~5!, supplemented by the alge
braic equation~7!, which together describe the kinetics of
ferromagnet.1!

Despite the strong nonlinearity of this system, the pro
lem nonetheless can be solved in quadratures. Indeed
function P(c) can be easily found from Eq.~7! ~for any
values of the thermodynamic parametersJ and H!, after
which Eq.~4! becomes

t
dP

dc
ċ1P~c!5

1

11exp~DE!
. ~8!

Separating variables here makes it possible to find the fu
tion t(c) in the form of an integral. The functionP(t) is
thereby determined in a parametric form~c is the parameter!.
However, it is more convenient here to solve the equati
numerically. We note that the dynamics of long-range ord
determined by the functionP(t), does not depend on th
behavior of the parameterS(t) ~characterizing the short
of

-
of
e

m
-
ry

-
the

c-

s
r,

range order!. The behavior of the functionS(t), however, is
described by the linear differential equation~5!.

2. STATIONARY SOLUTION

Let Ṗ50 and Ṡ50. Then the system of equations~4!,
~5!, and~7! acquires the form

P5
1

11exp~Zc22JH!
, ~9!

S5
P

11exp~~Z21!c22J~H11!!
, ~10!

P2S

12P
5

1

11exp~~Z21!c22J~H21!!
. ~11!

Let us consider first the case whenH50. It is immedi-
ately seen that this system always possesses the trivial s
tion

c50, P5
1

2
, S5

1

2~11exp~22J!!
. ~12!

The long-range order parameter defined asL52P21 then
equals zero. Such a solution exists for any temperature, b
is not always stable, as will be shown below.

This system also possesses a nontrivial solution, wh
can be easily found by eliminatingc, specifically,

S~L !5
L~11L !m

~11L !m2~12L !m , m5
2~Z21!

Z
, ~13!

exp~4J!5
4S~S2L !

~11L22S!2 . ~14!

The last two expressions determine the dimension
temperatureQ[1/J as a function ofL, i.e., they solve the
problem of spontaneous magnetization. It is obvious that
second solution will be stable below the Curie pointQc .
This point is found as follows. Expanding the indefinite ter
in Eq. ~13! in the limit L→0, we obtainS(0)→Z/4(Z21).
But this value must agee with the expression~12! for J5Jc

51/Qc . Hence

Qc5
2

ln~Z/~Z22!!
. ~15!

Of course, the same result is also obtained from Eq.~14!.
The present result is identical to that obtained in the Beth
Peierls ~BP! approximation,11–13 but the agreement end
here; in our case, the temperature dependencesL(Q) and
S(Q) below Qc differ somewhat from BP, specifically, b
the fact that we have the explicit functionQ(L). AboveQc

the agreement of the curves with BP is complete.
In the general case,HÞ0, we proceed similarly: Elimi-

natingc from Eqs.~4!, ~5!, and~7! we arrive at the relation

S~L,H,J!5
L~11L !m

~11L !m2~12L !mexp~24JH/Z!
. ~16!

Let us solve Eq.~14! for S2
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S~L,J!5
1

2K
~11KL2A~11KL !22K~11L !2!. ~17!

Here, for conciseness, we have setK512exp(24J).2!

Equating the expressions~16! and ~17!, we obtain the
equation of state of a ferromagnet. This equation provides
implicit relation betweenQ, L, andH. The numerical results
for the temperatureP[Q/Qc as a function ofL are dis-
played in Fig. 1.

It is obvious that hysteresis exists in the system, si
three values of the magnetization exist at sufficiently l
temperatures. It will be shown below that one of these val
is absolutely unstable and another is metastable.

3. MAGNETIC SUSCEPTIBILITY AND SPECIFIC HEAT

Let us solve Eq.~16! for the field factor

expS 24JH

Z D5S S2L

S D S 11L

12L D m

. ~18!

Differentiating this expression with respect toH, we ob-
tain for the reciprocal of the magnetic susceptibil
x21uH505]H/]L the relation

2
4J

Z
x215S 11L

12L D mS LSL2S

S2 1
2m~S2L !

S~12L !2 D , ~19!

where

SL5
]S

]L
5

1

2 S 12
L~K21!

2A~11KL !22K~11L !2D .

These expressions simplify substantially forQ.Qc

x215QF11
Z

2 S expS 22

Q D21D G .
Hence one can see@taking account of Eq.~15!# that x21

50 for Q5Qc , while x21'Q as Q→`, in complete ac-
cord with the Curie–Weiss law.

It can also be shown that the temperature curve of
reciprocal of the susceptibility to the left ofQc is two times
steeper than to the right ofQc . This result is in complete
agreement with the predictions of the Landau theory.14

FIG. 1. Curves of the equation of state for external fieldsH50 ~a! 0.2 ~b!,
and 1~c!. d—Spinodal curve.Z56.
n

e

s

e

We shall now briefly discuss the question of the spec
heat. AtH50 the energy of the system and the specific h
C per spin~in the conventional units! are given by the ex-
pressions

E5~1/2!ZY~ f 111 f 2222 f 12!5ZY~2S2L21/2!,

C5
dE

dT
5kZ

d

dQ
~2S2L !5kZ

d

dQ S 11s

2 D , ~20!

where s[ f 111 f 2222 f 125114(S2P) is the short-
range order parameter. Figure 2 shows the functions~P!,
calculated according to Eqs.~16! and ~17! for P,1 @for P
.1 it is simply the function~12!. One can see that the curv
has an inflection at the critical point.12 According to Eq.~20!,
this means that the specific heat undergoes a jump at
transition throughQc . The relative magnitude of the jum
equalsDC/Cc53(Z21), whereCc is the specific heat to
the right ofQc .

4. KINETICS OF NONEQUILIBRIUM PROCESSES

Turning now to the dynamic aspects of the problem,
us examine the behavior of the system for small deviati
from equilibrium. We write the dynamical variables in th
form L̃5L1x, S̃5S1y, c̃5c1u, wherex, y, andu are
small corrections to the equilibrium values ofL, S, andc,
and linearize the system~4!, ~5!, and ~7!. Using Eqs.~9!–
~11! we obtain

t ẋ1a11x50, ~21!

t ẏ1a22y1a21x50, ~22!

where3!

a2252,

a115
2~L1122S!@~L11!~Z1~Z22!L !24~Z21!S#

Z~12L2!214~Z21!~L1122S!~L~11L !22S!
.

The equations~21! and~22! do not containu because of the
linear relationu;x following from Eq. ~7!.

The determinant of the coefficients of this system isD
5a11a22, and the roots of the characteristic equation a
l152a11 andl252a22. Under these conditions, the type
of singularities in the phase plane (L,S) and hence the char
acter of the stationary solutions are determined only by
sign of a11. The stability criteriona11.0 for a stationary
state becomes

FIG. 2. Parameters as a function of temperature withZ56, H50.
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S,
~L11!~Z1~Z22!L !

4~Z21!
. ~23!

We note here that the quantityt/a11 is the characteristic
relaxation time of long-range order, which increases with
bound nearQc ~critical retardation14!. At a transition through
the critical pointa11 changes sign. The types of singulariti
also change at the same time: When the condition~23! holds,
the singularities are stable nodes, otherwise they are sad
points~where the angular coefficients of the separatrices
k150 andk251!. The change in form occurs via a comp
cated ‘‘saddle–node’’ singularity, which lies at the apex
the left-hand closed loop, separating stable and unst
states of the system~Fig. 1!. The formula~23! together with
Eq. ~14! determine the region of metastable states co
sponding to the left-hand sections of the loop-shaped cu
in Fig. 1. The curved passing through the apex of the loo
and separating the metastable region from the region of
solute instability can be called spinodal~by analogy to this
concept in the theory of solid solutions15!. This analogy is
valid because of the isomorphic nature of the Ising mod
making it possible to describe both ferromagnets and dec
posing solid solutions in an identical manner.16 Here, the
degree of deviation of the crystal from a stoichiometric co
position is the analog of the magnetic field.

In Sec. 1 we indicated that the dynamic problem can
principle be solved in quadratures, but the integrals aris
here cannot be calculated and it is necessary to reso
numerical modeling. As an example let us take a system
state of spontaneous magnetizationL050.5 and let us study
its behavior under the action of a square-shaped magn
field pulse with durationt0520 ~time is measured in units o

FIG. 3. Magnetization reversal curves for external fieldsH51 ~a!, 20.15
~b!, and21 ~c!. Z56.

FIG. 4. Dynamics of short-range orders for external fieldsH51 ~a!,
20.15 ~b!, and21 ~c!. Z56.
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t!. The processes occurring here are illustrated in Figs. 3
4. The curves shown were obtained by simultaneously
merically integrating Eqs.~8! and ~5! for the functionsc(t)
ands(t); the expression forL(t) was calculated at each ste
according to Eq.~7!.

We note the following features. The characteristic ma
netization reversal time is'10 at the temperature chose
This time, of course, depends on the starting value ofL0 and
hence the temperature, increasing as the Curie tempera
is approached. It is noteworthy that in a weak fie
H520.15 magnetization reversal does not occur andL(t)
only decreases. This is what makes it possible to talk ab
the metastability of the states. The nonmonotonicity of
curves(t) with H521 is also interesting.

We underscore once again that in the binary approxim
tion the long-range order dynamics completely dictates
short-range order dynamics.

Figures 5 and 6 show the behavior of the parameterL
and s under the action of an ac fieldH5H0 sin(2p t/T0),
whereT0 is the period of the field andH051. One can see
that the character of the process depends on the period
expected, bearing in mind the processes shown in Figs. 3
4. A run for long times leads to a periodic state.

In summary, although more accurate methods for p
forming an approximate calculation of the critical param
eters, for example, the Kikuchi technique,17,18 do exist now,
the microkinetic approach to the problem seems promisin
us mainly because of the possibility of analyzing the dyna
ics of critical phenomena.

The method developed can also be extended to the n
uniform situation, where the order parameter depends on
position and time. This possibility is especially interesting

FIG. 5. Dynamics of long- and short-range orders in a periodic field.
L(t), b—s(t). Z56, periodT0520t.

FIG. 6. Dynamics of long- and short-range orders in a periodic field.
L(t), b—s(t). Z56, periodT0510t.
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connection with the description of spinodal decomposit
and order–disorder phase transitions in binary alloys.

We also call attention to the obvious possibility of im
proving the method by including higher-order distributio
functions in the chain of microkinetic equations.

This work was supported in part by the Russian Fund
Fundamental Research~Grant 96-02-18852!.

1!It is easy to verify that the equations of stochastic dynamics for the fu
tions f 12 and f 21 are identical to the equations following from Eq
~4!–~6!.

2!The sign in front of the square root in Eq.~17! is chosen so thatS→1/4 is
obtained in the limitQ51/J→`.

3!We do not write out the coefficienta21 , since it is not required below.
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Observation of diamagnetic domains in beryllium
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We have observed diamagnetic domains~Condon domains! in a beryllium single crystal in
magnetic fieldsH<3 T ~Hi@0001#! at liquid-helium temperatures. The formation of the domain
structure was determined according to magnetic-breakdown quantum oscillations of the
resistance thermoelectric power as well as according to the splitting of the resonance peak of the
free spin precession frequency of muons~mSR!. The alternation of a uniform state~with
onemSR peak! and a state with domain structure~with two peaks! is consistent as regards the
periodicity with the de Haas–van Alphen effect, the period isDH>78 Oe, and the range
of existence of domains and the difference in their magnetizations areDB54pDM5B22B1

>30 Oe. © 1998 American Institute of Physics.@S1063-7834~98!02703-8#
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The question of the appearance of diamagnetic dom
was first considered by Condon.1 Under the conditions such
that narrow Landau levels form, for which the value of\/t
is much less than the splitting\vc between the levels, i.e.
vct@1, and at low temperatures, for whichkT,\vc , os-
cillations corresponding to the extremal sections of the Fe
surface arise in the energy spectrum of the metal. As a re
the energy«(B) of the electron gas oscillates as a function
the magnetic field, and oscillations of the magnetic mom
M52]«/]B, i.e., the de Haas–van Alphen~dHvA! effect,
are observed in experiments. Since the inductionB in a
sample with demagnetizing factorN>0 differs from the ex-
ternal magnetic fieldH by the amount 4pM , in an experi-
ment one observes instead of a harmonic signalM (B), as
follows from the Lifshitz–Kosevich theory,2 an oscillating
signalM (H) whose amplitude is the same and whose sh
approaches a saw-tooth shape as the amplitude incre
The rising sections with a paramagnetic sign of the differ
tial susceptibility (dM/dH.0) become steeper and the se
tions with a diamagnetic sign (dM/dH,0) become flatter.
Shoenberg, analyzing his measurements of the dHvA ef
in precious metals, was the first to call attention to this.3

The periodP of the oscillations in the dHvA effect is
constant in the reciprocal magnetic field and is determi
by the areaA of the extremal section of the Fermi surfa
according to the Lifshitz–Onsager formulaP215F
5(c\/2pe)A, where F is the magnetic frequency of th
oscillations. Depending on the magnetic fieldH, the n-th
period of the oscillations decreases asDHn5F/n25H2/F ~n
is the number of the Landau level!. Therefore, the differen-
tial susceptibilityu]2«/]B2u increases with decreasingH and
at some magnetic field~and in weaker fields! it can exceed
1/4p. This means that the regionDB of values of the mag-
netic field close to this maximum of«(B) becomes a region
of absolute instability and is not realized in the sample at
4821063-7834/98/40(3)/3/$15.00
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while a corresponding jump 4pDM5DB is observed ex-
perimentally. The signalM (H) becomes completely saw
toothed, and only sharp positive peaks are present
dM/dH.3 In other words, as the external magnetic fieldH is
continuously scanned, the induction in the sample ‘‘is h
back’’ near values ofB corresponding to the minimum of th
energy«(B), while the regionsDB near the maxima ‘‘slip
through’’ on account of the abrupt change in magnetizati

At first glance, however, this may not happen, if th
sample is plate-shaped and arranged perpendicular to
magnetic field. Such a sample can not longer be magnet
uniformly so that the values ofB would correspond to a
minimum of the energy, since the boundary conditi
B5H must also be satisfied. In the region of instabilitydH
5DB in question, it is found that all values ofB within this
range are also absent, and the metal separates into dom
with the extreme valuesB1 and B2 of this range (B22B1

5DB), so that the conditionB5H holds on the average
i.e., asH varies, only the ratio of the phase volumes wi
constant values ofB1 andB2 changes.1

The first direct experimental observation of domains
this kind was made by Condon and Walstedt.4 Nuclear mag-
netic resonance~NMR! was measured in a silver plate a
ranged perpendicular to the magnetic field. The appeara
of domains was established according to the beat signal
responding to splitting of the NMR line. The magnitude
the splitting wasDB512 Oe in a 9 Tmagnetic field. In the
same work an attempt was made to observe a similar ef
in beryllium atH51.9 T, but the results obtained were n
understood well enough to make an interpretation. This w
apparently due to both the very long nuclear spin–latt
relaxation time and the quadrupole broadening of the NM
line. Nonetheless, despite this unsuccessful result, it coul
assumed, with a high degree of confidence, that in berylli
diamagnetic domains form in magnetic fields less than 4
T. This certainty was based on the fact that in a numbe
© 1998 American Institute of Physics



th

a

o
a-
c
i

si
g

ce

ee
ng
ol
e

he
r
-
th
pi
e
d
e
ns

o

e
y
ill
as

he

pe
io

t
c

he
he

c
e

on
m
-

ex
nc
e
-

es

if
n
. 1.
ear

the

ls

ere
at
tude
m
ec-
the
s

ded

.
ure-
ut it
was
hese
ng
la-

as
he
pen-
.e.,
ure
was

-
rs,
t,

g no
with

483Phys. Solid State 40 (3), March 1998 Egorov et al.
works on the observation of the quantum oscillations of
thermoelectric power and resistance in beryllium3,5,6 a
unique behavior of the amplitude of these oscillations w
observed, attesting to the appearance of domains.

In the present paper we describe the observation of C
don domain formation in a beryllium single crystal simult
neously with respect to magnetic-breakdown quantum os
lations of the resistance and thermoelectric power and w
respect to splitting of the resonance peak of free preces
muons~mSR!. ThemSR method, as a method for performin
local measurements of the magnetic field, is not influen
by the skin effect, so that in pure metals~and the dHvA
effect exists only in such metals! it seems to us to be in
principle preferable to NMR. This method is completely fr
of the above-noted drawbacks of NMR due to the lo
nuclear spin-lattice relaxation time and the quadrup
broadening of the resonance, if the nuclear spin is differ
from 1/2.7

The experimental sample consisted of a 9314
31.8 mm beryllium single crystal. The hexagonal axis of t
crystal was perpendicular to the plane of the plate. The
sistance ratio isr300/r4.2>300. Preliminary muon preces
sion measurements on this sample in weak fields showed
at liquid-helium temperatures the damping of the muon s
precession is small4 on account of quantum tunneling of th
muon and the correspondingmSR line width does not excee
1.5 Oe in fieldsH;1 kOe. This dictated the choice of th
range of magnetic fields for the present investigatio
H'25– 30 kOe. The period of the dHvA oscillations~and,
correspondingly, the order of magnitude of the difference
the inductions in the expected domain structure! in this field
equalsDH>102 Oe, which is much greater than the lin
width. On the other hand, the muon precession frequenc
this field is f >300 MHz and analysis of the spectrum is st
possible with a 0.7 ns wide time channel. This gave a b
for resolving the expected domain structure.

Quantum oscillations of the magnetoresistance and t
moelectric power were measured in the indicated range
magnetic fields at temperaturesT>1.5 K, making it possible
to observe domains indirectly. The measurements were
formed using clamped beryllium bronze contacts. A sect
of the curve of the thermoelectric powera(H) versus the
magnetic field atT51.6 K is displayed in Fig. 1. The inse
shows schematically the sample together with the conta
Local heating was performed with current contacts1–2, and
the thermoelectric power was measured with the two ot
contacts3–4. To obtain a large temperature gradient, t
edge of the sample was glued to a copper cold duct.

A low frequency is superposed on the high-frequen
magnetic-breakdown oscillations of the thermoelectric pow
shown in Fig. 1. This is a consequence of domain formati
This result fora(H) is due to the unique shape of the Fer
surface of beryllium, specifically, an electronic ‘‘cigar,’’ pos
sessing for this orientation of the magnetic field three
tremal sections. The two noncentral sections with freque
F1 dominate the dHvA effect, while the central section d
termines the frequencyF2 of oscillations of the magnetore
sistancer(B) and thermoelectric powera(B) due to mag-
netic breakdown in the basal plane. The amplitude of th
e

s

n-

il-
th
on

d

e
nt

e-

at
n

:

f

in

is

r-
of

r-
n

ts.

r

y
r
.

i

-
y

-

e

oscillations by itself~neglecting the magnetization, i.e. as
B[H everywhere! should grow monotonically as a functio
of the magnetic field, as shown by the dashed lines in Fig
However, the picture changes radically when domains app
periodically. On account of the small difference between
frequencies F1 and F2 ~F15970965 kOe, F259422
63 kOe, F12F2528762 kOe9!, maxima and minima of
the oscillating function alternately coincide with the interva
DB. If the maxima~or minima! of the function coincide with
these intervalsDB, then the values ofr ~or a! near such a
maximum~or minimum! that fall in the intervalDB are not
realized. As a result, a unique envelope is obtained, wh
maxima and minima are alternately ‘‘cut out.’’ This is wh
indicates the presence of domains. Moreover, the magni
of DB for the domain structure formed can be judged fro
the depth of the cutting out. In the section of the thermoel
tric power versus magnetic field presented in Fig. 1,
depth of cutting out of the amplitude of the oscillation
equals almost half the amplitude. Hence it can be conclu
that in this sample a domain structure arises nearH'3 T
with intervalsDB5B22B1 slightly less than half the period
Exactly the same result was also obtained from meas
ments of the magnetoresistance on the same sample, b
was found that under the present conditions less heat
released in the thermoelectric power measurements. T
experiments were found to be extremely helpful for maki
reliable predictions of the results in the complicated and
borious muon experiment.

A surface muon beam with momentum 28 MeV/s w
used in themSR experiment. The beam was parallel to t
magnetic field and penetrated into the plate, arranged per
dicular to the beam, to a depth of approximately 0.6 mm, i
quite far from the boundary near which the domain struct
can be distorted. To observe precession, the muon spin
rotated by an angle'50° from the direction of its momen
tum. The histograms were recorded with two detecto
placed to the left and right of the sample. As it turned ou8

FIG. 1. Thermoelectric powera(H) versus magnetic field atT51.6 K. The
dashed lines show the expected variation of the amplitude assumin
magnetization. Inset: Schematic diagram showing the sample together
clamping contacts for measuring the thermoelectric power:1 and2— cur-
rent contacts producing local overheating;3 and4—potential contacts.
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for this beryllium single crystal the waiting time for a muo
hop wast'1027 s, and over its lifetimetm the muon dif-
fuses over a distance of orderaAtm /t, which equals abou
10 Å. It can be assumed that at such distances the dyna
effects average out the interaction of the muon with
nuclear magnetic moments but do not influence the meas
ment of the field in a domain whose size is much greater t
the muon diffusion length.

Measurements of the decay rate,l(H), of themSR pre-
cession as a function of the magnetic field in the inter
H527.3– 27.5 kOe showed oscillations of the line wid
with periodDH57663 Oe.10 This equals the dHvA period
which for the magnetic frequencyF1 equalsDH577.4 Oe
here. Fourier analysis showed that for large values ofl the
mSR spectrum is split into two lines, while one line wi
l50.15ms21 is observed near the minimum. The magne

FIG. 2. Position ofmSR peaks accompanying variation of the magnetic fi
within one dHvA period. In the magnetic field range 27.38<H
<27.41 kOe there are two well-resolved peaks whose amplitudes vary
the field increases, the amplitude of the upper peak increases while
amplitude of the lower peak decreases. A section of a filtered spect
illustrating the splitting into two peaks near the center of the region of
domain structure, is displayed on the left.
ic
e
re-
n

l

field dependence of the positions of these lines is shown
Fig. 2. The frequency of the singlemSR peak grows linearly
with H, and a second peak appears whenH527.38 kOe is
reached. AsH increases further, the amplitude of the fir
peak decreases and that of the second peak increases b
positions of the peaks remain unchanged, and the differe
of the fields at the peaks equalsDB53062 Oe. The region
within which two peaks coexist likewise isdH>30 Oe. The
observed picture corresponds completely to the Condon
main picture: The field in a domain is constant, and only
ratio of the phase volumes with different inductions chang
Thus, it can be stated with confidence that the observat
of the diamagnetic domains in beryllium by themSR method
are in good qualitative and quantitative agreement with
same observations made by the quantum oscillation met
A more detailed analysis of the splitmSR spectra will make
it possible to determine the size~volume! of the interdomain
region and possibly the character of the changes of the fi
in it.
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work.
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Electric-field-induced phase transition in single-crystal lead zinc niobate
L. S. Kamzina and N. N. Kra nik
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The behavior of lead zinc niobate, a relaxor ferroelectric, in electric fields has been studied by
dielectric, optical transmittance, and small-angle light scattering techniques. A field-
induced transition from an averaged cubic to macrodomain ferroelectric phase has been found. A
comparison is made with the properties of the phase induced in lead magnoniobate, a
classical relaxor. ©1998 American Institute of Physics.@S1063-7834~98!02803-2#
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Crystalline lead zinc niobate, PbZn1/3Nb2/3O3 ~PZN!, be-
longs to the class of relaxor ferroelectrics and exhibits
properties characteristic of this class, such as a broad m
mum in the temperature dependence of the dielectric per
tivity «(T) and the dependence of the position of this pe
and of the maximum value of« on frequency, dielectric hys
teresis above the maximum in«, the absence of spontaneo
birefringence down to liquid nitrogen temperature, and
number of other properties.

Although the physical properties of relaxor ferroelectr
have been studied already for more than 40 years, the
still no unambiguous interpretation of the nature of the lo
temperature phases. The numerous studies of the diele
optical, and other properties of the phases appearing be
Tmax were carried out primarily on lead magnonioba
PbMg1/3Nb2/3O3 ~PMN!, a typical relaxor compound.1–5 In
the absence of an electric field, no transition from the rela
to ferroelectric phase, which would be accompanied b
change in symmetry and formation of ferroelectric domai
was observed to occur in PMN. Application to a PMN cry
tal of a small constant electric field (Ecr.1.7 kV/cm) along
the ^111& direction induces a ferroelectric transition acco
panied by the appearance of additional anomalies in the t
perature dependence of the permittivity and in some opt
properties, with the character of these anomalies depen
essentially both on the strength and direction of the elec
field and on the regime of its application.4,6–8

Our experimental study of small-angle light scattering
PMN crystals revealed narrow peaks in the scattered in
sity which suggest the field-induced transition from the
laxor to ferroelectric phase to be percolative.9 It was shown
that the large-scale spatially inhomogeneous structure
pearing in the vicinity of this transition is a fractal.

While all the above phenomena have been adequa
studied in PMN crystals, for PZN there is practically no i
formation on an electric-field induced phase transition. T
existence of an induced ferroelectric transition in PZN cr
tals with the maximum temperatureTmax>400 K was first
mentioned in Ref. 10. When a crystal was cooled in an e
tric field exceeding some critical level (Ecr>20 kV/cm) and
subsequently heated in a weaker field, a maximum in
small-angle scattering intensity was observed at;375 K.
This phenomenon was attributed to the onset in the coo
4851063-7834/98/40(3)/4/$15.00
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crystal of a homogeneous macrodomain ferroelectric st
which breaks down under heating by the pattern of a per
lative phase transition to form an ‘‘infinite’’ cluster. A
study11 of the domain structure and birefringence in a simi
PZN crystal cut along thê111& direction revealed the exis
tence of four phase regions, namely, paraelectric, ferroe
tric microdomain, ferroelectric macrodomain, and ferroele
tric ‘‘frozen’’ macrodomain phase. Dielectric measuremen
confirmed the existence of a transition at a frequen
independent temperature from the micro- to macrodom
phase in fields above 15 kV/cm.11

These few available papers related to a field-induc
phase transition in PZN crystals for which the temperature
the maximum in«(T) is ;400– 410 K. PZN crystals studie
in Refs. 12 and 13 had the maximum in«(T) around
;323 K. Optical and dielectric measurements suggest
the difference in position of the maximum in«(T) is due to
a different degree of ordering of Zn and Nb ions.12 PZN
crystals with a higher temperature of the maximum in«(T)
exhibit a more pronounced phase transition. Field-indu
phase transitions in crystals with a lowerTmax have not been
studied at all.

The objective of this work was to study the possib
existence of an electric-field-induced ferroelectric phase tr
sition in PZN crystals withTmax5323 K ~PZNI! by dielectric
and optical methods, and to compare these results with m
surements performed on PZN crystals withTmax;400 K
~PZNII! and on the classical relaxor PMN in order to reve
general features in the onset and properties of the fi
induced low-temperature ferroelectric phase observed in
roelectrics with a diffuse phase transition. Dielectric studi
as well as measurements of optical transmittance and sm
angle light scattering, may yield valuable information on t
nucleation and destruction of new-phase clusters as
crosses the phase transition.

1. EXPERIMENTAL RESULTS AND THEIR DISCUSSION

We investigated the dielectric properties, optical tran
mittance, and small-angle light scattering in PZNI crystals
constant external bias fields of up to 15 kV/cm. The sin
crystals were grown by spontaneous crystallization from
lution in a PbO melt to which 3% sodium tetraborate13 was
© 1998 American Institute of Physics



ec
r

f
re
n
n

le
tu
th

t

n
er
e

s

m

m
Th
ta
ic
ta

de

ool-
om
the
in

of
FC

f 5
es

an
with
tate.
sts
ld,

m-
ctric
he
he
ove
ase,

ght
dies.
the

us

d-

ture

NI

stal
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added. The measurements were carried out on 231.5
31 mm parallelepipeds cut from a single crystal. Silver el
trodes were deposited on the face oriented perpendicula
the ^111& axis. Light propagated alonĝ11̄0&. The setup used
to measure the temperature and field dependences o
small-angle scattering intensity are described elsewhe14

The dielectric characteristics were measured in the freque
range 30–500 kHz. The electric field was applied in differe
modes:~1! field cooling ~FC!, ~2! zero-field heating after
field cooling ~ZFHaFC!, ~3! field heating after zero-field
cooling ~FHaZFC!, and ~4! field heating after field cooling
~FHaFC!. To avoid residual effects, the sample was annea
to 450 K before each measurement. Depending on the ac
measurement regime, the electric field was applied to
sample either at 100 or 450 K.

Figure 1 presents the temperature dependence of
small-angle scattering intensity~scattering angle 208! mea-
sured in FHaZFC and ZFHaFC modes. Below 2.8 kV/cm,
significant changes in small-angle scattering intensity w
observed to occur with temperature, irrespective of the fi
application regime used~curve1!. In fields above 3 kV/cm,
one clearly sees a change in small-angle scattering inten
within a certain temperature interval. Indeed, curve2 ob-
tained under ZFHaFC conditions~10 kV/cm! exhibits a pro-
nounced drop in scattering intensity within an interval fro
180 K up to the temperatureTd05;230 K, above which the
scattering intensity practically does not change. This te
perature corresponds to the sample depolarization point.
suggests that cooling a crystal in a field above a cer
threshold level induces a polar macrodomain phase, wh
remains frozen after field removal at 100 K. When the crys
is heated in this polar state at zero field, the sample un
goes thermal depolarization atTd0;230 K. This tempera-

FIG. 1. Temperature dependence of small-angle scattering intensity~scat-
tering angle 208! in PZNI crystal obtained in different@111#-oriented elec-
tric fields in two modes:1,2—ZFHaFC, and3,4—FHaZFC. E(kV/cm):
1—2.5, 2,4—10, 3—5.
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ture does not depend on the electric field applied under c
ing, and it coincides with the temperature determined fr
the temperature dependence of optical transmittance of
preliminarily polarized sample, which was measured
crossed Nicol prisms.

Curves3 and4 illustrate the temperature dependence
the small-angle scattering intensity obtained under FHaZ
conditions. We see that application of an electric field o
kV/cm and more at 100 K, followed by field-heating, do
not change this intensity up toTph ~curve3!. At this tempera-
ture, which depends on the applied field, one observes
increase in the scattered intensity associated apparently
the onset of an inhomogeneous macrodomain polar s
The interval within which this macrodomain state persi
depends on the electric field, namely, the higher this fie
the broader the interval~curve4!. The change in small-angle
scattering intensity observed to occur within a certain te
perature interval argues for the appearance of a ferroele
phase with sufficiently large macrodomain regions. At t
temperatureTd this state breaks down, which reduces t
scattering intensity. The nature of the phase forming ab
Td remains unclear. This may be either a paraelectric ph
or, as was suggested11 for the PZNII crystal, a ferroelectric
microdomain phase.

The temperatures of the anomalies determined from li
scattering measurements are supported by dielectric stu
Figure 2 shows the typical temperature dependence of
dielectric loss factor for a PZN crystal obtained in vario
electric fields~ZFHaFC mode! at 50 and 450 kHz. With no
electric field applied~curve 1!, no anomalies in addition to
the main peak were observed. Curves2–4 obtained in
ZFHaFC conditions show clearly an additional, fiel
independent anomaly atTd0;230 K. At this temperature the
sample undergoes thermal depolarization. This tempera
also does not depend on measuring-field frequency~curve4!.

Let us compare the results on light scattering in a PZ
crystal with our earlier data9,10 for the PMN and PZNII crys-

FIG. 2. Temperature dependence of the dielectric loss factor of PZNI cry
obtained at 50 kHz~1–3! and 450 kHz~4! in different @111#-oriented elec-
tric fields in the ZFHaFC mode.E(kV/cm): 1—0, 2,4—12, 3—14.
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tals. Figure 3 displays a temperature dependence of sm
angle scattering intensity for a PMN crystal obtained a
kV/cm ~FHaZFC mode, scattering angle 308!. In contrast to
PZN, the PMN crystal exhibits clearly a narrow peak
small-angle scattering intensity at the onset temperatur
the ferroelectric phase, which argues for the percolative
ture of the formation of this phase. As is evident from Fig.
breakdown of the induced ferroelectric state occurs m
smoothly. In the PZNI crystal studied by us~Fig. 1!, nucle-
ation and destruction of the ferroelectric state follows a m
symmetric pattern; indeed, no narrow peaks were obse
in any regime of application of electric fields of up to 1
kV/cm. One possible reason for this difference in the beh
ior of the small-angle scattering intensity in PMN and PZ
crystals is that the ferroelectric phase induced in PZN cr
tals is less homogeneous in structure. The macrodomain
gions of this phase forming in electric fields below 10 kV/c
are still not large enough to produce an infinite macrodom
cluster capable of generating peaks in small-angle scatte
intensity in the heterophase region. As the electric field
creases, a homogeneous macrodomain state may possib
in in PZNI crystals, and the development and/or destruct
of this state will occur as a percolative phase transition
volving formation of an infinite cluster. Indeed, we observ
such a pattern in PZNII crystals. Figure 4 presents the t
perature dependence of the small-angle scattering inten
for a PZNII crystal in different electric fields applied alon
@100# under the ZFHaFC~curve1! and FHaFC~curves2 and
3! conditions. After the crystal was cooled in field
;20 kV/cm, a peak appeared in the temperature depend
of the small-angle scattering intensity taken under heat
As the field applied to the crystal under heating increases
small-angle scattering intensity at the maximum grows, a
the maximum itself spreads out.

PZNI crystals studied in this work are more disorder
and exhibit a larger difference between the temperature
the maxima,«(T), and of depolarization,Td0 , than is typical

FIG. 3. Temperature dependence of small-angle scattering intensity in P
crystal obtained in a@111#-oriented 3-kV/cm electric field in the FHaZFC
conditions~scattering angle 308!.
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of PZNII ~Refs. 11 and 12!. There are therefore grounds t
assume that formation of an infinite macrodomain clus
would require electric fields in excess of those used he
namely, up to 15 kV/cm and applied along@111#. Using such
high fields meets with experimental difficulties. Moreove
high fields diffuse the phase transition, so that one wo
hardly expect to observe narrow small-angle scattering pe
here.

Thus, our measurements on PZNI crystals indicate
induced transition to the ferroelectric phase in electric fie
in excess of a certain critical level. The region in which th
phase exists depends on the strength and actual regim
application of the field. This induced state is probably a
homogeneous macrodomain. The increase in small-a
scattering intensity observed to occur in this phase argues
the formation of large macrodomain regions, possibly se
rated by microdomain ferroelectric layers. The nature of
high-temperature phase that sets in when the macrodom
state breaks down is unclear and requires further invest
tion. It could be a microdomain ferroelectric phase.

The numerous small-angle scattering studies of a br
class of disordered ferroelectrics carried out by us in rec
years permit identification of three paths for a phase tra
tion to a macrodomain ferroelectric state in these co
pounds:

1. In PbB1/28 B1/29 O3 crystals with weakly disordered ion
B8 and B9 ~degree of orderings.0.7!, the ferroelectric tran-
sition is percolative and is accompanied by the appearanc
anomalously narrow small-angle scattering intensity pe
with no external electric field applied.

2. In PMN, which are more disordered crystals, a per
lative transition to macrodomain ferroelectric state is o
served to occur only in an electric field exceeding a thresh
of 2–2.5 kV/cm.

3. In PZN crystals, percolative ferroelectric transitio
takes place under conditions different from those for PM
In the more ordered crystals, PZNII, in which the tempe
tures of the maxima in«(T) are higher, we succeeded i
observing a percolative phase transition involving destr

N

FIG. 4. Temperature dependence of the small-angle scattering intens
PZNII crystal obtained in different@100#-oriented electric fields in two
modes:1—ZFHaFC, and2,3—FHaFC. The field cooling was done at 2
kV/cm. Scattering angle 308. E(kV/cm): 1—0, 2—2, 3—10.
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tion of the macrodomain ferroelectric state by heating
crystal following its preliminary cooling in a@100# electric
field in excess of 20 kV/cm. In PZNI crystals, characteriz
by a lesser degree of ordering and lower temperature
«(T) maxima, application of electric fields of up to 1
kV/cm even in the direction of spontaneous polarizatio
@111#, while inducing a transition to macrodomain ferroele
tric state, does not result in formation of an infinite clus
and, as a consequence, in a percolative phase transition

The difference between the conditions in which a per
lative phase transition sets in in PMN and PZN may be d
to the different nature of the high-temperature phases
these crystals; indeed, there are indications that region
antiferroelectric phase form in PMN,15 whereas in PZN
nucleation of a microdomain ferroelectric phase is presum

The reason for the variety of paths by which the fer
electric phase transition can set in in disordered ferroelec
should probably be sought in the elastic subsystem of
crystals under study.

Support of the Russian Fund for Fundamental Resea
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tics Program is gratefully acknowledged.
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Photoinduced domains in lithium niobate
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We have observed the optically induced occurrence of domain structure with polarization
opposite to the spontaneous polarization of a single-domain sample of lithium niobate. The
appearance of the domains can be explained by a redistribution of the density of the
Fe21 and Fe31 impurity ions under the action of the photoinduced field and subsequent additional
inverse polarization of the environment surrounding the Fe21 ions. © 1998 American
Institute of Physics.@S1063-7834~98!02903-7#
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There is an extensive literature on the developmen
microscopic models of the photoinduced variation of the
dex of refraction, called the photorefractive effect. Most
these works are incorporated in the monographs Refs. 1
2. Attempts to describe all features of the photorefract
effect on the basis for the most widely accepted photovol
mechanism have not always been successful. Specific
the mechanism of the fixation of holographic gratings
optical irradiation in the temperature range 140–160 °C
never been adequately explained. According to one of th
models,3 drift of ions present in the photorefractive mater
in a photoinduced electric field starts on heating. Af
completion of fixation and cooling to room temperature, o
tical irradiation can completely or partially remove the d
tribution of electronic charges, but then an ionic ‘‘replica’’ o
the previously recorded hologram will remain. To expla
this process it was assumed that lithium niobate conta
OH2 ions, which can enter the lattice of the crystal duri
the growth process.3 However, the proposed mechanism r
quires the existence of at least three lattice positions for p
tons and poorly agrees with a number of experimental d

According to a different model,4,5 fixation of holograms
occurs as a result of the formation of microscopic photoe
tric domains with polarization opposite to that of a sing
domain sample. Such domains were experimentally obse
earlier in ~Sr,Ba!Nb2O6 crystals.5 However, this model has
not been adequately confirmed experimentally in the cas
lithium niobate.

To obtain more precise substantiation of the model
photoinduced formation of domains, we investigated the
tical characteristics of a lithium niobate single crystal who
surface was irradiated with the second harmonicl
50.53mm) of the radiation from an yttrium-aluminum ga
net laser~LTI-709!. Optical and ESR spectroscopy show
that the 1031.5310 mm ~along theX, Y, andZ axes, re-
spectively! sample contained;0.05 at. % iron ions. The
sample was annealed in helium at 450 °C until the rela
Fe21 ion density increased to 25–35%. A pulsed regime w
t i'60 ns and power density per pulse of approximat
105 cm2 with a pulse repetition frequency on the order of
kHz was used for optical irradiation of theYZ surface. The
irradiation time up to completion of the photorefractive pr
4891063-7834/98/40(3)/2/$15.00
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cess was equal to 5–10 s. A narrow (1030.2 mm2) strip was
irradiated while the temperature of the sample varied fr
room temperature up to 200 °C.

After completion of the photorefractive process, whi
was monitored by an optical compensation method, and
sample cooled down to room temperature, it was obser
visually that near the region of optical irradiation a darkeni
of the sample occurred at a location 0.3 mm from the cen
of the irradiation strip toward the positive end of the pola
ization axis. The photoinduced changedn of the refractive
index was equal to 631024, which corresponds to a photo
induced field of order 53106 V/m.

It is quite difficult to identify 180° domains in ferroelec
trics. Etching of the surface of the sample1! in a mixture of
nitric and hydrofluoric acids at 80 °C for 10 h showed th
the near-surface relief did indeed change somewhat in
region of interest. The lack of sharpness of the picture a
the presence of individual regions are most likely due to
nonuniform distribution of iron ions in the sample.

It is known that for neighboring 180° domains only od
rank tensors, describing some interactions, specifically,
electro-optic tensor, will have different signs. Therefo
when an electric field is applied to the crystal, the values
the birefringence tensor will be determined by the sign of
polarization of a given part of the sample. This is the pr
ciple on which the interferometric method of identifying a
tiparallel domains, which has been successfully emplo
for lithium niobate,6 is based.

This method was used to determine the change in sig
the polarization in the region of darkening of the sample
scanning along theXY surface a focused, low-power bea
~20 mm in diameter! from a helium-neon laser and applyin
an electric field along theZ axis~Fig. 1!. The strip of inverse
polarization was 100–150mm wide ~Fig. 2!. When the tem-
perature of the experiment decreased below 120 °C, an
verse polarization did not arise, but rather only a photo
duced changedn of the refractive index was produced. A
identical pattern in which onlydn appeared was also ob
served when the sample was irradiated with an intense b
from a He–Ne laser~LG-38! with a power density of
10 W/cm2. The character of the photoinduced processes
© 1998 American Institute of Physics
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fered in that the induced inverse polarization was not era
even by heating up to 500 °C or by irradiation with an i
tense ultraviolet beam, while the induceddn was erased a
T;180 °C and by UV irradiation.

Thus, these features, just as the displacement itself o
domain region relative to the center of the irradiation str
point to a mechanism connected with a change in the vale
of the impurity iron ions and not with the formation of
strong photoinduced field, since the latter is distributed sy
metrically in the irradiation strip.

The appearance of a domain structure can be expla
on the microscopic level by analyzing the nature of the i
purity iron ions. Under optical irradiation the photoinduc
electrons from Fe21 ions will drift, as a result of the photo
voltaic effect, out of the region of illumination in the direc
tion of the positive pole of the spontaneous-polarization fi
and Fe31 ions will be absorbed in the nonilluminated regio
Thus, impurity ions which earlier were randomly distribut
become separated: Mainly Fe31 ions remain in the illumi-
nated region and mainly Fe21 ions remain in the nonillumi-
nated region. It is well known7,8 that Fe21 and Fe31 ions,
replacing the lithium ions, occupy the same positions in
crystal lattice. As a result of the conditions of charge ne
tralization, the iron ions are displaced somewhat along
polarization axisC relative to the positions of the lithium
ions. The Fe31 ions possess spherical symmetry and
weakly bound with the crystal lattice, so that their influen
on the crystal field can be neglected. The Fe21 ions are

FIG. 1. Block diagram of the apparatus.1—Photodetector,2, 5—lenses,
3—biprism, 4—mirror, 6—laser, 7—structure of inverted domains,8—
regulatable voltage source.

FIG. 2. Phase-shift voltage versus position of the scanning optical bea
d
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e
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Jahn–Teller ions, and they are strongly coupled with
nearest-neighbor lattice environment and do not poss
spherical symmetry. Large electric-field gradients, direc
antiparallel to theC axis, are formed around the Fe21 ions.

On the other hand, a change in the valence of the F21

and Fe31 ions under optical irradiation results in new di
placements of these ions relative to their initial position
This fact has been confirmed directly in observations of
tically induced distortions of the unit cell.9 The displacement
of ions which arises with the photophysical reacti
Fe1↔Fe31 causes additional polarizationp of the crystalline
environment by the field of a charged center. The appro
mate magnitude ofp can be estimated by using the model
charged centers.10 In this case

p5
q•u

a3 ,

whereq is the ion charge,a is the size of a unit cell, andu
is the elastic displacement.

For u;0.2 nm we havep;231022 C/cm2, which cor-
responds to the appearance of an electric field of or
106 V/m. Such a field is sufficient for reversing the polariz
tion of the volume around a Fe21 ion.

One would think that the formation of microdomain
around Fe21 ions is limited to the first coordination spher
However, in ferroelectrics, especially at high temperat
~150 °C!, domains can increase in size as a result of the e
polarizability, and a quasicooperative effect accompanied
the formation of macroscopic domains can appear if the
purity ion density is sufficiently high. As has already be
established,11 the polarization field decreases by two orde
of magnitude when the temperature increases from ro
temperature up to 150 °C, while the formation of clusters
iron ions has been observed even in Mo¨ssbauer
experiments.7

This work was supported by the Russian Fund for Fu
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We have recorded and investigated the ESR spectrum of vanadium-dopeda-RbTiOPO4 single
crystals in the temperature interval 77–300 K. Two types of structurally distinct centers,
V1 and V2, with a 4:1 ratio of the peak intensities were observed. The angular dependences of
the resonance magnetic fields are described by a spin Hamiltonian corresponding to axial
symmetry with the parametersgi151.9305, g'151.9565, Ai152168.231024 cm21, and
A'15254.331024 cm21 for V1 centers andgi251.9340,g'251.9523,Ai252169.0
31024 cm21, andA'25255.231024 cm21 for V2 centers. A model of a paramagnetic center
is proposed: The vanadium ions replace titanium ions in two structurally distinct positions
Ti1 and Ti2 ~V1 and V2 centers, respectively!. The possibility that a VO21 ion forms when
a-RbTiOPO4 crystals and crystals of the KTP group~KTiOPO4, NaTiOPO4, a- and
b-LiTiOPO4!, studied earlier, are doped with vanadium is discussed. ©1998 American Institute
of Physics.@S1063-7834~98!03003-2#
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Rubidium titanyl phosphate RbTiOPO4 ~RPT! crystal-
lizes in two polymorphic modifications:a-RbTiOPO4

~rhombic system! and b-RbTiOPO4 ~cubic system!.1 The
a-RbTiOPO4 crystals, belonging to complex phosphates
the KTiPOPO4 ~KTP! group, possess high nonlinear optic
characteristics and anomalously high ionic conductivit2

They are classified as ferroelectrics—superionic conducto3

To obtain RTP single crystals of high optical quality, van
dium oxide (V2O5) and rubidium vanadate (RbVO3), which
lower the viscosity of the melt, are added at the time
crystals are grown. Investigations have shown that center
two types can form: individual V41 ions4–7 or the complexes
VO21.8–10

In the present work, the ESR of vanadium atoms in R
crystals is investigated for the purpose of determining
structure of the paramagnetic defect. The results obtained
compared with existing results as well as with the charac
istics which we computed for vanadium-doped crystals
the KTP group.

1. PRODUCTION AND STRUCTURE OF THE CRYSTALS

Vanadium-doped RTP single crystals were obtain
as the result of the interaction of titanium dioxid
in ~1! RbPO3–RbVO3–TiO2 and ~2!
RbPO3–Rb4P2O7–TiO2–V2O5 systems. Melts of the system
~1! with a RbPO3:RbVO3 ratio 80:20 mole % and with 18–
20% TiO2 were homogenized at 1080–1100 °C for 4–5
with periodic mixing in a platinum crucible. Next, the hom
geneous melt was cooled to 850–820 °C at a rate of 1–
deg/h. This yielded 33435 mm RTP:V single crystals con
taining 0.08–0.12% vanadium~IV !. Melts in the system~2!
4911063-7834/98/40(3)/3/$15.00
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with Rb2O:P2O5 molar ratio 1.25 and with 2.0% V2O5 were
used for the same purpose. The cooling rate in the temp
ture interval 800–1000 °C was 1 deg/h.

RTP crystals in the ferroelectric phase (Tc5789 °C) are
orthorhombic and belong to the noncentrosymmetric po
groupC1 ~space groupPna21!. The unit cell contains eigh
formula units~a512.974 Å, b56.494 Å, c510.564 Å12!.
Similarly, the KTP structure of RTP crystals consists of
three-dimensional network of chains of distorted TiO6 octa-
hedra and almost regular PO4 tetrahedra. A unit cell contains
two crystallographically nonequivalent positions: Ti1 a
Ti2. Below Tc the Ti atoms are displaced along thec axis
away from the centrosymmetric position and form in ea
TiO6 octahedron one short~Ti1–OT251.714 Å, Ti2–OT1
51.737 Å!, one long ~Ti1–O152.146 Å, Ti2–OT2
52.094 Å!, and four midlength~in the interval 1.95–2.07 Å!
Ti–O bonds.12 Thus, the titanium ions in the RTP lattice a
surrounded by oxygen ions forming distorted oxygen octa
dra.

2. ESR SPECTRA

The ESR spectra were recorded in the 3-cm wavelen
range in the temperature interval 77–300 K on a RE´ -1307
radio-spectrometer. The ESR signal consists of two gro
of lines ~I and II! ~Fig. 1!. Each group contains four spectr
consisting of an octet of lines. This octet of lines is the h
perfine structure corresponding to the interaction of unpa
electrons of V41 ions ~electronic configuration 3d122D3/2,
S51/2! with natural nuclei of the isotope V51 ~nuclear spin
I 57/2!. Therefore, the crystal contains two structurally no
© 1998 American Institute of Physics
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equivalent centers~which we denote as V1 and V2!, each of
which is associated with four magnetically nonequivale
centers.

The peak intensities of the ESR lines of the V1 and
centers are in the ratio 4:1, and the line widths of the
centers equal 5.6 and 14 Oe, respectively.

Splitting of the ESR lines of the V2 centers, which d
pends on the orientation of the crystal in the magnetic fie
was observed in the entire experimental temperature inte
~Fig. 2!. This splitting is probably due to the superhyperfi
interaction.

We note that forHi@001# only one octet is observed
This attests to the fact that the principal magnetic axes o
centers make the same angle with the@001# direction of the
crystal. One octet of lines for each orientationHi@100# and
Hi@010# of the crystal is observed for each center V1 and V
Therefore, the four magnetically nonequivalent centers
each type of center V1 and V2 make identical angles w
the crystallographic directions of the type@100# and @010#.
For an arbitrary orientation of the crystal, lines of all eig
types of paramagnetic centers are observed.

The angular dependences of the resonance mag
fields are described by the spin Hamiltonian

H5gibHzSz1g'b~HzSz1HySy!1AiI zSz1A'~ I xSx

1I ySy! ~1!

with the parameters gi151.9305, g'151.9565, Ai1

52168.2•1024 cm21, and A'15254.331024 cm21 for
V1 centers andgi251.9340, g'251.9523, Ai252169.0
31024 cm21, andA'25255.231024 cm21 for V2 centers.

FIG. 1. ESR spectrum of V41 in a a-RbTiOPO4 single crystal withHi@010#
(n59378 MHz). The lines I and II belong to vanadium ions in the Ti1 a
Ti2 positions, respectively.
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Let us examine the position of the V41 ions in the RTP
lattice. Since the number of spectra which we observed c
responds to the number of structurally and magnetically n
equivalent positions of the titanium ions in the unit cell
RTP, we assume that in RTP crystals the V41 ions isomor-
phically replace Ti41 ions. The facts that the V41 and Ti41

ions have the same valence and their ionic radii are cl
support this conjecture.

The direction cosines of the magnetic axesZ of the cen-
ters V1 and V2 with respect to the crystallographic axes w
determined by studying the angular dependences of the s
tra of all centers.~See Table I!. This table also gives the
direction cosines of the shortest bonds in the Ti1O6 and
Ti2O6 octahedra in RTP crystals. Comparing the values
tained for the direction cosines, we can conclude that the
centers correspond to vanadium ions occupying Ti1 positi
and the V2 centers correspond to V41 ions occupying Ti2
positions. The angles between the directions of the magn
axesZ of the V1 and V2 centers and the directions from t
Ti site to the nearest oxygen in the Ti1O6 and Ti2O6 octahe-
dra are 4 and 5°, respectively. The analogous angles in
isostructural KTP crystal are 3 and 4°. It should be noted t
the peak intensities and widths of the ESR lines of V1 a
V2 centers in the RTP crystal correspond to the situat
where V41 ions occupy structurally nonequivalent positio
with equal probability. In the KTP crystals investigated ea
lier more than twice as many V41 ions occupy Ti1 positions
~2.1 in Ref. 13 and 2.4 in Ref. 14! as Ti2 positions. This is

FIG. 2. Hyperfine structure of V2 centers which is observed with rotation
the crystal planes close to~001! ~a! and ~010! ~b!.
TABLE I. Direction cosines of the principal axes of V1 and V2 paramagnetic centers and the shortest Ti–O bonds in RTP and KTP crystals.

Center or bond cosa cosb cosg Space group Reference

RTP
V1 0.6884 20.1564 20.7071 Pna21 This

workV2 0.1737 20.6947 20.7071 Pna21

Ti1–OT2 0.7223* 20.1663* 20.6710* Pna21 12
Ti2–OT1 0.2228* 20.7211* 20.6556* Pna21 12

KTP
V41(1) 20.6933 0.1260 20.7096 Pna21 13
V41(2) 20.1651 0.6874 20.7071 Pna21 13
V41~I! 20.2588 20.6802 20.7330 Pna21 14
V41~II ! 20.6946 0.1737 0.7193 Pna21 14
Ti1–OT2 20.7216 0.1507 20.6757 Pna21 13
Ti2–OT1 20.1943 0.7304 20.6547 Pna21 13

*Values of the direction cosines which we calculated from the x-ray crystallographic data of Ref. 12.
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probably due to the smaller distortion of the TiO6 octahedra
in RTP crystals than in KTP crystals.

As we have noted above, two types of centers are
served in vanadium-doped crystals: V41 ions or VO21 com-
plexes. The value of the parameterK characterizing the po
larization of the shell of a paramagnetic impurity is 1.6 tim
larger for VO21 complexes@(1002118)31024 cm21# than
for V41 ions@(68278)31024 cm21#.5 A similar situation is
observed for Nb41 and Mo51 impurity ions and NbO21 and
MoO31 complexes.15 Therefore, the values ofK for ions and
the corresponding oxide complexes make it possible to
termine the type of defect. The value ofK was determined
from the following formulas:5

Ai52K1P$Dgi2~4/7!~120.75Dg'!%,

A'52K1P$Dg'1~2/7!~120.75Dg'!%, ~2!

where Dgi5gi22.0023,Dg'5g'22.0023. HenceK586
31024 cm21. We note that for other crystals of the KT
group ~KTiOPO4, NaTiOPO4, anda- andb-LiTiOPO4! the
values of K likewise fall in the interval (85291)
31024 cm21.

A different method was developed in Ref. 5. In th
method the values of the isotropic hyperfine constant (Aiso

5(Ai12A')/3) and the averageg-factor (gav5(gi

12g')/3) are calculated from the experimental ESR da
As shown in Ref. 5, the points on the plotgav(Aiso) are

FIG. 3. Averageg factor (gav) versus the isotropic hyperfine interactio
constant (Aiso). Data employed:1—KTP,8 2—KTP,13 3 and38—V1 and V2
centers in RTP crystals,4—NaTiOPO4,16 5—a-LiTiOPO4,

17 6—
b-LiTiOPO4,

17 7—KDP,9 8—~NH4!2SO4,
10 9—WO3,

5 10—TiO2,
6 11—

ThSiO4,
7 12—SnO2.

4

b-

s

e-
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described well by two straight lines~for V41 ions and VO21

complexes! with the general formula

gav5~2uAisou1K0!/Pi12.0023, ~3!

where K0555.2 G, P15418 G ~for V41 ions!, and P2

51763 G~for VO21 complexes!.
We calculated the values ofgav and Aiso for crystals in

the KTP group. These data are displayed in Fig. 3. T
straight lines corresponding to the formula~3! are also pre-
sented in this figure. One can see that for V1 and V2 cen
in RTP crystals, just as for the KTP crystals NaTiOPO4 and
a- andb-LiTiOPO4 which we investigated earlier, the poin
fall between the straight lines I and II. Therefore, the resu
obtained by both methods agree with one another. In th
crystals the bond between the vanadium and oxygen ion
probably strong and the earlier suggestion that centers o
type V41 ~and not VO21! form is ambiguous.
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Phonons in red HgI 2
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A critical analysis of existing experimental and theoretical information on the lattice dynamics of
the layered crystala-HgI2 is performed. It is shown that a satisfactory understanding of the
character of the interatomic interaction and characteristic features of the phonon spectrum of this
material can be obtained in a simple phenomenological model with eight parameters,
assuming thatEg /B1g degeneracy of the 29 cm21 Raman line is of a two-phonon nature. ©1998
American Institute of Physics.@S1063-7834~98!03103-7#
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Crystalline HgI2 in the red modification is a photoactiv
semiconductor with a room-temperature band gap of ab
2.1 eV.1,2 Earlier, it was of interest to study its optical prop
erties, primarily the exciton spectrum, whereas now it
more important to investigate its transport properties. T
change is due to the promising applications ofa-HgI2 as a
working material for high-resolution x- and g-ray
spectrometers.2,3 In Ref. 4 data were also obtained on th
photoacoustic effect. A bar to wide application of HgI2 is the
quite low hole mobility~;4 cm2/V•s at room temperature5!.
The key to understanding the reasons for such beha
could be the role of scattering by phonons.

An investigation of the phonon spectrum of HgI2 was
presented in a recent work,6 where 18 branches of the pho
non spectrum were calculated on the basis of the hard
model, the 27 parameters of which were determined by
ting neutron-scattering,7 infrared-reflection,8 and
Raman-scattering9 data. The proposed interpretation of e
periment is quite reasonable on the whole, but a car
analysis reveals a number of weak spots that merit a m
careful analysis.

First and foremost, the phonon frequencies were ap
ently calculated neglecting the conditions for stability of t
crystal. This is obvious from the results presented in Tab
of Ref. 6. The computed values of the sound velocit
n(001)xy andn(100)z are substantially different~0.673105

and 1.013105 cm/s, respectively!, while the symmetry im-
plies that in the absence of mechanical stresses they sh
be equal.

The second problem concerns the analysis of pho
frequencies near 29 cm21. It follows from the computationa
results in Ref. 6 that there is an accidental degeneracy o
frequencies with the symmetriesEg andB1g. It appears that
the experiments performed do not unequivocally confirm t
feature. While most of the Raman measurements that h
been performed can indeed be interpreted on the basis o
accidental degeneracy, the neutron-diffraction data of Re
identify only the nondegenerate frequencyB1g . The Raman
measurements in Ref. 10 do not showEg /B1g splitting with
4941063-7834/98/40(3)/5/$15.00
ut

s
is

or

n
t-

ul
re

r-

3
s

uld

n

he

s
ve
an
7

temperature and pressure. The experimental results on
man scattering in the solid solution Cd12xHgxI2

11 likewise
do not agree with an accidentalEg /B1g degeneracy. For this
reason, the picture proposed in Ref. 6 for the phonon sp
trum in red HgI2 is not entirely satisfactory. In the absence
additional experimental data, specifically, for the phon
branches lying in the high-frequency region of the spectru
the best way out, apart from, of course, first-principles c
culations, could be a theoretical analysis in a phenome
logical model with the minimum possible number of para
eters. Such an approach has the advantage that the phy
interpretation is clear, which promotes better understand
though at the expense of, possibly, some loss of accurac
reproducing the experiments. Our hard-ion model, combi
with the Keating valence force field model,12,13 it seems,
makes it possible to give a physically well-grounded cons
tent interpretation of existing experimental data.

1. INTERATOMIC FORCE FIELD MODEL

The layered tetragonal structure ofa-HgI2
14 possesses

D4h
15 group symmetry with six atoms per unit cell: iodin

coordinates @a/2, a/2, c/42uc#, @0, a, c/41uc#,
@a/2, a/2, 3c/42uc#, @0, a, 3c/41uc# and mercury coordi-
nates @0, a/2, c/4#, @a/2, a,3 c/4# ~Fig. 1!. Here
a54.37 Å, c512.44 Å, u50.14 are the lattice parameter

In the hard-ion model the Coulomb part of the energy
described by the interaction of the point charges of the io
while the short-range forces are limited by the interaction
nearest neighbors. A central interaction with the force ma

Fab
nm52Anm

Ra
nmRb

nm

uRnmu2 . ~1!

is taken for the first neighbors. HereRa
nm5Ra

n2Ra
m , where

Rn is the position of then-th atom in the lattice,a andb are
Cartesian indices, andAnm is a force constant. In our cas
there are only two independent parametersAHg–I[3A and
AI–I[F. Since each Hg ion in the structure of HgI2 pos-
sesses a quite regular tetrahedral environment consisting
© 1998 American Institute of Physics
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ions, it is reasonable to adopt for the interaction of the s
ond neighbors the Keating variant12 of the valence force field
model. This model has been successfully used to desc
phonons in ionic-covalent crystals with III–V structure.13

The Keating contributions to the interaction of the first a
second neighbors can be written, respectively, in the for

Fab
nm52

3

4uRnmu2 (
k

$Bn
mk@Ra

nkRb
nk1Ra

nmRb
nk#

1Bm
nk@Ra

mkRb
mk1Ra

mkRb
mn#%,

Fab
nm5

3

4 (
k

Bk
nm

Ra
kmRb

km

uRnmu2
. ~2!

HereBk
mn is the force constant corresponding to a change

angle between the covalent bonds with a vertex at thek-th
ion; the pairs (kn) and (km) are nearest neighbors and th
pairs (nm) are second nearest neighbors. Assuming a d
nite rigidity in the preservation of the tetrahedral symme
around Hg, only three independent angular constants nee
considered:b1[BI

Hg–Hg, b[BHg
I–I ~both iodine ions lie in the

samexy plane!, andb2[BHg
I–I ~the iodine ions lie in different

xy planes!. The Coulomb part of the dynamical matrix ca
be calculated by the conventional Ewald method,15 and the
condition of electric neutrality reduces the number of ind
pendent parameters to one:ZHg[z, ZI[2z/2.

The dynamical matrix must be invariant under a sm
rotation of the coordinate system and satisfy the condition
no internal stresses.15 The Keating component is automat
cally invariant, while the electrostatic contribution does n
satisfy these conditions, as a result of which, the perm
tional symmetry of the indices for the elastic moduli, whi
in the tetragonal crystal should have the formCzzxx5Cxxzz

and Cxzxz5Czxxz5Czxzx5Cxzzx, breaks down. The above
noted difference of the sound velocities in the calculat
performed in Ref. 6 is apparently a consequence of the
that this circumstance was neglected. To restore the inv
ance properties of the complete dynamical matrix, comp
sating terms must be introduced in the short-range part
the simplest variant diagonal terms of the formFab

nm

52dabaa
nm are added to the first-neighbors matrix.16 Only

two of the six additional parameters are independent, s
by symmetryax

I–I5ay
I–I and ax

Hg–Hg5ay
Hg–Hg and the condi-

tions of invariance imply

FIG. 1. Structure ofa-HgI2. The numbers indicate the ions appearing in t
unit cell.
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2
@2uax

Hg2I1~4u21!ax
I2I#52

ae0
2z2

va
•1.76445,

c

2
@4u2ax

Hg2I1~4u21!2ax
I2I#2

a2

4
~az

Hg2I1az
I2I!

5
a2e0

2z2

8pva
•31.496. ~3!

Heree0 is the electron charge andna is the cell volume. The
values of the first and second derivatives of the electrost
contribution with respect to the wave vector which appea
Eq. ~3! were calculated by the Ewald method.15 The self-
action matricesFa,b

nm can be expressed completely in term
of the independent parameters, already introduced, from
condition of translational invariance. This completes t
definition of the force-field model.

2. RESULTS AND DISCUSSION

In the discussion below we employ the group-theore
classification, presented in Ref. 7, of the spectrum of Hg2.
Eight parameters of the theory were determined by le
squares fitting for known values of the long-wavelength f
quencies observed in Raman9,11,17–19and IR experiments.7,8

The results are presented in columna in Table I and on the
whole agree well with experiment. There is a discrepancy
;7 cm21 for the most intense Raman mode with symme
A1g . The elastic moduli calculated in this variant~columna
in Table II! agree with experiment,7,20 exceptingC13, C44,
andC66, the latter value being an order of magnitude low
than the observed value, signifying that the value of
transverse sound velocity@100#y is too low ~the direction of
the wave vector is shown in brackets and the index den
the polarization!.

Though not included in the fitting procedure, the disp
sion curves of the phonons along@100# and @001# ~Fig. 2a!
nonetheless agree with experiment7 and the computed disper
sion in the 27-parameter model.6 Just as in Ref. 6, togethe
with six branches of the interlayer vibrations which are o
served in the neutron experiment, our calculation show

TABLE I. Frequencies of long-wavelength phonons in HgI2.

Frequency, cm21

Phonon
Our calculation

symmetry Experiment Theory6 a b

B1g 143 @Ref. 11# 148 146 143
A2u(L) 139.23@Ref. 8# - 144 140
A2u(T) 125.29@Ref. 8# 119 131 127
Eu(L) 128.99@Ref. 8# - 122 123
B2u - - 100 107
Eu(T) 104.84@Ref. 8# 104 111 110
Eg 115 @Ref. 11# 142 113 112
A1g 115 @Ref. 11# 112 108 114
Eu(L) 32.15@Ref. 8# - 33.4 53.6
B1g 28.8 @Ref. 11# 29.6 29.3 28.9
Eg 28.8 @Ref. 11# 29.4 29.4 53.4
Eg 17.9 @Ref. 11# 18.5 17.5 18.5
Eu(T) 17.46@Ref. 8# 19.6 15.7 47.5
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coupling between two additional branches, which penet
into the low-frequency part of the spectrum and have
experimental analog. The absence of these branches in
experiment is explained in Ref. 6 by the specific form of t
atomic displacements, which effectively leads to sm
neutron-scattering cross sections.

The experimental data of Ref. 11 for the solid soluti
CdxHg12xI2 present an additional way to assess the qua
of the theory. According to the form of the computed pola
ization vectors, the low-frequency part of the HgI2 spectrum
corresponds to a rigid relative displacement of the layers
that the virtual crystal approximation can be used to inve
gate the concentration dependence of the vibrations in
solid solution. Calculations~dashed lines in Fig. 3! show a
linear variation as a function of concentration for the lowe
frequency mode withB1g symmetry, while theEg mode de-
generate withB1g at x50 shows virtually no variation with
concentration. The experimental data of Ref. 11 do not sh
any indications of such a splitting of theEg andB1g modes
with concentration, which casts doubt on their interpretat
based on accidental degeneracy. In this connection, we
that in Ref. 10 lifting ofEg /B1g degeneracy under the actio
of pressure or as a function of temperature was not obser

In the high-frequency part of the spectrum the solid
lution exhibits bimodal behavior, so that for interpretation
the experiment it is reasonable to use the calculations

TABLE II. Elastic constants of HgI2 (1011 dynes/cm2).

Elastic
constant

Experiment Theory

Ref. 7 Ref. 20 a b

C11 3.16 3.303 4.32 4.08
C33 1.526 1.634 1.70 1.69
C44 0.727 0.723 0.257 0.612
C66 0.35 0.231 0.038 0.490
C12 - 0.559 0.547 0.538
C13 - 1.168 0.544 0.485

FIG. 2. Phonon spectrum ofa-HgI2, calculated for two sets of the inter
atomic interaction parameters~a, b!. Solid lines—calculation, dotted lines—
neutron diffraction data.7 The dependence of the long-wavelength freque
cies on the angleu between the phonon wave vector and the tetragonal
C is presented in the central part of the figure~G–G!.
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frequencies in the hypothetical crystal CdI2 in the structure
of red mercury iodide. Taking the same parameters of
force field, we obtained vB1g

~CdI2!5173 cm21 and
vEg

~CdI2!5128 cm21, in good agreement with the observe
values 16863 and 130 cm21.11 Since the completely sym
metric modeA1g contains only displacements of iodine, th
corresponding frequency in the solid solution does not
pend on concentration~108 and 115 cm21 in the calculation
and experiment of Ref. 11, respectively!.

Analysis of the values of the model parameters~the vari-
anta in Table III! shows that the force constantF is small, in
agreement with the idea of a van der Waals interaction
tween the layers.10 The constantsax

I–I andaz
I–I are small, but

they give equal transverse sound velocities@100#z and
@001#x,y , as the crystal symmetry requires. The values of
charge of the Hg ion are close to those given in Ref. 6. T
value of the force constantA is typical for III–V crystals.
Interestingly, the angular constants for the Hg–I–Hg angle
are unusually large, compared with the values in the III–
group. At the same time, the intralayer constantb2[BHg

I–I is
half the value of the constantb[BHg

I–I , signifying a weak
rigidity of the corresponding angles and HgI4 tetrahedra as a
whole with respect to stresses oriented in a direction tra
verse to a layer. It is difficult to explain such a large diffe
ence in the rigidities of the different valence angles in t
presence of a regular tetrahedral coordination.

We attempted to resolve the contradictions noted ab
by attributing them to the rejection of the hypothesis of a
cidental degeneracy of thevEg

andvB1g
modes at 29 cm21

by eliminating vEg
from the set of fitted frequencies. Th

results presented in columnb in Table I show much bette
agreement with experiment, including alsoA1g , but the low-
est frequencyvEu

and the next highest frequencyvEg
in-

crease substantially. The result is that the pair of phon
branches which is associated with them is displaced ou
the region of interlayer vibrations covered by the neutro
diffraction experiment~Fig. 2b!. The quantitative agreemen
with the experimental dispersion of the phonons in the@100#
direction is somewhat worse, but the qualitative picture
the spectrum seems to be even better. At the same time

-
is

FIG. 3. Concentration dependence of low-frequency long-wavelen
phonons in CdxHg12xI2. The dots represent experimental data.11 The dashed
and solid lines correspond to calculations in the virtual crystal approxim
tion in the variantsa andb of the theory.
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TABLE III. Parameters of the interatomic force field in HgI2 (103 dynes/cm) and effective charges~in a.u.!.

A BI
Hg2Hg BHg

I2I BHg
I2I8 F ax

I2I az
I2I zHg

Fitting
variant

20.93 13.50 5.11 3.27 2.28 20.21 0.85 0.975 a
20.14 8.53 8.53 9.41 2.10 20.17 0.90 0.990 b
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agreement for the@001# phonon branches is excellent. W
recall that the neutron-diffraction data were not included
the least-squares scheme. The elastic constants, likewis
specially fit, agree much better with experiment in this va
ant ~columnb in Table II!. The agreement with the exper
mental concentration dependence of the low-freque
modesvEg

andvB1g
in CdxHg12xI2 ~solid curves in Fig. 3!

is as good as in the preceding variant of the fit, except
the problem of the absence of a concentration splitting d
not arise at all. The computed valuesvB1g

~CdI2!5170 cm21,
vEg

~CdI2!5129 cm21, and vA1g
~CdI2!5114 cm21 likewise

agree excellently with experiment.11 The values of the cen
tral constants, just asax

I–I andaz
I–I , in both variants~a andb!

differ very little ~Table III!, while the angular constants ar
closer to one another, falling into the range of values of th
constants for III–V compounds, which appears to be m
reasonable, bearing in mind that the tetrahedral environm
of Hg is preserved.

In this variant of the calculation of the phonon spectru
of HgI2 there are a number of discrepancies with the tra
tional interpretation. Most importantly, the poor agreem
between the phonon frequencies at the pointX and the ex-
perimental values is apparently of the same origin as for
calculations for III–V crystals in the Keating model,13 and
the agreement can be improved in a model that takes acc
of the bond polarizability.

The most serious problem arises with the frequen
29 cm21, which in all Raman experiments is observed sim
taneously in theEg andB1g geometries, which served as th
basis for the idea of accidental degeneracy. TheLO/TO in-
frared frequencies 18 cm21/32 cm21 observed experimen
tally in the Eu geometry also require explanation.8

Our calculations show that the three phonons at the p
Z have the frequenciesvZ1

511 cm21, vZ2
513 cm21, and

vZ3
520 cm21, respectively, so that the two-phonon ove

tones 2vZ1
and 2vZ2

and the combination frequenciesvZ1

1vZ2
, vZ1

1vZ3
, andvZ2

1vZ3
turn out to be close to the

computed single-phonon frequenciesvEg
518 cm21 and

vB1g
529 cm21. The direct product of the representatio

Z1^ Z3 andZ2^ Z3 does indeed contain both the IR and R
active representations of the pointG, while for other combi-
nations this is not valid. We note in this connection that it
not obvious that the standard group-theoretic methods
applicable under conditions of a Fermi resonance of two-
one-phonon frequencies. For this reason, the interpretatio
the observed frequenciesvEu

(T)518 cm21, vEu
(L)

532 cm21, and vEg
529 cm21, conventionally treated in

the one-phonon sense, as manifestations of a resonanc
tween first- and second-order processes in the optical ex
n
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ment seems admissable. It is interesting that in CdxHg12xI2

the concentration dependence of the low-frequen
Z-phonon frequencies~and therefore also their combina
tions! is identical to that forG phonons, which explains the
reason why theEg /B1g degeneracy remains, at least in th
case.

Indirect evidence of the multiphonon nature of the lin
18, 32, and 29 cm21 could be the fact that none of thes
frequencies is observed in neutron experiments in
EuLO/TO and Eg geometries.7 The entire phonon branche
Z22D52Eu2D1 , D2 andZ12D52Eg2D3 , D4 , which are
topologically coupled with them by symmetry, are also n
observed~see the compatibility relations in Ref. 7!. Doubts
as to the single-phonon nature of the oscilla
18 cm21/32 cm21 are also bolstered by their unusual prope
ties observed in Ref. 8—almost complete absence of t
perature dependence of the reflection coefficient, nega
temperature shift of the frequency, and unusually large os
lator strength, which lead to an anomalously large anisotr
of the low-frequency permittivity tensor with moderate a
isotropy of its high-frequency part. A substantial variance
the values of the low-energy branchvEu

(LO,TO) in IR ex-

periments performed by other groups and an unusual p
sure dependence of the branchvEu

(TO) are also

observed.9,10

The computed valuevEg
553 cm21 appears not to agre

with experiment, but it falls into the frequency rang
37– 55 cm21, where Prevotet al.19 observed features in th
Raman spectra, interpreting them from the standpoint
second-order processes. The computed polar modevEu

547 cm21/54 cm21 has a quite small longitudinal–
transverse splitting (6 cm21), as a result of which it should
have a relatively small oscillator strength and, correspo
ingly, a low intensity in IR absorption.

Although the existing experimental data do not perm
making a definite choice between the two interpretations,
second set of model parameters appears to be preferable
from the standpoint of the neutron-diffraction experime
and the behavior of phonons in the solid solution and in
sense of the interpretation of the character of the chem
bond.

In summary, we have performed calculations of the ph
non spectrum of red HgI2 in a simple model of interatomic
forces with eight parameters. In the conventional interpre
tion of the experimentally observed frequency 29 cm21 as an
accidentally degenerate combination of single-phonon
quenciesvEg

/vBg
, the model underestimates the transve

sound velocity, leads to the appearance of two extra branc
in the interlayer part of the phonon spectrum, and contrad
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the results of Raman experiments on CdxHg12xI2. We be-
lieve that the two-phonon interpretation of both the Ram
frequency vEg

529 cm21 and the lowest polar frequenc
vEu

is more consistent with the character of the interatom
interaction in red HgI2.

We thank Professor A. Anedda and J. Mul for formula
ing the problem and for a discussion of the results.
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Low-frequency plasmons in coupled electronic microstructures
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The plasmon spectrum and the absorption of an electromagnetic wave in an electronic two-
dimensional plasma with strongly modulated density are studied. The appearance of additional
plasmon modes in a system of electronic wires and islands with weak current coupling is
described in a model of an electronic system covered with metallic gates. Such plasmon modes
appear in the low-frequency region of the spectrum, as compared with the conventional
plasma oscillations, and have recently been observed experimentally in paired wires. ©1998
American Institute of Physics.@S1063-7834~98!03203-1#
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Systems of interacting electronic wires and dots are
jects of intense investigation. The interaction between e
tronic wires and dots, for example, as a result of Coulo
forces or a current, can result in new physical phenomena1 It
has recently been shown that current coupling in pairs
electronic wires strongly modifies their absorptio
spectrum.2 In the present paper the case when a weak cur
coupling in a pair of electronic wires or dots results in t
appearance of new plasma modes and substantially alter
optical response of the system is described. The spectru
plasma oscillations in systems with periodically modula
density has been investigated theoretically in a numbe
studies by means of perturbation theory3 and by numerical
methods.4,5 Perturbation theory makes it possible to descr
analytically the case of weak modulation of the electron d
sity. The numerical results presented in Refs. 4 and 5 do
give a complete picture of all regimes of interaction betwe
electronic wires. For example, new plasma modes are
served when a weak current coupling arises between w
~the case of strong modulation of the density!.2 Such a re-
gime was not described in detail earlier in Refs. 4 and 5

In the present paper the spectrum of electronic wi
with an arbitrary degree of coupling is investigated. T
model of a two-dimensional (2D) system with metallic gates
makes it possible to describe analytically the spectrum
optical response of the wires. Low-frequency plasmons
two electronic islands coupled by a narrow neck are a
studied.

1. PLASMON SPECTRUM OF A 2 D SYSTEM WITH
NONUNIFORM DENSITY

We consider a structure with metallic finger-shap
gates in the form of strips~Fig. 1!, similar to that investi-
gated in Ref. 2. A quantum well~QW!, formed at the heter-
4991063-7834/98/40(3)/4/$15.00
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oboundary of the GaAs layer and a short-period AlAs–Ga
superlattice, is located between the system of gates on
surface of the sample and the bottom embedded conta
the form of a strongly doped GaAs layer. When a posit
voltage is applied to the surface gates, the electrons of
reverse contact tunnel into the QW, forming a 2D electronic
system with modulated density. The equilibrium electr
density distributionNs(x) ~x is the coordinate axis in the
plane of 2D layer, perpendicular to the wires! is controlled
by the voltagesV1 andV2 applied to the metal strips.

The response of the system to a uniform external elec
field f0e2 ivt is described by the conventional expression
the surface currents(x)@ f01f ind(r )#e2 ivt, where r5(x,y)
is the 2D radius vector,f ind is the amplitude of the electric
field induced by the plasma,s(x)5e2Ns(x)/@m* (2 iv
1G)#, m* is the electron mass, and 1/G is the relaxation
time. The electric fieldf ind can be expressed in terms of th
perturbationdw induced in the potential by the plasm
f inde

2 ivt52¹dw(r ,t). If the distanced from the surface
gate to the quantum well is much less than the widtha of the
metal strips, the induced potential in the plane of the QW
proportional to the perturbation of the electron density~the
flat capacitor approximation!:

dw~r ,t !52
4pueud

«
dns~r ,t !. ~1!

Heredns(r ,t)5dn(r )e2 ivt is the nonequilibrium correction
to the electron density ande52ueu is the electron charge
The expression~1! makes it possible to obtain a differentia
equation for the current.6 Let the external field be directe
along thex axis: f05( f 0,0). Using the continuity equation
in the linear approximation we arrive at an expression for
amplitude of thex component of the currentj s5 j (x)e2 ivt:
© 1998 American Institute of Physics
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d2 j ~x!

dx2 1
i«v

4ps~x!d
j ~x!5 f 0

iv«

4pd
. ~2!

Without the expression on the right-hand side this equa
has the form of a Schro¨dinger equation with zero energy. Le
us write the expression~2! without the right-hand side an
introduce formally an ‘‘energy’’E: j 91@F(x,v)2E(v)#
j 50. The ‘‘potential’’ F(x,v) in this equation is propor-
tional to 1/Ns(x). The characteristic values of the energy
this equation determine the plasma frequencies of the
tem: En(v)50. Under the conditionEn(v)50 the eigen-
functions j n(x) are orthogonal to each other with weig
1/Ns(x): *dx jnj m /Ns(x)5dnm .

Let us examine the simplest case of a strip with a u
form electron densityNs(x)5Nx for uxu,a/2 and Ns(x)
50 for uxu.a/2. The boundary conditions for the current a
j (x56a/2)50. The plasmon spectrum is obviou
vn

25(4pe2dNs /m* «)qn
2 ,4 where qn5pn/a and « is the

permittivity of the semiconductor.

2. COUPLED ELECTRONIC WIRES

In a system with three metal gates~Fig. 1a! the electron
density can be written in the formNs(x)5N1 for uxu,a/2
andNs(x)5N2 for a/2,x,3/2a, 23/2a,x,21/2a. It is
convenient to describe the quantitiesN1 and N2 in the ap-
proximationN15C0V1 andN25C0V2 , whereC0 is the spe-
cific capacitance of the gate with respect to the electro
layer. In this system it can be assumed that electrons fl
into the layer with the QW for positive values ofV1 andV2 ,
i.e., N1Þ0 (N2Þ0), if V1.0 (V2.0). Moreover, we as-
sume that the sections with a free surface between the g
are narrow compared with the gates, while the density pro
Ns(x) is a step function. Thus, the expression for the pot
tial ~1! will be used for the entire surface in the interv
23/2a,x,3/2a.

The quantitiesj (x) anddn(x) in our model are combi-
nations of the functionsAi cos(kix) and Bi(kix), where
ki5v/n i and n i5A4pe2dNi /m* « is the plasmon velocity

FIG. 1. a! Transverse section of a system with two electronic wires coup
by a region with low electron density. The electrons tunnel into the quan
well from the embedded contact when voltages are applied to the su
gates. b! Schematic diagram of the electron density distribution in the pla
of the quantum well forV1.0, V2.0.
n

f
s-

i-

ic
w

tes
le
-

in regions with densitiesNi 51,2. The coefficientsAi andBi

can be found from the continuity of the functionsj (x) and
dn(x) at the pointsx561/2a and from the conditionj (x)
50 at x563/2a. From these boundary conditions follow
equations for the plasmon frequencies

v2

v1
tanS k1a

2 D5cot~k2a!,
v2

v1
cotS k1a

2 D5cot~k2a!. ~3!

These equations describe the frequencies of the antisym
ric and symmetric plasma oscillations, respectively.

Figure 2 shows the plasmon spectrum with zero long
dinal momentum as a function of the voltageV2 with a con-
stant potential differenceDV5V12V2520.5 V. Actually,
Fig. 2 shows the spectrum for different values of the para
eter g5N1 /N2 . For V2,0.5 V ~V1,0, N150! the spec-
trum consists of plasmons localized in separate wires.
point V250.5 V (V150) is a singular point. The branche
of the spectrum condense at this point on account of
appearance of current coupling between the electronic w
under the side gates. Near and to the right of the pointV2

50.5 V (V150) the distance between the branches of
spectrum is of the order ofn1 /a}AN1}AV1. When the volt-
ageV2 approaches the value 0.5 V from the right-hand si
all branches of the spectrum approach zero. If the voltageV2

is only slightly above 0.5 V, the spectrum in Fig. 2 has poin
of condensation opposite the frequencies of the plasm
localized in individual side wires withV2 50.5 V.

Let us examine the lowest branch of the spectr
in Fig. 2 in a small neighborhood to the right of the poi
V250.5 V. This branch has the frequencyV0.1.31n1 /a
and corresponds to an oscillation in which charge flows

d
m
ce
e

FIG. 2. Plasmon spectrum of a system of two coupled wires as a functio
the voltageV2 with fixed potential differenceDV5V12V2520.5V. Cur-
rent coupling between the wires appears for voltagesV2.0.5V (V1.0).
Parameters of the structure:a51000 Å, d5600 Å, «512.5, and m*
50.07m0 ~m0—free-electron mass!.
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tween two side wires~Fig. 3!. Note that the frequency of thi
mode is much lower than the characteristic plasma freque
n2 /a of the individual wires with voltageV250.5 V.

The current in the presence of an external force can
obtained from Eq.~2! as

j ~x!5(
n

j n~x!
An

v~v1 iG!2vn
2 ,

An52 f 0S ive2

m* D E j n~x!dx. ~4!

The intensity of IR absorption I (v)
5(1/2)f 0 Re@* j(x)dx# is shown in Fig. 4. The spectra1 and
2 in Fig. 4 are presented for voltages nearV150. The spectra
3 and 4 are presented for comparatively high voltagesV1 ,
when the system consists of one wide wire with modulat
of the density. Only modes with an antisymmetric dens
distribution are active in the IR absorption spectrum. O
can see that the IR absorption spectrum near the poinV2

FIG. 3. Nonequilibrium charge density and current distributions~dn(x) and
j (x)! in the low-frequency mode.

FIG. 4. Absorption spectrum of coupled wires for different voltages~in V!
applied to the gates.V1 andV2 : 1—0.05 and 0.45,2—0.02 and 0.52,3—0.2
and 0.7,4—0.4 and 0.9. Potential differencesDV5V12V2520.5 V and
G50.1 meV. The asterisks mark the low-frequency modes arising w
V1.0.
cy

e

n
y
e

50.5 V (g50) is modified and acquires a low-frequenc
structure. The number of modes in a unit interval of t
spectrum for small values ofg ~Fig. 2! is large, but the in-
tensity of most of them is low. When plasmon damping
taken into account, the IR spectrum changes continuou
from a regime of uncoupled wires (g50) into a regime of
coupled oscillations (g.0). For low values ofV1 the low-
frequency mode, marked by the asterisk in Fig. 4, has a
oscillator strength, since this mode is due to charge flow
over through the region with a low densityN1}V1 . As V1

increases, the low-frequency mode becomes dominant in
spectrum, since in a single wire with almost uniform dens
it has the largest dipole moment. The second low-freque
mode, which is marked by two asterisks in Fig. 4, also
quires a substantial oscillator strength as the voltage
creases.

A similar behavior of the IR absorption spectrum w
observed experimentally in Ref. 2, where the experiment w
performed in a system with paired wires. The electron d
sity in these wires was varied by applying voltages to t
metal strips on the surface of the sample. As the volta
increased, the electronic wires merged, forming one w
channel with a barrier in the middle. In other words, t
current coupling between the wires was controlled by
voltage. In the experiment of Ref. 2, a free surface w
present between the metal strips, and therefore the cur
coupling between the wires was also determined by the
face charges. In our approach we introduce a third gate in
middle in order to model the effect of surface charges. Co
parison of our theoretical results and the experimental dat
Ref. 2 shows that our model reproduces the qualitative
havior of the experimental spectra. In addition, the expe
ments of Ref. 7 showed that the intensity of the lo
frequency mode in the IR absorption spectrum varies w
charge transfer on the surface between the metal strips. T
the low-frequency plasmons arising on account of the curr
coupling between the microstructures can be used to ob
information about the charge state of the surface.

3. COUPLED ELECTRONIC ISLANDS

Let us examine the spectrum of two square, electro
islands coupled by a narrow neck~Fig. 5!. The widthb of the
neck is much smaller than the lengthR of the edge of the
square-shaped island. The entire system is covered wi

n

FIG. 5. Geometry of a system with two coupled electronic islands.
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dielectric layer of thicknessd and an uniform metal gate
From the expression~1! and the continuity equation we ob
tain

¹2dn~r !1
v2

vp
2 dn~r !50, ~5!

wherenp5A4pe2dNs /m* « is the phase velocity of a plas
mon andNs is the electron density, which is the same in
regions of the microstructure, including the neck. Here
neglect the damping of the plasmons. The boundary co
tion is vanishing of the component of the current perpendi
lar to the boundary,j–s}¹n•s50 ~s is the normal to the
boundary!.

Let us examine first the solution of Eq.~5! for a single
electronic island. For zero boundary, conditionsj–s50 the
solutions of Eq.~5! for a single square island are the norm
ized functionscn,m(x,y)5An,m cos(knx)cos(kmy), wherekn

5pn/R, km5pm/R, n,m50,1,2,. . . . Here we assume tha
the origin of the coordinates is located at the left-hand b
tom corner of the square island. We describe the inflow
outflow of electrons from the neck into the island by intr
ducing a term on the right-hand side of the continuity eq
tion, which we shall write down, for example, only for th
left-hand island2 ivedn1div j (r )5J0d(x2R) f (y), where
J0 is the amplitude of the total current inflowing from th
neck. The functionf (y) is normalized to 1 and is nonvan
ishing only in the intervalR/22b/2,y,R/21b/2. There-
fore the functionJ0d(x2R) f (y) describes the current cou
pling between the islands and the neck. The solution of
continuity equation, taking account of the right-hand si
can be written in the form

dn~x,y!5(
n,m

Bn,mcn,m~x,y!,

Bn,m5
ivJ0

ueu~v22vn,m
2 !

E f ~y!cn,m~R,y!dy, ~6!

wherevn,m5npAkn
21km

2 .
We shall now examine the density oscillations near

neck. We write Eq. ~5! for the density d ñ(x)
5(1/b)*dn(x,y)dy, averaged over the cross section of t
neck. Taking account of the boundary condition on the c
rent, we obtaind2ñ /dx21(v2/np

2) ñ50. The solutions of
this equation are obvious:ñ(x)}sin(qx), where q5v/np .
Here we examine only the antisymmetric oscillations w
nonzero dipole moment along thex axis of the system and
zero dipole moment along they axis. The equation for the
frequencies is found from the continuity of the functionsñ

and j̃ at the points where the neck joins the islands. T
result is
l
e
i-
-

t-
r

-

e
,

e

r-

e

bvvp cotS vw

2vp
D(

n,m

1

~v22vn,m
2 !

E f ~y!cn,m~R,y!dy

3E
R/22b/2

R/21b/2

cn,m~R,y!
dy

b
51. ~7!

In the limit v→0 the term withn5m50 in Eq. ~7!
plays the main role. Thus, taking into account only the fi
term in Eq. ~7! we see that the spectrum in the lim
b/R→0 has a low-frequency mode. The frequency of th
mode isV05A(2b/R)(np

2/Rw)!np /R (b/R→0). The cur-
rent and density distributions in a low-frequency plasmon
similar to those shown in Fig. 3. This mode corresponds
an oscillation in which charge flows between the islan
through the narrow neck.

The problem can also be solved for the case of two di
coupled by a narrow neck. In this case the frequency of
fundamental mode isV05A(2b/pRd)(np

2/Rdw), whereRd

is the radius of the disk.
In closing, we note that the plasmon mode investiga

in the present paper, which results from charge transfer
tween electronic reservoirs is a characteristic property
weakly coupled microstructures. This mode determines
low-frequency response of the system. Its frequen
satisfiesV0!vp , where vp are the characteristic plasm
frequencies of individual wires or islands.
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The effective Hamiltonian for holes in a 2D channel with in-plane uniaxial deformation is
obtained. Two-dimensional channels on a Si surface are studied in the approximation of a
spherically symmetric valence band and on the~100! and ~110! surfaces taking account
of the cubic symmetry. It is shown that the shift of the positions of the beats of the Shubnikov–de
Haas oscillations that is linear in the deformation is due to the nonequivalence of the
compression–tension axis and the direction perpendicular to it in the plane on the~110! surface.
© 1998 American Institute of Physics.@S1063-7834~98!03303-6#
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It is well known that in systems without a center
inversion the spin–orbit interaction should remove the s
degeneracy in the electronic spectrum forkÞ0.1,2 Examples
of such systems are quasi-2D channels in silicon MIS str
tures, heterojunctions, and asymmetric quantum wells ba
on GaAs. Observations of the Shubnikov–de Haas~ShdH!
oscillations are used to study the spin splitting of the leve
Spin splitting results in phase interruption~beats! in these
oscillations, as has been shown experimentally3–5 and
theoretically6 for both electrons in GaAs heterojunctions a
holes in Si MIS structures. In Ref. 6 an effective tw
dimensional Hamiltonian for holes in an asymmetric qua
tum well was obtained and a spin splitting proportional tok3

was found. The behavior of the ShdH oscillations und
uniaxial tension or compression along the@001# axis in the
plane of two-dimensional hole channels~~110! surface! in
silicon field-effect transistors was studied experimentally
Ref. 7; a shift of the position of the beats that depends on
sign of the deformation was found. An attempt has also b
made to analyze these experiments numerically.8

In the present paper the effect of deformation in t
plane of a hole channel on the ShdH oscillations is stud
analytically. An explicit form of the effective Hamiltonian
for holes in a 2D channel~asymmetric quantum well! is ob-
tained under the condition that the in-plane deformation
be regarded as a perturbation. The following cases are s
ied: a! deformation in the plane of the 2D channel in t
approximation of a spherically symmetric valence band~i.e.,
neglecting rippling!; b! the plane of the 2D channel is~100!
and the deformation is along the@001# axis; c! the plane of
the 2D channel is~110! and the deformation is along th
@001# axis. The designations a–c for the cases listed ab
are used throughout this paper.

It is shown that, besides a cubic term, the Hamilton
contains a term linear ink that is proportional to the defor
mation. It is established that the correction to the Land
levels that is linearly dependent on the deformation a
therefore the shift in the position of the beats in the Sh
oscillations arise only when rippling is taken into accou
and only when the surface symmetry is lowered~the
5031063-7834/98/40(3)/4/$15.00
n

c-
ed

.

-

r

e
n

d

n
d-

ve

n

u
d

t

compression–tension axis must not be equivalent to a di
tion perpendicular to it in the plane, as, for example, for t
~110! surface!.

1. EFFECTIVE HAMILTONIAN AND THE SPIN SPLITTING
OF HOLES IN A TWO-DIMENSIONAL CHANNEL IN
THE PRESENCE OF AN IN-PLANE UNIAXIAL DEFORMATION

Let us examine a system of particles with a degene
energy band ~holes! described by the Luttinge
Hamiltonian.9,10 The holes are located in an asymmet
quantum wellV(z) near the surface~the z axis is directed
along the normal to the surface!. In addition, the system can
be placed in a magnetic fieldH directed along thez axis and
subjected to a uniaxial compression or tension along thx
axis along the surface.

The HamiltonianH( k̂,H,«) of the system in the basi
u j z& has the form

H~ k̂,H,«!5H0~ k̂!1m0g0K H–J1H~«!1V~z!, ~1!

whereJ is the spin-3/2 matrix,k̂5k1eA/\c ~A is the vector
potential!, andH0(k) is the Luttinger Hamiltonian

H0~k!5
\2

2m0 UP1Q 2S R 0

2S1 P2Q 0 R

R* 0 P2Q S

0 R* S* P1Q

U . ~2!

a! In a spherical approximation for the valence ba
(g25g3) the elements of the Hamiltonian matrixH0(k)
have the form

P5g1~kz
21k2!, Q5g2~22kz

21k2!,

S52)g2kzk2 , R52)g2k2
2 ,

k65kx6 iky , k25kx
21ky

2 . ~3!

b! If the z axis is directed along@100# and thex axis
along @001#, thenP andQ are the same as in the spheric
approximation~3!,
© 1998 American Institute of Physics
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S52)g3kzk2 ,

R52
)

2
@~g21g3!k21~g22g3!k1

2 #

52)g2~k2
2 1dk1

2 !, ~4!

where g̃25(g21g3)/2 andd5(g22g3)/(g21g3).
c! If zi @110# and x i @001#, according to Ref. 11, we

have

P5g1~kz
21k2!,

Q52
3g31g2

2
2kz

21g2kx
21

3g32g2

2
ky

2 ,

R52)S g32g2

2
kz

21g2kx
22

g31g2

2
ky

212ig3kxkyD ,

S52)kz~g3kx2 ig2ky!, ~5!

whereg1 , g2 , andg3 are the Luttinger parameters.
The termH(«) describes the effect of the deformatio

If the x, y, andz axes are the crystallographic axes, then

H~«!5Up1q h j 0

h* p2q 0 j

j * 0 p2q 2h

0 j * 2h* p1q

U , ~6!

p5a~«xx1«yy1«zz!, q5
b

2
~«xx1«yy22«zz!,

h52~ i«xz1«yz!, j 52
)

2
b~«xx2«yy!2 id«xy , ~7!

a, b, andd are constants in the deformation potential.12 The
spherical approximation corresponds tod5)b; the form of
H(«) does not depend on the orientation of the axes. In w
follows H(«) will be studied only in the spherical approx
mation.

We take into account exactly the dependence of the
formation on the applied stress. Stretching and compres
occur along the@001# crystallographic axis~x axis!. For both
zi@110# andzi@100# the deformation tensor possesses th
nonvanishing componentszi@110# «xx , «yy , and«zz, where

«yy5«zz52t«xx , t5
C128

C118 1C128
, ~8!

and Ci j8 are the elastic constants~for Si C118 5169 GPa and
C128 565 GPa!. Thenh50 and j 52)/2b«xx(11t).

In Ref. 6 the effective Hamiltonian of quasi-2D holes f
the ~001! surface in a magnetic field but with no deformatio
was obtained using perturbation theory. The Hamilton
H0(kz)1V(z), giving a set of doubly degenerate levelsEm
at

e-
on

e

n

andEn for light and heavy holes, respectively, was used
the zeroth approximation. The quasi-2D motion near e
level is described by the effective 2D Hamiltonia
Hn(m)( k̂x ,k̂y ,H). Proceeding similarly, we obtain in pertu
bation theory a Hamiltonian for the ground state of the hea
holes in the presence of a deformation

H0h5E0h~«!1
\2

2m0h
k̂21

3

2
g0hHzsz1b0h

3F S \2

2m0
R̂1 j D Ŝs12S \2

2m0
R̂* 1 j D Ŝ* s2G , ~9!

where sx , sy , and sz are the Pauli matrices,s65(sx

6 isy)/2,

E0h~«!5E0h1p1q,
1

m0h
5

1

m0
~g11g21g0h!,

g0h5g0k1
2

3
g0h , g0h5

\2

2m0
(
m

3g3
2 u^0hukzum&u2

E0h2Em
,

b0h5
\2

2m0
(
m

^0hum&^mukzu0h&
E0h2Em

. ~10!

For a triangular well withV(z)52nsez/«0 ~ns is the two-
dimensional density and«0 is the permittivity! calculations
give

g0h520.575~g122g2!,

b85 i)g3b0h5~g122g2!4/3~n0 /ns!
1/330.644 1025 ~cm!

~n051012 cm22!.

We shall consider the specific form of the energy lev
in different cases.

a! Neglecting rippling and performing a unitary transfo
mationH0h5U1H0h

2 U, whereU5 1
2(11sz), the 2D Hamil-

tonian assumes the form

Hh5E0h~«!1
\2

2m0h
k̂21

3

2
g0hHzsz1b8 j s3 k̂•n

1b9s3k•n, ~11!

where k5$kx(kx
223ky

2), 2ky(ky
223kx

2),0% and b9
5\2/2m0)g2b8. Here the linear term is of the same for
as in the Bychkov–Rashba case.1

In the absence of a magnetic field the Hamiltonian~9!
gives energy levels

E0h
2 5

\2

2m0h
k26kb8Ab92k41 j 212b9 jk2 cos 2w. ~12!

b! For the~100! surface the energy levels are given b
E0h
2 5

\2

2m0h
k26kb8Ab92k4~11d212d cos 4w!1 j 212b9 j ~11d!k2 cos 2w. ~13!
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c! For the~110! surface the HamiltonianH0(k) at first is
put into a diagonal form atk50, since the terms dependin
only on kz are included in the zeroth approximation and a
taken into account exactly. The diagonal HamiltonianH08(k)
has a form similar to Eq.~2! with the elementsP8, Q8, S8,
andR8:

P85P, S85S,

Q852A3g3
21g2

2kz
21S g2~3g31g2!

2A3g3
21g2

2

2
3g2~g32g2!

2A3g3
22g2

2 D kx
21S ~3g32g2!~3g31g2!

4A3g3
21g2

2

1
3~g31g2!~g32g2!

4A3g3
21g2

2 D ky
2 ,

R852)S ~g2!~3g31g2!

2A3g3
21g2

2
kx

22
~g31g2!~3g31g2!

4A3g3
21g2

2
ky

2

12ig3kxkyD . ~14!

Next, an effective Hamiltonian of the form~9! is deter-
mined according to the scheme of Ref. 6 and gives the
lowing energy levels for the ground state of heavy holes

E0h5
\2

2 S kx
2

m0x
1

ky
2

m0y
D 6ub0huAuSu2~R81 j !~R8* 1 j !.

~15!

It is convenient to transfer the anisotropy in the term q
dratic in k to the second term by a scale transformation

kx5kx8 S m0x

m0y
D 1/4

, ky5ky8S m0x

m0y
D 1/4

~16!

~for calculations using the potential~9! m0x /m0y'2!. After
this, the anisotropy in the termsR8 is substantially smaller
and it can be neglected in the further calculations. C
versely, however, the anisotropy in theS terms increases:

E0h'
\2k82

2Am0xm0y

6b8k8

3A~cos2 w1 d̃ sin2 w!~b92k841 j 212b9 jk82 cos 2w!,

d̃ 5~g2 /g3!2~m0y /m0x!;0.1!1. ~17!

2. EFFECT OF DEFORMATION ON THE LANDAU LEVELS

In a magnetic field the energy levels can be found a
lytically for an isotropic 2D Hamiltonian in the case of on
the linear1 or only the cubic6 term responsible for the spi
splitting. The wave functions then have the formxN ~for
linear splitting! or fn ~for cubic splitting!, where

xN5S AuN21

BuN
D , fN5S CuN23

DuN
D ~18!

~uN is a harmonic oscillator function!.
l-

-

-

-

We shall analyze the effect of the deformatio
dependent term in the Hamiltonian~9! on the Landau levels
for the three cases studied, assuming that it is small c
pared to the cubic term.

a! The Hamiltonian~11! with j 50 has an analytical so
lution, and the wave functions have the formfN . Adding
the termb8 j s3 k̂•n does not give first-order corrections t
the energy levels in a magnetic field.

b! For the ~100! surface, rippling mixes the statesfN

andfN64 , which once again does not give corrections line
in j to the Landau levels. Therefore, in these two cases th
will be no deformation-sign dependent shift in the positio
of the beats.

c! The anisotropy of the~110! surface ‘‘couples’’ the
statesfN andfN62 , which leads to terms of the formxN in
the wave function whenj 50. Therefore, there arises a co
rectionDEj

N to the Landau levels that is linear inj :

DEj
N;~12 d̃ !b8 j lH

21~N!1/2 ~19!

~wherelH5(\c/eH)1/2!, leading to a shift in the positions
of the nodes of the beats in the ShdH oscillations tha
proportional to the deformation.

3. DISCUSSION

The results obtained for the~110! surface agree qualita
tively with the experimental data of Ref. 7 and the results
numerical calculations.8 Moreover, the analysis performe
above makes it possible to draw the new conclusion that
shift in the positions of the beats that is linearly in the def
mation exists only when rippling is taken into account a
only as a result of the lower symmetry of the~110! surface.
It is impossible to draw this conclusion from numerical ca
culations. An analytical analysis also explains the sensitiv
of the numerical results to the choice of the Luttinger para
eters: The linear deformation-dependence of the position
the beats exists to the extent of the anisotropy~19!. The
quantitative discrepancy between Refs. 7 and 8 can likew
be partially explained, aside from the differences in the L
tinger parameters and the constants in the deformation
tential which are presented by in Ref. 7, by the influence
the deformation arising as a result of the difference betw
the thermal expansion coefficients of Si and SiO2.

13 This
hydrostatic tension with characteristic stress 0.1 kbar in
plane, which is equivalent to a compression along the~110!
axis, leads to a correction in the HamiltonianH(«) given by
~6!, whereq52b«zz(112t)5D;5 meV. The distance be
tween the subbands and, in consequence, the spin spli
determined by the coefficientb8, changes. When anisotrop
is taken into account, a term linear ink also arises, but the
magnitude of this term is much smaller than that of the te
arising as a result of applied external stresses, and for
reason it cannot play a large role in the explanation of
experiments of Ref. 7.

I wish to thank S. I. Dorozhkin and V. M. E´ del’shte�n
for helpful discussions and his unflagging interest in t
work.
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Localized optical phonons in GaAs/AlAs superlattices grown on „311…A and „311…B
surfaces
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630090 Novosibirsk, Russia
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A study is reported of optical vibrational modes in@311#-grown GaAs/AlAs superlattices. An
analysis of theTO andLO localized modes observed in IR reflectance spectra showed
that the difference between theTO andLO mode frequencies in superlattices grown on (311)A
and (311)B surfaces is due to the different localization lengths of these modes. The
dispersion of transverse optical phonons in GaAs derived from IR reflectance spectra is in a
good agreement with Raman scattering data. ©1998 American Institute of Physics.
@S1063-7834~98!03403-0#
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~311!-oriented GaAs/AlAs superlattices~SL! with aniso-
tropic electronic and optical properties have recently b
made.1–3 The anisotropy was found to be due to surfa
faceting.4 At the same time recent Raman studies of th
SLs did not reveal surface faceting.5 While a large number of
papers dealing with electronic properties of~311! SLs are
presently available, there are only a few works devoted
investigation of optical properties.5–7

This work presents a study of the vibrational spectrum
~311!-oriented GaAs/AlAs SLs by IR Fourier spectroscop

The lowering of symmetry of~311! SLs compared to the
@100#-grown SLs interferes with identification of the vibra
tional modes localized in SL layers and gives rise to opti
modes in~311! SLs which may have either pure transver
(A9) or mixed, longitudinal/transverse (A8), character.6 Be-
sides, surface faceting in (311)A SLs with a 32-Å period
may result in splitting of localized vibrational modes. A
cording to the selection rules, all modes~A8 andA9! can be
IR-active. The wave number of the localized modes can
defined as

qm5mp/@~n1d!d#, ~1!

wheren is the number of monolayers,d5a/A11 is the thick-
ness of one monolayer in the@311# direction,a is the lattice
parameter in the~100! direction, andm is the number of the
localized mode. The parameterd describes penetration o
localized modes into the neighboring layers. The assignm
of mixed localized modes with small wave numbers is si
plified by the corresponding localized modes being eit
LO or TO polarized.7

We studied (GaAs)n /(AlAs) m superlattices ~where
n57, 10, 12, 28 andm57, 16, 17, 24 monolayers! grown
simultaneously on (311)A and (311)B surfaces. The laye
thickness was chosen so as to ensure optimum condition
observe optical phonon localization in these layers. T
thicknesses of the GaAs and AlAs layers were monitored
RHEED oscillations using SLs grown in the same process
~100!GaAs substrates. The number of layer sequences
100.
5071063-7834/98/40(3)/3/$15.00
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IR spectra were obtained at 80 K with a Bruker IF
113V IR Fourier spectrometer equipped with an Oxford
struments cryostat. The resolution was 0.5 cm21 throughout
the spectral range covered. We analyzed reflectance sp
measured at normal incidence together with those take

FIG. 1. Experimental IR reflectance spectra measured inp polarized light in
the AlAs LO phonon spectral range.~a! ~100! superlattices: 1—
~GaAs!17 /~AlAs!15 , 2—~GaAs!7 /~AlAs!9, 3—~GaAs!4 /~AlAs!4; ~b,c! for
the (311)A and (31)B superlattices, respectively:1—~GaAs!28 /~AlAs!24 ,
2—~GaAs!12 /~AlAs!17 , 3—~GaAs!7 /~AlAs!7.
© 1998 American Institute of Physics
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p polarized light at an angle of incidenceu570°. Normal-
incidence spectra permit observation ofTO phonons in SLs,
whereasp polarized spectra reveal alsoLO phonons due to
the effect of Berreman.8

Figure 1 showsp-polarized spectra of (311)A and
(311)B SLs together with spectra of~100! SLs measured in
the spectral range containing AlAsLO phonons. The fea-
tures identified by arrows correspond to theLO modes lo-
calized in the AlAs layers. As seen from Fig. 1, the fund
mental mode frequency in all SLs decreases with decrea
AlAs layer thickness as a result of AlAs phonon dispersio
Moreover, the reflectance spectra exhibit higher-orderLO3

modes, which confirms the high crystalline perfection of t
samples. We detected, however, neither any significant
ference between the spectra of the~100! and ~311! SLs nor
an additional splitting of the localized modes in (311)A SLs,
which would be an indication of phonon localization in th
narrow and broad parts of the faceted layer. The chang
the vibrational mode frequencies in SLs of different thic
ness is due only to different localization length of the cor
sponding vibrational modes.

As already mentioned, SL reflectance spectra taken
normal incidence carry information onTO phonons. Figure
2 displays reflectance spectra of the (311)A and (311)B SLs
exhibiting fundamentalTO andTO* modes localized in the
AlAs layers which were grown on the (311)A and (311)B
surfaces, respectively. As in the case ofLO phonons in
AlAs, we did not observe any change in the frequency

FIG. 2. Experimental IR reflectance spectra of (311)A GaAs/AlAs ~solid
traces! and of (311)B GaAs/AlAs superlattices~dashed traces! measured at
normal incidence in the AlAs TO phonon spectral range.1—
~GaAs!28 /~AlAs!24 , 2—~GaAs!12 /~AlAs!17 , 3—~GaAs!10 /~AlAs!16 .
-
ng
.

e
if-

in

-

at

f

vibrationalTO modes in the (311)A SL relative to the cor-
responding modes in the (311)B SL.

In order to determine more accurately the frequencies
the GaAs-localizedTO modes, we analyzed the derivative
the reflectance spectra,dR/dn, for the (311)A and (311)B
SLs ~Fig. 3!. The minima identified by arrows correspond
odd localizedTOi modes, because only these modes are
tive in the IR spectra of the SLs~as a result of the nonzer
dipole moment!. The high-frequencyTOb mode corresponds
to the bulkTO phonon frequency in the GaAs substrate. T
dependence of the localizedTO mode frequencies in (311)A
and (311)B SLs with different layer thicknesses on the co
responding wave numbers given by Eq.~1! is shown in
Fig. 4. The parameterd was taken equal to unity. We do no
see any substantial difference between the SLs grown on
(311)A and (311)B surfaces.

We note also that the (311)A and (311)B GaAs/AlAs
SLs studied in this work did not reveal any in-plane optic
phonon anisotropy when the sample was rotated about
growth axis at a fixed light polarization. As possible reaso
for the absence of anisotropy one could suggest segrega
and interdiffusion of atoms at interfaces, which depend
sentially on sample growth conditions.

Thus, we have studied optical localized vibration
modes in (311)A and (311)B GaAs/AlAs superlattices by IR
Fourier spectroscopy. The GaAsTO phonon dispersion in
~311! superlattices derived from IR spectra is in go

FIG. 3. Experimental IR reflectance spectra of (311)A GaAs/AlAs ~solid
traces! and of (311)B GaAs/AlAs superlattices~dashed traces! measured at
normal incidence in the GaAsTO phonon spectral range.1—
~GaAs!28 /~AlAs!24 , 2—~GaAs!12 /~AlAs!17 , 3—~GaAs!7 /~AlAs!7.
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FIG. 4. Wave number dependence of the localizedTO mode frequencies
measured for~1! (311)A and ~2! (311)B superlattices with different laye
thickness. Shown for comparison~curve! is the GaAsTO phonon dispersion
in the ~100! direction; ~3! Raman scattering data.5
agreement with Raman scattering data. The experime
data do not reveal any optical anisotropy which could
induced by optical phonon localization as a result of surfa
faceting.
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1R. Nötzel, L. Däweritz, and K. Ploog, Phys. Rev. B46, 4736~1992!.
2R. Nötzel, N. N. Ledentsov, L. Da¨weritz, M. Hohenstein, and K. Ploog
Phys. Rev. Lett.67, 3812~1991!.
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Effect of Coulomb correlations in a variable-valence impurity system and phonon drag
on the thermoelectric constants in two-dimensional systems
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The temperature behavior of the longitudinal Nernst–Ettingshausen coefficient in 2D systems is
studied theoretically taking account of phonon drag and Coulomb correlations in a system
of mixed-valence impurities at low temperatures. It is shown that the effect changes sign at the
transition from entrainment to scattering by a correlated system of impurity centers. A
sign change does not occur in the case of scattering by randomly distributed impurity centers.
This temperature behavior of the Nernst–Ettingshausen coefficient is due to the radical
rearrangement of the impurity system as a result of strong Coulomb correlations present in a
system of impurities with mixed valence. As a result, the character of the scattering of charge
carriers by the correlated system of charge centers changes substantially. ©1998 American
Institute of Physics.@S1063-7834~98!03503-5#
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In Ref. 1 it was shown that in both HgSe:Fe films and
HgSe–HgSe:Fe multilayer structures, grown us
molecular-beam epitaxy, the mobility of itinerant charge c
riers increases with decreasing temperature, the incr
amounting to several factors. This effect, discovered ea
in an investigation of bulk HgSe:Fe crystals, had been sho
in a number of works2–4 to be due to the scattering of itin
erant carriers by a collection of charged centers as temp
ture decreases, if the density of the centers is such tha
Fermi level is stabilized at an impurity level located in t
conduction band. The impurity centers form a system wh
the Coulomb repulsion between the charged donors lead
strong correlations in their spatial arrangement, which is
reason why the scattering of the itinerant charge carriers
them is appreciably weakened.

It should be noted that ‘‘anomalous’’ dependences~both
temperature and concentration! have also been observed
an investigation of transport coefficients arising from t
presence of temperature gradients in the experime
samples.4

It is of interest to study the thermomagnetic coefficie
~TMC! at low temperatures in 2D systems with a mixe
valence impurity, where the effect due to spatial correlat
in a system of impurity centers will be strongest. In so doi
it should be kept in mind that together with scattering ofd
electrons by impurity centers, the behavior of the TMC
low temperatures is also determined by other effects, for
ample, phonon drag of electrons. The contribution of
latter effect to the conductivity is negligibly small but it ca
dominate the behavior of the TMC.

In the present paper we shall examine the longitudi
Nernst–Ettingshausen~NE! effect in a classically strong
magnetic field for 2D charge carriers at low temperatur
Together with scattering of the 2D charge carriers by a c
related system of impurity centers, we shall also take acco
of phonon drag of electrons.
5101063-7834/98/40(3)/4/$15.00
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As the 2D system we shall study a quantum well~QW!
of width W. For simplicity, we shall assume that the well
infinitely deep. In this case the wave functions of the 2
electrons have the conventional form

cn~Rj ,zj !5ckL~Rj ,zj !5
1

~LxLy!1/2exp~ ikRj !wL~zj !.

~1!

HerewL(z) is the envelope wave function,

wL~zj !5S 2

WD 1/2

sinS Lz

W
1

Lp

2 D , zPF2
W

2
;
W

2 G ,
R5~x,y!, n5~k,L !, L51,2,3..., ~2!

and L characterizes the number of the size-quantized le
that can be realized in the QW.

We shall assume that the dispersion law of the 2d con-
duction electrons is quadratic and isotropic

«n5«kL5
\2k2

2m
1EL , EL5E0L2, E05

p2

2m

\2

W2 , ~3!

whereEL is the energy of the size-quantized level andm is
the electron effective mass. We note that neither the fin
depth of the QW nor the nonparabolicity of the conducti
band results in any qualitative changes in the calculation

1. CALCULATION OF THE ELECTRONIC COMPONENTS OF
THE THERMOELECTRIC POWER

We start from the fact that the longitudinal NE coef
cient Da(H,T)5a(H,T)2a(0,T) at low temperatures is
determined by the sum of the electronic and phonon com
nents

Da~H,T!5Dae~H,T!1Dap~H,T!, ~4!

where the indicese andp refer to the electronic and phono
components of the transport coefficients.
© 1998 American Institute of Physics
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In the case of a 2D gas the expression for the electro
component can be easily obtained by generalizing the w
known expressions for the thermogalvanomagnetic coe
cients for a 3D electron gas,4

a~0,T!5C~11P!,

a~H,T!5CS 11
P

11v2D , v5vt,

P5«FS dLnt

d« D
«5«F

, C52
p2k0

3ueu
k0T

«F
. ~5!

Here k0 is Boltzmann’s constant,v is the cyclotron fre-
quency,e is the electron charge,t is the total relaxation time
of 2D electrons, and«F is the Fermi energy.

We shall treat the Fe~31!–Fe~21! impurity system of
iron ions in the QW as a binary alloy consisting of charg
Fe~31! and neutral Fe~21! centers. We confine our attentio
below to scattering of electrons only by pairs
Fe~31!–Fe~31! ions distributed in a correlated manner. Th
case is of greatest interest.

We represent the relaxation time of 2d electrons in the
Born approximation with respect to the interaction with sc
terers in the form

t215
\NFe

mnkT (
qnn8

qx
2S~q!Vq

2I nn8
2 f ~«n!

3@12 f ~«n8!#d~«n82«n!,

I nn85^n8ueiqr un&. ~6!

Here Vq(zi) is the Fourier transform of the potential of a
ionized impurity located at the pointzi ,

Vq~zi !5
2pe2

x

F~q,zi !

q1qsF~q!
, ~7!

x is the permittivity of the medium~QW!, qs
215r s is the

screening radius,n is the 2d-electron density, andf («) is the
Fermi distribution function. Next, following Ref. 6 we hav

F~q,zi !5E
0

W

w* ~z!e2quz2zi uw~z!dz,

F~q!5E
0

WE
0

W

uw~z!u2e2quz2zi uuw~z8!u2dzdz8. ~8!

In the linear approximation inx, to which we confine
our attention, we haveF(q)'115x/4p2, while F(q,zi)
'1.

The degree of the spatial correlations in the system
charged iron ions is determined by the structure factorS(q),
which depends on the iron concentration and temperat
For randomly distributed impurity centersS(q)51.

The matrix element in the expression~7! can be rewrit-
ten in the form7

^n8ueiqr un&5^k8ueiq'r'uk&^L8ueiqzzuL&, q'5~qx ,qy!,

(
qz

u^L8ueiqzzuL&u25E
2`

1`

wL
4~z!dz5

3

2
. ~9!
ic
ll-
-

-

f

e.

Simple calculations give for the relaxation time

t215
16pN~Fe31!W«F

\kFb2 Mc ,

Mc5E
0

1

dx
x2S~2kFx!

S x21
Qs

2kF
D 2

@12x2#1/2

,

Qs5
qs

b
, b511

5qsW

4p2 . ~10!

It should be stressed that the specific nature of the Q
that we are studying is such that the scattering centers
located in the QW. The average distance between them
much smaller than the width of the QW. In this case, t
structure factor can be expressed in terms of the pair co
lation functiong(r ) for Fe~31! ions.3

2. CONTRIBUTION OF THE PHONON COMPONENT

We shall now calculate the component due to entra
ment effects. We represent it in the form6

ap52
k0

eU
~^tR&^tApR&1^tvR&^tvApR&!,

U5^tR&21^tvR&2, R5@m~11v2!#21. ~11!

Here the bracketŝA& are defined as

^A&5
1

pn E
0

`

k2~«!S 2
] f 0

]« DA~«!d«. ~12!

For a strongly degenerate 2D electron gas the expres
~12! can be represented in the form

^A&5A~«F!1g
]2

]«2 ~k2~«!A~«!!«5«F
,

g5
p2

6
~k0T!2

1

pn
. ~13!

The quantityAp determines the contribution of phonon dra
and will be determined below.

Using the definition~12! and Eq.~13!, the expression for
the phonon component can be represented in the form

ap~H,T!52
k0

ueu H Ap1
p2

3

~k0T!2

«F
S ]Ap

]« D
«5«F

3F11
P

11v2G J . ~14!

Thus, the final expression for the longitudinal NE coe
ficient following from Eqs.~5! and ~14! can be represente
as

Da~H,T!52
p2

3ueu
k0

2T

«F

Pv2

11v2 F11
k0T

«F
S ]Ap

]« D
«5«F

G . ~15!

We shall now find the phonon drag in the case of a
system. We assume that the phonon–phonon collision
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quency is much higher than the frequency of collisions
tween phonons and charge carriers. In this case phono
laxation is determined mainly by scattering of phonons
one another. This makes it possible to introduce a relaxa
time tp(Q) for long-wavelength acoustic phonons~Q is the
phonon wave vector!. In this approximation the nonequilib
rium phonon distribution functionNQ can be found from an
independent equation for the nonequilibrium phonon dis
bution function. When the temperature gradient is direc
long thex axis, the statistical drag force can be represen
in the conventional form

Fp52Ap~«!¹xT, ~16!

where

Ap~«!5
2mvp

k0
(
k8Q

W~Q!tp~Q!
dNQ

0

dT S 12
k–k8

k2 D d~«k8

2«k!dk8,k1Q'
. ~17!

Herenp is the group velocity of the phonons,Q' is the wave
vector of a phonon in thexy plane,NQ

0 is the equilibrium
phonon distribution function, and

W~Q!5
pE1

2Q

rnp
J2~qz!,

J2~qz!5U E w2~z!exp~ iQzz!dzU2

. ~18!

We note that the squared matrix element appearing
the expression~18! determines the phonon contribution
the dependence on the parameters of the QW.8 For narrow
QWs it equals 1 for all values ofQz , while for wide QWs it
equals Z2dQz80 . For QWs with infinitely high walls it
equals

J2~qz!5p2 sin2 u/@u2~u22p2!2#, u5qzW/2. ~19!

We shall assume that the long-wavelength phonon
low temperatures relax mainly by scattering at the bou
aries of the sample

tpL
215vp /L, ~20!

whereL is the size of the sample.
Switching in Eq.~17! from summation to integration, we

obtain

Ap5DE dqzZE ~q2

1qz
2!qdqE ~2kq cosq!

sh2~g!
dS kq cosq1

q2

2 Ddq,

g5\vQ/2k0T, D5
m2vp

2pE1
2tp

2r~k0T2!\k2~2p!3 . ~21!

After integration over angles, the expression~21! assumes
the form

Ap5DE dqzZE
0

2k ~q21qz
2!q2

sh2~g!@~2k!22q2#1/2dq. ~22!
-
re-
y
n

i-
d
d

in

at
-

As one can see from the expression~22!, the integral overq
diverges at the upper limit atq52kF . This divergence can
be eliminated by, for example, taking into account inelas
electron scattering processes.

Thus, to calculateDa(H,T) numerically it remains to
find the energy derivative of the expression determined
Eq. ~22!. Simple calculations give

Ap8~«F!5Ap~«F!F2
1

«F
1

x2kF

2«F

J12J2

J
G . ~23!

Here

J5E
0

qD* dyE
0

x2kF F~x,y!

~x2kF

2 2x2!1/2dx,

J15E
0

qD* dy
F~x2kF

,y!

dmin
,

J25x2kF
E

0

qD* dyE
0

x2kF F~x,y!

~x2kF

2 2x2!3/2dx,

x2kF
5

2\vpkF

k0F
, qD* 5

\vpqD

k0T
,

F~x,y!5
x2~x21y2!e~x21y2!1/2

~e~x21y2!1/2
21!2

,

qD is the Debye wave vector, anddmin'k0T.
The expressions~15! and~23! make it possible to calcu

late numerically the contribution of phonon drag to the lo
gitudinal NE effect. The conputational results obtained
the longitudinal NE coefficient using the following param
eters are presented in the figures:W590 Å(E0564 K),
H52 kOe, np533105 cm•s21, m50.067m0 ~m0 is the
mass of a free electron!, andE157 eV. Figure 1 displays the
temperature dependence of the longitudinal NE coefficie
calculated assuming that the Coulomb correlations in
mixed-valence system at low temperatures have reac
their maximum magnitude and the degree of ordering in
impurity system does not change with temperature~‘‘hard-

FIG. 1. Temperature dependence of the longitudinal Nernst–Ettingsha
coefficient ~‘‘hard-sphere’’ approximation!. 1—drag contribution, 2—
contribution of scattering by the impurity system,3—resulting contribution.
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sphere’’ approximation!. This situation corresponds to th
case when as the temperature decreases, the electron m
ity becomes constant and does not change with a fur
decrease of temperature. As follows from the numerical c
culations, at low temperatures (T,5 K) the entrainment ef-
fect dominates and the NE coefficient is negative. The ef
changes sign at temperaturesT;528 K. Scattering of 2d
electrons is then determined mainly by the strongly cor
lated system of charged impurity centers. Figure 2 shows
computational results for the case when correlations in
impurity system vary with temperature in the temperat

FIG. 2. Temperature dependence of the longitudinal Nernst–Ettingsha
coefficient ~‘‘soft-sphere’’ approximation!. 1—drag contribution, 2—
contribution of scattering by the impurity system,3—resulting contribution.
bil-
er
l-

ct

-
e
e

e

interval investigated. In examining this case, it should
kept in mind that the correlations in the system of charg
centers change with temperature~‘‘soft-sphere’’
approximation3!. As one can see, the effect changes s
even in this case. However, as the temperature increases
ther, the effect diminishes as a result of weakening of
correlation in the impurity system—increase of chaos in
impurity system.

We note that in the case scattering by completely r
domly distributed impurity centers the effect remains ne
tive right up to temperaturesT;30 K. The effect changes
sign when the charge carriers are scattered mainly by ac
tic phonons.

This work was supported by INTAS~Grant 93-3657!.
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Electron spectrum in a quantum superlattice with cylindrical symmetry
N. V. Tkach, I. V. Pronishin, and A. M. Makhanets

Chernovtsy State University, 274012 Chernovtsy, Ukraine
~Submitted July 17, 1997; resubmitted September 30, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 557–561~March 1998!

A quantum superlattice with axial symmetry, a heterostructure in which two semiconductor
materials in the form of coaxial wires with a nanosize cross section are in contact with one another
and form a periodic structure in the radial direction, is studied. It is shown that the electron
energy spectrum consists of alternating allowed and forbidden bands. The electron dispersion law
is studied for different values of the period of the potential, thicknesses of the semiconductor
layers, and radius of the inner crystal of the system. It is shown that the coherent electron effective
mass of the quantum superlattice is a tensor: The longitudinal component is close in value
to the electron effective mass of the semiconductor material characterizing the quantum well of
the superlattice and the radial component depends strongly on the period of the potential,
the thicknesses of the coaxial semiconductor layers, and the core radius of the heterosystem, taking
on positive or negative values in different allowed bands. ©1998 American Institute of
Physics.@S1063-7834~98!03603-X#
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Nanosize heterogeneous semiconductor systems are
portant objects of research in solid-state physics in conn
tion with their possible applications in the components
next-generation computers and in laser technology. Inve
gations of quasi-1D~quantum wires! and 0D~quantum dots!
heterostructures are of great interest,1–6 since unique optica
and transport properties that are not characteristic of b
crystals can be observed in these systems.

In the overwhelming majority of the studies,1–3,7 the
quasiparticle spectra in simple heterosystems—a semi
ductor nanocrystal of definite geometry inserted in a diel
tric medium—were investigated experimentally and theor
cally. It is obviously of interest to investigate th
quasiparticle spectra in inhomogeneous semiconductor
erostructures consisting of cylindrical quantum wires, o
inserted into another and forming a periodic structure in
plane perpendicular to the axis of the system. Since su
system has a nanosize radial period, it is an axisymme
quantum superlattice with specific properties distinguish
it from 3D analogs. A spherical heterostructure with seve
semiconductor layers CdS/HgS/CdS/H2O has now been
achieved experimentally,6 so that the development of a cy
lindrical quantum superlattice is entirely realistic.

Our objective in the present work is to investigate t
electron spectrum in an axisymmetric quantum superlat
whose radial period contains two semiconductor material
contact with one another.

1. QUANTUM CYLINDRICAL SUPERLATTICE

We shall investigate a heterosystem in which two se
conductor materials in the form of coaxial wires with a nan
size cross section are in contact with one another, formin
periodic structure in a plane perpendicular to the axis of
system ~Fig. 1a!. Such a cylindrical quantum superlattic
5141063-7834/98/40(3)/5/$15.00
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produces for an electron a periodic radially symmetric fie
~Fig. 1b!; the energy is measured from the top to the bott
of the potential well

U~r!5H U0 , r01pL<r<r01a1pL,

0, r<r0 , r01a1pL<r<r01~p11!L,

p50,1,2, . . . . ~1!

The period of the potential isL5a1b, wherea is the
width of the barrier~material 1!, b is the width of the quan-
tum well ~material 2!, andr0 is the radius of the inner cyl-
inder ~material 2!. In each medium an electron is characte
ized by an effective mass, so that

m~r!5H m1 , r01pL<r<r01a1pL,

m2 , r<r0 , r01a1pL<r<r01~p11!L,

p50,1,2, . . . . ~2!

Because of the dependencem~r!, the variablesr andz in
the Schro¨dinger equation do not separate, so we shall
perturbation theory to solve this equation. We represent
Hamiltonian of an electron in a cylindrical coordinate syste
as

Ĥ5Ĥ0~r,w,z!1DĤ~r,z!, ~3!

where the unperturbed Hamiltonian is

Ĥ~r,w,z!52
\2

2 S ¹r,w

1

m~r!
¹r,w1

1

m

]2

]z2D1U~r!,

~4!

and the perturbation is

DĤ~r,z!52
\2

2 S 1

m~r!
2

1

m D ]2

]z2 , ~5!
© 1998 American Institute of Physics
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m̄5
1

2
~m11m2!. ~6!

From the Schro¨dinger equation

$Ĥ0~r,w,z!2Enmk
0 %Cnmk

0 ~r,w,z!50 ~7!

we determine the energy spectrum and wave functions of
electron in the zeroth approximation

Enmk
0 5Enm1

\2k2

2m̄
, ~8!

Cnmk
0 ~r,w,z!5~2ph!21/2ei ~mw1kz!Cnm~r!, ~9!

where n50,1,2,... is the radial quantum number,m50,
61,62, . . . is themagnetic quantum number,k is the qua-
simomentum of an electron in the longitudinal direction,Enm

is the energy spectrum of the radial motion of an electr
Cnm(r) is the radial wave function, andh is the length of
the main region of the wire along the 0z axis.

The energy of an electron in the first approximation i

Enmk
~1! 5Enmk

0 1^nmkuDĤunmk&. ~10!

After manipulations, the relation~10! assumes the form

Enmk
~1! 5Enmk

0 1
\2k2

2m i
. ~11!

Herem i is the longitudinal component of the coherent effe
tive mass of an electron in a quantum cylindrical superlat
in the first approximation,

m i5
m̄

11Im
, ~12!

where

FIG. 1. Geometry of a cylindrical superlattice~a! and the potential energy o
an electron in the superlattice as a function of the radiusr ~b!.
e

,

-
e

I 5K nmU 1

m~r!
2

1

m̄
UnmL . ~13!

Since the potential energyU(r) is a periodic function
~with periodL!, the radial Schro¨dinger equation is invarian
with respect to all translations that are multiples ofL

U~r1L !5U~r!, r→r1pL, p51,2,3, . . . . ~14!

According to the Floquet theorem,8 the radial wave func-
tion of an electron in the region of periodicity of the potent
r>r0 has the form

Cnm~r1pL!5eipqLCnm~r!, ~15!

whereq is a real number, whose values lie in the interv
2p/L<q<p/L. The relation~15! is possible only if

Cnm~r!5eiqr f nmq~r!, ~16!

where f nmq(r) is a periodic function, i.e.,

f nmq~r!5 f nmq~r1L !. ~17!

On this basis and using the solutions of the radial Sch¨-
dinger equations for the corresponding regions of the het
structure and boundary conditions, which require continu
of the radial wave functions and their flux densities at t
boundaries of the regions

Cnmp~rp!5Cnm,p11~rp!, ~18!

1

mp

]

]r
Cnmp~rp!5

1

mp11

]

]r
Cnm,p11~rp!, ~19!

we obtain the radial wave function in the form

Cnm~r!55
A0Jumu~ar!, r<r0,

A0eiqr5
G1I umu~ar!1G2K umu~ar!,

r01pL<r<r01a1pL,

G3I umu~br!1G4Numu~br!,

r01a1pL<r<r01~p11!L.

~20!

In the expression~20! Jumu(r) and Numu(r) are Bessel
functions of the first and second kinds,I umu(r) andK umu(r)
are modified Bessel functions, andG i ( i 5124) are coeffi-
cients determined from the system of equations~18! and~19!
and are not presented here because of their complexity;
quantities

a[anm5\21A2m1~U02Enm!,

b[bnm5\21A2m2Enm ~21!

determine the spectrum of the system.
The normalization of the radial wave function~20! de-

termines the coefficientA0

A05F E
0

`

uCnm~r!u2rdrG21/2

. ~22!

We represent the solutions of the radial Schro¨dinger
equations for the corresponding regions of the heterosys
taking account of the relations~15!, in the form
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Cnm~r!55
A0Jumu~br!, r<r0 ,

A1I umu~ar!1B1K umu~ar!, r0<r<r1 ,

A2Jumu~br!1B2Numu~br!, r1<r<r2 ,

eiqLFA1

I umu~ar0!

I umu~ar2!
I umu~ar!1B1

K umu~ar0!

K umu~ar2!
K umu~ar!G , r2<r<r21a, ~23!
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wherer15r01a andr25r01L.
Applying the boundary conditions~18! and ~19! for the

wave functions~23!,b we obtain a system of linear homog
neous equations for the coefficientsAs and Bs (s50,1,2)
and the dispersion equation

F~Enm!5cos~qL! ~24!

for determining the energy spectrum, where the functionF is
given by the expression

F~Enm!

5
pabr1r2

2 H @Jumu~br2!Numu8 ~br1!2Numu~br2!Jumu8 ~br1!#

3F I umu~ar1!K umu~ar0!
K umu8 ~ar2!

K umu~ar2!

2K umu~ar1!I umu~ar0!
I m8 ~ar2!

I umu~ar2!
G

1@Jumu~br1!Numu8 ~br2!2Numu~br1!Jumu8 ~br2!#

3@ I umu~ar0!K umu~ar1!2K umu~ar0!I umu~ar1!#

1
m1b

m2a
@Jumu8 ~br1!Numu8 ~br2!2Numu8 ~br1!Jumu8 ~br2!#

3@ I umu~ar1!K umu~ar0!2K umu~ar1!I umu~ar0!#

1
m2a

m1b FK umu~ar0!I umu8 ~ar1!
K umu8 ~ar2!

K umu~ar2!

2I umu~ar0!K umu8 ~ar1!
I umu8 ~ar2!

I umu~ar2!
G @Jumu~br1!Numu~br2!

2Numu~br1!Jumu~br2!#J ~25!

If

uF~Enm!u<1, ~26!

Eq. ~24! possesses real solutions, and the energyEnm is a
function of the quantum numberq, which plays the role of a
radial quasimomentum. In the opposite case, band gaps
pear. As a result, the electron energy spectrumEnm consists
of alternating allowed and forbidden bands.
p-

2. DISCUSSION

We choose as the materials for the structure, which
periodic in the radial direction, semiconductors that a
widely employed by experimentors:6 CdS ~material 1!, HgS
~material 2!, and a cubic face-centered modification~b!. The
parameters of these crystals are as follows:6 U051.2 eV, the
electron effective masses arem15mCdS50.2 m0 , m25mHgS

50.036m0 , wherem0 is the electron mass in vacuum, an
the lattice constantsc15cCdS55.818 Å and c25cHgS

55.851 Å.
Let us now analyze the electron energy spectrum i

CdS/HgS cylindrical superlattice with a nanosize radial p
riod. The electron dispersion lawEnm(q) in this heterostruc-
ture with m50, fixed radius of the inner crystal~HgS! r0

520c2 , and different thicknessesa and b of the semicon-
ductor layers is displayed in Fig. 2. The heterosystem
characterized by a barrierU0 of finite height, so that a finite
number of allowed energy bands exists in the quantum w
The series of curves in Fig. 2 with fixedm, starting with the
lowest curve, correspond to values of the radial quant
numbern50,1,2, . . . . For small values ofb there is one
allowed band in the energy range 0<Enm<U0 ~ground
state—n50, m50!. The energy of this band is determine
by the dimensions of the HgS well. The next allowed ba
appears in this region as the widthb of the HgS potential
well increases and the widtha of the CdS barrier decrease
and it shifts monotonically in the direction of the bottom
the well, broadening as it does so. The larger the dimens
b of the HgS well, the larger the number of allowed ban
present in it.

The investigations show that the longer the periodL of
the potential, the larger the number of allowed bands pres
in the energy range 0<Enm<U0 is.

One feature of the bands displayed in Fig. 2 is that
functionsEnm(q) at the bottom and top of each band satis
dEnm /dq50 and d2Enm

2 /dq2Þ0. In the allowed bands
which correspond to the quantum numb
n50,2,4, . . . (n51,3,5, . . . ), thecurvature of the function
Enm(q) is such that the radial component of the electr
effective mass in the quantum superlattice~coherent state!
mnm assumes positive~negative! values. These features ar
characteristic of all allowed bands of the system.

Figure 3 shows the energyEnm as a function of the radia
wave numberq with m50 and fixed period of the potentia
L5a1b, a51c1 , and b59c2 for different values of the
radiusr0 of the inner HgS crystal. For this value ofL and
r050 ~Fig. 3a! two allowed electron energy bands exist
the HgS quantum well of the superlattice: the ground st
(n50, m50! and an excited state~n51, m50!. The ener-
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gies of these states are constant over the entire Brillouin z
~energy levels!, and an electron in them is characterized
an infinite effective massmnm . The dimensions of the cor
of the heterosystem strongly affect the width of the allow
bands, the curvature of the dispersion lawEnm(q), and
hence also the electron effective massmnm . As r0 increases,
the boundary of the cylindrical surfaces becomes incre
ingly rectified, both bands broaden, and the radial compon
of the electron effective mass decreases. Figure 4 show
functionsmnm(r0) for different thicknesses of the layers o
semiconductor materialsa ~CdS! andb ~HgS! with the same
periodL of the potential. The electron effective massmnm is
positive in the ground state~n50, m50! and negative in the
excited state~n51, m50!. The larger the widthb of the
quantum well~HgS! and the smaller the widtha of the bar-
rier ~CdS! ~the periodL5a1b is constant!, the smaller in

FIG. 2. Dispersion law of an electron withm50, r0520c2 , and different
widths of the barrier and quantum well.1—a56c1 , b54c2 ; 2—a53c1 ,
b57c2 ; 3—a52c1 , b58c2 ; 4—a50, b510c2 .

FIG. 3. Dispersion law of an electron withm50 and L51c119c2 for
different values of the radiusr0 of the inner crystal.r050 ~1!, 20c2 ~2!, and
100c2 ~3!.
ne

d

s-
nt
the

magnitude the limiting values~at r051c2 and 30c2! of the
electron effective massesmnm of the quantum superlattice
are. ForL51c119c2 ~curve1 in Fig. 4! mnm in the electron
ground state decreases fromm150.2m0 ~at r051c2! to
mnm50.1 m0.m2 ~at r0530c2! and remains practically un
changed asr0 increases further. Atr0'30c2 up to r0→`
~the limiting transition to a flat superlattice!, the electron
dispersion lawEnm(q) remains practically unchanged and
identical toEnm of a flat superlattice~with the same values o
the parametersL, U0 , m1 , andm2!. As the investigations in
the limit r0→` ~flat superlattice! show, when the width of
the barrier isa50 ~the width of the well is finiteb5L!,
there is no band gap in the energy range 0<Enm<U0 and
the curvesE(q) at the center of the Brillouin zone start from
either the bottom or top and merge at the boundary of
Brillouin zone, and for this reason all energies are allowe

An entirely different situation is observed for finite va
ues ofr0 . The radial symmetry of the cylindrical quantum
superlattice~in other words, the curvature of the boundari
of the cylindrical surfaces! is so important that the characte
of the electron spectrum changes from that in the case
flat superlattice. For finite values ofr0 and b5L (a50)
~Fig. 2! there exists a band gap, whose width is determin
by the parameters of the system.

We note that the electron effective mass is a tensor.
numerical calculations performed according to Eq.~12! for
the longitudinal componentm i of the coherent electron ef
fective mass in a quantum superlattice show that this qu
tity is close in value to the electron effective mass in t
semiconductor HgS, characterizing the quantum well of
superlattice. The radial component of the electron effect
massmnm in the quantum superlattice~coherence state! de-
pends strongly on the radius of the core of the heterost
ture, the period and magnitude of the potential, and the th
nesses of the coaxial semiconductor layers.

Figure 5 shows the dispersion lawEnm(q) for fixed

FIG. 4. Radial component of the electron effective mass in the superla
versus the radius of the inner crystal.n50 ~1–3! and 1 ~18–38!. L51c1

19c2 ~1,18!, 2c118c2 ~2,28!, and 3c117c2 ~3,38!.
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r0520c2 andL51c119c2 for different values of the mag
netic quantum number. The larger the value ofm, the higher
the energyEnm of the excited states of an electron in th
superlattice is and in addition the positions of the allow

FIG. 5. Dispersion law of an electron withr05202 and L51c119c2 for
different values of the magnetic quantum number.
d

bands withumu>1 are shifted monotonically upwards rela
tive to the positions of the bands withm50. The picture of
the energy spectrum is as follows: ground state—n50, m
50; first excited state—n50, m51; second excited state—
n50, m52, and so on. The curvature ofEnm(q) is such that
mnm.0 for n50,2,4, . . . andmnm,0 for n51,3,5, . . . .

The main result of this work is that complicated cohere
electron states with anisotropic effective masses, which
pend on the parameters of the heterosystem, arise in a q
tum superlattice with cylindrical symmetry. The anisotro
of the effective masses should be manifested in the co
sponding optical~absorption coefficient, permittivity! and
dynamic ~conductivity! characteristics of the experiment
systems.
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~Submitted August 4, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 562–567~March 1998!

Formation of the Eu/Si~111! system as the metal layer thickness gradually increases from 0.5 to
60 monolayers~ML ! deposited on the silicon surface at room temperature, and after
heating at up to 900 °C, has been studied by Auger electron spectroscopy, electron-energy-loss
spectroscopy, and low-energy-electron diffraction. It is shown that room-temperature film
growth passes through three stages, depending on the Eu layer thickness: metal chemisorption,
interdiffusion of the metal and substrate atoms, and buildup of the metal on the surface
of the system. Heating of ultrathin~about one ML! Eu films deposited at room temperature results
in ordering of metal atoms on the silicon surface with only weak interaction. Heating thick
~above 15 ML! Eu layers on the silicon surface produces silicides whose structure depends on the
heating temperature. ©1998 American Institute of Physics.@S1063-7834~98!03703-4#
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The
er
and
Rare-earth metals~REM! interacting with a silicon sur-
face produce silicides, which possess a number of uni
physicochemical properties, among them an extremely
Schottky barrier~0.3–0.4 eV! at the interface between th
REM silicide andn-Si surface, fairly high electrical and hea
conductivity, and comparatively low formatio
temperature.1–3

The present work studies the interaction of Eu with t
silicon surface. Eu is normally in the divalent state and
tains it in interaction with silicon, whereas when bound in
chemical compound its behavior resembles that ofs metals.
In this it differs from most REMs. The present study focus
primarily on the electronic and crystalline structures of s
tems consisting of a thin Eu layer on the Si(111)737 sur-
face in their dependence on the annealing temperature
metal-layer thickness. The electronic structure of these
tems was investigated by Auger electron spectroscopy~AES!
and electron-energy-loss spectroscopy~EELS!, and the sur-
face crystalline structure, by low-energy electron diffracti
~LEED!.

1. EXPERIMENTAL TECHNIQUES

The studies presented in this work were carried outin
situ in an ultrahigh vacuum at (1 – 2)310210 Torr. The
sample was a 73530.2-mm plate of As-dopedn silicon
with a resistivity of 0.002V•cm, with a polished~111! face.
Eu was deposited by evaporation from a quartz crucible.
flux deposited onto the Si surface was monitored by me
of a quartz piezomicrobalance. The sample was dire
heated by passing dc current through the silicon plate.
heating temperature was determined by the magnitude o
current through the sample. The correspondence betwee
current and the heating temperature was verified in preli
nary calibration experiments by means of an optical pyro
eter. The silicon surface was cleaned by a brief hig
temperature annealing at about 1100 °C. The cleanliness
5191063-7834/98/40(3)/5/$15.00
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crystalline perfection of the Si(111)737 surface in the
course of experiments were monitored by AES and LEE

The Auger and EEL spectra were obtained with a fo
grid hemispherical retarding-field electron analyzer with
energy resolution of 0.25% and an electron beam norm
incidence onto the sample. The analyzer design permi
observation of the LEED patterns as well. The analyzer a
setup design are described in detail elsewhere.4 The Auger
spectra presented in this work were taken in thedN/dE
mode at 1-keV primary-electron energy. The EEL data w
measured in thedN/dE mode at the primary electron energ
of 200 eV and subsequently processed to yieldd2N/dE2

spectra.

2. EXPERIMENTAL RESULTS

Figure 1a shows some Auger spectra of the Eu/Si~111!
system for different Eu-layer thicknesses~1, 7, 15, and 60
ML, with 1 ML'3.8 Å! deposited on the Si surface at roo
temperature, and an Auger spectrum of a clean Si(1
737 surface, obtained in the kinetic energy interval of 60
150 eV. This energy interval permits one to observe sim
taneously in the spectra the SiL23VV peak at about 92 eV
and Auger peaks of europium at 82 eV~due to theN1N45N45

and N45O23O23 transitions!, at about 103 eV~originating
from the N45O23N67 and N45O23V Auger transitions!, to be
called in what follows theNON peak, theN45N67N67 Auger
peak at 122 eV, and peaks at 129 and 135 eV caused by
recombination between the 4d and 4f levels. In describing
the processes occurring in the Eu/Si~111! system, we shall
subsequently focus attention primarily on theNON peak of
Eu, because it is the strongest of all Eu Auger peaks
provides information on the valence band. A comparison
the spectra in Fig. 1a shows that the amplitude of the
N45O23N67 peak grows, and that of the siliconL23VV peak,
gradually decrease with increasing Eu layer thickness.
silicon peak at 91.5 eV shifts by about 0.6 eV toward low
kinetic energies even at coverages of one monolayer,
© 1998 American Institute of Physics
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FIG. 1. Auger spectra of the Eu/Si~111! system.~a! Spectra obtained from Eu layers with different thicknesses deposited withEp51 keV at room temperature
~ML !: 1—60, 2—15, 3—7, 4—1, 5—clean Si(111)737 surface;A-Si L23VV peak (E591.8 eV),B-Eu N45O23N67 peak (E5103 eV). ~b! Spectra obtained
after the heating of Eu layers with different thicknesses deposited at room temperature (Ep51 keV): 1—60 ML without heating,2—15 ML, heating at
400 °C; 3—15 ML, heating at 700 °C~232 structure!; 4—1 ML, heating at 500 °C~331 structure!; 5—clean Si(111)737 surface;A-Si L23VV peak
(E591.8 eV),B-Eu N45O23N67 peak (E5103 eV).
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does not change position with further deposition of e
ropium. The Eu peak at'103 eV shifts gradually toward
higher kinetic energies with increasing thickness of the
posited layer. The relative change in amplitude of the
L23VV peak ~Fig. 2a! and of the EuN45O23N67 peak ~Fig.
2b! with increasing metal-layer thickness permits one to f
low the change in intensity of individual Auger peaks
more detail. The Auger peak amplitude was determined fr
the intensity change between the low- and high-energy
trema of the corresponding AugerdN/dE peaks. In Fig. 2a,
the 100%-level is the amplitude corresponding to theLVV
peak from clean silicon surface, and in Fig. 2b, that of
NON Eu peak for the 15-ML thick metal layer on Si surfac
We see that the amplitudes of the Auger peaks under s
vary nonuniformly with Eu layer thickness. The sharpe
changes occur at metal layer thicknesses below 2 ML.

Figure 3a presents EEL spectra in the formd2N(E)/dE2

for the Eu/Si~111! system for metal layers four and 30 mon
layers thick deposited at room temperature, and for a clea
surface. The characteristic features of these spectra are
plasma loss peaks in silicon and europium~about 17.7 and 9
eV, respectively! and the Eu 5p EEL feature~at '25 eV!.
We readily see that the Eu EEL spectrum undergoes subs
tial changes even atu54 ML. The silicon plasma-loss pea
~17.7 eV! practically disappears against the background
the features associated with losses in the metal~core-level Eu
5p and plasma losses in europium at 8 eV! and a new peak
at 12.5 eV. The EEL spectrum obtained from 30 monolay
of Eu exhibits a substantial increase in the Eu plasma
-
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FIG. 2. Relative variation of the amplitude of~a! Si L23VV peak and~b! Eu
N45O23N67 peak with increasing thickness of Eu layer deposited at ro
temperature.
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FIG. 3. EEL spectra of Eu/Si~111! system.~a! Spectra obtained from different thicknesses of Eu layer deposited withEp5200 eV at room temperature
1—clean Si(111)737 surface,2—four Eu ML, 3—30 Eu ML,A-Eu plasma loss peak (\v58.1 eV),B-Si bulk plasma loss peak (\v517.6 eV),C-Eu 5p
loss peak (E524.5 eV); ~b! Spectra obtained after the heating of Eu layers with different thicknesses deposited at room temperature (Ep5200 eV): 1—30
ML without heating,2—15 ML, heating at 400 °C;3—15 ML, heating at 700 °C~232 structure!; 4—1 ML, heating at 500 °C~331 structure!; 5—clean
Si(111)737 surface;A-Eu plasma loss peak (\v58.1 eV), B-Si bulk plasma loss peak (\v517.6 eV),C-Eu 5p loss peak (E524.5 eV).
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peak and Eu 5p excitation loss feature, with the latter shif
ing by approximately 0.5 eV toward lower binding energi
compared to a thin Eu layer on Si.

The Eu/Si~111! system produced by heating at differe
temperatures was studied with thin~1—2 ML! and thick~15
and 60 ML! Eu layers deposited at room temperature. It w
established that the geometric and electronic structures o
systems forming after the heating of thick metal layers dif
negligibly. The structure of these systems depends on
heating temperature. Figure 1b displays the most chara
istic Auger spectra obtained after heating at different te
peratures of a system consisting of 15 monolayers of Eu o
Si(111)737 surface. Also shown is an Auger spectrum
the system produced by heating one monolayer of the m
at a temperature of about 400 °C.

As follows from LEED patterns, structures with an o
dered crystalline surface form only at sufficiently high he
ing temperatures~above 600 °C!. It was established that sys
tems prepared at heating temperatures of 700 and 800 °C
characterized by 232 and 333 ordered structures relativ
to silicon, respectively. In the case of the 232 structure the
stoichiometry of the compound was tentatively estimated
EuSi2.2. The estimate was made by comparing the silic
and europium Auger peak amplitudes in the spectra obtai

Figure 3b shows EEL spectra of the same phases a
Fig. 1b. These spectra are dominated by a silicon plasma
s
he
r
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-
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f
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s
n
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ss

peak shifted slightly toward lower binding energies. One a
sees clearly in the spectrum of the 232 structure a feature a
13 eV.

An analysis of the compounds formed after the heat
of the Eu/Si~111! system revealed that those that appear
relatively low temperatures are metastable; indeed, the c
position and electronic structure of the surface change w
time. For instance, while immediately after heating atT
'400 °C silicon is detected in considerable amounts on
surface~see Fig. 1b!, after 12 hours of keeping the system
room temperature the SiL23VV Auger peak practically dis-
appeared. Repeated heating, both at the same and at h
temperatures, up to 500 °C, does not affect the spectr
which implies that the system thus formed is stable.

Studies of systems produced by heating one monola
of europium on silicon surface showed that a number of
dered structures form there. When heated atT'400 °C, the
structure forming on the surface is 531, at higher tempera-
tures~about 500 °C! it is 331, and forT.700 °C, it is the
131 structure, which transforms gradually with increasi
heating temperature to the 737 superstructure characterist
of clean Si surface. No such structures were observed w
heating thick metal layers. The Auger spectrum of the
31 phase is shown in Fig. 1b, and the EEL spectrum
shown in Fig. 3b together with spectra of the systems p
duced by heating a thick Eu layer on the Si surface.
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3. DISCUSSION OF RESULTS

The mechanisms of Eu film growth on Si surface can
analyzed by considering the dependences of the amplitu
of the most characteristic Eu and Si Auger peaks on
metal layer thickness displayed in Fig. 2a,b. We readily
that these graphs are nonmonotonic, with the slopes ch
ing at a thickness of about two monolayers. This behav
implies that Eu films of different thickness grow by differe
mechanisms. For small thicknesses, the curves, on the w
correspond to monotonic growth of Eu films on Si~111!. Eu
atoms start to interact with the substrate even at submo
layer coverages, which is implied by the shift of the
L23VV peak at these thicknesses toward lower kinetic en
gies ~Fig. 1a!, and this shift is most likely connected with
charge transfer from Eu to Si atoms. This observation is
accord with the conclusions of Ref. 5.

As seen from Fig. 2, as the Eu film thickness increa
above two monolayers, the rates of decrease of the sil
Auger peak amplitude and of the increase of the europ
Auger peak amplitude slow down noticeably, which sugge
a change in the pattern of interaction with the substrate. T
behavior for Eu coverages withu.2 can be identified with
one of the two growth mechanisms, namely, the Strans
Krastanov mechanism, involving formation of thre
dimensional clusters on a uniform adsorbate layer, or
interdiffusion mechanism, where, starting with a certain
sorbate layer thickness, atoms of the substrate mix with th
of the adsorbate, a process accompanied by breakin
atomic bonds in the upper layers of the substrate. In our c
the Si L23VV peak in the Auger spectrum was clearly se
even with Eu thicknesses above ten monolayers, wherea
silicon plasma loss peak disappeared from the EEL spect
at a Eu film thickness of just four monolayers~Fig. 3a!,
which implies destruction of the energy bands formed
silicon atoms as a result of the rupture of Si–Si chemi
bonds. This argues for the second, interdiffusion mechan

As evident from Fig. 2a, for Eu layers more than 7–
ML thick, the L23VV peak of silicon practically disappear
from the spectra. Starting from these thicknesses, fur
deposition leads to a buildup of Eu, and the surface struc
acquires the features of a metallic Eu phase, which is in
cated by the fact that the Auger spectrum of the sys
formed after deposition on the Si surface of a thick Eu la
~Fig. 1a! coincides with that of the metallic Eu phase.6

The above analysis implies that room-temperature
mation of the Eu/Si~111! system passes through the follow
ing three stages:~1! For coverages less than two monolaye
Eu spreads uniformly over the silicon surface, and inter
tion of Eu atoms with the substrate becomes manifest alre
in this stage;~2! For Eu thicknesses above two monolaye
the bonds coupling silicon atoms in the near-surface layer
the substrate break, thus making possible interdiffusion
europium and silicon atoms;~3! For coverages exceedin
7–10 ML, europium starts to build up on the silicon surfa

Heating a thick layer of Eu on the surface of Si at hi
enough temperatures causes compounds with an ord
structure to form on the surface. An analysis of LEED p
terns shows the formation on the surface atT'700 °C of a
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232 structure, and atT'800 °C, of a 333 structure. As
seen from Fig. 3b, the spectrum of the 232 EEL phase
exhibits a noticeable shift of the silicon plasma loss peak
a feature in the region of 13 eV. This shows that Eu ato
interact with atoms of the substrate and become chem
bound. The Auger spectrum of this phase~Fig. 1a! permits
certain conclusions on the character of this bonding. We
that the Si Auger peak does not change its position relativ
the spectrum of the clean substrate, which suggests that
peak returned to its original position~as mentioned earlier
its energy changed in the course of room-temperat
growth!. One may thus conclude that there is no noticea
charge transfer between Si and Eu atoms in the syst
formed after the heating. It follows that the bonding betwe
atoms in this system is probably mostly covalent. This e
dence gives credence to the assumption that the 232 and
333 structures relate to epitaxial silicides. For the 232
structure, the composition of this compound can be descri
by an approximate formula EuSi2.2, which is in agreement
with the reported silicide.5,7

Heating atT'400 °C of a thick Eu layer deposited a
room temperature on Si~111! produces a system with a hig
Si concentration on the surface~Fig. 1b! which does not
generate any LEED pattern. When stored at room temp
ture, this system exhibits a decrease in the Si concentra
on the surface, until it disappears completely in 12 h,
evidenced by the absence of the Si Auger signal in the sp
tra. Subsequent heating of the system up toT'500 °C did
not change the spectra noticeably.

It can be suggested that when a thick Eu layer on Si~111!
is heated atT'400 °C, Si atoms diffuse through the E
layer toward the surface. The conditions on the surface
however, not conducive to formation of strong chemic
bonds between Si and Eu atoms, and therefore the exce
Si drifts away in time to become bonded at the interfa
separating europium and silicon, where a layer forms wh
precludes further Si diffusion to the surface in subsequ
heatings.

Heating an ultrathin~one monolayer-thick! Eu film does
not introduce any serious distortions into the silicon surfa
structure also, but gives rise to the formation of compoun
with an ordered surface structure. As the temperature
creases, 331 and 531 patterns appear. The 331 phase
formed at a temperature of about 400 °C. The Auger a
EEL spectra of this surface are shown in Figs. 1b and
respectively. This system differs most significantly fro
those corresponding to bulk epitaxial silicides in the cryst
line structure of the surface and a lower temperature of
mation of the ordered surface structure. As seen from
Auger spectrum, formation of this system does not result i
shift of the Si L23VV peak toward lower kinetic energies
which was observed before the heating. Moreover, a m
careful analysis of the spectrum revealed a reverse shif
the peak by about 0.4 eV, which indicates interaction
tween Eu and Si atoms different in character from that ch
acteristic of bulk silicides. The EEL spectrum of the 331
surface is very close in shape to that of clean silicon surfa
This suggests that the surface did not experience any des
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tive action from the side of the adsorbate. It may be conj
tured that formation of ordered structures after heating
thin Eu layers on Si~111! does not involve destruction o
Si–Si bonds in near-surface layers. In contrast to syst
produced in the heating of thick Eu layers, europium ato
become distributed uniformly over silicon surface after t
film heating and occupy preferred positions, in which th
form strong, predominantly covalent chemical bonding w
silicon atoms involving weak electron density transfer b
tween the two species.

The results obtained in this work can be summed up
follows.

1. Eu atoms deposited on the Si~111! surface at room
temperature interact with the substrate in three stages,
pending on the actual metal layer thickness:

a! for Eu coverages below two monolayers, monoto
film growth on silicon surface, with no bonds between
atoms in the upper layers being broken;

b! for Eu coverages from two to seven monolayers, m
ing ~interdiffusion! of Eu atoms with atoms in the topmo
layers of the silicon substrate, which is accompanied
breaking of silicon bonds;

c! for thicknesses above 7–10 monolayers, me
buildup on the surface and formation of a solid metal layer
Eu deposition is continued.

2. Heating thick~above 15 ML! Eu layers at tempera
tures from 600 to 800 °C produces epitaxial europium s
cides on the surface, with the structure and composition
pending on the heating temperature. In particular, pha
with 232 and 333 surface patterns were observed. Chem
cal interaction between Eu and Si atoms in these struct
has a primarily covalent character.

3. Heating a thick Eu layer at temperatures of ab
400 °C forms a metastable system, whose surface imm
-
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ately after the heating is enriched in Si atoms. When ma
tained at room temperature, silicon atoms diffuse into
bulk and stabilize the interface. Repeated heating of the
tem after a considerable time~above 12 h! does not repro-
duce the effect, in other words, with time the system reac
a stable state.

4. Heating ultrathin~about one monolayer! Eu layers
produces ordered structures on the surface different f
those of epitaxial silicides. The differences consist in a low
formation temperature of the ordered structures~about
400 °C! and in the crystalline structure of the surface~one
observed 331 and 531 surface structures!. These structures
form in the reconstruction of the Si~111! surface under a
uniform flux of adsorbing Eu atoms.
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FULLERENES AND ATOMIC CLUSTERS

Copper nanoclusters in amorphous hydrogenated carbon
V. I. Ivanov-Omski , V. I. Siklitski , and S. G. Yastrebov

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted September 1, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 568–572~March 1998!

A study of the geometric characteristics of copper nanoclusters incorporated in an amorphous
hydrogenated carbon matrix is reported. It makes use of small-angle x-ray scattering
and transmission electron microscopy~100 keV!. The fractal dimension and nanocluster diameter
have been determined from the x-ray scattering indicatrix for different copper concentrations.
TEM images of copper nanoclusters have been analyzed, and a cluster distribution function in size
constructed. The shape of the distribution function is discussed in terms of the theory of
nucleation of a new phase. ©1998 American Institute of Physics.@S1063-7834~98!03803-9#
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The interest in the physics of conducting clusters is p
tially stimulated by their application potential in micro- an
nanoelectronics.1 Modification of the properties of amor
phous hydrogenated carbon~a-C:H! by incorporation of me-
tallic nanoclusters is also of interest, because it may prov
valuable information on the structure ofa-C:H.2 Copper,
which does not form carbides, can be used to create var
types of conducting clusters in thea-C:H dielectric matrix.3

The main objective of this work was to obtain informatio
on the shape, size, and size distribution function for copp
generated clusters incorporated ina-C:H. This was done by
analyzing the images obtained by transmission electron
croscopy~TEM! and the angular dependence of small-an
x-ray scattering intensity. The dependence of cluster-sur
fractal dimension and of cluster size on copper concentra
in the material under study has been established. The ang
dependence of the x-ray scattering intensity is discusse
terms of the fractal approach to scatterer geometry.

1. EXPERIMENTAL

a-C:H layers were deposited by dc planar magnet
sputtering in an argon-hydrogen plasma (80 %Ar120 %H2)
from a graphite target. Single-crystal silicon and KBr we
used as substrates. Planetary motion of the sample ho
ensured uniform composition over the growing film are
Copper was incorporated by sputtering a copper–grap
target representing an annular graphite cathode with co
plates arranged uniformly over its surface. As follows fro
calibration by secondary-ion mass spectroscopy, the perc
age content of copper incorporated ina-C:H films agrees to
within 2% with the area ratio of the graphite to copper tar
components. The substrate temperature at the beginnin
sputtering was close to 200 °C. The average magne
power was varied within 0.35–0.45 kW. The workin
mixture pressure in the reactor could be varied in the 1–
mTorr interval. The films were 0.1–1.5mm thick. A Philips
400 TEM transmission electron microscope operating at
5241063-7834/98/40(3)/4/$15.00
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kV was used to observe the microstructure ofa-C:H~Cu!
directly and to identify it by selective electron diffraction
The ;100-nm thicka-C:H~Cu! films intended for this pur-
pose were grown on a KBr substrate, after which the la
was removed by dissolving it in water. Small-angle x-r
scattering was measured with a RIGAKU diffractometer
1.541 Å~Cu Ka radiation! with an angular resolution,108.
The measurements were performed in reflection geometr
50 keV. The diffraction pattern was obtained within the 1.0
7.0° scattering angle range.

2. EXPERIMENTAL RESULTS

A. Small-angle x-ray scattering

Figure 1 presents the typical angular dependence of
x-ray intensity scattered from ana-C:H~Cu! film containing
6 at. % Cu for two spectral slit widths. One readily sees
maximum at small angles. Narrowing the spectral slit i
proves the resolution of the intensity peak while leaving
slope of the curve to the right of it practically unchanged

Direct comparison of the intensities scattered by copp
free a-C:H and copper-dopeda-C:H~Cu! films showed that
the a-C:H matrix contributed little, which implies that it is
the copper scatterers incorporated in thea-C:H matrix that
produce the x-ray intensity scattered through small angle

Classical theory of small-angle scattering of x-rays w
a wavelengthl from an ensemble of regular spheres4 predicts
that the scattered intensity passes through a maximum a
angle u5 l /2d, whered is the sphere diameter. The sha
and position of the peak in Fig. 1 show that the average s
~diameterd! of copper scatterers in the ensemble is w
defined and equal to 30 Å. The latter value, in its turn, agr
fairly well with estimates of the size of copper clusters i
corporated ina-C:H by cosputtering of graphite and copp
targets, which were derived from optical measurements.3 By
traditional theory,4 which assumes the scatterer to
bounded by a smooth surface, the angular dependence o
© 1998 American Institute of Physics



re

,
ie

in
er
ur
ic
th
-
d

tric
rves
d in
te

ks

un-
the
pper

tal
e-

l.
les

ple
wn

any
ing
of

er-

nc-
al

a

ed
er

en

er-

525Phys. Solid State 40 (3), March 1998 Ivanov-Omski  et al.
scattered intensityI (q) should follow a power law-
dependence on momentum transferq with a negative integer
exponenta ~Ref. 5!:

I ~q!;q2a, where q5~4p/l!sin~u/2!. ~1!

Here l is the scattered wavelength. For spherical scatte
bounded by a smooth surface the exponent isa54.4 This
means that logI(q) is a linear function of log wave vector
log q, and therefore a log–log scale is the most conven
way to present the experimental data~Fig. 2!. As seen from
Fig. 2, for all studied samples the scattered amplitude is
deed a power-law function of photon momentum for mod
ate scattering angles. Table I shows that the exponent t
out to be noninteger. To estimate the accuracy with wh
the exponent in Eq.~1! was determined, three samples wi
the same copper content~6 at. %! were subjected to a repro
ducibility test ~see Fig. 3!. The difference in the scattere

FIG. 1. Small-angle x-ray scattering intensity for copper-dopeda-C:H
samples. Spectral slit~mm!: 1—0.32,2—0.55.

FIG. 2. Small-angle x-ray scattering intensity for samples with differ
copper concentrationsCCu ~at. %!: 1—4, 2—6, 3—14, 3a—14 ~the sample
was annealed in vacuum atT5240 °C for 2 h!, 4—24.
rs

nt

-
-
ns
h

amplitude can be attributed to differences in the geome
size of the samples, whereas the average slope of the cu
is reproduced quite well, as can be judged from the sprea
the exponenta53.860.1. Based on these data, we estima
the error in exponent determination to be60.1.

Although using the log–log scale makes the pea
smoother~compare Figs. 2 and 3!, the position of the maxi-
mum in scattered intensity is seen to remain practically
changed, with the exception of sample 4. This means that
average scatterer size practically does not depend on co
concentration, provided it is,24 at. %~see Table I!. A cer-
tain deviation, from the monotonic course of experimen
points to the right of the peak in Fig. 2 is the result of n
glecting higher diffraction orders in Eq.~1!, which appear, in
particular, because the scattering clusters is nonspherica

As seen from the data of Table I and Fig. 2 for samp
3 and 3a, annealing sample 3 in vacuum atT5240 °C for 2
h did not affect noticeably the peak position. This sam
was chosen because its peak position was reliably kno
before the anneal. Thermal treatment did not produce
effect on the average copper-cluster size, while improv
the peak resolution and changing significantly the slope
the curve~Fig. 2!.

B. Transmission electron microscopy

Figure 4 presents a dark-field TEM image of copp
containing clusters in ana-C:H~Cu! sample with 9 at. % Cu.
The data of Fig. 4 were used to construct a distribution fu
tion in cluster size~Fig. 5!. The squares are experiment
points, and the solid line approximates the points with
Gaussian

P~d!;expF2
~d2dav!

2

2b2dav
2 G . ~2!

Heredav is the average cluster size. The best fit is obtain
with b50.63 anddav52.8 nm. Thus, the average diamet
of the clusters ina-C:H which, as follows from the selective

t

FIG. 3. Reproducibility of small-angle scattering data for three copp
dopeda-C:H samples~6 at. % Cu!.
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TABLE I. Parameters of scattering clusters.

Sample
No.

Copper concentration
mean, at. %

Parameters ofa
Eq. ~1!

Fractal
dimensionD

Scatterer
diameter, Å Comments

1 4 5.4 2.0** 32 Many spheres of
different radii and

with a smooth surface
2 6 3.9 2.1 30 Fractal scatterer
3 14 3.7 2.3 32 Same
3a* 14 2.9 2.9*** 30 Volume~mass! fractal
4 24 3.6 2.4 .48 Fractal scatterer

*Fractal dimension of spherical surfaceD52.
** Sample 3 after annealing in vacuum.
*** Fractal dimension of volume~mass! fractal D52a.
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an
electron diffraction measurements, may be regarded as
per particles,6 is about 3 nm. The agreement of this estima
with the size of the x-ray scatterers derived at small scat
ing angles~see Table I! suggests that it is these scatterers t
are seen in Fig. 4.

3. DISCUSSION OF RESULTS

The values of the exponent in Eq.~1! found in our ex-
periment~Table I! for the sample with the smallest copp
content can be related within the model of spherical scat
ers to their size distribution. It was shown that the expon
a can be related to the power-law exponentg572a de-
scribing the distribution of spherical scatterers in sized
bounded by smooth surfaces, which can be written7 as
P(d);d2g. For this reason the clusters in the sample w
the lowest copper concentration were assigned the fra
dimensionD52 ~see Table I!.

In the case of the lowest copper concentration,g turns
out to be approximately 1.6. Extending this model to high
copper concentrations would, however, produce a unrea
cally sharpened distribution. Therefore we propose to t
into account, besides the contribution of the scatterer dis
bution function in size to the angular dependence of sca
ing intensity, the topology of the surface bounding the sc
terer as well. Moreover, the contribution of these factors
assumed to be dependent on the scatterer concentration
higher copper concentrations, we shall follow the approa5

by which the values of the exponent in Eq.~1! lie within 3
,a,4 and are related to the fractal dimensionD of the
scatterer surface throughD562a. The above consider
ations and the data in Table I suggest that the small-a
x-ray scattering in samples with concentrations above 4 a
is due to scatterers with a complex surface topology, wh
can be described in terms of fractal concepts by a noninte
fractal dimensionD,3. It was found that the dimensionD
increases with increasing copper concentration. This imp
a change in scatterer surface shape from a smooth one a
copper concentration, to a rough one at higher concen
tions. The data in Table I show also that the average scat
diameter remains practically constant, except for the c
with the highest copper concentration, and that the size of
scatterers, which most likely are copper clusters,6 is deter-
mined by the mechanical properties of thea-C:H matrix and
the parameters of its interaction with cluster material. F
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low copper concentrations, the distances between cluster
large and clusters are capable of retaining their shape
size, which are totally determined by these parameters.
der these conditions a spherical shape with a smooth sur
appears to be natural because of the weak cluster interac
on the one hand, and of the absence of the Cu–C interac
on the other. This means that at low copper concentrati
and with no cluster interaction the average size of the c
ters should be determined only by the relative magnitude
their surface and volume free energies,8 i.e., by the properties
of the cluster and matrix materials, and should not depend
copper concentration. As seen from Table I, for copper c
centrations below 24 at. % the average cluster size of 3
may be regarded as characteristic of copper clusters in
given medium. As the copper content increases above
at. %, the internal~volume! energy of copper clusters be
comes large enough to overcome the resistance of the

FIG. 4. Dark-field TEM image of copper-containing clusters in
a-C:H~Cu! sample with 9 at. % Cu.



um
tu

es
o
on
ec

on
t

tia
e
in
he

d in
er-

.
V.
nts,
a-

rch

uc-
o-

and
he

g.

,

,

s-

527Phys. Solid State 40 (3), March 1998 Ivanov-Omski  et al.
dium to increasing scatterer size. Note also that the vacu
annealed sample with 14 at. % Cu rearranges its struc
~see Table I!. Viewed in the light of fractal concepts,4 the
cluster structure thus formed may be characterized as a r
of coagulation of the scatterer surface roughness int
smoother structure. This follows from the fractal dimensi
D52.9. This means, in its turn, that the scattering obj
resembles a snowball in structure.

The good fit of a Gaussian to the distribution functi
derived from the TEM images of clusters can be attributed
the fact that the image in Fig. 5 corresponds to the ini
phase of formation of copper clusters in the stage of th
nucleation. The simultaneous formation of the surround
matrix interferes with their further growth. In this case t

FIG. 5. Distribution function obtained from the TEM image of copper clu
ters ~Fig. 4!.
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average size of the clusterdav is a function of the ratio of the
free energy per unit of its surface to the free energy store
its volume.8 The magnitude of the surface energy is det
mined by the cluster-matrix interaction.
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Heat conductivity of three-dimensional regular structures of crystalline and amorphous
selenium incorporated in voids of synthetic opal

V. N. Bogomolov, N. F. Kartenko, L. S. Parfen’eva, A. V. Prokof’ev, and I. A. Smirnov

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia

H. Misiorek, J. Mucha, and A. Jezowski

Institute for Low-Temperature and Structural Research, Polish Academy of Sciences,
50-950 Wrocław, Poland
~Submitted September 2, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 573–576~March 1998!

Opal-based nanocomposites with selenium pressure-injected from the melt into first-order opal
voids have been prepared. Two types of nanocomposites, with crystalline and amorphous
selenium incorporated in opal voids, were studied. Their thermal conductivities were measured in
the temperature range 4.2–200 K. An analysis of these data suggests that a new type of
physical media has been developed, namely, quasicrystals with a large lattice constant and heavy
‘‘atomic’’ masses, formed from first-order opal voids interconnected by channels and filled
by crystalline or amorphous selenium. ©1998 American Institute of Physics.
@S1063-7834~98!03903-3#
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This work is a continuation of studies1–3 of the thermal
properties of nanocomposites with a regular crystalline str
ture. It reports an investigation of the heat conductivity
three-dimensional regular structures made up of crystal
and amorphous selenium incorporated in voids of synth
opal.

The fractal structure of opals was described in detai
our earlier work.1–5 Recall the main features of opals, whic
are needed for the understanding and discussion of the
perimental results obtained in this work.

Opals consist of closely packed spheres of amorph
SiO2 2000–2500 Å in diameter, which are usually call
first-order spheres. These spheres contain an array of clo
stacked spheres of a smaller size,;300– 400 Å ~second-
order spheres!, which in turn are made up of densely pack
particles on the order of 100 Å in size~third-order spheres!.

The lattices of the closely-packed spheres in the o
contain octahedral and tetrahedral voids~termed appropri-
ately first-, second-, and third-order!. To make consideration
simpler ~and more revealing!, these voids are approximate
by spheres interconnected in each order by cylindr
‘‘channels.’’ The diameters of the octahedral and tetrahed
voids and of the first-order channels are, respectively, 8
400, and 300–400 Å.1–3

The first-order voids and SiO2 spheres form a regula
cubic lattice with a perioda;3000– 4000 Å.2–4

The total theoretical porosity of the opal is 59%~the
first-, second-, and third-order voids make up, respectiv
26, 19, and 14%!. The real total porosity of the syntheti
opals grown by us was shown2,3 to be;46– 50%, with the
porosity of the first-order sphere structure remaining equa
the theoretical value of 26%.

The thermal conductivity of synthetic opals is similar
magnitude and temperature behavior to that of stand
amorphous materials.1,2
5281063-7834/98/40(3)/4/$15.00
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A thermal-conductivity study3 of the nanocomposite

FIG. 1. Diffraction intensity curves for opal-2 and crystalline-Se–opal a
amorphous-Se–opal nanocomposites. Selenium is incorporated in first-
voids of opal-2.
© 1998 American Institute of Physics
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made up of crystalline PbSe incorporated in first-order o
voids showed that lead selenide in the opal forms a reg
crystalline quasilattice of microcrystals interconnect
through the opal matrix, which gives rise to coherent effe
and, as a consequence, confers on it properties characte
of a bulk crystal.

The objectives of this work were~1! to extend the range
of nanocomposites consisting of a crystalline substance
corporated in the opal matrix voids, and~2! to see whether
introduction of an amorphous rather than crystalline s
stance into first-order opal voids produces a quasilattice
the nanocomposite.

With this purpose in mind, selenium was pressu
injected from the melt into the first-order opal voids. Dens
measurements of the samples thus obtained led to the
clusion that selenium completely filled the first-order voi
~26%!. Two types of nanocomposites were obtained
proper heat treatment of the samples~Fig. 1!: ~1! hexagonal
crystalline selenium~a54.366 Å, c54.954 Å! in opal
voids ~sample 1!; ~2! amorphous selenium in opal void
~samples 2 and 3!.

Opal-21! was used for the preparation of the nanoco
posites. The samples measured 13238 mm.

FIG. 2. Temperature dependence of the heat conductivity of~1! crystalline-
Se–opal-2 nanocomposite and~2,3! two amorphous-Se–opal-2 nanocom
posite samples. The measurements were performed from low~4.2 K! to high
~200 K! temperatures. The figures next to the curves identify the samp
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Phase analysis of the nanocomposites and unit-cell
rameter determination of the crystalline selenium in opa
employed diffraction patterns obtained on a DRON-2 d
fractometer~CuKa radiation, Ni filter!. The pattern presente
in Fig. 1 shows well formed crystalline and amorphous se
nium in the opal.

As pointed out in Ref. 2, x-ray diffraction studies pro
vide information only on the structure of the material inco
porated in opal voids on atomic or molecular scales, and
on the parameters of a cubic lattice witha
;3000– 4000 Å, which is formed of first-order voids inte
connected by channels. This lattice can be characterized
by means of radiation with a substantially longer wavelen
~for instance, by visible light!.

The thermal conductivity~¸! measurements of the nano
composites were performed in a vacuum of 1025 Torr on a
setup similar to the one described in Ref. 6.

The experimental data oņof the nanocomposites stud
ied here are presented in Fig. 2. The thermal conducti
was measured in going from low~4.2 K! to high ~200 K!
temperatures.2!

A characteristic feature in the behavior of¸(T) is the
presence of maxima around 30 K in both types of nanoco

FIG. 3. ~1! Thermal conductivity̧ (T) of the crystalline-Se–opal-2 nano
composite~sample 1!; ~2,3! calculation of̧ using Eq.~1! and, respectively,
the maximum and minimum values of¸ f(T) from Ref. 11;~4,5! data from
Ref. 7; ~4! ¸ of the composite 21.3% corundum~particle diameter 1.8mm!
in epoxy resin;~5! ¸ of the composite 21.4% quartz~particle diameter 11
mm! in epoxy resin.
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posites, namely, in crystalline-Se–opal and amorphous-
opal, which is inherent only in crystalline materials.

In our discussion of the experimental data on¸(T) of
the nanocomposites we shall take an approach different f
the one used in Ref. 3.

There is a variety of expressions describing the mag
tude and temperature dependence of the¸ of composites, and
they provide a good fit to experimental data. The relatio
used with our data were taken from Ref. 7, which studied
thermal conductivity over the range of powders or sphere
various materials~glass, crystalline quartz, corundum, di
mond! incorporated in epoxy resin serving as an amorph
matrix. These relations were found7 to provide good agree
ment between theory and experiment.

The ¸(T) relation7 for a composite can be written3!

¸5¸m~A22Vf10.409BVf
7/322.133CVf

10/3!/

~A1Vf10.409BVf
7/320.906CVf

10/3!..., ~1!

where¸ is the thermal conductivity of the composite,Vf is
the filler volume fraction, A5(21¸d)/(12¸d), C5(3
23¸d)/(413¸d), B5(613¸d)/(413¸d), ¸d5¸ f /¸m ,
and¸m and¸ f are, respectively, the thermal conductivities
the matrix and of the filler. We determineḑm using the
relations from Ref. 9 and the procedure recommended
Ref. 3. The values of̧ f for amorphous and crystalline sele
nium were taken, respectively, from a handbook10 and Ref.
11.

The calculations of̧ for the crystalline-Se–opal an
amorphous-Se–opal nanocomposites are displayed gra
cally in Figs. 3 and 4. Also shown for comparison are d
for some composites taken from Ref. 7.

As seen from Figs. 3 and 4,̧ of the composite grows
smoothly with temperature. Our nanocomposite differs fr
those studied earlier, including the materials investigated

FIG. 4. ~1,2! Thermal conductivity̧ (T) of the amorphous-Se–opal-2 nan
composite, sample 2~1! and 3~2!; ~3! calculation of¸ using Eq.~1!; ~4! ¸
of the composite glass spheres~diameter 132mm! in epoxy resin.
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Ref. 7, in that the filler particles, rather than being distribut
randomly are arranged in a regular lattice in the opal mat
This accounts for the crystal-like behavior of¸(T) reflected
in the presence of a maximum around 30 K.4!

Figure 5 presentsD¸5¸2¸calc @where the second term
is calculated from Eq.~1!# for both types of the nanocom
posites studied here. It is found that forT,Tmax we have
D¸}T, and forT.Tmax we haveD¸}T21.8. The observed
temperature dependence ofD¸ requires further investigation

Thus our experimental data on the thermal conductiv
of the crystalline-Se–opal and amorphous-Se–opal na
composites imply that in opal selenium forms a regu
quasilattice of microparticles. It may be added that the cr
talline behavior of the thermal conductivity does not depe
on the filler state, in other words, it is unimportant wh
microparticles the filler consists of, amorphous or crystalli

We have apparently succeeded in developing by qu
chemical engineering a new type of quasicrystals with he
‘‘atomic’’ masses and a large lattice constant.

Financial support of the Russian Fund for Fundamen
Research~Grant 96-03-32458a! is gratefully acknowledged.

1!We retain here the terminology accepted in Refs. 1, 2.
2!Measurements made from high to low temperatures and in the opp

direction revealed a hysteresis iņ(T) of the nanocomposites similar to
the one observed by us earlier1,2 in opal-2. It was shown2 that this tem-
perature hysteresis is accounted for by the supercooled water, whic
present in closed second-~or third-! order voids of opal-2 and does no
contribute to¸ when the thermal conductivity is measured from low
high temperatures.

3!Eq. ~1! used in Ref. 7 was taken from Ref. 8.

FIG. 5. Temperature dependence ofD¸5¸2¸calc for the crystalline-Se–
opal-2 and amorphous-Se–opal-2 nanocomposites. The figures at the c
identify the samples.



en
.

.
la

,
i-

,
z.

.

531Phys. Solid State 40 (3), March 1998 Bogomolov et al.
4!Interestingly, the composite made up of two amorphous compon
~amorphous Se and amorphous opal! behaves as a crystalline substance
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A study is reported of an anomaly in the microwave conductivity of a polycrystalline C60

membrane atTc5260 K ~the transition width is 30 K!. Raman scattering measurements indicate
that the sample is the C60 fullerite without any signs of graphitization, amorphous phase,
or the presence of C70, and that the detected microwave conductivity jump can be unambiguously
identified as due to the C60 phase. ©1998 American Institute of Physics.
@S1063-7834~98!04003-9#
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Allotropic forms of carbon in different physical state
~powder and crystalline graphite, powder fullerite, finely d
persed diamond! are known to reveal similar and interestin
features in the behavior of the conductivity at frequencies
the order of 1 GHz~microwave conductivity! and/or at cor-
responding voltage pulse times of order 1029 s, which are
associated with desorption of intercalated oxygen.1,2

At the same time one observes in various allotro
forms of carbon and in the corresponding compounds,
sides the oxygen-induced temperature anomalies in con
tivity, temperature-driven phase transitions. For instan
graphite intercalation compounds3 are capable of forming a
large number of ordered structures, between which vari
phase transitions, including structural, can take place,
may be connected, for instance, with a change in the orde
the layers, e.g., the order–disorder transition in the HN3

intercalant forT,252 K!. Stable and metastable phase tra
sitions were found to exist in fullerenes as well. For instan
C60 exhibits a transition from the primitive cubic to fcc cub
structure atT5249 K,4–6 with a large degree of rotationa
disorder in central regions of the planes at high temperatu
and a preferred orientation for the rotating molecules in
low-temperature domain.

We are not aware of any publications on the investi
tion of structural phase transitions in allotropic carbon mo
fications, including the fullerenes, by microwave techniqu
~1-GHz frequency range!. Such studies can provide informa
tion on what happens with the electromagnetic energy
sorbed by a sample in a certain frequency interval.

It should be pointed out that the conductivity chang
associated with structural phase transitions in C60 are ex-
tremely small~the change in conductivity at a phase tran
tion crossed from the high-temperature side varies fr
about 1029 to 331028 V21 cm21, Ref. 7!. Therefore in
microwave conductivity measurements one should, first,
a method capable of high enough resolution, and, secon
is desirable to take oriented polycrystalline samples with
5321063-7834/98/40(3)/3/$15.00
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as small as possible ratio of grain surface to volume in or
to attain the maximum effect.

This work studies microwave conductivity anomalies
a polycrystalline C60 membrane.

In the microwave measurements we used a method
veloped by us,2 which permits detection of very small con
ductivity changes. The samples were polycrystalline, gra
oriented membranes.

1. EXPERIMENTAL

A. Samples

The samples were membranes prepared of oriented p
crystalline C60 in a growth chamber by a technique similar
the one8 used to produce crystalline fullerenes. The proc
is as follows. A 100-mg sample of 99%-pure C60 powder
was placed in a cylindrical chamber mounted on the surf
of a heater. The setup was placed into a vacuum cham
pumped out down to 1026 Torr. After this, the crystalliza-
tion zone was heated to 335 °C, with subsequent hea
done at a rate of 0.1 K/s. After the temperature in the eva
ration zone has reached 330 °C, the C60 powder starts to
sublime, and samples form in the crystallization zone. T
process continues up to 750 °C. The samples obtained in
way were 3 mm in diameter and 2 mm high at the cente

B. Spectrometric studies

The samples were characterized by Raman scatte
spectroscopy. The studies were performed at room temp
ture with a DFS-24 double-grating monochromator, with
output fed into a computer. The spectra were excited with
argon laser~488 nm!. The laser beam was focused to
200-mm spot. The laser power on the sample was 1 mW.
exclude possible laser-induced modification of the fullere
sample, a control measurement was carried out wh
showed that a threefold increase of laser power did not p
duce noticeable changes in the spectra.
© 1998 American Institute of Physics
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Figure 1 presents a Raman spectrum obtained from
membrane. The spectrum of the sample under study is
to contain sharp peaks characteristic of C60 ~at 1248, 1426,
1469, and 1573 cm21, Ref. 9!. No other features were ob
served in the spectrum around 1380 cm21 ~graphite! or
1360 cm21 ~glassy carbon!. Neither were any features see
which could be assigned to C70.

To determine the uniformity of the sample under stud
measurements were performed on ten points over the m
brane area. Their spectra were found to be identical with
of Fig. 1, which attests to a high uniformity of the sample
phase composition.

Thus experimental measurements indicate that
samples obtained consist only of C60.

C. Microwave studies

Microwave conductivity measurements were carried
with a coaxiall/4 resonator consisting of a symmetric tw
wire line placed into a circular screen.2 The coaxial resonato
acted as a probe and could be moved over the sample
face. The frequency response of the signalP, with the
sample~the distance of the probe to the sample surface
,0.1 mm! and without it, is displayed in Fig. 2a. Figure 2
presents the dependence of the maximum signal ampli
Pmax ~see Fig. 2a! on coordinatex, with the inset showing
the resonator probe and the sample~the probe separationL
50.5 mm, the screen diameterD51 mm, and the probe di
ameterd50.16 mm!. As seen from microwave loss mea
surements, the sample resistance practically does not ch
over all of the sample surface, and remains constant wi
the temperature interval 300–400 K, in contrast to the res
obtained on fullerite powder.1 Further increase of tempera
ture confers to the temperature behavior of resistanc
weakly semiconducting character.

Of most interest are studies ofPmax(T) at low tempera-
tures. As the temperature is lowered, the sample resist
remains constant to 260 K, after which it increases withi
certain temperature interval~a jump in resistance!, which
washes out in repeated cooling and heating cycles~curves1
and 2 in Fig. 3!. This washout can result from penetratio

FIG. 1. Raman scattering spectrum of a polycrystalline C60 membrane.
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into the sample of water vapor and oxygen, since the m
surements were performed in an open system. The widt
the transition varies under thermal cycling over the ran
30–40 K.

FIG. 2. ~a! P(F) relation without sample~1! and with a polycrystalline C60

membrane~2!; ~b! Pmax(x) relation for polycrystalline C60 membrane. Inset:
1—sample,2—probe-resonator.

FIG. 3. Pmax(T) relation for polycrystalline C60 membrane.1–2—thermal
cycling within 180–280 K. The arrow identifies the position ofTc .
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2. DISCUSSION OF RESULTS

Based on the spectrometric studies which show that
sample under investigation was the C60 fullerite without any
indications of graphitization and the presence of an am
phous phase or C70, the above data on the temperature b
havior of the resistance can be unambiguously identi
with the C60 phase.

The absence of any anomaly in theR(T) dependence in
the temperature range 300–400 K suggests that oxygen
weakly affects the electrophysical properties of polycrys
line fullerite C60. This is also argued for by the high samp
resistance at room temperature and the semiconducting
tern of theR(T) relation in the high-temperature domai
Note also that the sample conductivity practically does
change when the sample is stored under normal condit
for a prolonged time~up to three months!.

The jump in resistance atT5260 K is evidently related
to the structural phase transition observed to occur in sin
crystal C60 samples.5 The transition width in this case is 3
K, which is noticeably different from 0.4 K, the value ob
served in single crystals.5 Since this difference cannot b
associated in our case with the presence of other phase
was assumed in Ref. 6, we can presume that it is relate
defects in the samples.

Raman spectroscopy is known to be sensitive to ph
transitions in C60, as well as to the presence of oxygen
C60.10,11 Therefore studying the Raman scattering intens
as a function of temperature could provide a way of est
lishing the nature of the observed phenomenon, which
possibly connected with cooperative scattering from coh
ently vibrating C60 molecules with incorporated molecula
oxygen. Note that we detected no effects related to in
granular desorption of molecular oxygen. Problems ass
ated with grain orientation in the course of membrane gro
also remain unclear. One should most likely expect the
crowave conductivity in the growth direction and perpe
dicular to it to differ strongly.
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Our studies show, however, that the electrophysi
properties of polycrystalline C60 membranes in the micro
wave range depend only weakly on the environment.
phase transition associated with rotational disorder at h
temperatures has been detected for the first time. Ra
measurements show polycrystalline C60 membranes to be
close to C60 single crystals.
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Crystalline structure of a C 60 /C70 membrane
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The crystalline structure of a C60/C70 membrane prepared by an original technique has been
studied by x-ray diffraction and Raman spectroscopy. The effects of purification of the starting
C60/C70 mixture to C70 composition and of spatial separation of the C60 and C70 phases in
the membrane have been revealed. The samples studied were established to have a composition
gradient from C60 to C70. The main structure of the membrane is shown to be an fcc
lattice with a514.308 Å. © 1998 American Institute of Physics.@S1063-7834~98!04103-3#
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Studies of the crystalline structure of fullerenes in t
form of powder and thin films showed that at room tempe
ture crystalline C60 can exist in two phases, fcc with param
etera514.2 Å and hcp witha510.0 Å andc516.0 Å.1–4

As a rule, the fcc lattice is characteristic of primary cryst
lization, and thermal treatment~heating to 800 °C, Ref. 3!
results in formation of an hcp phase. Crystalline C70 also
exists in two modifications, namely, fcc witha514.89 Å
and hcp witha510.53 Å andc517.24 Å.4 Different lattice
parameter measurements vary within 0.5 Å.1–5 These dis-
crepancies may be accounted for by the fact that van
Waals forces binding molecules in the crystal are weak,
therefore growth-induced stresses may strongly affect the
tice parameters. Therefore when comparing different m
surement data one should take into account the techniqu
which the crystalline fullerene of interest was prepared.

This work deals with a structural study of a sample
bulk fullerene prepared from a C60/C70 mixture.

1. SAMPLES

The samples were polycrystalline membranes fabrica
by a modified technique involving sublimation of the orig
nal fullerene powder in a growth chamber.6 Mass spectro-
metric analysis of the starting GG-4 powder yielded the f
lowing composition data: 67% C60, 28% C70, and 2% of the
mixture C76,78,84~the powder was prepared and characteriz
within the State Program ‘‘Fullerenes and Atomic Clu
ters’’!. The samples were hemispherical, 3 mm in diame
and 2 mm high in the center. Figure 1 displays schematic
the sample and presents a photograph of its section. The
on which sample growth originated is plane I, and the fi
side is hemisphere II.

2. RAMAN SCATTERING

Our Raman study was carried out at room tempera
with a double-grating DFS-24 monochromator. The spec
were excited with an argon laser (l5488 nm). The laser
power density did not exceed 10 W/cm2. Control measure-
5351063-7834/98/40(3)/4/$15.00
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ments carried out with the excitation density increased th
times did not reveal any significant changes in the spect

The Raman spectrum of the original powder, shown
Fig. 2a~curve1!, has lines corresponding to a C60/C70 mix-
ture ~Table I!. Figure 2b presents Raman spectra obtain
from sides I and II of the membrane~curves1 and2, respec-
tively!. The frequencies of the spectral lines seen in th
spectra are also given in Table I. As seen from Fig. 2 a
Table I, the Raman spectrum obtained from side I conta
sharp peaks characteristic of C60, and that of side II, peaks
of C70 ~see Ref. 7!. No other features were detected in th
spectrum around 1380 cm21 ~graphite! or 1560 cm21 ~glassy
carbon!.

Figure 2a~curve 2! is the spectrum of the powder le
after the membrane preparation. It is seen to differ stron
from the original one and to be close to that of C70 fullerene.

3. X-RAY DIFFRACTION ANALYSIS

X-ray structural characterization of the samples was p
formed with a Geigerflex system~Cu Ka radiation!. X-ray
diffractograms were also obtained from two sides, I and
The X-ray spectra are presented in Fig. 3, with the positi
of some diffraction maxima being specified in Table II. Th
data suggest that the structure of side I is dominated
an fcc lattice with parametera514.308 Å. One also detect
a second phase in amounts of about 1%, which has a pr
tive tetragonal lattice with parametersa515.67 Å and
c517.72 Å. The main phase on side II~Fig. 3b! also has an
fcc lattice with a514.511 Å. One observes a tetragon
phase amounting to about 4% of total sample volume~see
Table II!. Thus the main structural component of the sam
is an fcc lattice whose parameter varies from 14.308
14.511 Å. The lattice parameters of the second phase do
change, and only its amount varies.

Note that the x-ray diffraction pattern of side I is cha
acteristic of a polycrystal with randomly oriente
crystallites.3 At the same time the diffraction data for side
© 1998 American Institute of Physics
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reveal a preferred orientation in crystallite growth, which
indicated by an increase in the intensity of@220# reflection,
and a decrease of@111# reflection.

The x-ray analysis did not also reveal noticeable indi
tions of an amorphous phase or of graphitization, despite
increase of the sublimation temperature during the prep
tion of the sample up to 750 °C. Note that heating pres
C60 powder at temperatures 600–800° converts it to am
phous carbon.3

FIG. 1. General view~top! and photograph of a section of polycrystallin
C60 /C70 membrane~bottom!.
-
e

a-
d
r-

4. DISCUSSION OF RESULTS

A comparison of Raman data with x-ray diffractio
analysis suggests that the sample under study is a fulle
with a composition varying from C60 to C70. Indeed, as fol-
lows from Raman measurements, side I is the C60 fullerene
and side II is C70. Note that the sample is analyzed in th
case only to a depth of a fewmm, whereas x-ray character
ization probes the sample to a depth two orders of magnit
larger @the half-attenuation depth for CuKa radiation
in graphite is 0.36 mm~Ref. 8!#. For fcc C60, a514.17 Å,
and for C70 it is a514.89 Å. In our case, on side
a514.308 Å, and on side IIa514.511 Å. Thus the de-
tected increase of the lattice parameter with crystal growt

TABLE I. Raman shift~in cm21! for the memebrane and C60 /C70 mem-
brane~bottom!.

Starting Final
Side I Side II powder powder Composition

221 221 221 C70

225 225 225 C70

250 250 250 C70

257 257 257 C70

270 270 C60

409 409 409 C70

438 430 C60

454 454 454 C70

494 494 C60

505 505 505 C70

1185 1185 1185 C70

1225 1225 1225 C70

1367 1367 1367 C70

1425 1425 C60

1443 1443 1443 C70

1467 1467 1467 C70

1468 1468 C60

1512 1512 1512 C70

1562 1562 1562 C70

1569 1569 C60
FIG. 2. Raman scattering spectra~a! of the starting C60 /C70 mixture in the beginning~1! and at the end~2! of sublimation, and~b and inset! of a
polycrystalline C60 /C70 membrane for~1! side I and~2! side II.
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in accord with the assumption that C60 molecules are re-
placed in the course of growth by C70 to form a variable-
composition C60/C70 solid solution.

It was suggested earlier that the stresses building u
the sample in the course of growth can strongly affect
lattice parameters. In an experiment involving developm
of the technique the temperature field where the sample
located was varied. It was established that in order to ob
polycrystalline samples~membranes! with a variable compo-
sition, the temperature field should have spatial and temp
gradients~temperature range 350–800 °C!. The conditions in
the growth chamber are apparently similar to those cha
teristic of temperature-gradient crystallization chambers w
slow heating or cooling of the batch. One of the phenom
capable of stimulating the growth of large crystallites~0.2
mm or more in diameter! could be the thermocapillary effec
by which pores evaporate during crystallization in the pr
ence of a temperature gradient.9 This effect could also be
responsible for the absence of disordered~amorphous! re-

FIG. 3. X-ray diffraction spectrum of a polycrystalline C60 /C70 membrane
for ~a! side I and~b! side II.
in
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gions in the sample, which is indicated by x-ray and Ram
measurements.

The initial stage in membrane formation could be simi
to the growth of thin~10 mm! C60 films on mica substrates.10

The fcc ~111! structure begins to form on disordered thre
dimensional islands; the island atoms are bound m
strongly to one another than to the substrate, and this
counts for the mosaic structure of the crystallites~Fig. 1!,
which in our case persists up to the mm scale.

An interesting experimental observation relating
modification of the starting fullerene mixture in the course
sublimation might be worth mentioning. As already point
out, the spectrum of this mixture practically coincides w
that characteristic of C70 ~see Fig. 2 and Table I!. Directed
purification of the mixture could be an efficient method
producing very high-purity C70 or C60 membranes.

Such membranes could most likely be used in devel
ing materials with unique electrical properties, ranging fro
semi- to superconducting. For example, by growing a me
brane onn(p)-Si, one could produce comparatively easily
C70/n(p)-Si heterostructure,11 while the starting mixture
with an addition of metallic impurities could be used to pr
pare conducting~or superconducting! systems.

Thus a study of C60/C70 membranes has revealed spat
separation of the phase composition and modification of
starting mixture, and established the following structural fe
tures:

1! The crystalline structure can be identified wi
a fullerene with composition varying from C60 in the begin-
ning of the growth to C70 at the end of sample formation;

2! The main structure is an fcc lattice whose parametea
varies from 14.308 to 14.511 Å with increasing C70 content;

3! The presence of a second, tetragonal phase w
a516.57 Å andc517.71 Å has been established.

Support of the ‘‘Fullerenes and Atomic Clusters’’ Scie
tific Council ~Project 94017 ‘‘Zone’’! and of the Russian
Fund for Fundamental Research~Grant 96-02-16886a! is
gratefully acknowledged.
TABLE II. X-ray diffraction characterization~Cu Ka radiation! of a membrane with fcc lattice parametera514.308 Å~side I! anda514.511 Å~side II! and
tetragonal lattice parametersa516.57 Å andc517.72 Å ~sides I and II!.

No.
n/n

Side I Side II

d,
Å

2u,
deg.

I ,
arb. units

d,
Å

2u,
deg.

I ,
arb. units hkl Composition

1 8.742 10.06 18 8.864 9.97 22 200 tetr
2 8.261 10.70 100 8.378 10.55 100 111 fcc
3 7.824 11.30 3 7.817 11.30 4 201 tetr
4 6.097 14.66 1 6.062 14.60 3 220 tetr
5 5.057 17.52 53 5.095 17.39 97 220 fcc
6 4.691 18.90 2 4.696 18.88 8 312 tetr
7 4.310 20.59 54 4.341 20.44 69 311 fcc
8 4.143 21.43 15 4.164 21.32 13 222 fcc
9 3.279 27.17 5 3.305 26.95 5 331 fcc

10 3.209 27.77 4 3.216 27.71 8 420 fcc
11 2.915 30.64 9 2.933 30.45 8 422 fcc
12 2.751 32.51 8 2.767 32.32 7 513.333 fcc
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Structure, internal friction, and Young’s modulus of fractal carbon deposits
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We have observed that carbon deposits obtained by atomizing graphite in an electric arc in an
atmosphere of argon and helium exhibit porosity and possess fractal structure. The results
of measurements of the internal frictionQ21 and the effective Young’s modulusE as a function
of temperature are presented. Data on the resistivity, density, and microhardness of the
carbon deposits are presented. A possible mechanism for formation of fractal structures in carbon
deposits is discussed. ©1998 American Institute of Physics.@S1063-7834~98!04203-8#
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Interest in condensed media possessing a fractal s
ture has intensified in recent years. Obvious examples
such media are carbon deposits obtained by the depositio
carbon on a cathode as a result of the atomization of grap
in an electric arc.1 Studies of the properties have establish
that carbon deposits have higher values of microhardn
which are associated with the presence of local microdis
tions and finely dispersed regions, than graphite.2 The struc-
ture and mechanisms leading to the formation of a car
deposit are not entirely clear from the works mention
above. Moreover, other physical properties of carbon dep
its have not been determined at all. In the present work
studied the structure and some physical properties of ca
deposits obtained by atomizing graphite in an electric arc
an atmosphere of argon and helium.

We obtained a carbon deposit by atomizing an OSC
7-3 graphite rod in an arc discharge with the following p
rameters: current—180 A and voltage—15–20 V. The ato
ized graphite was deposited on a flat polished surface
graphite cathode under argon or helium pressure in the ra
10–600 torr. The deposition time was 30 s. The carbon
posit was 500mm thick. The resulting flat layer of carbo
deposit was separated from the polished surface of the gr
ite cathode. A portion of the deposit was used for study
the surface structure with a RE´ M-300 scanning electron mi
croscope and a portion was cut into plates, whose sur
was worked and polished. Samples of single-crystal grap
were subjected to the same treatment. After being mech
cally processed the graphite and carbon deposit samples
the following dimensions: length—5–10 mm, width—1.5
2.5 mm, and thickness—0.1–1.3 mm. The stresses obta
as a result of mechanical treatment were removed by ann
ing at 873 K. The density of the carbon deposits was de
mined with an error of 3–5% by means of hydrostatic weig
ing in M20 balances. The resistivity was measured at ro
temperature by a four-probe method with a relative error
10%. The microhardness was measured with a relative e
of 15% on a PMT-3 apparatus.

The internal friction of cantilevered samples was me
sured by the method of Ref. 3 in the frequency inter
102– 104 Hz with relative deformation no greater than 1025.
The relative error in measuringQ21 was at most 1–3%. The
5391063-7834/98/40(3)/3/$15.00
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effective Young’s modulus was measured by exciting fle
ural resonant oscillations in the sample and calculated u
the expression4,5

E548p2l 4r f 2/m4h2, ~1!

wherem51.8751, l is the length,r is the density,h is the
thickness of the sample, andf is the resonant frequency o
the oscillations. The main error in determiningE is associ-
ated with the nonuniformity of the sample thickness and
less than 5%.

Figure 1 shows the results of measurements of the in
nal friction Q21 ~a! and Young’s modulusE ~b! as a func-
tion of temperature. The highest level of internal friction
(;131022) is observed in the case of a carbon depo
obtained in an argon atmosphere~curve 1! and the lowest
level is obtained for a carbon deposit obtained in heliu
(;531023) ~curve2!. Heating up to 900 K does not revea
any features in theQ21 curves and characterizes the stru
tural stability of the materials obtained.

One feature ofE(T) in both the graphite and carbo
deposits is a weak temperature dependence in the range
900 K, attesting to the weak effect of temperature on
bond strength of the particles forming the deposit.

The values of Young’s modulus, internal friction, micro
hardness, resistivity, and density for deposits and sin
crystal graphite at 300 K are presented in Table I. One
see that the microhardnessHV of the carbon deposits ob
tained in argon and helium equals 5.95 and 6.87 GPa, res
tively, while HV of single-crystal graphite equals 0.05 GP
The data show that covalent bonds are realized between
bon atoms in the deposit.

The surface structure of the carbon deposits is prese
in Fig. 2a. It is reminiscent of the structure of dust partic
grown in a helium plasma with graphite electrodes with
microwave discharge with frequency 15 MHz and pressur
Torr.6 Quite large (;1 mm) cloud-shaped formations ar
visible with higher magnification~Fig. 2b!; these formations
in turn consist of smaller, rounded clusters 0.2–0.3mm in
size. In the case of the carbon deposit obtained in a hel
atmosphere the surface of such clusters~Fig. 2c! seems to be
coated with a ‘‘lint’’ consisting of carbon filaments of th
© 1998 American Institute of Physics
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order of 3–4mm long and about 0.065–0.15mm in diameter.
Such lint is not observed in the case when the depos
obtained in an argon atmosphere.

An STM study of the initial stages of nucleation of ca
bon deposits showed that the structure consists of 6–8
spherical carbon clusters and solid capsules up to 5–10
ameters long. According to our models, some spherical c
ters have an amorphous carbon structure. The other clu
are multilayered spherical or polyhedral formations of c
bon~structurally similar to fullerenes! whose surface consist
of pentagons and hexagons. The ideas presented above
with Ref. 7, according to which amorphous and bloc
structured particles are formed on the cathode as a resu
cooling of the fused carbon nanocrystals. The solid caps
are most likely multishell nanotubes with closed ends. T
spherical clusters and solid capsules serve as the main m
rial for the formation of 0.15–0.45mm aggregates. In the
process of formation of a carbon deposit, aggregates f
macroscopic cloud-shaped formations;1 mm in size, which

FIG. 1. Internal friction~a! and Young’s modulus~b! versus temperature fo
carbon deposits obtained in argon~1! and helium~2!. 3—For single-crystal
graphite.
is
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in turn form a;40 mm structure reminiscent of a head o
cauliflower. The process leading to the formation of t
structure of the carbon deposit can be represented qua
tively as follows. Small fractal aggregates form from th
carbon clusters produced in the electric plasma. These fra
aggregates then stick together by the mechanism of d
particle formation,8 just as in a self-organizing system with
high rate of dissipation of energy.

The density of the carbon deposits equals 59–61% of
density of the single-crystal graphite, while the microha

FIG. 2. Surface structure of carbon deposits obtained in a helium at
sphere. a—31700, b—310800, c—37800, d—31420.
TABLE I. Some physical properties of carbon deposits obtained in an atmosphere of argon and helium and of single-crystal graphite at 300 K.

Material E310210, N/m2 Q213103 Hv , GPa r r , V•m r, g/cm3

Carbon deposit~argon! 1.625 10.88 5.95 (1.7424.17)31024 1.32
Carbon deposit~helium! 1.924 5.44 6.87 (1.3622.00)31024 1.36
Single-crystal graphite 0.43 8.09 0.05 2.6331025 2.23
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ness is 120–130 times higher than that of single-cry
graphite. These data show that the structure of a carbon
posit consists of a quite rigid framework with a substan
volume of porosity. This is demonstrated by the extend
surface of a chip of the carbon deposit~Fig. 2d!.

To calculate the fractal dimension of the carbon depo
we shall use a model of fractal aggregates consisting of c
ters with radiusr 0 and the graphite densityr0 .9 The number
of clusters in a fractal aggregate whose radius satisfieR
@r 0 is determined as

N~r !5~R/r 0!D, 1,D,3, ~2!

whereD is the fractal dimension. From Eq.~2! follows an
expression for the density of the substance in a spher
radiusR

r5r0~r 0 /R!32D, ~3!

where r is the density of the carbon deposit. For carb
deposits obtained in argon and helium the density equ
respectively, 1.32 and 1.36 g/cm3, R equals 4.531025 and
1.531025 cm, r052.23 g/cm3, and r 05431027 cm. We
obtainD52.89 and 2.86, respectively.
al
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ts
s-
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ls,

In summary, the properties of carbon deposits are sim
to those of SiO2 aerogels, whose fractal nature is we
known.9 As a result of their high porosity carbon depos
can be recommended for use as adsorbents and therma
sulators.
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