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The EPR of paramagnetic impurities Gd31 and Mn21 was studied in nonmagnetic Kondo system
La12xCexCu6 containing in the 1.6–200 K range. The exchange interaction parameters of
gadolinium and manganese ions with conduction electrons, of cerium ions with conduction
electrons and with one another, the Kondo temperature of cerium ions, and the temperature
behavior of cerium-ion spin-fluctuation rate have been determined. A pseudogap in the density of
states at the Fermi level has been detected in the CeCu6 regular system, which is apparently
due tos-f hybridization. This pseudogap can be destroyed by introducing an aluminum impurity,
which induces strong conduction-electron scattering. It was also found that RKKY interaction
among manganese ions in CeCu62yMny is considerably stronger than it is in LaCu62yMny , which
implies enhancement of nonlocal spin susceptibility due to anf band contribution to
conduction-electron states. ©1998 American Institute of Physics.@S1063-7834~98!00104-X#
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In the early stages of investigation of concentra
Kondo systems it was believed that the formation of a hea
fermion band is a result of Kondo centers having trans
tional symmetry, while RKKY-type exchange interactio
betweenf electrons interfere with it by depressing Kond
fluctuations. Recent theoretical studies~c.f., Ref. 1! and the
existence of heavy-fermion systems with a magnetic gro
state show, however, that this concept is only a crude s
plification, and that exchange interaction among Kondo io
apparently plays an active part in the formation of hea
fermion liquid. In view of these ideas, the traditional cond
tion TRKKY!TK for the existence of a nonmagnetic Kond
lattice appears too stringent. It would be useful, therefore
know the scale of the RKKY exchange, in order to be able
compare it with Kondo energy.

EPR is a particularly convenient method to study e
change interaction parameters. Kondo fluctuations make
rect observation of the EPR signal produced by spins
Kondo centers impossible because of the large resona
line width. Therefore as a spin probe one conventionally u
a small amount of a dopant having a localized magnetic m
ment ~gadolinium, manganese!. The spin of the probe inter
acts with the surrounding electrons. The effect of this c
pling on the EPR resonant-absorption line provid
information on the density of states in the conduction ba
and cerium-ion spin fluctuation rate and permits one to e
mate the parameters of various exchange interactions.
method was used, in particular, to study such compound
Y12x2yCexGdyAl2 ~Ref. 2!, Ce12yGdyCu2Si2, Ce12yGdyAl3

~Ref. 3!, and La12x2yCexGdyInCu2 ~Ref. 4!.
This work makes use of EPR to study the Kondo syst
5431063-7834/98/40(4)/6/$15.00
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La12xCexCu6, containing a small amount~of the order of
one per cent! of gadolinium and manganese as a spin pro

1. EXPERIMENT

Polycrystalline samples of La12yGdyCu6, Ce12yGdyCu6

(y50.02; 0.05!; La12xCexCu62yMny (x50; 0.005; 0.02; 1;
y50.02; 0.05; 0.14!; and CeCu62y2zMnyAl z (y50.02; z
50.02; 0.1! were prepared in an induction furnace in a pu
helium ambient. The purity of the starting components w
99.90 wt. %. The crucibles were made of molybdenum.
ray diffraction showed all samples to be single phase
have orthorhombic structure5 with lattice constantsa58.11
Å, b55.10 Å, andc510.17 Å. The volume per lattice sit
wasv0515.02 Å3. Small concentrations of gadolinium an
manganese served as probes. EPR measurements wer
formed with a B-ER 418S radiospectrometer at a freque
of 9400 MHz within the 1.6–200 K temperature rang
Samples doped both with gadolinium and manganese ex
ited a single EPR line. The EPR line had an asymme
shape typical of bulk metals and represented a sum
equally weighted dispersion and absorption Lorentziansx8
1x9). The signal/noise ratio was not less than 100.

Figure 1 presents the temperature dependence of the
dolinium EPR linewidth DH(T) for La12yGdyCu6 and
Ce12yGdyCu6 with y50.02. La0.98Gd0.02Cu6 exhibits a lin-
ear relation typical of normal metals. When all La31 ions are
replaced by Ce31, the Gd31 EPR linewidth increases, th
DH(T) relation becomes nonlinear, and its initial slop
d(DH)/dT increases.
© 1998 American Institute of Physics
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Shown in Fig. 2 is the temperature dependence of
Gd31 EPR g factor for the above compounds. The error
measuring the position of the resonance line is determine
its width. In connection with this, the observed large widt
of the resonance line, which grow as lanthanum ions
replaced by cerium ions, result in considerable errors in
terminingg. Nevertheless, the experimental data displayed
Fig. 2 permit a conclusion that the Gd31 EPR g factor for
La12yGdyCu6 is constant within the temperature range stu
ied and is 1.9760.02. With all La31 ions substituted for by
Ce31 ions, theg factor depends in a complicated way o
temperature; indeed, its initial increase is followed by sub
quent~for T,4 K! decrease. This behavior~for T,4 K! is
due to the low-temperature ordering of gadolinium ion spi
In our subsequent interpretation of the experimental res
we are going to limit ourselves to the temperature reg
T.4 K, where the effect of ordering on Gd31 EPR is insig-
nificant compared to other mechanisms considered in
work.

Figure 3 presents the temperature behavior of man
nese EPR linewidth for La12xCexCu62yMny . For x50, as
well as for low cerium contents (x50.02), one observes

FIG. 1. Temperature dependence of Gd31 EPR linewidth in ~1!
La12yGdyCu6 and ~2! Ce12yGdyCu6 for y50.02.

FIG. 2. Temperature dependence of Gd31 EPRg factor in~1! La12yGdyCu6

and ~2! Ce12yGdyCu6 for y50.02.
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linear DH(T) relation, as for Gd31 EPR in La12yGdyCu6.
The high-temperature slope of this relation decreases c
tinually with increasing manganese content and increa
when cerium is injected into the sample. At low tempe
tures,DH of the Mn21 line passes through a minimum. Fo
x>0.1, the EPR signal broadens considerably, to beco
unobservable in the temperature region chosen. At h
(0.8<x<1) cerium contents, however, the Mn21 EPR sig-
nal is narrow and strong. The position and width of t
Mn21 EPR line practically did not change withx in this
cerium concentration range at any fixed temperature.
high x, the temperature dependence of linewidth coincid
qualitatively with the behavior ofDH(T) observed at low
cerium contents, but its high-temperature slope,d(DH)/dT
56 Oe/K fory50.02, in CeCu6 is substantially smaller than
that for LaCu6 ('40 Oe/K!. It decreases weakly with in
creasing Mn content.

Figure 4 presents the temperature dependence of

FIG. 3. Temperature dependence of Mn21 EPR linewidth in
La12xCexCu62yMny for x50 and~1! y50.02,~2! y50.05,~3! y50.14;~4!
x50.005,y50.14; ~5! x50.02,y50.14; and forx51 and~6! y50.02,~7!
y50.05, ~8! y50.14.

FIG. 4. Temperature dependence of Mn21 EPR g factor in
La12xCexCu62yMny for x50 and ~1! y50.02, ~2! y50.05; and forx51
and ~3! y50.02, ~4! y50.05, ~5! y50.14.
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Mn21 EPRg factor in La12xCexCu62yMny . For low cerium
contents (x<0.02), g does not depend on temperature a
concentrationsx and y within experimental error, and is
1.9260.03. At x51, in the low-temperature domain, th
Mn21 EPR line broadens considerably, and itsg factor in-
creases relative to its value for smallx ~see Fig. 4!. The
DH(T) relation for CeCu62yMny reaches here a minimum
~Fig. 3!, with the minimum in the Mn21 EPR linewidth for
CeCu6 lying at substantially higher temperatures (uCe'60 K
for y50.05) than that for LaCu62yMny (uLa'10 K!.

Figure 5 shows the temperature dependence of the M21

EPR linewidthDH(T) for CeCu62y2zMnyAl z (z<0.1). The
high-temperature sloped@DH(T)#/dT grows continually
with increasing substitution of aluminum ionsz for copper
@d(DH)/dT56 Oe/K for z50 but 23 Oe/K forz50.1#.

The temperature dependence of the Mn21 EPRg factor
for this compound is shown in Fig. 6. Doping CeCu62yMny

with a small amount of Al does not affect qualitatively th
behavior ofg, but the temperatures (u'20 K for z50.1,

FIG. 5. Temperature dependence of Mn21 EPR linewidth in
La12xCexCu62yMny for ~1! x50, y50.02; ~2! x51, y50.02, and in
CeCu62y2zMnyAl z for y50.02 and~3! z50.02, ~4! z50.1.

FIG. 6. Temperature dependence of Mn21 EPR g factor in
La12xCexCu62yMny for ~1! x50, y50.02; ~2! x51, y50.02, and in
CeCu62y2zMnyAl z for y50.02 and~3! z50.02 and~4! z50.1.
y50.02) at which it is observed to shift relative to its valu
for LaCu62yMny are lower than those for CeCu62yMny (u
'40 K for y50.02).

2. DISCUSSION OF RESULTS

The Gd31 EPR results for La12yGdyCu6 and
Ce12yGdyCu6 are qualitatively similar to those obtained fo
Gd31 in the systems Y12x2yCexGdyAl2 ~Ref. 2!,
Ce12yGdyCu2Si2 and Ce12yGdyAl3 ~Ref. 3!, and
La12x2yCexGdyInCu2 ~Ref. 4! and can be interpreted within
the same concepts. In La12yGdyCu6, where no Kondo impu-
rities are present, the temperature dependence of the
linewidth ~Fig. 1! is described by the relation typical of no
mal metals

DH5a1bT. ~1!

The constant contributiona'600 Oe is determined by fine
structure effects and dipole-dipole interactions between
dolinium ions. The part of the linewidth which depends li
early on temperature originates from exchange interactio
the gadolinium ion spin with thermal fluctuations in th
conduction-electron spin density~Korringa relaxation!. The
expression for the temperature slopeb depends on how close
the system is to the electron bottleneck regime6. This regime
comes into play when the rate of spin-lattice relaxation
conduction electronsdeL is small compared to that of Over
hauser relaxationdeGd;y caused by their backscatterin
from gadolinium spins. In this case the Korringa relaxati
does not fully manifest itself, and constantb starts to depend
on the relative magnitude of the Overhauser and spin-lat
relaxation of conduction electrons.

We established that the high-temperature slo
d(DH)/dT practically does not change with increasing g
dolinium concentration~up to y50.05) in La12yGdyCu6.
This warrants a conclusion that the La12yGdyCu6 system
~with y50.02) is far from the electron bottleneck point, an
that the temperature dependence of the linewidth is de
mined solely by the Korringa relaxation of gadolinium ion
Presenting the Hamiltonian ofs-f exchange interaction o
the conduction-electron spinSe with the impurity momentJ
in the form

Hs f52GGd
s f JGdSe , ~2!

we shall have for the constantb

b5b05pkb$GGd
s f N~«F!%2/gGdmB . ~3!

Here GGd
s f is the integral describing exchange interaction

the conduction-electron spin with the impurity momen
N(«F) is the density of states of conduction electrons p
atom and per spin direction. The experimental valueb57
62 Oe/K permits us to find the productuGGd

s f N(«F)u
50.01760.004. The sign of the exchange integral can
determined from the Knight electronic shift

DgN5GGd
s f N~«F!. ~4!

The large error of resonance-line position measurement d
not permit one to determine with a high accuracy the ga
linium EPRg factor. At any rate the shift ofg relative to the
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value g052.00 ~the dashed line in Fig. 2! characteristic of
the free gadolinium ion is negative,Dgexp520.0360.02. It
thus follows that the exchange integral for gadolinium has
antiferromagnetic character:GGd

s f ,0. The experimental value
of the conduction-band density of states at the Fermi leve
LaCu6 derived7 from electronic heat capacity measureme
is N(«F)50.24 ~eV•spin•atom!21. Knowing the value of
GGd

s f N(«F), we come toGGd
s f '20.07 eV.

The main source of Gd31 EPR line broadening in the
Ce12yGdyCu6 Kondo system compared to the La12yGdyCu6

matrix is the indirect exchange interaction of Ce and Gd io
mediated by conduction electrons

HCe-Gd
ex 52(

j
G i j

exJGd
i JCe. ~5!

In the RKKY model the exchange integral can be written

G i j
ex5GCe-Gd

0 v0cos~2kFr i j !/r i j
3 , ~6!

wherev0 is the volume per lattice site,kF is the Fermi mo-
mentum, and the constant

GCe-Gd
0 5GCe

s f GGd
s f N~«F!/8p. ~7!

The contribution of interaction~5! to gadolinium EPR
linewidth comes from relaxation of the Gd31 moment by
spin fluctuations of the Ce ion. It can be written2

DH f l5ATxCe~G7
~1!!t, ~8!

where

A52kB~gCe21!2 (
j

~G i j
ex!2/gGdgCe

2 mB
3\,

and xCe(G7
(1)) is the static magnetic susceptibility of th

cerium-ion ground state in the crystal field, which is a dou
degenerate Kramers levelG7

(1) . The quantityt in Eq. ~8! is
the spin-fluctuation time of the cerium Kondo impurity. Th
dependence of theDH f l contribution on temperature is de
termined by the temperature behavior ofxCe(G7

(1)) and of the
t(T) parameter of interest to us.

Besides the broadening of the Gd31 EPR line, interac-
tion ~5! brings about its shift. This is due to the appearance
an external field of a nonzero polarization of cerium m
ments^JCe

z &, which is proportional to the magnetic suscep
bility of cerium and creates a static exchange field at
gadolinium ion occupying thei th site on the cerium sublat
tice:

Hi52^JCe
z &(

j
G i j

ex/2mB . ~9!

Since in the regular CeCu6 system any two sites on the ce
rium sublattice are equivalent, the resonance-frequency
associated with~8! does not have spatial dispersion an
while not producing additional inhomogeneous broaden
of the Gd31 EPR line of the type discussed in Ref. 8, shi
the g factor with respect to its value for La12yGdyCu6 ~Ref.
2!:

Dg5xCe(
j

G i j
ex/gCe

2 mB
2 . ~10!
n

in
s

s

y

n
-

e

ift
,
g

The shiftDg is proportional to the static magnetic suscep
bility xCe(T) of the cerium ion in CeCu6.

We thus obtain the following final equation for the tem
perature dependence of the Gd31 EPR linewidth in
Ce12yGdyCu6:

DH~T!5a1b0T1DH f l~T!, ~11!

where the quantitiesb0 andDH f l(T) are defined by Eqs.~3!
and ~8!, respectively. This equation can be used to estim
the spin fluctuation timet of the cerium ion.

The temperature dependence of the static magnetic
ceptibility of cerium ions, xCe(T), was found
experimentally5 as the difference between the magnetic s
ceptibilities of CeCu6 and of the matrix LaCu6. It was domi-
nated by Stark splitting of theJ55/2 state of the cerium ion
in the orthorhombic crystal field into three doubletsG7

(1,2,3)

@the excited doubletsG7
(2) and G7

(3) are separated from th
ground-state doubletG7

(1) by energy gapsD (1,2)'60 K and
D (1,3)'120 K, respectively~Ref. 5!#, as well as by Kondo
screening of the cerium ion spins. ForT<100 K, the tem-
perature behavior of cerium-ion susceptibility is fitted w
by the relation

xCe~T!5C/~T1u!, ~12!

where C50.7760.02 CGSM units•K/mole Ce, andu510
61 K.

The static magnetic susceptibility of the cerium-io
ground stateG7

(1) entering Eq.~8! is given by the expression

xCe~G7
~1!!5C~1!/~T1u~1!!. ~13!

For temperatures (T<10 K! substantially lower than the
energy gapD (1,2)'60 K, the susceptibility of the cerium ion
is dominated by the Kramers doubletG7

(1) . Therefore, in this
temperature domainxCe'xCe(G7

(1)). Accepting this assump
tion, a comparison of Eq.~13! with xCe(T) measurements5

yields C(1)50.7760.02 CGSM units•K/mole Ce, andu (1)

51061 K.
The unknown in Eq.~11! is the parameter( j (G i j

ex)2,
which is proportional to the square of the exchange integ
GCe

s f of the cerium moment with the conduction-electron sp
We shall estimate it later using Mn21 EPR data obtained fo
the La12xCexCu62yMny system. After this, having made a
estimate of the above lattice sum, we will be able to det
mine from Eq. ~11! the Ce31 spin fluctuation rate in
Ce12yGdyCu6.

Let us turn now to Mn21 EPR data for the
La12xCexCu62yMny system ~Fig. 3!. The increase of the
high- temperature slopeb5d(DH)/dT with decreasing
manganese impurity-probe content and increasing cer
contentx, which acts as conduction-electron scatterer, in
cates that the system is in the electron-bottleneck regime
this case6

b21~x,y!5b0
21S deMn

deL1deCe
11D , ~14!

wheredeL is the spin-lattice relaxation rate for conductio
electrons, anddeMn anddeCe are the Overhauser spin relax
ation rates of conduction electrons caused by their scatte
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from magnetic moments of the Mn and Ce impurity ion
respectively. The Overhauser relaxation of conducti
electron spins by typei magnetic impurities~Mn, Ce! in the
La12xCexCu62yMny system can be written6

dei5
2p

21\
~G i

s f!2N~«F!Ji~Ji11!ci , ~15!

where ci is the magnetic impurity concentration (cCe

5x,cMn5y), andJi is the total moment of the given impu
rity.

For x50, spin-lattice relaxation of conduction electro
by their spin scattering from cerium ions does not exist
La12xCexCu62yMny , i.e., deCe50. As the concentration o
Mn21 ions increases, the rate of the reverse relaxation
conduction-electron spins by the ion moments increa
deMn;y, and thereforeb(0,y), according to Eq.~14!, de-
creases continually. The experimental values of the hi
temperature sloped(DH)/dT5b of the Mn21 EPR line-
width in La12xGdxCu62yMny can be fitted by the following
relation as a function of manganese concentration:

b21~0,y!50.012~K/Oe!10.67y~K/Oe!. ~16!

A comparison of this relation with Eq.~14! yields b0580
Oe/K. Recalling Eqs.~3! and ~15!, we come touGMn

s f u50.24
eV, deMn(y)50.5531014y s21, deL51.031012 s21.

Adding a small concentration of cerium into the samp
increases the spin-lattice relaxation rate of conduction e
trons through the appearance of an additional channel
their spin relaxation with a ratedeCe;x. This results, for a
given manganese concentrationy0, in a continuous increas
of b(x,y0) with cerium contentx in the system. The experi
mental values of the high-temperature slopesb(x,0.14) for
La12xCexCu62yMny (y050.14), as a function of cerium
concentration (x<0.05), fit onto the relation

b/~b02b!50.13123.1x. ~17!

Equation ~14! yields now deCe(x)51.7931014x s21,
whence, using Eq.~15!, one comes touGCe

s f u50.4 eV. When
operating in the electron-bottleneck conditions, the shift
the Mn21 EPR g factor relative to its magnitude for a fre
manganese ion,g052.00, also depends on the ratio of th
Overhauser and spin-lattice relaxation rates6:

Dg5S deMn

deL1deCe
11D 2

DgN . ~18!

Since the experimental value of thisg shift is negative,
Dgexp520.0860.03, we haveDgN,0. Recalling Eq.~4!,
we come to a conclusion that the exchange integral for m
ganese has an antiferromagnetic character:GMn

s f ,0.
For x>0.1, no Mn21 EPR signal is observed in

La12xCexCu62yMny , because suppression by Ce31 ions of
the electron bottleneck broadens considerably the EPR
width. Therefore observation of a narrow Mn21 EPR signal
in the regular CeCu62yMny system~Fig. 3! was quite unex-
pected. The linewidth and its high-temperature slo
d(DH)/dT ('6 Oe/K fory50.02) are substantially smalle
than those for LaCu62yMny ('40 Oe/K!. Such a decrease i
slope b5d(DH)/dT was observed9,10 to occur in regular
mixed-valence Ce systems Ce12xLaxOs2 and Ce12xLaxPd3.
,
-
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-

c-
or
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n-

e-

e

It was attributed9,10 to the existence of a pseudogap in t
density of states of conduction electrons at the Fermi le
Our Mn21 EPR data suggest the existence of a sim
pseudogap, possibly of hybridization origin, at lattice si
occupied by manganese ions. It is known that Al31 ions
destroy the Kondo lattice coherence and, therefore, t
should destroy this pseudogap. Indeed, doping
Ce12yGdyCu6 system lightly with aluminum increases th
high-temperature slopeb;N(«F) (b523 Oe/K for
z50.1,y50.02 in CeCu62y2zMnyAl z ~Fig. 5!.

The main result of our Mn21 EPR measurements o
CeCu62yMny is that the broadening and shift of the magne
resonance line indicating magnetic ordering of Mn21 mo-
ments in this compound are observed at a substant
higher temperature (uCe'60 K for y50.05) than those in
LaCu62yMny @uLa'10 K ~see Figs. 3 and 4!#. The small
residual width and high magnetic ordering temperature im
enhanced RKKY interaction between Mn21 moments in
CeCu62yMny compared to LaCu62yMny . This enhancemen
of nonlocal spin susceptibility of conduction electrons is a
parently a consequence of the fine structure in conduct
band density of states at Fermi level originating froms-f
hybridization.

The disappearance of the gap in the conduction-b
density of states at the Fermi level observed when alumin
is injected into CeCu62yMny results in a weakening o
RKKY exchange between manganese ions. This manif
itself in a shift of the magnetic ordering point of Mn21 mo-
ments in CeCu62y2zMnyAl z (u'20 K for y50.02,
z50.02) compared to CeCu62yMny (u'40 K for y50.02)
~see Figs. 5 and 6!.

Let us estimate now the spin fluctuation time of t
Ce31 ion in Ce12yGdyCu6, for which purpose Eq.~11! can
be used. The unknown in this equation is the parame
( j (G i j

ex)2. On having estimated in Eq.~6! the Fermi momen-
tum kF in the free-electron approximation and calculated
corresponding lattice sums, we recall Eq.~7! and our previ-
ous estimates ofuGCe

s f u and uGGd
s f u to obtain finally

U(
j

G i j
exU5uGCe-Gd

0 uU(
j

v0cos~2kFr i j !/r i j
3U'0.37K,

~19!

(
j

~G i j
ex!25~GCe-Gd

0 !2U(
j

v0
2cos2~2kFr i j !/r i j

6U'0.9K2.

~20!

Since the experimental values of the Gd31 EPRg factor shift
Dg(T) in Ce12yGdyCu6 with respect to its value for
La12yGdyCu6 are positive~see Fig. 2!, we obtain from Eq.
~10! ( jG i j

ex.0. The exchange integraluGGd-Ce
0 u'0.4 K.

The temperature dependence of the Gd31 EPRg factor
obtained with the lattice sum estimated using Eq.~10!,
( jG i j

ex.0, and with experimental5 values of the susceptibil
ity xCe(T) @see Eq.~12!#, is shown by a solid line in Fig. 2
This temperature dependence does not disagree with the
responding experimental values of the Gd31 EPR g factor
for Ce12yGdyCu6.

Although estimation of the parameter( j (G i j
ex)2 within

the free-electron approximation has led us to results wh
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agree semiquantitatively with experiment, the procedure
ployed to find this parameter cannot be considered satis
tory. Indeed, the fact that( jcos(2kFrij)/rij

3,0 implies that
GCe-Gd

0 ,0 @see Eq.~6!#, and, sinceGGd
s f ,0, Eq. ~7! yields

GCe
s f .0. This result, however, is obviously at odds with t

existence of the Kondo effect in the Ce12yGdyCu6 system, in
other words, the exchange integral should have negative
~antiferromagnetic interaction of cerium spins with condu
tion electrons!.

The reason for this contradiction lies in the strongly o
cillating character of the function cos(2kFrij)/rij

3 , as a result
of which the estimate of the lattice sum should be very s
sitive to the true form of the Ce12yGdyCu6 band structure, in
particular, to the magnitude and anisotropy ofkF . Therefore
the agreement with experiment obtained in terms of suc
simple theory is to a certain extent accidental@although in
order of magnitude the sum( j (G i j

ex)2 has certainly been es
timated correctly#, and the constants determined in this a
proach should be considered as parameters estimated em
cally.

Having the values of the constants we need, the s
fluctuation rate can now be determined. Taking the exp
mental values of the Gd31 EPR linewidth for Ce12yGdyCu6

and of susceptibilityxCe(T) for CeCu6 ~Ref. 5!, we can use
Eqs.~8!, ~11!, and~13! to find the temperature dependence
the effective cerium-ion spin fluctuation ratet21 for the
regular system Ce12yGdyCu6. Figure 7 presents the effectiv
rate of cerium-ion spin fluctuations measured in units of te
perature. The slight growth oft21(T) in the high-
temperature domain is due to the Korringa relaxation of lo
moments by thermal fluctuations of the conduction-elect

FIG. 7. Temperature dependence of cerium-ion spin fluctuation rat
Ce12yGdyCu6 for y50.02.
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spin density. As the temperature decreases,t21(T) saturates
because of the quantum Kondo fluctuations and tends to
creasing with temperature approaching zero. The minim
value of the fluctuation rate,t21'13 K, may serve as an
estimate of the cerium-ion Kondo temperature in t
Ce12yGdyCu6 alloy.

The temperature dependence of the Ce31 spin-
fluctuation rate calculated by us agrees witht21(T)
obtained11 by NMR. In absolute magnitude, however, o
values are smaller by at least a factor of 20. While the rea
for this disagreement is unclear, it could be pointed out t
our estimates of the fluctuation rate are substantially close
the acceptable value5 of the Kondo energyTK'3 K in
CeCu6.

Our estimates of the exchange integrals can be use
extract information on the RKKY interaction constant b
tween the moments of nearest-neighbor Ce31 ions in the
CeCu6 Kondo system:GCe-Ce

ex 5GGd-Ce
ex (GCe

s f /GGd
s f )'22.3 K.

The sign of this constant corresponds to the antiferrom
netic coupling between Ce31 moments.

To conclude, our EPR study of the nonmagnetic Kon
system La12yCeyCu6 containing paramagnetic impuritie
Gd31 and Mn21 has yielded the exchange interaction para
eters of gadolinium and manganese ions with conduc
electrons and with one another, the Kondo temperature
cerium ions, and the temperature behavior of the cerium-
spin fluctuation rate. A pseudogap in the density of state
the Fermi level has been found in the regular system CeC6,
which is apparently due tos-f hybridization.
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The empirical relationup
6/I p5aK ~whereup is the limiting angle of the parabolic component in

the angular distributions of annihilation photons in metals,I p is the integrated contribution
of this component,K51, 2, 3, . . . is an integer, anda is a constant independent of the type of
metal! observed earlier has been tested on magnesium, aluminum, copper, zinc, lead, and
bismuth samples. The validity of this relation has been substantiated. The value of the
dimensionless constanta has been determined and was found to coincide within
experimental error with the result obtained in previous measurements. It is shown that the value
of K for the same metal but for different samples may be different. It is conjectured that
this may be due to different defect concentrations in samples. ©1998 American Institute of
Physics.@S1063-7834~98!00204-4#
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Positron annihilation is presently enjoying wide use d
to the simplicity of interpreting of the information it pro
vides. For example, by measuring the angular distributi
of annihilation photons one can determine the momen
distribution of electrons in a solid.1,2 If the experiment is
capable of detecting photons in parallel-slit geometry,
momentum density of electronsne is related to the angula
distribution of annihilation photonsf (u) in the substance
under study through

f ~u!5AuE
pz2

1
2 Dpz

pz1
1
2 DpzdpzE

2Dpy

1Dpy
dpyE

2`

1`

ne~px ,py ,pz!dpx ,

~1!

where Au is a normalization constant,Dpy and Dpz , the
instrumental resolutions in electron momentum projectio
py andpz , satisfy the conditions

Dpy..2pmax, Dpz,,pmax,

pmax is the maximum electron momentum in the substanceu
is the deviation of the annihilation photon escape angle fr
180°

pz5umc,

m is the effective electron mass in the substance, andc is the
velocity of light. Therefore the electron momentum dens
in an isotropic substance (z component! can be extracted
from experimental data on the angular distributions of an
hilation photons

ne~pz!5
Au

u

d f~u!

du
. ~2!
5491063-7834/98/40(4)/3/$15.00
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This can be illustrated most conveniently by consider
positron annihilation in polycrystalline metals, where any a
isotropy in electron distribution is absent~averaged out!.

Electrons in metals3 can be divided into two groups, viz
conduction~free! and core~bound! electrons.3 Conduction
electrons have the following momentum distribution

ne~p!5FexpS p2/2m2«F

kBT D11G21

, ~3!

where«F is the Fermi energy,kB is the Boltzmann constant
andT is absolute temperature. At low temperatures this d
tribution is close in shape to rectangular. Therefore the
gular distribution of annihilation photonsf (u) should con-
tain a parabolic component

f p~u!5H ~3I p/4up
3!~up

22u2!, for uuu<up

0, for uuu.up
. ~4!

This is actually seen in the distributions obtained for all m
als, even at room temperature. Figure 1 presents angular
tributions of annihilation photons for some polycrystallin
metals studied in this work. The dependence left after s
traction of the parabola,f g(u), is usually fitted quite well by
a Gaussian

f g~u!5~ I g /A2pug!exp~2u2/2ug
2!. ~5!

Therefore the angular distributions of annihilation photons
polycrystalline and amorphous metals are described b
sum of a parabola and a Gaussian

f ~u!5 f p~u!1 f g~u!.

Due to normalization
© 1998 American Institute of Physics
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E
2p/2

p/2

f ~u!du51

the condition

I p1I g51 ,

relating the relative contributions of the parabolic and Gau
ian components is met.

Using the parameterup derived from experiment, one
can obtain the Fermi momentum for a given metal,pF

5upmc, the Fermi energy

«F5up
2 mc2

2
, ~6!

FIG. 1. Angular distributions of annihilation photons in samples of~a! mag-
nesium,~b! aluminum,~c! copper, and~d! indium. The dashed lines show
their deconvolution into a parabolic~1! and a Gaussian~2! component. The
solid line is a sum of these components.
s-

and the specific number of free electrons~number of conduc-
tion electrons per metal atom!

Zc5
8p

3 S mc

h D 3 A

rNA
up

3 . ~7!

HereNA is Avogadro’s number,A is the mass number,r is
the density of the substance, andh is Planck’s constant.

It should be pointed out that the specific number of co
duction electrons, according to current concepts, is de
mined by the number of the group of the periodic table, a
the Fermi energy is a constant of a substance

«F5
h2

8mS 3

p

NA

A
rZcD 2/3

. ~8!

Experiments showed, however, that the Fermi energy fo
from experiment differs strongly from its theoretical valu
~8!. Besides, the specific number of conduction electro
varies from sample to sample. This is usually attributed
the fact that part of electrons~and positrons! are captured by
defects in metals and, thus, do not contribute to the ang
distributions of annihilation photons. This explanation a
pears reasonable and does not evoke any objections. Ta
contains the values ofZc and«F for the metals studied in this
work.

TABLE I. Specific number of free electronsZc and Fermi energies«F of the
metals studied.

Theory Experiment

Metal Zc eF , eV Zc6DZc eF6DeF , eV

Mg 2 7.12 2.10760.012 7.3760.03

Al 3 11.66
3.1060.02
2.9860.02~Ref. 4!

11.9260.05
11.6060.05~Ref. 4!

Cu 1 7.01
1.0160.03
1.2060.02~Ref. 4!

7.0460.12
8.9260.12~Ref. 4!

Zn 2 9.40 1.7660.02 8.6260.08
In 3 8.62 2.4560.04 7.5360.07
Sn 4 10.22 3.5660.06 9.4460.11
Pb 4 9.45 2.7760.07 7.4060.13
Bi 5 9.89 4.1860.07 8.7760.09
etals
TABLE II. Parameters of deconvolution of the annihilation-photon angular distributions of the studied m
into a parabolic and a Gaussian component.

Parabola Gaussian

Metal up , mrad l p , % ug , mrad I g , %

Mg 5.37060.010 71.760.5 4.6360.05 28.060.5

Al
6.83060.015
6.73860.015~Ref. 4!

62.961.3
85.160.6~Ref. 4!

4.3660.05
6.460.4~Ref. 4!

36.661.3
14.962.4~Ref. 4!

Cu
5.2560.04
5.56660.025~Ref. 4!

22.060.8
38.460.9~Ref. 4!

5.3660.04
6.3160.16~Ref. 4!

77.260.8
5965~Ref. 4!

Zn 5.8160.03 34.061.3 4.6460.04 65.761.3
In 5.4360.03 34.760.9 4.4360.03 65.060.9
Sn 6.0860.03 53.662.1 4.7760.11 45.862.0
Pb 5.3860.05 25.261.4 4.2360.04 74.661.4
Bi 5.8660.03 38.361.8 4.3360.05 61.161.8
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A recent study4 revealed a new feature in positron ann
hilation in polycrystalline metals. Namely, the parameters
the parabolic component derived from experiment can
combined into a quantizable relation

up
6

I p
5aK, ~9!

where K51, 2, 3, . . . are integers, anda is a parameter
which does not depend on the type of metal. It w
conjectured4 that it is the quantityK rather thanZc that gov-
erns the specific number of free electrons in a metal. T
work is an attempt to check relation~9! on another setup an
with other metal samples.

The angular distributions of annihilation photons we
measured on a setup at the ITEP which detects annihila
photons in parallel-slit geometry. The setup was upgrade
computerize experiments and to provide counting the outp
of both detectors simultaneously with the coincidence ra2,
which permits one to introduce corrections into the angu
distributions for photon absorption in the sample und
study. The positron source was the isotope22Na with an
activity of 100 mCi. The coincidence rate at the maximu
was;20000. The;10320310-mm samples were cut from
metal blocks and were not processed in any way. We ch
for the study Mg, Al, Cu, Zn, In, Sn, Pb, and Bi. Two meta
from this list ~Al and Cu! were studied in Ref. 4, but with
other samples.

Figure 1 shows angular distributions of annihilation ph
tons measured in magnesium, aluminum, copper, and
dium, and their deconvolution into a parabolic and a Gau
ian component~dashed lines!. The solid line is a sum of
these components. It is seen to fit well to the experime

FIG. 2. Plot of Eq. ~9!. The straight line was drawn witha53.3310214.
The experimental points forK53 are shifted for convenience from the
true positions.

FIG. 3. The values of parametera for differentK. The experimental points
for K53 are shifted for convenience from their true positions. The solid l
corresponds to the average value, and the dashed lines flank the error
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Table II lists the parameters of this deconvolution, as well
data taken from Ref. 4 for aluminum and copper. Note t
the values ofup , I p , ug , and I g obtained in this work and
taken from Ref. 4 differ substantially both for aluminum an
for copper. Since these two studies dealt with differe
samples of the metals, these differences can be attribute
different amounts of defects in the samples.

The data of Table II were used to check the validity
relation ~9! ~see Fig. 2!. We see thatup

6/I p does indeed fit
well to a linear dependence onK. Figure 3 presents graphi
cally the dimensionless parametera from Eq. ~9!, which, as
in Ref. 4, does not depend on the choice of the metal.
average valuea5(3.360.2)310214 coincides, within two
measurement errors, with the valuea5(3.7460.05)
310214 obtained in Ref. 4.

Table III presents the values of parameterK @see Eq.~9!#
obtained in this work and the data of Ref. 4 for aluminu
and copper. We see that all values ofK are integers within
experimental error. It was also found that for five metals~Cu,
Zn, Sn, Pb, and Bi! out of eightK53. Note that the values o
Zc for these metals lie within 1–5~theory! and 1–4~experi-
ment!.

Note also the different values ofK for aluminum and
copper obtained on different samples and different setu
although they are integers in both cases. This suggests
while the value ofK may change with a change in properti
of a given metal sample~e.g., in defect concentration!, it
always remains an integer.

Thus the experiments discussed in this work support
validity of the empirical relation~9!. Its physical nature re-
mains, however, unclear. This stresses the need of contin
the investigation of positron annihilation in metals, includin
samples with defects of different nature and present in
ferent concentrations.

1Positrons in Solids, edited by P. Hautoja¨rvi ~Springer, Berlin, 1979!, 255
pp.

2Yu. A. Novikov, M. K. Filimonov, and V. P. Shantarovich, Prib. Tekh
Eksp. No.3, 43 ~1988!.

3S. V. Vonsovski� and M. I. Katsnel’son,Quantum Physics of Solids@in
Russian#, Nauka, Moscow,~1983!, 336 pp.

4Yu. A. Novikov, A. V. Rakov, and V. P. Shantarovich, Fiz. Tverd. Te
~St. Petersburg! 36, 1710~1994! @ Phys. Solid State36, 935 ~1994!#.

Translated by G. Skrebtsovits.

TABLE III. Values of parameterK for the metals studied.

K6DK

Metal This work Ref. 4.

Mg 1.0060.08
Al 4.860.4 2.9460.06
Cu 2.860.3 2.0660.08
Zn 3.460.3
In 2.260.2
Sn 2.860.3
Pb 2.960.3
Bi 3.260.3
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Enhancement of fluctuation effects in superconductors with singularities near the Fermi
surface. Paraconductivity
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It is shown that the existence of certain topological features on the equipotential surfaces of seed
charge carriers near the Fermi level in a superconductor can have an effect on the character
of the temperature anomalies in the fluctuation corrections. An expression is obtained for the
fluctuation correction to the conductivity in a superconductor model, in which high values
of the transition temperature are caused by an increase in the density of states of seed charge
carriers in the region near the Fermi surface, where the interaction constant is nonzero.
An anomaly in the density of states leads to nonanalyticity of the frequency dependence of the
Cooper-pair propagator and to alteration of the fluctuation relaxation time relative to the
classical value in the BCS theory. This situation is responsible for enhancement of the role of
fluctuations in raising the power of the singularity in the temperature corrections. Possible
interpretations of the experimental data available in the literature are discussed from this point
of view. © 1998 American Institute of Physics.@S1063-7834~98!00304-9#
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1. The significant role of fluctuation phenomena in u
derstanding the processes occurring in the new class o
perconductors known as high-Tc superconductors wa
pointed out already back in Ref. 1. The main contributions
the long-wavelength fluctuations near the transition temp
ture Tc are determined by the behavior of the vertex partG,
which describes pairs with small values of the frequencyV
and the wave vectork. In this region the spatial and tempor
parameters characterizing the fluctuations are the correla
lengthj and the relaxation timet. Their temperature depen
dence is specified by the quantitya(T)5G21(T, V50,
k50), andTc is determined by the conditiona(Tc)50. The
possible situations for the space-time evolution of fluct
tions depend on the form of the quasiparticle energy sp
trum, which is assigned by the poles ofG(V, k), and, in
particular, on whether the dependence onV andk is analytic
in the region where they are small. The typical situation
the BCS theory is analyticity with respect to bothV andk,
G21;a1dk21 ig0V, j5(d/a)1/2, t5g0 /a, and t
5(g0 /d)j2. In the general case the coefficients in such
asymptote are expressed in terms of the seed-particle Gre
function G215 iv1m2«k and the interactiong (v is the
frequency, which takes discrete values!.2–4 In the BCS
theory G can be calculated exactly,g05p/8T,4 and the as-
ymptote ofG is actually a Landau–Ginzburg expansion. A
for the classical result for the paraconductivitys, it depends
on the singularities ofj andt, as well as on the dimension
alitiesd53, 2, and 1 in a varying manner: all the results a
;t, but the power ofj depends ond: s;tj22d. The tem-
perature anomaly is characterized by the appearanc
integer powers of the ‘‘smallest’’ singularitya21/2. In this
context, the other fluctuation corrections also contain t
parameter, although they behave differently with respectt
and j. For example, in the low-temperature asymptotesLT
5521063-7834/98/40(4)/3/$15.00
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;t2j22d ~Ref. 5! the impurity corrections to the paracon
ductivity s imp;tj42d.6 The corrections to purely thermody
namic quantities, such as the static susceptibility and the
cific heat, do not containt in a lower order and are
proportional toj42d.1 The nonanalyticity ofG can be a con-
sequence of the specific form of both«k and g(k, k8), the
effects on ReG and ImG being different. We shall examine
the situation in which a topological feature of«k leads to a
singularity in the density of states, which primarily affec
the dynamic part ofG, while the static part remains analytic

2. The energy spectrum of the Cooper pairs in the n
mal phase nearTc is specified by the poles of the vertex pa
~relaxor! G52g/(11gP) with g.0,2 where

P~vn ,q!52T( E dkG~v,k!G~vn2v,q2k!

5E dk tanh~«k2m!/2T@ ivn2~«q2k2m!

2~«k2m!#21, vn52pnT. ~1!

The damping is given by the imaginary part of the retard
function P(V, q). If we are not interested in the dispersio
of the damping with respect toq, the main contribution to
the long-wavelength asymptote can be written simply as

ImP~V!52~ ip/2!tanh~V/4T!N~V/2!, ~2!

where N(j) is the density of states andj5«k2m. In this
limiting case the damping is proportional toN, and the
source of its nonanalyticity is the nonanalyticity ofN. The
real part of~1! is related toN in a more complicated manne
through integration, which preserves the analyticity with
spect to q. When N5const, we have the BCS resu
P5(2 ip/2)Ntanh(V/4T)'2 iN(p/8T)V.
© 1998 American Institute of Physics
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It is known that singularities can appear in the density
states for a definite topology of an isoenergy surface«k

5const. Some of them have been studied in detail and h
been the subject of a fairly large number of studies.7–9 For
example, the presence of flat or cylindrical areas points to
possibility of some of the charge carriers having one-
two-dimensional motion with root and logarithmic singula
ties, respectively. In the general case, the source of a si
larity can be a deviation from the quadratic dependence o«k

~‘‘nonparabolicity’’! in the vicinity of the Fermi energym
~or a deviation from the linear dependence with respect tk
relative toKF). We note that the saddle points contained
the cosine dispersion ford52 can also be attributed to vio
lation of the parabolicity, since the energy surface has r
of curvature with different signs. In accordance with scali
ideas, a generalization of the form of these singularities
described by expressions of the formN(j)5Ns(W/uju)s or
N(j)5NelnuW/ju,10,11 where 0,s,1, Ns and Ne are nor-
malization factors, andW has the meaning of the effectiv
width of the conduction band. After normalization to a who
number of states in the band,Ns5(12s)22sN0, and Ne

5 ln21(2e)N0, whereN051/Wv0 andv0 is the unit-cell vol-
ume of the crystal. The power of the density-of-states sin
larity s is related to the exponent of the deviation from pa
bolicity m, if the energy surface has, for example,
discontinuity of the form«k;Sgnjukum nearm. In this cases
depends on bothm and the dimensionalityd. Sinces is also
related to the temperature singularity of the fluctuation c
rection, it might provide definite experimental informatio
not only on the character of the density of states, but also
the structure of the energy surface near the Fermi energ

For the coefficient in front of the linear power ofV in
ImP, we have from~2!

gs~v!5g0u2W/Vus or ge~V!5g0lnu2W/Vu. ~3!

The presence of a frequency dependence ofg alters the re-
laxation time of the long-wavelength fluctuations, for whi
G is now approximated by the expressionG215aq

2 ig(V)V, whereaq5a1dq2 anda5P(T)2P(Tc). The
quadratic dependence ofaq is a consequence of the expan
ability of P into a series inq, andd is written directly from
~1! in terms ofG:

d5~T/2!( E dj@2N~1!~j !G3~v,j!

1N~2!~j !G2~v,j!#G~2v,j!, ~4!

where

Ni j
~1!5E dk~d«k /dki !~d«k /dkj !d~j2jk!,

Ni j
~2!5E dk~d2«k /dkidkj !,

and thed(j2jk) are weighted density of states. They a
expressed in terms ofN with thejk indicated above. Sinced
is nonsingular, the explicit expression for it is not written o
here.
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The value ofg depends only on the modulus ofV, and
G has poles in the lower half-plane of the complex plane
V:

V52 iaq /g~V0!, aq5V0g~V0!, uVu5V0 . ~5!

The equation forv0 gives the fluctuation relaxation tim
tq5V0(aq)21 in an implicit form. The temporal develop
ment of the process is given by the Fourier compon
G(t)5*dV/2pG(V)exp(2iVt)52iR(aq)exp(2t/tq), where
R is the residue ofG(V) in its pole. Therefore, the main
contribution to the evolution of a fluctuation is contained
the expressionG5R/(V1 iV0). This is a reflection of the
fact that excitations are specified by the poles of the Gree
function. We note that, in principle, the equation forV0 can
have more than one solution, in which case the tempo
process is characterized by several parameters. We also
that such an approach is also used for Green’s functions
different nature, for example, in the description of exci
tions in an interacting Fermi gas.2 In the case of a logarith-
mic singularity, the equation forV0 is transcendental,aq

5V0g0lnu2W/V0u, and the analytic solution can be estimat
approximately, if the logarithmic dependence is appro
mated by a power-law dependence with a suitable small
ponent. For a power-law singularity, Eq.~5! gives

V05~aq /g0!r 11~2W!2r , R5~ i /g0!~aq/2Wg0!r ,

r 5s/~12s!. ~6!

3. The correction to the electrical conductivitys in the
normal phase of a superconductor due to the fluctuation
rent of Cooper pairs can be found, as in Refs. 5 and 6
terms of the current Green’s functionD. For the static elec-
trical conductivitys52ImD(V)/V asV→0. In the lower
order, without consideration of the interaction of the fluctu
tions, we have

D~vn!52~4de!2T( E dqqz
2G~vn ,q!G~vn1v,q!.

~7!

Following Ref. 6, we obtain the general relation fors

s52T~2de/g0!2~2Wg0!22rE dqqz
2aq

2rV0~q!23. ~8!

Equation~8! was derived using the high-temperature asym
tote tT!1, where

t5t ~q50!5~g0 /a!r 11~2W!r . ~9!

The high-temperature asymptote was discussed in Ref. 5
addition, the parameterd, whose relationship to the spectru
is given by~4!, appears instead of the mass of the seed c
riers. Ford53.2 we present the results following from~8!

s35~2A3/3p3!~e2/h!Ttj21,

s25~2A2 /p!~e2/h!Tt, ~10!

where the Ad are numerical multipliers,Ad5*duu11d

3(11u2)2(31r ), and the limits of integration are from zer
to infinity. Thus, the general form of the correction express
in terms of the fundamental parameterst andj remains clas-
sical to within numerical multipliers, as in the BCS theor
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i.e., a scaling law appears, whereby significant variations
caused only by the nature of the behavior of the fundame
parameters themselves. In the present case this applies
to t, whose temperature dependence~9! differs from the
BCS result and transforms into the latter whens50. As the
dimensionality is lowered, the power of the temperature s
gularity increases by the same quantity,r : s3;a2(1/21r ),
s2;a2(11r ), ands1;a2(3/21r ). This is clearly due to the
fact that the temperature dependencej(T) remains un-
changed, i.e.,j;a21/2, but the relationship betweent andj
is more complicated here:j25(d/g0)t12s(2W)s.

4. When experimental data are interpreted, the criti
index n is found from the temperature dependence of
paraconductivity contribution:s;t2n, wheret5DT/Tc and
DT5T2Tc . Some difficulty is associated with the width o
the transition region~even without a magnitude field! dTc ,
which produces a range for the estimate ofTc . The range of
fluctuation effectsDT should be small compared withTc ,
but dTc and DT are often of the same order of magnitud
We can utilize, for example, the results in Ref. 12, whi
presents the temperature dependence of the paraconduc
for two systems, viz., Tl–Ba–Ca–Cu–O and Er–Ba–Ca–
on a logarithmic scale in Fig. 3. The classical exponent 1/
correct in the interval 0.8,DT,9 K for the former system
and in the interval 0.5,DT,7 K for the latter. The value of
dTc is estimated as 10 K. Bearing in mind the departure fr
this range and taking into account the enhancement of
fluctuation effects in the model under consideration, we
pandDT to 30240 K. Then, linearization is possible on th
plots indicated forn50.75 and 0.65. This corresponds to t
re
al
nly

-

l
e

.

vity
,

is

e
-

exponent valuess50.2 and 0.13. In such an interpretatio
this attests to the three-dimensional character of the crit
fluctuation in the presence of a weak singularity in the d
sity of states of the seed charge carriers.
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61Cu„61Ni… and 133Ba„133Cs… Mössbauer emission spectroscopy of Tl 2Ba2Can 21CunO2n 14

V. F. Masterov, F. S. Nasredinov, N. P. Seregin, and P. P. Seregin

St. Petersburg State Technical University, 195251 St. Petersburg, Russia
~Submitted October 2, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 606–608~April 1997!

The parameters of the electric-field gradient tensor at copper and barium sites in the
Tl2Ba2Can21CunO2n14 (n51,2,3! lattice have been determined by61Cu(61Ni! and133Ba(133Cs!
Mössbauer emission spectroscopy, and calculated in the point-charge approximation. The
calculated parameters can be reconciled with experiment if one assumes that the holes produced
as the valence state of a part of thallium atoms is lowered are localized predominantly on
the oxygen sublattice lying in the same plane with copper atoms@in the Cu~2! plane in the
Tl2Ba2Ca2Cu3O10 lattice#. 133Ba(133Cs! Mössbauer emission spectroscopy data agree qualitatively
with the proposed models of charge distribution in the Tl2Ba2Can21CunO2n14 lattices.
© 1998 American Institute of Physics.@S1063-7834~98!00404-3#
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Tl2Ba2Can21CunO2n14 (n51, 2, 3) compounds hav
high superconducting transition temperaturesTc , and there-
fore determination of the charge state distribution on ato
in these lattices is possible. This work reports on the use
Mössbauer emission spectroscopy on the61Cu(61Ni! and
133Ba(133Cs! isotopes to determine the charge states of ato
in Tl2Ba2Can21CunO2n14 ~TlBaCaCuO!.

Tl2Ba2Can21
61CunO2n14 Mössbauer sources were pr

pared by diffusion doping of Tl2Ba2Ca2Cu3O10 ~2223!
samples (Tc'120 K!, Tl2Ba2CaCu2O8 ~2212! (Tc'60 K!,
and Tl2Ba2CuO6 ~2201! (Tc,4.2 K! by the technique de
scribed elsewhere1. The 133Ba isotope was introduced int
the above compounds during their preparation.133Ba(133Cs!
Mössbauer spectra were measured at 4.2 K with a133CsCl
absorber, and61Cu(61Ni! spectra, at 80 K with a Ni0.86V0.14

absorber. Typical spectra are displayed in Fig. 1, and
results of their treatment are given in Table I@quadrupole
coupling constantsC~Ni! and C~Cs! for the 61Ni21 and
133Cs1 probes, respectively, whereC5eQUzz,eQ is the
quadrupole moment of the probe nucleus, andUzz is the
principal component of the electric-field gradient tens
~EFG! at the probe#.

It was assumed that, during diffusion doping, the61Cu
parent isotope occupies the copper sites in the lattice,
that the daughter isotope61Ni does not leave them. Sinc
copper atoms occupy in the~2201! and ~2212! lattices the
only site available,2,3 it was expected that61Cu(61Ni! Möss-
bauer spectra would correspond to the only state of
61Ni21 probe. Indeed, as evident from Fig. 1a and b, the61Cu
(61Ni! Mössbauer spectra of both ceramics are quadrup
multiplets that can be identified with the only state of t
61Ni21 center.

The spectrum of the~2223! sample was expected to b
more complex. In its treatment, we used data obtained
study of the ~2223! compound by67Cu(67Zn! Mössbauer
emission spectroscopy,4 where the experimental spectru
was a superposition of three quadrupole multiplets. Beca
copper atoms occupy in the~2223! lattice two crystallo-
5551063-7834/98/40(4)/3/$15.00
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graphically nonequivalent sites,2 two multiplets~with the 1:2
ratio of the areas bounded by them! are due to two states o
the Mössbauer probe at the Cu~1! and Cu~2! sites, and the
third multiplet ~its relative intensity was;0.8) corresponds
to the probe at the copper sites of the additional~2212!
phase. This was taken into account when treating
61Cu(61Ni! spectrum of the~2223! compound. Figure 1c
shows the quadrupole triplets due to61Ni21 centers sitting at
the Cu~1! and Cu~2! sites of the~2223! lattice, and the quad-
rupole triplet corresponding to61Ni21 centers at copper site

FIG. 1. 61Cu(61Ni! Mössbauer spectra of~a! ~2201!, ~b! ~2212!, and ~c!
~2223! compounds. The position of the quadrupole multiplet compone
corresponding to61Ni21 centers at copper sites in TlBaCasCuO ceramics
identified.
© 1998 American Institute of Physics
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of the ~2212! phase. The position of the lines of the latt
triplet was prescribed based on the~2212! spectrum, and the
ratio of the areas bounded by the spectra was taken
1:2:0.8.

The 133Cs1 probe occupies barium sites in the com
pounds studied and, since in all the above lattices bar
atoms sit in the same site2,3, the 133Ba(133Cs! Mössbauer
spectra relate to the only probe state. The experimental s
tra are single lines whose widthG tends to increase in th
order ~2201!-~2212!-~2223! ~see Table I!.

To obtain information on the charge distribution in th
cuprate lattices, we performed a combined analysis of Mo¨ss-
bauer emission spectroscopy data on the61Cu(61Ni! and
67Cu(67Zn! isotopes. In a general case, the measured qua
C is a sum of two terms:

eQUzz5eQ~12g!Vzz1eQ~12R0!Wzz, ~1!

whereUzz,Vzz,Wzz are the principal components of the t
tal, crystal-field, and valence-electron EFG tensor, andg,R0

are the Sternheimer coefficients for the probe atom.
The EFG at the61Ni21 probe is generated by both th

lattice ions and the valence electrons of the probe itself.
61Zn21, the EFG is produced by the lattice ions on
Figure 2a shows aC~Ni!-vs-C~Zn! diagram constructed us
ing the values of the quadrupole coupling constant for
61Ni21 @C~Ni!# and 67Zn @C~Zn!# probes at copper sites o
the same cuprates, which were derived from Mo¨ssbauer
emission spectroscopy data obtained with61Cu(61Ni! and
67Cu(67Zn! isotopes.5 Because theC~Ni!-vs-C~Zn! diagram
in Fig. 2a is a straight line, this implies, according to Eq.~1!,
constancy of the valence-electron contribution to the quad
pole coupling constantC~Ni!. Also presented in Fig. 2a ar
data obtained for the TlBaCaCuO compounds@the values of
C~Zn! were taken from Ref. 4; we see a good agreem
with the data for all known cuprates.

One can obtain additional information from th
C~Ni!-vs-Vzz diagram~Fig. 2b!. Plotted along the horizonta
axis of this diagram are the calculated principal compone
Vzz of crystal-field EFG tensor for the copper sites for whi
C~Ni! was measured by61Cu(61Ni! Mössbauer emission
spectroscopy.5 The C~Cu!-vs-Vzz relation is a straight line,

TABLE I. Parameters of61Cu(61Ni! and 133Ba~133Cs! Mössbauer emission
spectra for Tl2Ba2Can21CunO2n14 compounds.

Compound Site

Probe

61Ni21 133Cs1

C~Ni!, MHz C~Cs!, MHz G, mm/s

Tl2Ba2CuO6 Cu 248~3!
Ba ,40 0.91~1!

Tl2Ba2CaCu2O8 Cu 243~3!
Ba ,40 0.92~1!

Tl2Ba2Ca2Cu3O10 Cu~1! 230~5!
Cu~2! 243~3!

Ba ,40 0.94~1!

Note: C~Ni! andC~Cs! are quadrupole coupling constants for the61Ni21 and
133Cs1 probes, respectively;G is the FWHM of the experimenta
133Ba~133Cs! spectrum; for all centers, the EFG tensor asymmetry param
h,0.2
as
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and deviations from it may be due to errors in EFG ten
calculations stemming from a wrong choice of the ion
charges. Therefore the position of the corresponding po
in theC~Ni!-vs-C~Zn! andC~Ni!-vs-Vzz diagrams drawn for
the same copper site can be used to select the approp
charge distribution versions in a lattice.

We calculated crystal-field EFG tensors for the copp
and barium sites in TlBaCaCuO compounds, with the latti
represented as superpositions of several sublattices:

@Tl2#@Ba2#@Cu#@O~1!2#@O~2!2#@O~3!2#,

@Tl2#@Ba2#@Ca#@Cu2#@O~1!4#@O~2!2#@O~3!2#,

@Tl2#@Ba2#@Ca2#@Cu~1!#@Cu~2!2#@O~1!2#@O~2!4#@O~3!2#@O~4!2#.

In the ~2201! and ~2212! compounds, O~1! atoms lie in the
same plane with copper atoms, and in~2223!, O~2! and
Cu~2! atoms share the same plane. The structural data ne
for calculations were taken from Refs. 2,3. Figure 2b p
sents our results obtained with two models of crystal-fi
EFG tensor calculation. The data for TlBaCaCuO ceram
do not fit onto theC~Ni!-vs-Vzz straight line ifVzz was cal-
culated assuming standard ionic charges~Tl31, Ba21, Ca21,
Cu21, O22) ~modelsA). The deviations of the TlBaCaCuO
data from the linear relationship should be obviously attr
uted to a wrong choice of the model to calculateVzz. To
bring the data obtained for the~2201! and ~2223! systems
onto the linear relation in Fig. 2b, one has to localize holes
the oxygen atoms lying in the Cu-O plane. In the case of
~2223! ceramic, holes should be localized at the oxygen
oms in the Cu~2! plane. Holes may appear in these ceram
as part of thallium atoms become stabilized in univale

er

FIG. 2. ~a! C~Ni!-vs-C~Zn! ~b! C~Ni!-vs-Vzz diagrams for divalent copper
compounds~solid lines!. The points refer to:1 — Cu in ~2201!, 2 — Cu in
~2212!, 3 — Cu~1! in ~2223!, 4 — Cu~2! in ~2223!. IndicesA andB relate
to the models used to calculateVzz .
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state.6 As seen from Fig. 2b, modelsB assuming localization
of holes at oxygen atoms provide satisfactory agreem
with the linear relation@modelsB assume also that 10% o
thallium atoms in the~2201! and ~2223! compounds, and
12.5%, in the~2212! compound, are univalent#.

133Ba(133Cs! Mössbauer emission spectroscopy data
not permit any quantitative conclusions on the parameter
the crystal-field EFG tensor at barium sites in the compou
under study. It should be stressed, however, that the s
value of C and the tendency to an increase ofG in the
~2201!-~2212!-~2223! order obtained for the133Cs1 probe at
barium sites are in agreement with the values ofVzz calcu-
lated for barium sites@modelsB yield Vzz50.01, 0.03, and
0.07 e/Å3 for the ~2201!, ~2212!, and ~2223! ceramics, re-
spectively#.
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Features of the twin structure of YBa 2Cu3O72x epitaxial films
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X-ray diffraction is used to investigate YBa2Cu3O72x ~YBCO! films on NdGaO3~110! and a
~100! CeO2/~11̄02! Al2O3 heterostructure. Symmetric, asymmetric, and axial geometries foru and
u/2u scans are used to obtain diffraction spectra from different crystallographic planes. The
orientational and quantitative twinning characteristics of the films are determined. While the
crystallographic parameters of these two types of film~the films arec-axis oriented with
c511.67 Å! are similar, there are differences in the twin structure. In particular, the features of
the NdGaO3 structure lead to the appearance of an angle differing from 90°~90.20°)
between the possible~110! and ~11̄0! twin planes in a YBCO film and a different number of
twin components in each system of twins. It is concluded from an analysis of the broadening of
reflections, which are sensitive to twinning, that there is not twinning in a 60% film of
YBCO on Al2O3 with a CeO2 buffer layer. © 1998 American Institute of Physics.
@S1063-7834~98!00504-8#
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The modern technology for depositing YBa2Cu3O72x

superconducting thin films permits the formation of film
with a crystal structure differing only slightly from th
single-crystal structure. Just as in single crystals, twinn
occurs in the films according to a$110%/^11̄0& scheme with
twinning angles of about 1°.1,2 This paper presents the re
sults of comparative investigations of twin structures for t
c-axis oriented YBCO films with similar crystallographic p
rameters.

The YBa2Cu3O72x films were grown by cathodic sput
tering at a constant current.3 Block-free NdGaO3~110! and
R-plane oriented sapphire@Al2O3~11̄02!# served as sub
strates. The sapphire substrates were covered with a ce
oxide ~CeO2! buffer layer to prevent the superconductivit
suppressing diffusion of aluminum from the sapphire s
strate into the film. The conditions for depositing ceriu
oxide were chosen to ensure the formation of a~001!
oriented buffer layer. The YBCO film growth process w
optimized by varying the substrate temperature, the press
and the discharge current.

The x-ray diffraction investigations were performed
Siemens D500 and DRON-3M diffractometers with CuKa
radiation. The symmetric, asymmetric, and axial record
geometries were used. To investigate twinning inc-axis ori-
ented YBCO films, reflections from crystallographic plan
inclined relative to the~001! plane must be obtained. In thi
work we recorded the~103! and~113! reflections in the axial
geometry~see the inset in Fig. 1!. These are among the mo
intense reflections in the YBCO structure.

The lattice constants of the films were determined fr
the (0 0 13), (3 0 10), and (0 3 10) reflections. The valu
5581063-7834/98/40(4)/3/$15.00
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for the films investigated werea53.827~1! Å, b53.889~1!
Å, andc511.674(2) Å anda53.830(2) Å,b53.880(2) Å,
andc511.670(2) Å for the films on NdGaO3 and on~001!
CeO2/~11̄02! Al2O3, respectively. The values ofc point out a
high degree of saturation of the film with oxygen for bo
films.4

The diffractogram obtained by scanning the sam
about thev axis with the detector in the position correspon
ing to the~113! reflection of the YBCO film~Fig. 1! reflects
the characteristic picture of twinning in YBCO. CurvesA
andA8 in this scan belong to different twin components re
tive to the ~11̄0! plane, and curveB belongs to two other
twin components relative to the~110! plane; therefore, they
do not have splittings. CurveC corresponds to the~020!
plane of NdGaO3. The relative positions of the peaks refle
the misorientation of the respective planes; therefore, the
ues of the twinning angle and the angle between the NdG3
and YBCO atomic planes can be indicated on the basis of
diffractogram. These angles are determined using the r
tion

d5a cos~g!1b sin~g!, ~1!

whered is the measured misorientation angle between fi
grains,a and b are the misorientation angles between t
same grains in assigned mutually perpendicular planes,
g is the angle between the planes corresponding tod anda.
In the present caseb50°, d51.39° ~it is determined from
the distance between peaksA andA8 in the diffractogram in
Fig. 1!, g535° @the angle between the~113! and ~110!
planes in the YBCO structure#, anda is twice the value of
the twinning angle sought. This gives a twinning angle eq
to 0.85°.
© 1998 American Institute of Physics
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FIG. 1. Diffractogram obtained by scanning about thev axis of the~113! reflection in the axial geometry for ac-axis oriented YBCO film on~110! NdGaO3.
Inset — diagram for recording x-ray diffraction in the axial geometry.
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Similarly, Eq. ~1! can be used to determine the ang
between the twin planes of YBCO from the relative positio
of peaksA, A8, andB. This angle equals 90.20°. The pre
ence of such an angle was also noted in Ref. 2 for a YB
film on NdGaO3. The appearance of an angle between tw
planes that is not exactly equal to 90° does not contradict
symmetry of the NdGaO3 lattice. Since the twin-structure
components do not differ, the size of theA component is
greater than the size of theA8 component, because the ma
nitude of the mismatch between the positions of the film a
substrate atoms is smaller for theA component. This is also
observed experimentally.

The twinning in YBCO films on Al2O3 with a CeO2

buffer layer is not manifested by characteristic splitting in
twin components~Fig. 2!. In addition, the diffraction lines
have a smaller width than for the YBCO films on NdGaO3.
An analysis performed on the basis of diffraction orders fr
the same plane shows that the width of the reflections d
not vary. This indicates that the broadening is related ex
sively to misorientation, rather than the twin size or diffra
tion effects stipulated by the presence of defects in YBC5

The diffractograms obtained were analyzed on the b
of the assumption that there is a mixed state of twinned
untwinned YBCO phases in the film investigated. The re
tive quantities of the twinned and untwinned phases, the
gree of misorientation of the film grains, and the degree
orthorhombism were varied. The best fit was obtained for
lattice constantsa53.830 Å,b53.880 Å, andc511.670 Å,
broadening of the reflections with misorientation amount
to 1.1° ~this parameter also takes into account the instrum
tal broadening!, and a concentration of the twinned pha
equal to 40%. A decrease in the concentration of the twin
phase calculated in such a manner was observed for fi
containing ana-axis oriented component. This is easily a
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tributed to the fact that in the mixed state witha- andc-axis
oriented film components the contribution of thea-axis ori-
ented component is the contribution of the untwinned pha

The presence of an untwinned phase in a 100%c-axis
oriented film can be attributed to the following reasons.

1! Extended twin boundaries, in which the transform
tion from one twin orientation into the other can occ
through a phase with a small twinning angle.6

2! The grain size of CeO2, which determines the size o
the YBCO grains. The twinning of YBCO takes place

FIG. 2. Diffractograms obtained by scanning about thev axis of the~103!
reflection in the axial geometry for ac-axis oriented YBCO film on~110!
NdGaO3 ~a!, and ac-axis oriented YBCO film on~11̄02! Al2O3 with a ~100!
CeO2 buffer layer~b!. PeaksA andB correspond to two orientations of th
twins in the ~110! and ~11̄0! twin planes, and peakC corresponds to the
position of the NdGaO3 ~112! plane.
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grains with an already given size. The division of grains in

twins may be energetically less favorable when the size

the grains is smaller than the characteristic size of the tw

~500° Å!.
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Investigation of dc hopping conduction in TlGaS 2 and TlInS 2 single crystals

S. N. Mustafaeva, V. A. Aliev, and M. M. Asadov

Institute of Physics, Azerbaidzhan Academy of Sciences, 370000 Baku, Azerbaidzhan
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It is established that variable-range hopping conduction takes place between states localized near
the Fermi level in layered TlGaS2 and TlInS2 single crystals both along and across their
natural layers in a constant electric field atT<200 K. The densities of states near the Fermi level
and the hopping distances at different temperature are estimated. The occurrence of
activationless hopping conduction is established in TlGaS2 and TlInS2 single crystals in the
temperature range 110–150 K. ©1998 American Institute of Physics.@S1063-7834~98!00604-2#
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Single crystals of TlGaS2 and TlInS2 are layer-chain
AIIIBIIIC2

VI semiconductors. This class of crystals has be
investigated fairly thoroughly, but dc hopping conducti
has not been studied in them, with the exception of TlGa2

crystals.1

Layered single crystals of TlGaS2 and TlInS2 have a
fairly high resistivity at room temperature (r52310727
3109 and 5310927310 V•cm, respectively!, as well as a
small concentration of free charge carriers in the allow
band, and are also characterized by a high density of stat
the band gap.2,3 The observation of hopping conductio
should be expected in just such materials. The ac hopp
conduction in TlGaS2 and TlInS2 single crystals was studie
in Refs. 2 and 3, and the density of states near the Fe
level was determined:NF5931018 eV21

•cm23 for TlGaS2

single crystals2 andNF56.531018 eV21
•cm23 for TlInS2.

3

The purpose of the present work was to study the c
duction between localized states in TlGaS2 and TlInS2 single
crystals under dc conditions.

As we know, hopping conduction is observed in sem
conductors at low temperatures, at which it is dominant o
the conduction of thermally excited charge carriers in
allowed band.

The results of a study of the charge-transfer processe
layered TlGaS2 and TlInS2 single crystals in a constant ele
tric field at low temperatures are presented below. The c
ductivity of the samples was determined both along (s'c)
and across (s ic) the layers of the crystals. The contact m
terial used to prepare the samples in both configurations
fused indium, which provided an ohmic contact with TlGa2

and TlInS2. The samples for the measurements had a th
ness of the order of 40–50mm for the TlGaS2 single crystals
and 80–130mm for the TlInS2 single crystals. The strengt
of the constant electric field applied to the samples ran
from 23102 to 2.73103 V/cm for different samples. The
conductivity of the samples was measured in the tempera
range 110–296 K. The samples for performing the meas
ments were placed in a UTREX helium cryostat with
5611063-7834/98/40(4)/3/$15.00
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temperature-stabilization system~the stabilization accuracy
was within 0.02 K!.

Figure 1 presents plots of the temperature dependenc
the electrical conductivity of a TlGaS2 single crystal. The
dependence ofs'c on 103/T clearly exhibits the presence o
a long exponential segment with a slope equal to 0.31 eV
the temperature range 200–293 K. As the temperature is
creased further below 200 K, a continuous decrease in
activation energy fors'c is observed, ands'c ceases to
depend on the temperature in the range 115–150 K.
temperature dependence ofs'c , which characterizes an ac
tivation energy that decreases monotonically with the te
perature, has been replotted in logs'c versusT21/4 coordi-
nates and is presented in Fig. 2. It is seen that all
experimental points lie close to a straight line in these co
dinates. This allows us to state that charge transfer along
layers of a TlGaS2 single crystal in this temperature range
effected by hopping conduction between states lying in
narrow energy band near the Fermi level:4 log s;T21/4. The
slope of the linear plot of logs'c versusT21/4 is Tc52.7
3107 K. We used the relation4

NF5
16

T0•k•a3
, ~1!

where k is Boltzmann’s constant anda is the localization
radius, to determine the density of localized states near
Fermi level in the TlGaS2 single crystals:NF52.531018

eV21
•cm23. The value taken for the localization radius w

a514 Å ~Ref. 5! in analogy to GaS single crystals.
The relation4

R~T!5
3

8
aT0

1/4T21/4 ~2!

was used to determine the hopping distanceR of the charge
carriers at different temperatures. The mean hopping dista
in the temperature range studied was;100 Å, which is 7
times greater than the mean distance between the localiza
centers of the charge carriers. The localization centers
© 1998 American Institute of Physics
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separated along the energy scale byDE. As the temperature
is lowered,R increases, whileDE decreases. As we hav
already noted, a temperature-independent conductivitys'c

is observed, i.e.,DE becomes equal to zero, in the tempe
ture range 115–150 K. This experimental finding attests
the occurrence of activationless hopping conduction al
the layers of the TlGaS2 single crystals, i.e., the hops o
charge carriers within the localized band take place w
phonon emission in the temperature range 115–150 K.6

Figure 1 also presents the temperature dependence o
conductivity across the layers of a TlGaS2 single crystal.
Two exponential segments with slopes equal to 0.5 and 0
eV, which cover the temperature range 220–284 K are
played here. The experimental results on the conducti
below 220 K plotted in logsic versusT21/4 coordinates are
presented in Fig. 2. The slope of this dependence
T053.53107 K. The value obtained for the density of loca
ized states near the Fermi level isNF5231018 eV21

•cm23. The hopping distances of the charge carriers acr
the layers of a TlGaS2 single crystal wereR5105 Å at
217 K andR5112 Å atT5170 K. Unfortunately, measure
ments ofs ic could not be performed at lower temperatur
due to the small values of the currents in the samples; h
ever, oscillations and reversal of the current were observ

It is noteworthy that the values of the density of loca
ized statesNF calculated from the experimental results
the conductivity, both along and across the layers of
TlGaS2 single crystals, practically coincide. As we know, th
existence of localized states in the band gap is caused b

FIG. 1. Temperature dependence of the conductivity of a TlGaS2 single
crystal along~1! and across~2! its layers.
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presence of structural defects, such as vacancies, intersti
and dislocations, in the crystals. The coinciding values ofNF

apparently provide evidence that the defects in the TlG2
crystals are distributed in approximately the same way al
and across the natural layers. In the TlGaSe2 crystals the
values ofNF along and across theC axis differed by almost
an order of magnitude, i.e., the anisotropy was more p
nounced in these crystals than in the TlGaS2 crystals. Further
evidence is provided by the fact that, while the maximu
conductivity anisotropy s'c /s ic was ;53102 in the
TlGaS2 crystals,s'c /s ic reached a value of 93107 in the
TlGaSe2 crystals.

It is interesting to compare the values ofNF that we
calculated from the results of measurements of the dc c
ductivity of TlGaS2 with the value ofNF calculated from the
results of measurements of the ac conductivity of th
crystals.2,7 As we have already noted above, a value
931018 eV21

•cm23 was obtained forNF in Ref. 2. How-
ever, Darvishet al.2 seta58 Å in their calculation ofNF .
Localization radius values of such an order are usually ta
for amorphous materials,4 but it is more prudent to use th
value a514 Å, for a single crystal of TlGaS2, which was
obtained experimentally for gallium sulfide.5 We used the
relation4

NF
256.431049s~v!a25, ~3!

wheres(v) is the conductivity at a frequency of 106 Hz, to
calculateNF from the experimental values ofs(v) obtained
in Ref. 2 for TlGaS2 crystal crystals. Substituting the valu
a514 Å into this expression, we obtained 2.231018 eV21

FIG. 2. Low-temperature conductivity of a TlGaS2 single crystal along~1!
and across~2! its layers in logs versusT21/4 coordinates.
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•cm23 for NF , which nearly coincides with the values ob
tained aboveNF52.031018 and 2.531018 eV21

•cm23.
Thus, both ac2,7 and dc hopping conduction take place

TlGaS2 single crystals, and the results of these measurem
are in good agreement with one another.

Figure 3 presents the temperature dependences ofs'c

and s ic for a TlInS2 single crystal. The high-temperatur
branches of these plots have an exponential character,
their slopes are equal to 0.7 and 0.4 eV, respectively. I
noteworthy that levels with an energy of 0.5–0.7 eV we
also discovered in the band gap in the photocurrent spe
of TlInS2 single crystals.8,9 After the exponential decay,s'c

and s ic begin to increase and pass through a maximum
;220 K. Such an anomalous course ofs'c ands ic is prob-
ably caused by a phase transition, whose occurrenc
TlInS2 single crystals at such a temperature was also es
lished in Refs. 10 and 11. Boths'c and s ic decay very
slowly after the maximum. The approximate value of t
activation energyDE in this temperature range is less th
1022 eV. In the temperature range 110–140 K, the tempe
ture dependence ofs'c and s ic vanishes entirely. The
temperature-independent conductivity can be attributed
the tunneling of carriers in a strong electric field from loc
ized states into the allowed band. However, in our case
experimental conditions~the relatively weak fieldsF52.7
3103 V/cm and the distance from the breakdown field! in-
dicate that the activationless conduction in TlInS2 in the tem-
perature range 110–140 K is mediated by localized carri
i.e., is essentially hopping conduction. To observe such c
duction, the potential energy drop in an electric field over
hopping distanceR, eFR, must be comparable to the energ
spread DE of the localization centers.6 Knowing that
NF56.531018 eV21

•cm23 in TlInS2,
3 we evaluated the

hopping distance of a charge carrier under dc conditions:
example, atT5110 K the value ofR was equal to 95 Å. The
mean hopping distance in TlInS2 under ac conditions is 117
Å.3 Our evaluations showed thateFR'2.631023 eV, i.e.,
this value is comparable to the value ofDE that we deter-
mined from the slope of the dependence of logs on 103/T at
low temperatures.

FIG. 3. Temperature dependences ofs'c ~1! ands ic ~2! for a TlInS2 single
crystal.
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We note that the conductivity anisotropy was smaller
the TlInS2 crystals than in the TlGaS2 and TlGaSe2 crystals.
Figure 4 shows the temperature dependence of the con
tivity anisotropys'c /s ic in TlInS2, whence it is seen tha
s'c /s ic does not depend on the temperature in the temp
ture range 110–220 K and that it increases sharply~by ;3
fold! at 260–293 K.

Thus, the experimental results obtained have shown
variable-range hopping conduction between states local
near the Fermi level takes place along and across the la
of TlGaS2 and TlInS2 single crystals atT<200 K.
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Photoluminescence and multiphonon resonant Raman scattering in Ni- and Co-doped
Zn12xMnxTe crystals

Yu. P. Gnatenko, O. A. Shigil’chev, E. Rutkovski , G. Contreras-Puente,
and M. Cardenas-Garcia

Institute of Physics, Ukrainian National Academy of Sciences, 252022 Kiev, Ukraine
~Submitted July 23, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 616–621~April 1998!

Low-temperature photoluminescence, exciton reflection, and multiphonon resonant Raman
scattering spectra of Ni- and Co-doped Zn12xMnxTe crystals were investigated. Intense emission
occurs in a broad spectral region~1100–17 000 cm21! in the crystals containing Ni atoms.
It is caused by intracenter transitions involving Mn21 ions and transitions between the conduction
band and a level of the doubly charged acceptor. The features of the exciton
photoluminescence and multiphonon resonant Raman scattering involving longitudinal-optical
~LO! phonons at various temperatures are investigated. The insignificant efficiency of
the localization of excitons on potential fluctuations in the Zn12xMnxTe:Co crystals is established.
A temperature-induced increase in the intensity of the 5LO multiphonon resonant Raman
scattering line due to the approach of the conditions for resonance between this line and the ground
exciton state is observed in these crystals. ©1998 American Institute of Physics.
@S1063-7834~98!00704-7#
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Among II–VI semiconductors, ZnTe crystals are ve
promising materials for use as active elements in optoe
tronics, since they have a high emission efficiency. The
mation of substitutional solid solutions with Mn21 ions
markedly expands the scope of their practical applicat
owing to the fundamentally new properties of such materi

The Zn12xMnxTe crystals investigated in the prese
work belong to a new class of materials, viz., semimagn
semiconductors~SMSC’s!, which have been studied inten
sively in recent years. The most thoroughly investigated m
terials among these semiconductors are Cd12xMnxTe crys-
tals. As for Zn12xMnxTe crystals, the literature contain
information mainly on their magnetic and magneto-opti
properties.1–6 As far as we know, the investigation of th
optical properties of these crystals has been the subject
small number of papers,7–11 which presented the results o
low-temperature measurements of the intracen
absorption7,8 and luminescence8,9 spectra of the Mn21 ions,
as well as the exciton reflection,8 absorption,10 and IR
absorption11 spectra.

The physical properties of semiconductor crystals, es
cially their energy structure, are very sensitive to the pr
ence of various crystal-structure defects in them. This p
mits regulation of their physical properties by introduci
assigned sets of impurities into the crystals.

There is special interest in the study of impurity atoms
the iron group, which form deep levels in II–VI semicondu
tors, alter the number and type of intrinsic structural defe
and thereby control many optical, electrical, and photoe
tric properties of the semiconductors.12

The study of the physical properties of semiconduct
doped with the impurities indicated opens up the possibi
for broader application as promising materials for photo- a
5641063-7834/98/40(4)/5/$15.00
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optoelectronics. It is also noteworthy in the case that
investigation of the influence of impurity atoms on the ba
physical properties of SMSC’s is in its infancy.13,14

Low-temperature optical investigations are very effe
tive in providing detailed information on the structure of th
energy levels of impurities and defects, the mechanisms
radiative recombination, and the dynamic properties of
ementary excitations in such materials.

For the purpose of obtaining information on the mech
nisms of the luminescence of these crystals over a br
spectral range~11 000–20 000 cm21! at various tempera-
tures ~4.5–293 K!, we investigated in the present work th
exciton reflection, photoluminescence~PL!, and multiphonon
resonant Raman scattering~MPRRS! spectra of Ni- and Co-
doped Zn0.95Mn0.05Te SMSC’s.

EXPERIMENTAL METHOD

We investigated single crystals of Zn12xMnxTe (x
'0.05) grown by the Bridgman method in quartz ampul
which were evacuated to 1.331023 Pa to eliminate the for-
mation of impurity complexes containing oxygen in the cry
tals grown. The doping was carried out during crys
growth. The concentration of Ni and Co impurity atoms w
calculated from the amounts introduced into the origin
mixture and amounted to 1019 cm23. To eliminate the inter-
action of the impurities with quartz and the wetting of qua
by the material being synthesized, a graphite coating w
applied to the inner walls. Freshly cleaved surfaces w
used to measure the photoluminescence and exciton re
tion spectra.

The PL spectra were measured with excitation by
argon laser. The principal excitation line corresponded
l5488.8 nm. The PL spectra were recorded using a S
© 1998 American Institute of Physics
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1403 double monochromator and an RCA C31034 pho
multiplier operating in the photon-counting mode. The ph
tomultiplier was cooled to improve the signal-to-noise rat
The exciton reflection and photoluminescence spectra w
measured in the exciton region of the spectrum using
SDL-1 spectrometer. The spectral slit width for these m
surements did not exceed 2 cm21. The temperature measure
ments were performed using an UTREX system, which p
mits stabilization of the temperature to within 0.01 K.

EXPERIMENTAL RESULTS AND DISCUSSION

The PL spectra of Ni- and Co-doped Zn12xMnxTe crys-
tals at T59 K are presented in Fig. 1. It is seen that t
luminescence of these crystals covers a broad spectral re
~11 000–20 000 cm21!. In the case of Zn12xMnxTe:Ni crys-
tals, the most intense emission, which consists of sev
overlapping broad bands, is located in the long-wavelen
region ~11 000–17 000 cm21!, while the most intense emis
sion for the Zn12xMnxTe:Co crystals is located in the shor
wavelength region~18 000–20 000 cm21! of the spectrum.

The energy position of the emission line with the sho
est wavelength in the PL spectra of the crystals investiga
corresponds tol5514.5 nm. The low-intensity satellite
which are observed near this line in the case of
Zn12xMnxTe:Co crystals and are equidistant from it at d
tances equal to the energy of an LO phonon in a ZnTe cry
~205 cm21! attest to the appearance of MPRRS processe
these crystals.15–18

Figure 2 presents the emission~curves1–6! and reflec-
tion ~curves18–68) spectra in the exciton region of the spe
trum for Zn12xMnxTe:Co crystals at various temperatur
(T54.5270 K!. The inset in Fig. 2 presents the emissi
spectra of these crystals atT580 and 100 K~curves7 and8,

FIG. 1. Photoluminescence spectra of Ni-~a! and Co-doped ~b!
Zn0.95Mn0.05Te crystals atT59.0 K (N51019 cm23!.
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respectively; the positions of the exciton reflection bands
marked by arrows!. It is noteworthy that atT54.5 K the line
at l5514.5 nm is almost in resonance with the (n51) ex-
citon transition. As we see from Fig. 2~curves1–3!, the
long-wavelength wing of the laser line is protracted beca
of its overlap with the excitonI L line, the position of whose
maximum practically coincides with the position of th
middle of the exciton reflection dispersion curve (lexc

5515.2 nm!. In addition, the PL spectrum recorded
T<20 K also displays weak emission of a D0X exciton-
impurity complex, which is marked by arrows in Fig. 2 (l
5516.2 nm!.

An increase in temperature leads to an increase in
detuning of the line atl5514.5 nm relative to excitonic
resonance as a consequence of the long-wavelength sh
the exciton reflection band. The manifestation of the exci
I L PL line, which is located between the line atl5514.5 nm
and the line atl5520.0 nm becomes clearer atT550 K
~curve 5!. It is seen that an increase in temperature cau
appreciable broadening of theI L PL line, but its position
relative to the exciton reflection band remains practically u
changed. It should also be noted that the intensity of the
at l5520.0 nm undergoes a strong increase as the dista
between this line and the exciton reflection band decrea
with increasing temperature. For example, atT570 K the
intensity of this line is commensurate with the intensity
the line atl5514.5 nm, while atT5100 K ~curve8 in the
inset to Fig. 2!, under the conditions of resonance betwe
the line at l5520 nm and the exciton transition to th
ground state, this line becomes the most intense line in
PL spectrum. AtT5100 K this line is superimposed on th
I L PL line.

The position of the exciton reflection band for th
Zn12xMnxTe:Ni crystals atT59.0 K corresponds tolexc

5512.9 nm~Fig. 3!. The difference between the positions
the exciton reflection line for the Co- and Ni-doped cryst

FIG. 2. Luminescence~1–6! and exciton reflection (18–68) spectra of Co-
doped Zn0.95Mn0.05Te crystals atT54.5, 10.0, 20.0, 30.0, 50.0, and 70.0 K
The inset shows the luminescence spectra of these crystals atT580.0 ~7!
and 100.0 K~8!, on which the positions of the middle of the exciton refle
tion bands at the respective temperatures are marked by arrows.
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is due to the slight difference between the concentration
Mn ions in the two crystals~the valuex50.05 was deter-
mined from the amounts of the components introduced
the original mixture!. At low temperatures (T<60 K! an
intense line is seen atl5514.5 nm in the region of excitonic
resonance in the PL spectrum. AtT<60 K on the short-
wavelength side of this line there is a weak line at the d
tance of an LO phonon, whose intensity decreases as
temperature rises. AtT.60 K the most intense line in the P
spectrum is theI L line, whose energy position is close to th
maximum of the exciton reflection band. The excitonI L line
broadens appreciably atT.80 K. At T<130 K it remains
symmetric, but its short-wavelength wing then becom
strongly protracted at higher temperatures. It should be no
that an equidistant fine structure consisting of LO phon
replicas of the exciton PL band is displayed on the lon
wavelength wing of the exciton band in the temperat
range 80<T<190 K ~it is marked by arrows in Fig. 3!.

As we see from Fig. 1, the PL spectra of the cryst
investigated display a broad PL band on the long-wavelen
side of the line atl5514.5 nm. In the case of th
Zn12xMnxTe:Ni crystals, this band has a fine structure
T54.5 K ~Fig. 3!. An increase in the temperature to 15
leads to obliteration of this fine structure, and the form of
band has a doublet character. A hump is observed on
long-wavelength wing at a distance of about 200 cm21 from
the position of the maximum. The intensity of this band d
creases fairly rapidly in comparison with the exciton P
band as the temperature rises. For example, atT580 K its
intensity becomes less than that of theI L line, and at

FIG. 3. Photoluminescence spectra of Ni-doped Zn0.95Mn0.05Te crystals
T54.5 ~1!, 15.0 ~2!, 60.0 ~3!, 80.0 ~4!, 130.0~5!, 190.0~6!, 250.0~7!, and
293.0 K ~8!. The dashed curve corresponds to the exciton reflection ban
T54.5 K.
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T5130 K no such band is displayed in the PL spectrum.
the case of the Zn12xMnxTe:Co crystals the fine structure o
the band just indicated is not observed in the PL spectr
even atT54.5 K, and the temperature dependence of
intensity is similar to the dependence obtained for
Zn12xMnxTe:Ni crystals.

Figure 4 presents the PL spectra of Zn12xMnxTe:Ni in
the long-wavelength region of the spectrum~11 000–17 000
cm21! at various temperatures. The shape of the broad
band observed and its temperature dependence are
complicated: 1! on the long-wavelength wing of the ban
with a maximum athv513 500 cm21 there is a hump at
hv516 000 cm21, which is clearly caused by overlap wit
another broad band of smaller intensity; 2! when the tem-
perature is raised to 60 K, the hump on the short-wavelen
wing of the band vanishes; 3! an increase in the temperatu
from 9 to 293 K causes displacement of the band maxim
by 200 cm21 toward shorter wavelengths; 4! at T5293 K the
band becomes practically symmetric.

In the case of the Zn12xMnxTe:Co crystals the PL inten
sity in the long-wavelength portion of the spectrum is ve
weak ~curve2 in Fig. 2!, and two broad bands can be ide
tified here with maxima athv513 500 and 15 700 cm21.
The intensity of these bands varies only slightly atT<50 K,
but atT5100 K they are scarcely observed in the PL sp
trum.

at

FIG. 4. Luminescence spectra of Ni-doped Zn0.95Mn0.05Te crystals at
T515.0 ~1!, 60.0 ~2!, 130.0~3!, 220.0~4!, and 293.0 K~5!.
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The crystals investigated in this work are semiconduc
solid solutions. Unlike ordinary binary compounds, semico
ductor solid solutions are characterized by a chao
potential-energy relief in the crystal lattice. The interacti
of excitons with such a field determines the features of
exciton states and their appearance in the optical spectr

According to Ref. 19, there is a characteristic excit
localization energyE0, which depends on the parameters
the crystal and characterizes the obliteration of the spect
at the bottom of the exciton band. The value ofE0 is a
measure of the broadening of the exciton reflection ban
The long-wavelength maximum of the exciton reflection d
persion curve corresponds to the energy of localized e
tons, while the middle of this curve corresponds to the
ergy of delocalized or free excitons.

The observed structure of the PL spectrum of
Zn12xMnxTe:Co crystals points out the effective role of th
MPRRS processes involving longitudinal-optical phono
In this case the PL spectra of the crystals investigated
excited by the line of an argon laser atl5488.8 nm. Thus,
interband excitation of the crystal takes place under the
perimental conditions indicated.

An analysis of the energy positions of the lines observ
at low temperatures (T,70 K! in the PL spectrum of the
Zn12xMnxTe:Co crystals~Fig. 2! provides evidence that th
very intense line atl5514.5 nm is the 5LO phonon replic
of the exciting laser line atl5488.8 nm. The matching o
the energy positions of this line and the argon laser line
l5514.5 nm is accidental and is characteristic of the crys
investigated in this work. The low-intensity satellites o
served on the long- and short-wavelength sides of the lin
l5514.5 nm correspond to the 6LO and 4LO phonon re
cas of the laser line atl5488.8 nm. The strong increase
the intensity of the 5LO MPRRS line is a manifestation of
resonance with the ground exciton state, as was previo
observed for ZnxCd12xTe crystals in the case of the 1LO an
2LO MPRRS lines.16 As the temperature rises, especially
the rangeT530270 K, where the measurement conditio
~signal amplification and spectral slit width! remained un-
changed, a decrease in the intensity of the 5LO MPRRS
and an increase in the intensity of the 6LO line are observ
They are unequivocally tied to changes in the resonance
ditions of these lines with the exciton state as a result of
temperature-induced decrease in the band gap width and
cordingly, the displacement of the bottom of the excit
band toward lower energies. A
T5100 K, the 6LO line becomes the most intense line in
spectrum due to its resonance with the ground exciton s
as well as the excitonI L PL line. Resonant enhancement
the 5LO MPRRS line is also observed for th
Zn12xMnxTe:Ni crystals. An absence of the 6LO line is a
tributed to its weak intensity and overlap with the sho
wavelength wing of the broad PL band.

It should be noted that the intensity of the 6LO MPRR
line in the case of cobalt-doped crystals is determined by
competing factors. The shortening of the exciton lifetim
with increasing temperature should lead to a decrease, w
the simultaneous decrease in the distance between the m
mum of theI L PL line and the position of the 6LO MPRR
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line should lead to an increase in its intensity. Since
temperature-induced increase in the intensity of the 6LO
is observed experimentally, it must be assumed that the
dominant factor in this case is the decrease in the detunin
the 6LO line and the maximum of theI L PL line.

An analysis of the PL spectra of Zn12xMnxTe:Co crys-
tals points out the weak influence of the localization of e
citons on fluctuations of the crystal-field potential, since t
maximum of theI L PL line of such crystals at both helium
and higher temperatures is near the middle of the exc
reflection dispersion curve, i.e., it corresponds to the em
sion of free or delocalized excitons. In semiconductor so
solutions, theI L line is usually located near the maximum
the exciton reflection band and, at low temperatures, i
caused mainly by the radiative recombination of localiz
excitons. The insignificant role of the localization of excito
in these crystals is also evidenced by the appearance o
emission of excitons bound to neutral donors in the PL sp
tra at T,20 K. The twofold broadening of the exciton re
flection bands for the Zn12xMnxTe:Co crystals in compari-
son with the binary compound ZnTe atT54.5 K is clearly
caused by the elastic scattering of free excitons on poten
fluctuations, intrinsic defects, and impurity centers conta
ing Co atoms. In the case of the Zn12xMnxTe:Ni crystals the
efficiency of the localization of exciton states is significan
greater. This is indicated by the fact that the maximum of
excitonI L PL line is near the maximum of exciton reflectio
band. The appreciable broadening of the exciton reflec
band in comparison to the band for undoped or Co-do
crystals is inhomogeneous because of the formation of e
ton density-of-states ‘‘tails.’’20

The presence of an equidistant fine structure on
short-wavelength wing of the highly broadenedI L PL line at
T5802190 K ~Fig. 3! attests to the effective role of th
interaction involving several LO phonons in the radiati
recombination processes of excitons. For example, only
LO phonon replica of theI L line is observed atT580 K,
while the emission of excitons involving three LO phono
is observed atT5190 K. Thus, the interaction of localize
excitons with LO phonons atT,80 K is an effective mecha
nism for their transition to delocalized or free states. T
strong short-wavelength asymmetry of the exciton band
served atT.200 K ~Fig. 3! is caused by such processes. T
absence of an equidistant fine structure is attributed to
temperature-induced obliteration.

The PL spectrum of Zn12xMnxTe:Co crystals contains a
relatively broad, intense band~Fig. 1!. An analysis of the
position of this band relative to the position of a free excit
and a comparison of the results obtained with the PL sp
trum of ZnTe crystals21 provides evidence that the emissio
in this region is caused by transitions involving the accep
energy level atEv10.05 eV and the donor energy level
Ec20.01 eV or the conduction band. Similar emission
also observed for Zn12xMnxTe:Ni crystals. The presence o
a fine structure in this region of the spectrum~Fig. 3! is
caused both by the appearance of these two types of op
transitions and by the presence of LO phonon replicas of
corresponding zero-phonon lines.

The appearance of an intense broad band in the PL s
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trum with a maximum nearhv516 000 cm21 is character-
istic of Mn-doped ZnTe crystals8 and Zn12xMnxTe
SMSC’s.9 The appearance of this band is associated w
emission as a result of intracenter transitions between the4T1

and 6A1 states of the Mn21 ions.8,9 As is seen from Fig. 1,
the Zn12xMnxTe:Ni crystals exhibit a second band on t
short-wavelength wing of the intense broad band (hvmax

513 500 cm21!, whose position on the energy scale provid
evidence that it is caused by intracenter transitions of
Mn21 ions. A broad PL band with a maximum ne
hv513 500 cm21 and a symmetric shape was previous
observed in ZnTe crystals.22 Its appearance is associate
with radiative transitions between the conduction band
the level of a doubly charged Zn vacancy (Ev10.7 eV!.

The Zn12xMnxTe:Co crystals exhibit emission of wea
intensity in the long-wavelength portion of the spectrum. I
clearly due to the fact that, like ZnTe:Co crystals,23 these
crystals are characterized by the appearance of intense
sorption in the region 11 00217 500 cm21. Such absorption
is caused by intracenter and photoionization transitions
volving Co21 ions. The weak intensity of the broad PL ban
in the long-wavelength portion of the spectrum for t
Zn12xMnxTe:Co crystals is caused by the intense reabso
tion of radiation.

Thus, the results obtained in the present work prov
evidence that the emission of the Zn12xMnxTe:Ni crystals
(x;0.05, NNi51019 cm23! observed over a broad spectr
region (11 500211 700 cm21! is caused by the superpos
tion of two broad bands, which correspond to intracen
transitions of the Mn21 ions ~the band athvmax;16 000
cm21! and to transitions between the conduction band an
level of the doubly charged acceptor~the band athvmax

;13 500 cm21!. It has been established for the crystals
vestigated that the emission in the short-wavelength por
of the spectrum is due to exciton PL, MPRRS, and opti
transitions between the conduction band or a shallow do
level and a level of the neutral acceptor. It has been sho
that the optical transitions in this portion of the spectru
which are caused by different emission mechanisms, oc
with the effective participation of longitudinal-optica
phonons.

An increase in the intensity of the 5LO MPRRS line
the temperature rises from 4.5 to 70 K has been discove
for the Zn12xMnxTe:Co crystals, for which the emission o
delocalized and free excitons is observed at low temp
tures. It has been attributed to the weak influence of
localization of excitons on fluctuations of the crystal-fie
potential and a decrease in the detuning of the exciting la
h
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line relative to the maximum of the excitonI L line as a result
of temperature-induced displacement of the bottom of
exciton band. The broadening of the exciton reflection ba
for these crystals is mainly a result of elastic scattering
fluctuations in the crystal-field potential, defects, and imp
rity centers containing cobalt atoms. It has been establis
in the Zn12xMnxTe:Ni crystals that the excitonI L line is
determined by the emission of localized excitons and t
attests to their effective localization.
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Microphase separation and magnetic Jahn–Teller polarons in LaSrAl 12xCuxO42d
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An EPR study of the solid solutions LaSrAl12xCuxO4, which are isostructural to La2CuO4,
shows that microphase separation of the structure occurs already at small copper concentrations
(x'0.01). A phase enriched with Cu appears along with a phase of La2AlO4, which
contains isolated CuO6 centers. It is established that the nature of the states and the deformations
of the CuO6 centers is determined by internal Jahn–Teller factors. Whenx<0.1, EPR
signals are detected for new dynamic centers, which are identified as CuO6 Jahn–Teller centers
with a hole delocalized among the four in-plane oxygen ions~the total spinS51). When
0.1<x,1, local CuO6

2 hole centers transform into magnetic Jahn–Teller polarons, which include
five or more CuO6 fragments, in the copper phase of the structure. Their transformations
and the conditions for observing them are discussed. ©1998 American Institute of Physics.
@S1063-7834~98!00804-1#
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While investigating the EPR spectra of the ceram
LaSrAl12xCuxO4, which are isostructural to La2CuO4, we
discovered magnetic centers,1 which were identified as CuO6
centers with a hole delocalized among the four in-plane o
gen ions, i.e., CuO6

2 Jahn–Teller centers with spinS51. A
microscopic model of these centers was proposed in Re
and they were compared to the magnetic quasiparticles s
ied in hole-doped La2CuO4.3–6

In this paper the results from Refs. 1 and 2 are develo
and analyzed on the basis of further experimental invest
tions of the LaSrAl12xCux04 system: the previously discov
ered effects are studied in other series of samples, and
EPR data are supplemented by the results of investigat
employing other methods. The occurrence of microph
separation of the ceramics investigated into aluminum
copper microphases is established. The interrelationship
tween the electron-phonon properties of the hole center
these phases is demonstrated.

1. EXPERIMENTAL RESULTS

Various series of the solid solution
LaSrAl12xCuxO42d , which were synthesized both by de
composing the nitrates7 and by a solid-phase method fro
the metal oxides, were investigated. X-ray power diffract
analysis, which was performed on a DRON-2 diffractome
showed that the samples belong to the K2NiF4 structural type
at all copper concentrations (0<x<1). Figure 1 shows
the variation of the unit-cell parametersa andc as the cop-
per concentration increases. Whilea remains unchanged
(a53.758 Å atx50 anda53.759 Å atx51) to within the
experimental error~0.003 Å!, c increases monotonically
from 12.64 to 12.97 Å.

The diffuse reflectance spectra of the samples w
x50.0120.10 were recorded on a Perkin-Elmer LAMDA
spectrophotometer. The expectedd2d transitions could not
be detected.
5691063-7834/98/40(4)/7/$15.00
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The oxidation state~the mean valence state! of copper in
LaSrAl12xCux042d was studied for several values ofx by
iodometric titrations The deviation of the oxygen conte
from stoichiometryd was also determined. The values of th
formal valence andd are listed in Table I.

The EPR spectra of LaSrAl12xCux042d were recorded in
the X (n59.46 GHz! and Q ~n537.1 GHz! bands in the
temperature range 4.2–300 K on an ERS-230 rad
frequency spectrometer. The parameters of the experime
spectra were determined by optimizing model spectra.

Copper was introduced from a compound in the Cu21

state. All the EPR signals observed should be assigned to
oxidation state of copper. A typical spectrum is shown
Fig. 2. It consists of signals of two types.

The signals of type I are typical of isolated Cu21 centers
in a polycrystalline matrix. They are described by a sp
Hamiltonian of axial symmetry with the paramete
gi52.32060.002,g'52.06960.003,Ai5(15061)31024

FIG. 1. Concentration dependence of the lattice constantsa and c of
LaSrAl12xCux04 solid solutions.
© 1998 American Institute of Physics



f
e
v

p
-
o

o

fo
f

-
t
n

or

li
,

d.
l

-
l

n
r
-
o

t

u
w
-
o

th
u

g is
r

ical
nd

ce
the

ys-
it

he
ces

etal
the

he
is
s

type

570 Phys. Solid State 40 (4), April 1998 Yablokov et al.
cm21, and A',1031024 cm21. For x50.01 we have
DH'

I 56 mT in the X band atT5300 K. In the parallel
orientation of the constant magnetic fieldH and theOZ axis
of the center, the linewidthDH i

I equals 7 mT. The values o
DH i

I and DH'
I increase in theQ band and decrease as th

temperature is lowered. Signals of type I are observed o
the entire range of values ofx up to x>0.8. Their intensity
reaches a maximum atx50.04 and then decrease as the co
per concentration is increased further~under a statistical dis
tribution the largest number of these centers should be
served forx50.08!. The linewidth increases asx increases.

Signal II is observed at practically all concentrations
added copper. It is positively detected atx>0.02, but it is
also present in the spectra of the samples withx50.01 in the
form of a single, practically symmetric line with
gII52.12360.003. Its widthDH II , measured in theQ band at
T5300 K, increases successively from 18.5 mT
x50.01 to 21 and 37 mT forx50.04 and 0.60. The value o
DH II is smaller in theX band. For example,DH II510 mT
for x50.02 atT5300 K. The value ofDH decreases some
what as the temperature is lowered. The relative conten
centers of type II in comparison with the content of the ce
ters of type I~Kn! increases with increasingx ~Fig. 3a!. The
total number of centers of types I and II is maximal f
x50.04 ~Fig. 3b! and, in some series, forx50.02. We note
that signal II was also observed in the isostructural so
solutions LaSrGa12xCux04 with x50.02 and 0.04, in which
unlike the series of the gallates La11xSr12xGa12xCux04 in-
vestigated in Ref. 10, the charge stoichiometry is violate

The temperature dependence of the intensity of signa
in the samples withx<0.10 ~IIa! and x.0.10 ~IIb! was
unexpected. The intensity of signals IIb increases as the tem
perature is lowered, precisely as the intensity of signa
obeying Curie’s law. For example, forx50.4 we obtained
K IIb(293 K)50.61 andK II(4.2 K)50.68. These values ca
be regarded as coinciding within the experimental erro
The intensity of signal IIa increases with decreasing tem
perature to T;30 K and then decreases sharply. F
x50.10, K IIa(.30 K)50.41, while K IIa(4.2 K)50.09. In
the sample withx50.02 signal IIa is scarcely detected a
T54.2 K.

The integrated intensity of the observed EPR spectr
was also measured. It was determined by a comparison
the signal of the reference BaMnF4. The measurements re
vealed an unexpected result: EPR is observed for no m
than 10% of the copper ions introduced into the matrix in
range 0.01<x<0.1. As x is increased, the fraction of C
ions observed decreases. For example, whenx50.6, the

TABLE I. Values of the formal valence of the Cum1 ions in
LaSrAl12xCux042d and deviation of the oxygen contentd from stoichiom-
etry.

x m d

0.2 2.47 0.05
0.4 2.46 0.11
0.6 2.46 0.16
0.8 2.46 0.22
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number of centers detected in a sample weighing 50 m
estimated as 1018 spins. We previously observed a simila
picture for La,Sr aluminates with Ni31 and Cr31.8,9

2. DISCUSSION OF RESULTS

The EPR parameters of the centers of type I are typ
of Cu21 ions in a tetragonally elongated, octahedral liga
environment. It hence follows that the Cu21 ions in the
LaSrAl12xCux04 solid solutions under discussion repla
Al31 ions and form oxygen octahedrons elongated along
@001# axis with nonlocal charge compensation.

The magnitude of the tetragonal component of the cr
tal field in the AlO6 octahedra does not remain constant:
differs for different combinations of La and Sr ions along t
@001# direction and reflects the changes in the lattice for
acting on the Me site asc/a increases~Fig. 1! due to in-
creases inx.

These changes in the crystal fields at the site of the m
do not, however, lead to changes in the parameters of
copper EPR spectra. There is, in fact, no dependence of tg
factors of Cu21 on the copper concentration. No diversity
observed for the CuO6 centers, although such diversity wa

FIG. 2. EPR spectrum of LaSrAl12xCux04. T5300 K. n535.6 GHz.
x50.04 ~a!, 0.10 ~b!, and 0.40~c!.

FIG. 3. Concentration dependence of the relative content of centers of
II in comparison to the content of centers of type I~a! and of the total
number of centers of types I and II~b!.
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observed for NiO6 centers in a similar ceramic8 as a conse-
quence of statistical disordering of the La31 and Sr21 ions. It
was also found that the EPR parameters of the center
type I in LaSrAl12xCux04 coincide to within the experimen
tal accuracy with the parameters of the CuO6 centers in the
closely related solid solutions La11xSr12xGa12xCux04,10

while the values ofa and c for the latter differ from the
corresponding parameters for aluminates and vary fr
a53.84 Å andc512.70 Å for x50 to a53.798 Å and
c513.154 Å forx50.8. The Cu~II ! ions ‘‘do not feel’’ the
accompanying changes in the crystal fields.

Such behavior, which is unusual for tetragonal centers
easily explained within the Jahn–Teller effect for Cu21 ions.
As we know, the vibronic interactions in an octahed
Cu~II ! complex results in spontaneous distortion of the oc
hedron along one of the fourth-fold axes. In the adiaba
approximation the three equivalent minima on the potent
energy surface separated by barriers of height 2b, where 2b
is the anharmonicity parameter of the ligand vibrations~the
solid line in Fig. 4b!, correspond to tetragonally elongate
configurations of the complexes. The magnitude of the
formations of the isolated Jahn–Teller complexes and
distortions of the crystal lattice in undiluted Jahn–Tel
crystals are determined by the vibronic interactions.

If the site of a CuO6 complex has small tetragonal o
orthorhombic distortions, the minima of the adiabatic pote
tial become energetically inequivalent with the energy diff
ences between the minimaDE15DE2 or DE1ÞDE2, re-
spectively~Fig. 4a!. Experience and theoretical evaluatio
show that forDr 5r z2r x,y>0.0120.15 Å the distortions of
the complexes in the ground and excited states are so clo

FIG. 4. Adiabatic potential of CuO6 Jahn–Teller centers with small tetrag
onal and orthorhombic distortions in the Cu21 site ~a! and of dynamic
CuO6

2 hole centers~b!. The difference between the possible forms of t
adiabatic potential is caused by the spread of local crystal fields in the C21

site. c — Jahn–Teller deformations of complexes at the minima of
adiabatic potential.
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the Jahn–Teller distortions that they are experimentally
distinguishable from them. The observed temperature
namics of the complexes and their EPR spectrum depen
the magnitude of the distortion of the site and the tempe
ture. If the energy differences between the minimaDE1 and
DE2 are so small thatkT.DE1 ,DE2 over the entire mea-
surement range, we have a pulsating configuration withr i

5^r &JT andgi5^g&. If kT&DE1 ,DE2, the parameters of the
complex and its EPR spectrum depend on the temperatu
accordance with the Boltzmann factor of the excited sta
r i5r i(T), gi5gi(T).11 If kT!DE1 ,DE2, the complex is
stabilized in the lower state. Its distortions are enhanced
comparison to the distortions of the corresponding site i
crystal lattice~a Jahn–Teller complex!. Variations of the te-
tragonal~or orthorhombic! component of the crystal field up
to certain limits lead only to variation of the differences b
tween the minima, but the degree of distortion of the co
plex and the parameters of the spectrum observed for
ground state do not depend on the magnitude of the de
mation. In the linear approximation this limitEtetr/2b,3.12

The centers of type I clearly have a relationship betwe
the tetragonal component of the crystal field and the vibro
constants for which the magnitude of the deformations
CuO6 is determined by the interaction witheg vibrations,
and the magnitude of the ‘‘tetragonal’’ lattice component
the crystal field does not exceed 6b or ;1500 cm21 ~;0.2
eV!. Changes in this component lead only to changes
DE1,2 and have practically no influence on the magnitude
the distortions of the complex or the values of theg factors.
Using the data for the Al–O distances in LaSrAlO4 ~2
31.997 Å and 431.898 Å, i.e.,Dr 50.099 Å! and taking the
linear vibronic coupling constantV510 000 cm21/Å, we
find that DE;1000 cm21 in the CuO6 Jahn–Teller com-
plexes in LaSrAl12xCux04. This means that there are excite
uy22x2& anduz22x2& states corresponding to CuO6 configu-
rations that are elongated along thea andb directions of the
crystal;1000 cm21 above the groundux22y2& state. Under
the influence of small deformations they can approach
ground state and have a significant influence on the proce
taking place. A 0.01-Å change in a Me–Oz distance~here we
are referring to the distance to an apical oxygen in the or
nal matrix that has not yet been distorted by Jahn–Te
deformations! lowers these levels by 100 cm21, and the re-
placement of La31 by Sr21 causes approximately the sam
change in the crystal field at a neighboring copper ion
cated on the same fourth-order axis as does axial comp
sion of the complex by 0.015 Å.

Thus, the CuO6 centers are Jahn–Teller complexes.
other words, the nature of their distortions is determined
the internal vibronic forces, and lattice perturbations a
manifested only in the features of their dynamics. The c
clusion that there is strong electron-phonon coupling
LaSrAl12xCux04 suggests that such coupling exists in t
cuprates La12xSrxCuO4 as well. This would account for the
significant elongation of the CuO6 octahedrons along the
@001# direction in these compounds: in La2CuO4 the
Cu–O distances are equal to 232.46 Å and 431.905 Å, and
in La1.85Sr0.15CuO4 they are equal to 232.41 Å and
431.89 Å.13,14
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Proceeding to an analysis of the nature of signal II,
bear in mind two points: the conditions for the appearance
the signal~it appears under the conditions of an electr
deficiency in Al12xCuxO2 layers! and its shape~it is a single
symmetric signal!.

The requirement for charge neutralization
LaSrAl12xCux042d suggests the existence of either Cu31

ions, O2 oxygen ions, or oxygen vacancies along with Cu21

ions in the stable oxidation state. An iodometric titrati
confirmed this expectation by establishing that the effec
charge state of copper is equal to12.47. Oxygen vacancie
can be encountered in various places in the structure: in
apical positions of AlO6 and CuO6 octahedrons whenx is
small, in an Al~Cu!O2 layer, and in a La~Sr!O layer. Apical
vacancies would preserve the axial symmetry of the E
spectra of the centers, would leave these centers static,
would not disturb the antiferromagnetic character of the
teractions in the CuO2 layer. In the case of in-plane vacan
cies, CuO5 centers with fairly strong orthorhombic disto
tions would appear, but they are not observ
experimentally. Therefore, signal II cannot be associa
with oxygen vacancies. Also, it cannot be assigned to C31

(3d8; S51) ions. In this case a single EPR line can
observed only from cubic centers. There are no sites of cu
symmetry for copper ions in LaSrAlO4. Only centers with
O2 remain. At the same time, the experimental data allow
to conclude that the electron vacancy must be bound
Cu21 ion, since the observed valueg52.123 can be under
stood only in this case. In the matrix under considerat
there are no other ions with a sufficiently large spin-or
coupling constant. In the general case, the possibility of c
tamination of the nonstoichiometric solid solution
LaSrAl12xCux04 by some foreign impurity that include
paramagnetic centers cannot be ruled outa priori. This im-
purity can go undetected by the fairly rough diffractomet
method, but is manifested in EPR. However, the good rep
ducibility of the results in repeated syntheses with variat
of the conditions allows us to disregard this possibility.

In Ref. 1 we assumed that an oxygen-ion electron
cancy is not localized on one site, but is distributed amo
the four in-plane oxygen sites of the CuO6 octahedron. We
shall utilize the scheme of molecular orbitals in a solita
tetragonally deformed CuO402 octahedron. The orbitals tha
are closest to the orbitals witheg , b2g , a1g , andb1g sym-
metry consisting predominantly of copperd orbitals are
filled molecular orbitals formed from only the in-plan
a2g(p)5(1/2)@py12px22py31px4# and out-of-plane
b2u(p)5(1/2)@pz12pz21pz32pz4# oxygen 2p states. The
a2g(p) and b2u(p) orbitals are written here in the coord
nate system of a CuO6 center. They are orthogonal to th
a1g and b1g orbitals, which include the copperuz2& and
ux22y2& states. The nonbondinga2g(p) andb2u(p) oxygen
states are located in a free complex below the orbitals wi
d character, but the interactions in the condensed ma
particular the Madelung effects, render the bands of th
states indistinguishable with respect to their energies, and
assume that the holes in the CuO6 complexes in
LaSrAl12xCux04 occupy oxygen states of thea2g(p) and
b2u(p) types.
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The appearance of a hole delocalized over the in-pl
oxygen ions of a CuO6 octahedron in the immediate vicinit
of the Cu21ion leads to a decrease in the tetragonal com
nent of the crystal field to the point of possible reversal of
sign. It also leads to the appearance of spin-spin interact
between the unpaired electrons of (O4)2 and Cu21. When
the exchange parameterJ has the typical value in oxide
uJu;103 cm21,15 signal II can be observed only if the ex
change interactions are ferromagnetic in nature. They sho
be such because of the orthogonality of the states of
interacting hole and Cu21 spins. At the same time, thes
interactions do not disturb the orbital energy structure of
CuO6

2 center and do not suppress the vibronic effects inh
ent in it; the center is still a Jahn–Teller complex, but unli
a static CuO6 center with a predominantly tetragonal defo
mation, a copper-hole center is dynamic.

Isolated CuO6
2 centers containing a hole have three a

proximately equally probable configurations with tetragon
axes parallel to thea, b, and c directions of the structure
Their adiabatic potential is shown in Fig. 4b. The cryst
field perturbations due to the statistically disordered arran
ment of the La and Sr ions in distant coordination sphere
the Cu ions smooth the pattern of minima by an amountDE
of the order of6100 cm21 and cause lowering of one~elon-
gation of CuO6 along thez axis! or two ~elongation alongx
and y) minima of the adiabatic potential. Two stable pos
tions for in-plane and apical oxygen ions, which are d
placed by;0.220.4 Å relative to the center, appear alon
each direction of the Cu–O bonds. At low temperatures
system is localized in one of these positions. In this case
EPR spectrum exhibits great anisotropy because of the p
ence of a fine structure, whose lines are broadened by
dispersion of the crystal fields and are not detected in
disordered samples. When the temperature is raised, the
quency of the jumps of the complex between the minima
the adiabatic potential increases. When this freque
n.D/bh and DgbH/h, a dynamic~single symmetric! sig-
nal of type IIa is observed. The appearance of this sign
corresponds to a change in the wave function of the state
a change in the character of the motion of the oxygen ion
the complex. While these jumps between two stable po
tions occur with a frequency,107 Hz at low temperatures
the system is delocalized between these positions abo
certain temperature.

Moving on to an analysis of the signals of type IIb,
which are characteristic of the solid solutions withx.0.1
and do not vanish at helium temperatures, we first turn to
data from the measurements of the concentration of p
magnetic Cu21 centers. There are two possible reasons
the observation in the EPR spectrum of only a small fract
of the copper ions introduced into the matrix: 1! either the
bulk of the copper ions~.90%! in the Al31 sites are in the
31 oxidation state, and the EPR signal is not observed
cause of the large zero-field splittings of the spin levels a
because of the strong anisotropy of the spectrum of the p
der and the broadening of the fine-structure lines; or 2! fairly
large agglomerates of CuO6 and CuO6

2 centers, whose para
magnetic resonance is not detected, appear already at s
values ofx as a result of the nonuniform distribution of th
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copper ions among the Al31 sites~as is shown below, only
weak EPR signals are observed in some defect sites!. The
x-ray structural data indicating an increase in the value oc
for the structure of LaSrAl12xCux04 with increasingx lead
to a conclusion that the second hypothesis is correct. M
over, the replacement of Al31 by Cu31 would not lead to an
increase inc, because their ionic radii are close~0.54 and
0.535 Å, respectively!. It can be attributed only to a continu
ally increasing fraction of structural fragments containi
Cu21O6 octahedrons that are tetragonally elongated by
Jahn–Teller effect.

The early clustering of paramagnetic centers is not s
cific to Cu oxides. We also observed it in the solid solutio
LaSrAl12xMexO4 with Me5Ni31 and Cr31, and it was dem-
onstrated by direct observation of the corresponding E
exchange signal in the case of Cr31 ions in Ref. 9. The
presence of one type of structure in the x-ray diffracti
experiment attests to the microscopic character of the in
mogeneity appearing. It can be stated that aluminum ph
~or microphases at large values ofx) and copper mi-
crophases~or phases at large values ofx) exist in the com-
pounds investigated. In an aluminum phase, the Cu21 ions
form CuO6 centers, which are observed as centers of typ
and CuO6

2 centers~centers of type IIa!. Taking into account
the constancy of the structural type for all values ofx in
LaSrAl12xCux04, which has been confirmed by x-ray di
fraction, we can logically assign the formula LaSrCuO4 to
the copper microphase. The presence of a microphase w
high copper concentration is also evidenced by the abse
of observabled2d transitions in the optical spectrum o
LaSrAl12xCux04 even at small values ofx ranging from 0.01
to 0.1. In fact, according to Ref. 10, the optical spectra of
isostructural solid solutions La11xSr12xGa12xCuxO4 with
x'0.01 exhibit a charge-transfer band with an energy
;27 000 cm21. As x increases, this band shifts towa
smaller energies, atx>0.4 it reaches the region ofd2d
transitions, and atx51 it stretches to energies of 300
24000 cm21. The broad and intense charge-transfer band
the copper microphase suppresses the low-intensityd2d
transitions of the CuO6 centers in the aluminum microphas
of LaSrAl12xCuxO4.

As the copper concentration in LaSrAl12xCuxO42d in-
creases, the fraction of the aluminum phase in the solid
lutions decreases, while the fraction of the copper m
crophase increases. Accordingly, the content of solit
CuO6 centers and isolated CuO6

2 hole centers~IIa! de-
creases. As was noted above, this decrease outstrips th
crease expected for a statistically averaged distribution of
impurity Cu ions. At the same time, solitary centers of typ
with a resolved hyperfine structure are observed up
x>0.4. This is totally atypical of the EPR spectrum of so
solutions and directly points out the preservation of the
microphase up to large values ofx. As is seen from Fig. 3a
the relative content of the centers of type II increases
comparison to the content of the centers of type I asx in-
creases, and while they are predominantly solitary hole c
ters of type IIa up to x'0.10, they are subsequently e
change clusters containing a hole center of type IIb with
different temperature-dependent properties.
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In LaSrCuO4 the concentration of holes is large, a
though it is less than the 47% of the copper introduced t
would be expected for Cu2.471, which was identified on the
basis of the iodometric-titration data, since there are oxy
vacancies. As was noted above, the increase inc/a ~Fig. 1!
allows us to claim that the structure of LaSrCuO4 consists
mainly of octahedra elongated along thec axis. Following
the ideas developed, we can assume that holes in CuO2 lay-
ers containing such octahedra will form in the broad band
oxygen 2p states,16,17 which overlaps the region of the cop
per d states.10 At the same time, the nonstatistical distrib
tion of the heavy ions and oxygen vacancies leads to
inhomogeneous distribution of the holes in a layer. The
gions depleted of Sr21 are also depleted of holes; such
distribution of the Sr21 ions is possible when a CuO6

2 frag-
ment, in which delocalization of the hole is confined to t
four in-plane oxygen ions, appears among the CuO6 octahe-
dra. With respect to the Jahn–Teller dynamics, such a Cu6

2

center in an environment of copper CuO6 octahedra is simi-
lar to the hole centers in the aluminum phase of the struct
Their distortions in the ab plane become
antiferrodistortive,18 and ferromagnetic clusters containin
5–13 copper ions appear~Fig. 5!.

The difference between the dimensions of the hole m
netic structures in the aluminum and copper phases is no
only difference between them. Other differences are rela
to the nature of the oxygenp states in which the hole is
found and to the value of the total spin of the CuO6

2 frag-
ment. In addition to the in-plane and out-of-plane oxygenpp

states there are alsops states in thep band of cuprates.
According to Ref. 16, holes occupy in-plane oxygenpp or
ps orbitals in cuprates. X-ray photoelectron spectroscop16

did not permit lending preference to either of these orbita
A theoretical treatment of the exchange coupling betwe
the oxygen and copper electrons led to a singlet gro
state.19 These states have been termed Zhang–Rice sing

FIG. 5. Deformations of a fragment of a CuO2 plane generated by Jahn
Teller distortions of a CuO6

2 center~which is shown as thick lines at the
center of the figure!. ‘‘Snapshot’’ of a magnetic Jahn–Teller polaron.
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in the literature. However, it is important to stress that,
gardless of whether the spin-spin coupling in the CuO6

2 frag-
ment is ferromagnetic (S51) or antiferromagnetic (S50),
this fragment remains a dynamic Jahn–Teller complex. E
when the spin of the CuO6

2 fragment has a zero value, th
antiferrodistortive distortions of the neighboring CuO6 octa-
hedra preserve the ferromagnetic character of the interac
and the nonzero magnetic moment in the exchange clu
formed.

Thus, in the copper phase, along with the regions
octahedra containing holes in the oxygen 2p band that are
elongated along thec axis there are also ferromagnetic clu
ters of finite dimensions in regions depleted of holes. As
their magnetic behavior, the regions of octahedra elonga
along thec axis are characterized by short-term antifer
magnetic spin correlations, which prevent the observation
EPR in, for example, LaSrCuO4 and La2CuO4. Ferromag-
netic clusters should be observed in the EPR spectrum, a
would be natural to attribute the signals detected forx>0.2
to the appearance of such clusters. At the same time,
ferromagnetic cluster appearing upon stabilization of
structure of the compound during its synthesis is essentia
magnetic Jahn–Teller polaron. Because of the equivalenc
the copper sites, there is a finite probability that a hole w
jump to another CuO6 center, and the small differences in th
crystal fields on the Cu ions up to a certain limit do n
prevent this process. Migrating along a layer, a hole wand
together with lattice strains caused both by static Coulo
deformation and by deformation of vibronic origin. The e
fective mass of a Jahn–Teller polaron is large, and the
quency of walks does not exceed a time interval of the E
scale, i.e.,,1010 GHz. Encountering other Jahn–Teller clu
ters or joining regions with the LaSrCuO4 structure and holes
in the oxygen 2p band, the magnetic Jahn–Teller polaro
transform and do not produce an EPR signal.

As for the ferromagnetic Jahn–Teller clusters obser
as signal IIb, they are either located in regions of the stru
ture from which it is less advantageous for them to diffu
~for example, regions where Sr21 ions are surrounded b
La31) or are associated with some structural imperfectio
of another nature. In general, the motion of a polaron
impeded by any structural defect which disturbs the dyna
ics of the central fragment. For example, the disturbance
the boundaries of microphases and crystals are system
Inducing an axial crystal-field component directed along
in-plane Cu–O bonds, a boundary or other defect isola
one of the minima of the adiabatic potential of the seed fr
ment and localizes a magnetic Jahn–Teller polaron.

The magnetic quasiparticles~ferrons! appearing as a re
sult of the self-trapping of an electron in a ferromagne
region within an antiferromagnet were predicted
Nagaev20 back in 1967 and were investigated in subsequ
years by him and others.21 The magnetic quasiparticles i
hole-doped La2CuO4 were treated theoretically by Hizhnya
kov and Sigmund and were studied by Kremeret al. 3,5 The
ferrons in antiferromagnetically ordered CuO2 layers were
investigated in connection with superconductivity
Gor’kov and Sokol,22 and models of the magnetic clusters
La2CuO4 containing a hole and five or four Cu21 ions were
-
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considered in Ref. 23. We assume that the model of a Ja
Teller polaron proposed in our investigation~see also Ref. 2!
reflects the real situation in LaSrAl cuprates and correla
with the magnetic centers havingg52.12060.02 andDH
535 mT ~Ref. 6! observed in La2CuO41d under the condi-
tions of the experiments in Ref. 5. The ambiguities in t
appearance of the signal withg52.12, which are associate
with the conditions for creating holes in cuprates~by saturat-
ing them with oxygen or by replacing some of the La31 ions
by Sr21 ions! and depend on the type of sample~a ceramic
or a single crystal!,24 can be caused by structural imperfe
tion of the material, a nonuniform distribution of the heav
metal ions in the lattice, different conditions for diffusio
and localization of the magnetic centers observed (Sr21 ions,
Sr21 agglomerates, structural defects, boundary conditio
etc.!.

Thus, the experimental investigation o
LaSrAl12xCuxO42d solid solutions has shown that the intro
duction of Cu21 ions and several other ions of the iron grou
into LaSrAlO4 leads to a sharply nonuniform distribution o
the iron-group metal~Me! among the Al sites and is anothe
illustration of the phenomenon of phase separation in m
netic materials, which has been studied intently in rec
years.4,25 Specific phenomena develop when Al31 ions are
replaced by divalent copper ions. The appearance of a co
microphase LaSrCuO42d along with the aluminum phase oc
curs already at small copper concentrations. The alumin
phase contains CuO6 centers that are tetragonally distorte
by the Jahn–Teller effect without local charge compensat
The distortions of these centers, like the cooperative dis
tions in the copper phase, are specified by internal vibro
factors. Cooperative Jahn–Teller effects determine the st
tural parameters of LaSrCuO42d and La2CuO4 and the
strong electron-phonon interactions in them. On the ot
hand, restoration of the charge neutrality of the compou
leads to the appearance of hole centers, i.e., copper oc
drons with a hole delocalized among the four in-plane o
gen ions~CuO6

2), in both the aluminum and copper phas
of the structure.

In the aluminum phase these CuO6
2 centers are isolated

and have Jahn–Teller dynamics. The possibility of the ex
tence of dynamic CuO6

2 Jahn–Teller centers in the copp
phase depends primarily on the hole concentration and
character of the distribution of the heavy La and Sr io
When the number of holes is not excessively great, a Cu6

2

center in the copper phase induces antiferrodistortive dis
tions of fragments of the CuO2 layer near it which are at a
distance of one to three coordination spheres from it, wh
remaining a dynamic Jahn–Teller complex. The ferrom
netic cluster formed is a magnetic Jahn–Teller polaron
can migrate within the crystal lattice. In LaSrCuO4 the con-
centration of hole centers is large. Under these conditions
Jahn–Teller polarons are caused by the nonstatistical di
bution of La and Sr and vanish by joining regions with t
LaSrCuO4 structure and holes in the 2p oxygen band. The
EPR spectrum exhibits Jahn–Teller polarons stabilized
structural defects.

The single Jahn–Teller nature of the CuO6 centers in all
the cuprates with the K2NiF4 structure renders our investiga
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tion a model study and permits extrapolation of the pheno
ena discovered in LaSrAl12xCux04 to the processes occu
ring in La2CuO4 when it is doped by Sr~Ba! or oxygen ions.
Recognition and investigation of the conditions for gener
ing hole centers in them, as well as the specific feature
these centers, merit special attention.
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1T. A. Ivanova, E. F. Kukovitski�, É. N. Nabiullinaet al., JETP Lett.57, 63
~1993!.

2Yu. V. Yablokov, T. A. Ivanova, A. E. Usachevet al., JETP Lett.60, 785
~1994!#.

3V. Hizhnyakov and E. Sigmund, Physica C156, 655 ~1988!.
4Proceedings of the 2nd Workshop on Phase Separation in Cuprate S
conductors, Sept. 4–10, 1993, Cottbus, Germany, E. Sigmund and
K. A. Müller ~Eds.!, Springer-Verlag, Berlin–Heidelberg~1994! and ref-
erences therein.

5R. K. Kremer, E. F. Sigmund, V. Hizhnyakovet al., Z. Phys. B: Condens.
Matter 86, 319 ~1992!.
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Features of charge-carrier recombination in amorphous molecular semiconductors
doped with polymethine dyes
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The photogeneration and recombination of charge carriers in poly-N-epoxypropylcarbazole films
with additions of a polymethine dye are investigated irradiation of films with blocking
contacts by light both within and outside the absorption range of the dye. The kinetics of the
accumulation and relaxation of electron-hole pairs, whose lifetimes exceed tens and
hundreds of seconds, are studied. It is postulated that an increase in the recombination
luminescence intensity occurs in an electric field as a result of an increase in the efficiency of
the bimolecular radiative recombination stimulated by trapped electrons from
photogenerated excitons. ©1998 American Institute of Physics.@S1063-7834~98!00904-6#
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Experimental investigations of the bimolecular recom
nation of charge carriers and the electroluminescence~EL! of
amorphous molecular semiconductors~MS’s! based on poly-
mer films1–3 usually employ samples of the ‘‘sandwich
type, in which the electrical contacts are selected so
there would be sufficiently efficient electric-field injection
charge carriers from the contacts into the bulk of the M
film. In the case of recombination electroluminescen3

charge carriers which leave the contacts into an electric fi
and drift into the bulk of the MS film encounter recombin
tion centers and recombine with the emission of light. In t
case the recombination centers are molecules, which d
from the molecules among which transport of the cha
carriers takes place. The efficiency of such recombina
electroluminescence depends both on the conditions for
injection of carriers from the contacts and on the conditio
for the passage of carriers from transport molecules to m
ecules which act as recombination centers, as well as on
ratio between the probabilities of radiative and nonradiat
degradation of the energy of the excited state of the rec
bination center formed. In addition, recombination EL can
influenced by the history of the sample. In particular, as w
discovered in the present work, recombination EL with t
emission of visible light can be enhanced significantly
preliminary irradiation of the sample with light in the UV
range.

Therefore, to understand the physical processes oc
ring upon EL in samples with MS films and to control the
processes, it is important to separate the contact and
effects. For example, to investigate the bulk effects, the
jecting contacts can be replaced by blocking contacts,
recombination EL can be simulated by creating a noneq
librium concentration of charge carriers by photogenerat
them in the bulk of the MS film.

In the present work we investigated the photogenerat
recombination, and enhancement of the radiative recomb
tion of charge carriers in poly-N-epoxypropylcarbazo
~PEPC! films doped with the cationic polymethine dye~PD!
5761063-7834/98/40(4)/6/$15.00
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1, 3, 3, 18, 38, 38-hexamethylenedicarbocyanine tetrafluor
borate.4 PEPC was selected as the hole transport layer,
cause effective hole transport takes place in it along the
bazole ring systems.5 The selection of polymethine dye mo
ecules as recombination and photogeneration center
specified by the fact that dyes of this class have absorp
and luminescence bands in the visible and near-IR region
the spectrum, depending on their molecular structure, and
energies of upper valence orbitals of these dyes and of
bazole are close.5 Therefore, holes can pass from carbazo
ring systems in PEPC into valence molecular orbitals of
dye molecules and in the opposite direction.

1. SAMPLES AND EXPERIMENTAL METHOD

The samples were prepared either in the form of str
tures with a free surface, viz., quartz substrate–PEPC1N
wt % PD and quartz substrate–PS1N wt % PD, or in the
form of ‘‘sandwich’’ structures, viz., Al–PEPC1N wt %
PD– SnO2 and Al– PS1N wt % PD– SnO2, where PS is a
copolymer of styrene with butyl methacrylate, whose m
ecules have a high ionization potential and do not crea
hole-transport energy band.5 The concentration (N) of the
polymethine dye was varied in the rangeN50.1215. For
the MS films based on PEPC, the Al and SnO2 contacts are
blocking when the polarity of the voltage on Al is positive5

The MS films were obtained by drying solutions of PEP
1N wt % PD or PS1N wt % PD in dichloroethane, which
were poured onto quartz substrates either with a layer
SnO2 or without a layer of SnO2. The thicknesses of the
dried films wereL50.522 mm. The Al films were deposited
by thermal sputtering in a vacuum chamber, and the
thickness was 3002350 Å.

The samples with a free surface on the polymer fi
were used to record the optical spectra of the absorp
coefficient¸ and the photoluminescence intensityI PL in the
wavelength rangel540021200 nm. In the samples of th
‘‘sandwich’’ structuresI PL , the photocurrent densityj PH,
the concentrationQ of charge carriers which form in a shor
© 1998 American Institute of Physics
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FIG. 1. Absorption~1–3! and photoluminescence~1238! spectra of PEPC1N wt % PD films forN50.1 ~1, 18!, 1~2, 28!, and 15 wt %~3, 38!.
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circuited sample during a timet1 of irradiation by monochro-
matic light and reach the collecting contacts upon the ap
cation of an electric field after a time intervalt2 following
completion of the light pulse, and the intensityI E of the
recombination luminescence emitted from the sample du
the measurement ofQ were measured as functions of th
electric field strengthE and the intensities of the monochro
matic light at the wavelengthsl15380 nm~the intensityI 1)
andl25540 nm~the intensityI 2).

A KSVIP-23 spectrum-computing system was used
measurȩ , I PL , and I E , but the value ofI E was recorded
using an FE´ U-100 photomultiplier without a monochro
mator. A hydrogen lamp with a glass filter served as
source of the light atl1, and an incandescent lamp wit
a glass filter served as the source of the light atl2. The light
intensity was varied by neutral filters in the rang
I 150.0120.5 W/m2 and I 250.2220 W/m2. The electric
field strength was varied in the rangeE513107233108

W/m. All the measurements were performed atT5293 K.
The steady-state photocurrent was recorded in a ph

resistance regime using a storage oscillograph during irra
tion of the sample by light from the side of the SnO2 elec-
trode. Along with j PL , I PL was measured simultaneousl
andDI PL /I PL , i.e., the relative change inI PL in the fieldE,
was determined from the relationDI PL /I PL5$I PL(E)
2I PL(0)%/I PL(0), whereI PL(E) is the value ofI PL after the
electric field is switched on, andI PL(0) is the value ofI PL

before the electric field is switched on.
The method for determiningQ that was previously de

veloped and described in Refs. 5 and 6 involves calcula
Q from the relation

Q5E
0

`

dt$ i 2~ t !2 i 1~ t !%/qSL, ~1!

where the timet50 corresponds to the moment whenE is
switched on,q is the charge of an electron,S andL are the
area and thickness of the MS film between the contacts,i 1(t)
is the current for charging the electrical capacitance of
sample in the short-circuited state during the timet11t2 in
i-

g

o

e

o-
a-

g

e

the dark, andi 2(t) is the current for charging the electrica
capacitance of the sample following preliminary irradiati
in the short-circuited state by monochromatic light duri
the timet1 followed by holding in the dark during the tim
t2. In addition, the relation

Qt~ t !5$ i 2~ t !2 i 1~ t !%/qSL ~2!

was used to determine the variation ofQ from the moment
when the electric field is switched on.

2. EXPERIMENTAL RESULTS

Figure 1 presents plots of̧(l)/¸max ~curves1–3! and
I PL(l)/I PLmax ~curves 18–38! normalized to the maximum
values in the range ofl investigated for PEPC1N wt % PD
films. The electronic absorption spectra of the polymeth
dye in liquid solvents contains the narrow intense band t
is characteristic of this class of dyes with a vibrational stru
ture on the short-wavelength edge of the spectrum. For
ample, in 1, 2-dichloroethane the values of the optical wa
lengths of the vibrational (lv) and fundamental (lmax)
maxima are equal to 518.5 and 550.5 nm. When the poly
thine dye is introduced into PEPC and PS, its absorpt
bands undergo a bathochromic shift (lv5528 nm, lmax

5566 nm! due to the larger values of the refractive indices
the polymers in comparison to 1, 2-dichloroethane. The v
ues oflv andlmax in PEPC and PS are equal to 528 and 5
nm and to 526 and 559 nm, respectively. AsN is increased,
the absorption increases more strongly atlv than atlmax. In
the photoluminescence spectra an increase inN results in a
bathochromic shift of the band and a decrease inI PL . The
Lambert–Beer law is not obeyed. These data attest to
formation of H aggregates of the polymethine dye, whi
absorb light at shorter wavelengths than do monomeric
polymethine,4 i.e., at lv . The I PL(l)/I PLmax curves for the
samples irradiated atl1 are similar to the curves obtained fo
the samples irradiated atl2, but exhibit a slight hypsochro
mic shift. Similar laws are observed in PS1N wt % PD
films.
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All the Al–PEPC1N wt % PD–SnO2 films display pho-
toconductivity at the wavelengthsl1 andl2. The photocur-
rent exhibits sublinear dependences onI 1, I 2, and L. The
plots of j PH(E) are linear in logjPH2E1/2 coordinates
~curves1 and2 in Fig. 2!, and this dependence can be re
resented in an analytical form by the expression

j PH~E!;exp~2~W0PH2bE1/2!kTeff!, ~3!

which is similar to the expression for the photoconductiv
characteristic of amorphous MS’s,5 whereW0PH is the acti-
vation energy for photogeneration whenE50, k is Boltz-
mann’s constant, 1/Teff51/T21/T0, andT0 is the character-
istic temperature, which amounts toT5490620 K
for PEPC. The slope of linear dependence1 in Fig. 2 gives
b15(4.360.2)31025 eV•m1/2/V1/2, and the slope of linea
dependence2 in Fig. 2 gives b25(4.660.2)31025

eV•m1/2/V1/2. These values ofb1 and b2 are close to the
corresponding values ofb measured in other amorphou
MS’s based on PEPC.5

In the Al–PEPC1N wt % PD–SnO2 samples, quench
ing of the photoluminescence of the polymethine dye is
served simultaneously with photoconduction atl1. As E is
increased, the value ofI PL decreases. The plots of the depe
dence ofDI PL /I PL on E can be approximated by straigh
lines in log(uDIPL /I PLu)2E21 coordinates, as follows from
Fig. 2 ~curve3!. We note that the slope of linear dependen
3 in Fig. 2 equals (1.9560.05)3108 V/m. Photoconduction
and an influence ofE on I PL were not detected in the
Al–PS1N wt % PD–SnO2 samples.

When an electric field was applied to the unirradiat
samples investigated,I E50. After preliminary irradiation of
these samples atl2 followed by application of an electric
field, EL appeared. It also appeared after preliminary illum
nation atl1. However, if the sample was irradiated first
l1, the value ofI E after illumination atl2 increased by more
than an order of magnitude in our experiments.

Figure 3 presents plots of the dependence ofI E /I Emax

~curves1–3! andQt /Qtmax ~curves18–38! on the timet after
application of an electric field normalized to the correspo
ing maximum values for the particular value ofE. It is seen
that theI E(t) andQt(t) curves correlate. An increase inL at
a constant value ofE or a decrease inE leads to the displace

FIG. 2. Dependence ofj PH ~1, 2! and I PL ~3! on E in an Al–PEPC10.5
wt % PD–SnO2 sample (L51.2 mm! for I 150.3 W/m2 ~1! and I 258
W/m2 ~2!.
-

-

-

e

-

-

ment of I Emax andQtmax toward larger values oft and to an
increase in the duration of the emission and the measurem
of Q. No manifestations of EL were detected in the Al–P
1N wt % PD–SnO2 samples, and under any experimen
conditionsI E50, andQ50.

The experimental results presented in Fig. 3 were
tained on a sample which was first irradiated atl1 for 30 s
and was used to measureI E and Q with illumination at l2

only after the electric field was switched on and th
switched off. The duration of the set of measurements w
illumination atl2 following irradiation atl1 did not exceed
an hour. After 24 h, the value ofQ for this sample scarcely
changed, but the value ofI E decreased by more than an ord
of magnitude.

In Fig. 4 curve1 is a plot of the dependence of logIEmax

on E21, which was measured on a sample that had not b
irradiated atl1 for more than 24 h. Curve2 is a plot of the
dependence of logIEmax on E21 for a sample which was
irradiated atl1 before the electric field was switched o
Curve 3 is a plot of the dependence of logIEmax on E21

measured on the same sample after curve2 was recorded, but
with irradiation atl2. It is seen from Fig. 4 that preliminary
irradiation of the samples atl1 provides for a significant
increase inI E for the subsequent cycles involving irradiatio
of the samples atl2 and the measurement ofI E . Here we
note that the experimental plots ofI E(E) in the coordinates
selected can be approximated by straight lines. Figure 4
veals the equality between the slopes of curves1 and 3
[(1.260.05)3108 V/m# and the small value of the slope o

FIG. 3. Kinetics of the appearance of recombination luminescence~1–3!
and kinetics of the escape of the photoinduced space charge into the co
~18238! for an Al–PEPC1N wt % PD–SnO2 sample (L51.3 mm! follow-
ing irradiation atl2 for t1530 s, holding in the dark fort2530 s, and
application of an electric fieldE52.83108 ~1, 18!, 1.73108 ~2, 28!, and
73107 V/m ~3, 38!.

FIG. 4. Dependence ofI E(E) in an Al–PEPC10.5 wt % PD–SnO2 sample
(L51.1 mm! for t1530 s andt2510 s.
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curve2. At E.53107 V/m the slope of curve2 is equal to
(5.6560.05)3107 V/m, and atE,33107 V/m this plot can
be approximated by a straight line with a slope equal
(7.860.1)3106 V/m.

Figure 5 presents plots of the dependence ofQ/Q1 on
ln t2 ~curves1 and2! and of I Emax/IEmax1 on lnt2 ~curves18
and28!, whereQ1 and I Emax 1 are the values ofQ and I Emax

for t251 s. The experimental results can be approximated
straight lines in the coordinates selected, the slopes of th
straight lines being close to one another. These depende
were measured for an irradiation time intervalt1530 s, for
which theQ(t1) and I E(t1) curves have a saturation regio
TheQ(t1) andI E(t1) curves are similar and can be describ
by a simple exponential function with a constant rise time
Q and I E up to the saturation levelt51563 s, andt does
not depend onI 1 and I 2. The experimental results present
in Fig. 5 were obtained on a sample which was prelimina
irradiated atl1.

3. DISCUSSION OF EXPERIMENTAL RESULTS

The possibility of approximating thej PH(E) curves~Fig.
2! by the analytical expression~3! in interpreting the results
allows us to use known models of the photogeneration
charge carriers in amorphous MS’s5 and to assume that elec
trostatically bound electron-hole pairs are photogenera
when the investigated samples with PEPC1N wt % PD films
are irradiated atl2. In an external field, asE increases, the
probability of dissociation of the electron-hole pairs i
creases due to the increase in the mobility of the ho
which move away from the electrons, leaving them in t
photogeneration centers,j PH increases~curve 2 in Fig. 2!,
and the probability of germinal recombination decreases
geminate recombination is accompanied by the emissio
light, the photoluminescence intensity can decrease~curve3
in Fig. 2!. However, it should be noted that the decrease
I PL with increasingE can be associated not only with a d
crease in the probability of geminate recombination, but a
with an increase in the probability of the photogeneration
electron-hole pairs in the electric field, as was previou
theorized in Ref. 7. Here we shall only point out the quen
ing of photoluminescence by an external electric field, a
the nature of this phenomenon in PEPC1N wt % PD films
will be additionally investigated in a separate study.

The sublinear nature of the photocurrent-intensity ch
acteristics, the decrease inj PH with increasingL, and the
correlation between theQt(t) andI E(t) curves~Fig. 3! indi-

FIG. 5. Dependence ofQ ~1, 2! and I E ~18, 28! on t2 in an Al–PEPC1N
wt % PD–SnO2 sample (L51.3 mm! following irradiation atl1 ~1, 18! and
l2 ~2, 28!.
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cate that not all the mobile holes formed as a result of d
sociation of the photogenerated electron-hole pairs can re
the collecting contact and that the trapping and bimolecu
recombination of charge carriers take place efficiently in
samples investigated.

The fact that photoconduction and EL are not observ
in the samples with PS1N wt % PD films allows us to con-
clude that the electroluminescence effects induced by
liminary irradiation atl1 or l2 in the samples with PEPC
1N wt % PD films have a recombination character and
not associated with the influence ofE on the rate of intramo-
lecular electronic transitions of the PC molecules. Since
spectral composition of the recombination luminescence (I E)
is similar to the spectral composition of the photolumine
cence~Fig. 1!, it can be concluded that the recombinatio
centers are dye molecules.

However, as was discovered in the present work,
efficiency of the radiative recombination of the charge ca
ers photogenerated atl2 is enhanced in samples which we
preliminarily irradiated atl1. There are at least five possib
causes for this effect: 1! filling of deep trapping levels upon
irradiation atl1 and photoinduced release of charge carri
from these levels upon irradiation atl2; 2! filling of deep
trapping levels upon irradiation atl1 and recombination of
these excess electrons with mobile holes upon irradiatio
l2; 3! an increase in the probability of the photogenerat
of electron-hole pairs by light withl2 following preliminary
irradiation atl1; 4! an increase in the photogeneration
centers for the radiative recombination of charge carriers
light with l1; and 5! an increase in the probability of radia
tive recombination.

The repeated use of these samples for measuring incr
ing values ofI E becomes possible after they are irradiated
l1 and then subjected to an external electric field. The va
of I E does not vary significantly, ifI 2, t1, andt2 are constant.
Therefore, it can be assumed that the first of the poss
causes just enumerated does not significantly influence
effects under discussion.

We found that prolonged irradiation of the samples atl1

with the application of an electric field leads to a decrease
the photoconductivity of these samples~see Fig. 6!. The pho-
toconductivity recovers when short-circuited samples
held in the dark, the recovery time being relatively insen
tive to irradiation atl2. Therefore, there are no sufficien
grounds to assume that the space charge accumulated d
irradiation atl1 effectively recombines with the charge ca
riers photogenerated when these samples are irradiate
light with intensity I 2.

Since the measurements ofQ and I E following irradia-
tion of the samples atl1 andl2 reveal thatQ does not vary,
while I E increases, it can be assumed that after irradiation
the samples atl1 there is no increase in the number
charge carriers or recombination centers photogenerate
l2, but the radiative electronic transitions in the recombin
tion centers are intensified. We attribute the enhancemen
radiative recombination to the formation of new active ce
ters in the MS film, which appear after irradiation of th
samples atl1 and contain the electrons remaining after t
decay or dissociation of the excitons photogenerated by
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light. This hypothesis is based on the following experimen
findings.

The wavelengthl1 is in the transparency window of th
dye and is close to the absorption edge of PEPC~400 nm!.
When films of the amorphous MS’s investigated are irra
ated atl1, mobile excitons are photogenerated. Diffusi
among the carbazole fragments of PEPC, these excitons
counter monomeric molecules or aggregates of the dye.
citon decay near monomers or aggregates of the dye is
companied either by the transfer of energy to the dye and
degradation or the formation of free holes in an electric fi
and the appearance of a photocurrent~curve 1 in Fig. 2!.
However, even ifE50, after excitons decay, not all th
holes and electrons recombine, and some of the charge
riers have a lifetime amounting to tens and hundreds of s
onds~curve1 in Fig. 5!.

The linearity and identical slopes of the plots ofQ/Q1

and I E max/IE max 1 as functions of lnt2 ~curves1 and 18 in
Fig. 5! allow us to conclude that irradiation atl1 leads to the
formation of electron-hole pairs in the MS films, in whic
the holes and electrons are distributed in the form of isola
pairs with the distancesr between the charges and the d
tribution function f (r ). According to Refs. 8–10, the varia
tion of their concentration with time is described by t
equation

Q~ t !/Q15E
r1

`

f ~r !exp~2nt exp~22r /a!!dr, ~4!

wheren is the frequency factor for the passage of a mob
charge~hole! into a recombination center,a is the hole lo-
calization radius, andr 1 is the distance between the charg
in the electron-hole pairs that recombine in the first sec
after light irradiation. If an electric field is applied to such
sample after a time intervalt2 following completion of the
irradiation, the charge carriers in the electron-hole pairs
come mobile and can recombine with the emission of li
~curves1 and18 in Fig. 5!. Here it turned out that the radia
tive recombination process is similar to processes which t

FIG. 6. Duration of the electric field and light pulses in photocurrent m
surements in an Al–PEPC10.5 wt % PD–SnO2 sample (L51.1 mm!.
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into account the tunneling of the charge carrier under
potential barrierDU1, since the plots of the dependence
log IE on E21 can be approximated by straight lines~Fig. 4!,
and the variation ofI E in the field E can be represented
according to Refs. 3, 8, 9, and 11 in the analytical form

I E;exp$28p~2m* !1/2DU1
3/2/3qhE%, ~5!

wherem* is the effective mass of the charge carrier andh is
Planck’s constant. The linearity and identical slopes of
plots ofQ/Q1 andI Emax/IEmax 1as functions of lnt2 ~curves2
and28 in Fig. 5! allow us to conclude that irradiation atl2

leads to the formation of long-lived electron-hole pairs in t
amorphous MS’s, in which the electrons and holes are
tributed in space in the form of isolated pairs and that
variation of their concentration can be described by an eq
tion similar to ~4!. In an external electric field the charg
carriers in such pairs become mobile and can recombine
the emission of light. The dependence of the intensity of t
emission onE can be described by an analytical express
similar to ~5!, but with a different valueDU2 for the height
of the potential barrier.

Using the values of the slopes of linear dependence2
and3 in Fig. 4 for theI E(E) curves and relation~5!, we find
that DU2 /DU151.760.1 for 53107,E,33108 V/m and
DU2 /DU156.260.1 for 13107,E,33107 V/m. These
values allow us to presume that, upon the radiative recom
nation of charge carriers in an electric field in amorpho
MS’s which were preliminarily irradiated atl1, the holes
pass into recombination centers by overcoming a lower
tential barrier than in similar MS’s which were subsequen
irradiated atl2.

We do not rule out that the difference betweenDU1 and
DU2 can be due to the difference between the energies of
upper valence orbitals of the H aggregate of the polymeth
dye and the monomer. There is no contradiction here, s
in our proposed recombination model holes pass from
upper valence orbital of a carbazole nucleus in PEPC t
valence orbital of a recombination center, in which there
already a trapped electron, and the valence orbital of a
aggregate of the polymethine dye is separated by a sm
energy gap from the analogous orbital of the carbaz
nucleus than is the valence orbital of the monomeric d
molecule.4 Therefore, it can be assumed that upon exci
decay the electrons pass more efficiently into free molec
orbitals of H aggregates of the polymethine dye than i
monomeric dye molecules. However, we still consider t
question open, and it calls for additional research.

To test the validity of the hypothesis regarding the ac
mulation of electrons in the bulk of an MS film during irra
diation atl1 and their long lifetime, we performed speci
investigations of the influence of the prolonged irradiation
Al–PEPC1N wt % PD–SnO2 samples atl1 on j PH andI E .
The procedure used in these investigations is illustrated
Fig. 6, which shows the forms of the pulses ofE, I 1, andI 2

and the photocurrent in a PEPC10.5 wt % PD–SnO2
sample, which was preliminarily held in the dark for a lon
time. As is seen from this figure, irradiation of the samples
l1 with an applied electric field leads to a decrease in
photoconductivity of the MS films, which does not recov
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for a long time. The recovery rate ofj PH does not depend on
the polarity and strength of the electric field or irradiation
the samples atl2 following irradiation atl1.

However, irradiation of the samples atl1 with an ap-
plied electric field promotes a simultaneous increase inI E

with the decrease in the photoconductivity upon subsequ
irradiation of the same samples atl2. Curve4 in Fig. 4 is a
plot of I E(E) measured on the same sample on which
dependence ofI E(E) represented by curve3 was measured
but after curve3 was measured, an electric field (E52
3108 V/m) was applied to the sample and the sample w
irradiated atl1 for 60 s (I 150.5 W/m2). It is seen that the
irradiation of MS films atl1 in an electric field leads to eve
greater enhancement of radiative recombination than in
absence of an electric field. This is because the mobility
the holes increases in an electric field5,12 and the decay of the
excitons that were photogenerated atl1 is accompanied by
the escape of holes into the collecting contact and the a
mulation of electrons in the MS film, which create negati
space charge. The accumulation of considerable sp
charge, which diminishes the internal electric field in the M
film, is manifested both by a decrease in the photocond
tivity of the MS films ~Fig. 6! and by a decrease in the slop
of the I E(E) curve ~Fig. 4!.

Refinement of the mechanism for the enhancemen
recombination electroluminescence discovered in the pre
work following the irradiation of MS films by light in the
UV range requires additional investigations of the cause
the formation of the long-lived electron-hole pairs, t
mechanisms of the trapping of electrons following decay
the photogenerated excitons, and the influence of these
trons on the probability of radiative recombination of t
charge carriers. However, even on the basis of the resul
the present work, we can assume that the irradiation
PEPC1N wt % PD films with light in the near UV range i
followed by the formation of active centers which conta
trapped electrons from photogenerated excitons and in
ence the probability of the bimolecular radiative recombin
tion of the charge carriers. The mechanism of this influe
can be associated with alteration of the rate of the sing
triplet transitions in the recombining nongeminate pairs
charge carriers.13 We shall now explain the grounds for suc
a hypothesis.

According to a generally accepted model14 of the recom-
bination of charge carriers, which takes into account the s
states of the pairs, four possible spin states of the cha
carriers which approach to within the recombination d
tance, viz., one singlet state (S) and three triplet states (T0,
T1 , andT2), are considered in the general case. If the
f
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combination product is a particle in a singlet spin state, o
pairs in theS state recombine, and recombination of the tr
let pairs can occur only after alteration of the spin state. T
rate constant of theS2T transitions (kS2T) can be influ-
enced by external magnetic fields and the fields of param
netic particles. In particular, it was previously shown
amorphous MS’s thatkS2T can increase when the recombi
ing charges of electron-hole pairs interact with photogen
ated excitons.13 In the case of the germinal radiative recom
bination of charges in photogenerated singlet electron-h
pairs, an increase in the concentration of paramagnetic
ticles in the amorphous MS leads to reversible photolumin
cence quenching.15 In the case of bimolecular recombinatio
of the charge carriers, all four spin states of the recombin
pairs are populated with equal probabilities, but only the s
glet pairs recombine. Therefore, an increase inkS2T due to
the presence of carriers trapped in deep traps should be
companied by the enhancement of radiative recombinati
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Influence of anisotropy on the dispersion of surface plasmon-phonon polaritons in
silicon carbide
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Surface plasmon-phonon polaritons~SPPP’s! of types 3 and 4 are investigated in doped
anisotropic single crystals of hexagonal silicon carbide~6H-SiC! in the orientation corresponding
to K'C andxy'C. It is shown that a dispersion dependence of the type-3 SPPP’s
bounded byK appears in 6H-SiC when the plasmon frequency increases tonp'>350 cm21. At
np'>400 cm21, ns(K) exists for type-4 SPPP’s in the frequency rangeV i

1,n,n'
1 .

When the concentration of free charge carriers is increased, the dispersion curves are displaced
toward higher frequencies. The conditions for the existence of type-3 and type-4 SPPP’s
in 6H-SiC are determined. ©1998 American Institute of Physics.@S1063-7834~98!01004-1#
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Optical investigations of the surface phonon polarito
of isotropic solids were begun back in the nineteen seven
~c.f. Refs. 1 and 2!. Bryksin, Mirlin, Agranovichet al.shows
that surface modes of type 1 appear in solids in the prese
of long-range forces. In the monograph by Agranovich a
Ginzburg,2 all the kinds of surface excitations of type 1 a
termed surface excitons. Surface modes whose amplitude
creases at distances from the surface close to the lattice
stant are called type-2 surface modes.1 Measurements of the
dispersion of type-1 surface plasmon-phonon modes in
isotropicn-InSb single crystal by a modified attenuated to
reflection ~ATR! method were first reported in Ref. 3. Th
interaction leads to the appearance of two branches of
face plasmon-phonon modes. The first investigations of
spectra of surface phonon polaritons in anisotropic crys
were performed by Agranovich, Dubovski�, Bryksinet al.4 It
was shown that anisotropy leads to the existence of sur
modes in two cases. Type-1 surface phonon modes exi
any values of the wave vector, and type-2 polaritons
bounded by the frequency and the wave vector.

The surface plasmon-phonon polaritons~SPPP’s! in a
uniaxial semiconductor have dispersion relations, wh
number depends on the concentration of charge carriers
on the orientation of theC optical axis of the crystal relative
to its surface.5 Gurevich and Tarkhanyan showed that t
regions for the existence of SPPP’s are determined by
anisotropy of the crystal and the strength of the electr
phonon interaction. However, the theory of SPPP’s was
veloped without consideration of the anharmonicity and th
did not permit the investigation of the spectra of SPPP
Experimental dispersion curves and spectra of SPPP’
highly doped hexagonal silicon carbide 6H-SiC were o
tained in Ref. 6. The differences between these depende
5821063-7834/98/40(4)/4/$15.00
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are specified predominantly by the anisotropy of the elect
effective mass in 6H-SiC.7

In the present work we investigated the dependence
the frequency [ns(K)# and the ATR spectrum of the SPPP
of hexagonal silicon carbide~the 6H-SiC polytype! on the
wave vectorK with variation of the electron concentratio
over a broad frequency range~plasmon frequencies equal t
180–2500 cm21) in the existence region of SPPP’s of ne
types: type-3 and type-4. The mutually consistent parame
of the model of 6H-SiC in Ref. 8 were used.

Single crystals of 6H-SiC have the wurtzite structu
with space groupC6V

4 (P63mc) and are characterized b
strong anisotropy of the properties of the plasma subsyst
unlike ZnO.9 The anisotropy of the effective electron ma
and the phonon and plasmon damping coefficients has b
thoroughly investigated for 6H-SiC.7 However, investiga-
tions of the influence of the anisotropy of the plasma s
system on the dispersion dependences of SPPP’s and
number in 6H-SiC have not yet been performed.

The SPPP’s observed in the orientation correspondin
K'C andxyiC are characterized by a relation, under whi
the dispersion of the surface waves is determined by
dielectric function«'(n). Thex andy axis lie on the surface
of the sample,«'(n) is the dielectric function of 6H-SiC
perpendicular to theC optical axis, andn is the frequency of
the radiation~in cm21). Only nonradiative surface plasmon
phonon polaritons for whichK.v/c ~v is the angular fre-
quency! are considered in this paper. Two branches
SPPP’s are observed. The high-frequency branch (n1) be-
gins at the pointn5n t' , and the low-frequency branch (n2)
begins at zero. AsK increases (K→`), the frequencies as
ymptotically approach the values of the frequencies of mix
surface plasmon-phononsnpl-ph

1,2 :
© 1998 American Institute of Physics
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npl-ph
1,25A0.5$ñ t'

2 1 ñ p'
2 6@~ ñ t'

2 1 ñ p'
2 !24ñ t'

2 ñ p'
2 #1/2%1/2,

ñ t'
2 5n t'

2 @~11«0'!/~11«`'!#,

ñ p'
2 5np'

2 @«`' /~11«`'!#, ~1!

where«`',i and «0',i are the principal values of the high
frequency and static dielectric tensors in directions perp
dicular and parallel to theC axis, n t',i and n l',i are the
frequencies of the transverse- and longitudinal-opti
phonons, andnp' andnpi are the plasmon frequencies.

In the case ofK'C andxy'C, the SPPP’s are charac
terized by the dispersion relation5

xx
25@« i~n!2«'~n!« i~n!#/@12«'~n!« i~n!#,

xx5Kc/v ~2!

and by the inequalities

«',0, K.v/c, « i~xx
22« i!,0, ~3!

where« i(n) is the dielectric function of 6H-SiC parallel t
the C axis. If « i(n) and«'(n) are interchanged, the depe
dencens(K) for the orientation corresponding toKiC and
xyiC can be obtained using~2!. These dependences corr
spond to extraordinary SPPP. Ordinary type-1 SPPP’s ap
in the orientation corresponding toK'C andxyiC, and~2!
transforms when« i(n) is replaced by«'(n). This case is
characterized by two branches ofns(K): n1,2. In contrast to
the isotropic case, when«',0 and« i.xx

2 , new branches of
SPPP’s appear. Their number and ranges for existence
pend on the electron concentration in the conduction b
and on the relative positions of the frequenciesn t',i , n l'i ,
np'i , n'i

1,2 , andV'i
1,2 ,5 which are specified by the relation

«'~n'
1,2!50, « i~n i

1,2!50,

«'~V'
1,2!51, « i~V i

1,2!51,

n'i
1,25A0.5$n l'i

2 1np'i
2 6@~n l',i

2 1np',i
2 !2

24n t',i
2 np',i

2 #1/2%1/2, ~4!

V'i
1,25A0.5$ñ t'i

2 1 ñ p'i
2 6@~ ñ t'i

2 1 ñ p'i
2 !

24ñ t'i
2 ñ p'i

2 #1/2%1/2,

ñ t'i
2 5n t'i

2 @~«0',i21!/~«`'i21!#,

ñ p'i
2 5np'i

2 @«`'i /~«`'i21!#. ~5!

The maximum number of the branchesn i(K) corre-
sponding to solutions of Eq.~2! is equal to four (i 5124).
The SPPP frequenciesn i(K) lie in regions of the (n, K)
plane where condition~3! holds, and atK@v/c they asymp-
totically approach the frequencies of the surface plasm
phonon modes obtained by solving the equation«'« i51.

Figure 1 shows the dispersion curves [ns(K)# of the SP-
PP’s in 6H-SiC obtained in a calculation forK'C and
xy'C using parameters of 6H-SiC which faithfully describ
the experimental data in Refs. 7 and 8.
n-

l

ar

e-
d

n-

The inequalitiesn ti,n t',n l i,n l' are characteristic of
6H-SiC ~Table I!. The electron plasma frequenciesnp' and
npi of 6H-SiC are related by the expressionnpi
5@(m'

* «`')/(mi* «`i)#1/2np' . For 6H-SiC we havenp'

52.682npi , since the effective electron mass perpendicu
to theC axis m'

* 50.25me , andmi* 51.75me , whereme is
the mass of a free electron.7 According to Ref. 5,n0

5np'@«`' /m'#1/2, and n1
25n ti

2 @«`'n ti
2 2«0'n t'

2 #/@m'(n t'
2

2n ti
2 )#. For 6H-SiCn051.2767np' , andn154766.3 cm21,

i.e., the inequalityn0,n1 (n2,n ti) holds, indicating the
existence of surface modes in a bounded interval ofK ~Fig.
1a!.

When there are no free charge carriers in 6H-SiC sin
crystals (np',10 cm21), only the high-frequency branch
ns

1(K) beginning atn5n t'5797 cm21 and asymptotically
approaching the frequency of the plasmon-phonon mo
npl-ph

1 5945.8 cm21 at Kc/v ti5578.6 is observed. The de
pendencens

1(K) corresponds to extraordinary type-1 S

FIG. 1. Dispersion curves [ns(K)# of type-3 and type-4 SPPP’s of 6H-SiC
for K'C and xy'C. a — type-3 SPPP’s, b — type-4 SPPP’s. Plasmon
frequenciesnp'5400 ~1!, 500 ~2!, 740 ~3!, 1000 ~4!, 2250 ~5!, and 2500
cm21 ~6!.

TABLE I. Parameters of the model of a 6H-SiC single crystal.4

6H-SiC «0 «` n t , cm21 n l , cm21

EiC 10.03 6.7 788 964
E'C 9.66 6.52 797 970
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TABLE II. Results of a calculation of the parameters of the type-3 and type-4 SPPP’s.

Sample
number PSE-3B S-5 SC-1

np' , cm21 400 500 740 1000 2250 2500
n'

1 , cm21 999.7 1018.9 1094.7 1234.7 2325.7 2566.8
Kc/v ti 1.323 1.594 2.280 3.0545 6.673 7.618
V i

1 , cm21 996.7 999.6 1009.3 1024.9 1207.8 1269.4
Kc/v ti 1.265 1.268 1.281 1.301 1.533 1.611
n i

1 , cm21 968 977.9 990.2 1138.5 1190.8
n1, cm21 955 959.6 970.9 985.5 1135.8 1188
Kc/v ti 153 681.6 464.5 374.7 228.7 182.5
n'

2 , cm21 318.9 391.1 538.7 645.5 771 776
Kc/v ti 1.228 1.537 2.287 3.128 8.548 10.22
V i

2 , cm21 127.8 159.3 233.5 310.8 593.4 627.3
Kc/v ti 0.1622 0.2022 0.2964 0.3944 0.7530 0.796
n i

2 , cm21 121.4 222.3 296.7 580.6 616.8
n2, cm21 121.3 151.3 222.2 296.5 580.5 616.7
Kc/v ti 18.023 39.15 38.65 34.44 104.7 62.55
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PP’s. For the OZ-56 samplenp'5180 cm21, and only two
branches ofns(K) for type-1 SPPP’s are displayed:npl-ph

1

5948 cm21 at Kc/v ti5687.98 andnpl-ph
2 554.7 cm21 at

Kc/v ti59.1303. A dispersion dependence of type-3 SPP
with a bound onK begins to be displayed in 6H-SiC a
np'5350 cm21. The cutoff frequencies arenpl-ph

1 5953.3
cm21 and npl-ph

2 5106.2461 cm21. The ns(K) curve for the
type-3 SPPP’s begins atV i

25112 cm21 and Kc/v ti
50.142 and ends atn'

25281.1 cm21 andKc/v ti51.075.
Whennp'>400 cm21 andnp'52.682npi , 6H-SiC be-

gins to display another dispersion curve~Fig. 1!, which ex-
ists in a bounded interval of wave vector values. Its frequ
cies lie in the rangeV i

1,n,n'
1 , and it lies above the high

frequencyns(K) curve for the type-1 SPPP’s. Curves1–6 in
Figs. 1a and 1b were obtained for the values of the plasm
frequency~modes perpendicular to theC axis! np'5400,
500, 740, 1000, 2250, and 2500 cm21. The frequencies 740
1000, and 2190 cm21 correspond to the parameters of t
PSE-3B, S-5, and SC-1 samples. Figure 1a presents
ns(K) curve of the type-3 SPPP’s, and Fig. 1b presents
ns(K) curve of the type-4 SPPP’s. In the case of the typ
SPPP’s~Fig. 1a!, when np'5400 cm21, ns(K) begins at
127.8 cm21 and Kc/v ti50.1622 and ends at 318.9 cm21

andKc/v ti51.2285.
Whennp'5400 cm21, we have four dispersion curve

two of which have bounds onK ~curves1 in Fig. 1!. For the
type-1 SPPP’snpl-ph

2 5121.3 cm21, and npl-ph
1 5955.3 cm21

asKc/v ti→` ~Table II!. The cutoff frequencies of the dis
persion curves of the type-3 and type-4 SPPP’s are equ
n'

25318.9 cm21 at Kc/v ti51.2285 and ton'
15999.7 cm21

at Kc/v ti51.3231, respectively.
Figure 2 presents modified internal reflection~ATR!

spectra of the type-3 and type-4 SPPP’s calculated using
parameters of the PSE-3B sample for the orientation of
6H-SiC single crystal corresponding toK'C and xy'C.
Some of the parameters of the PSE-3B sample are prese
in Table II. In addition, the values of the plasmon dampi
coefficientsgp'5155 cm21 andgpi585 cm21 and the pho-
non damping coefficientg f'5g f i515 cm21 were used. The
’s

-

n

he
e
3

to

he
e

ted

spectra were calculated~Fig. 2a! with air gaps between the
KRS-5 ATR element and the sample of thicknessd590
~curve1! and 4.32mm ~curve2! for the values of the angle
of incidencea of the IR radiation in the ATR element indi
cated in the captions to the figure. The minima of the spe
correspond tonmin5524 and 514 cm21, and the width of the
spectraGs522.5 and 210 cm21.

Figure 2a~curve 3! the experimental spectrum of th
type-3 SPPP’s of the PSE-3B sample is shown for the or
tation of the 6H-SiC single crystal corresponding toK'C
andxy'C. The spectrum was recorded with an air gap b
tween the KRS-5 ATR element and the sample of thickn
d580 mm for a525° in the ATR element. The minimum o
the spectrum is located in the region of the calculated spe
~525–515 cm21), but the width of the spectrum 3Gs>600
cm21, which is related to the significant damping coef

FIG. 2. ATR spectra of 6H-SiC forK'C, xy'C, andnp'5740 cm21. a
~mm! and a (°): a! 1 — 90 and 24.9,2 — 4.32 and 35,3 — 80 and 25
~experiment, sample PSE-3B!; b! 1 — 33 and 25,2 — 2.4 and 35.
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cients of the type-3 SPPP’s in the PSE-3B sample.
Figure 2b presents the calculated spectra of the typ

SPPP’s of this sample ford533 mm ~curve 1! and d52.4
mm ~curve 2!. The minima of the spectra correspond
nmin51009.5 and 1084 cm21, and the width of the spectr
Gs54 and 200 cm21. The ATR spectra of the type-3 an
type-4 SPPP’s~curve 2! are characterized by radiation
induced broadening. We were unable to observe the spe
of type-4 SPPP’s experimentally due to the significant dam
ing coefficients of the plasmons in our samples.

Thus, investigations of the type-3 and type-4 surfa
plasmon-phonon polaritons in doped anisotropic 6H-S
single crystals have been performed for orientations of
SPPP wave vector relative to the surface and the optical
of the crystal corresponding toK'C andxy'C. It has been
shown that a dispersion dependence of the type-3 SP
bounded byK appears in 6H-SiC when the plasmon fr
quency increases tonp'>350 cm21. At np'>400 cm21,
there is ans(K) curve for type-4 SPPP’s in a bounded inte
val of wave vector values, whose frequencies lie in the ra
V i

1,n,n'
1 and which lies above the high-frequencyns(K)

curve of the type-1 SPPP’s. When the concentration of f
charge carriers is increased, the beginning and end of
dispersion curves for the type-3 and type-4 modes are
placed toward higher frequencies. The conditions for the
-4

tra
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e

e
is
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istence of type-3 and type-4 SPPP’s in 6H-SiC have b
determined. The spectrum of type-3 SPPP’s has been
tained experimentally for the first time. The calculated AT
spectra of the type-3 and type-4 SPPP’s demonstrate the
sibility of detecting surface plasmon-phonon polaritons
the new types.
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Data presented on the influence of the temperature in the range 80–650 K on the spectral
kinetics of the luminescence and transient absorption of unactivated CsI crystals under irradiation
by pulsed electron beams (^E&50.25 MeV, t1/2515 ns, j 520 A/cm2!. The structure of the
short-wavelength part of the transient absorption spectra atT5802350 K exhibits features,
suggesting that the nuclear subsystem of self-trapped excitons~STE’s! transforms repeatedly
during their lifetime until their radiative annihilation atT>80 K, alternately occupying di- and
trihalide ionic configurations. It is established that a temperature-induced increase in the
yield of radiation defects, as well asF andH color centers, and quenching of the UV luminescence
in CsI occur in the same temperature region~above 350 K! and are characterized by
identical thermal activation energies (;0.22 eV!. It is postulated that the STE’s in a CsI crystal
can have a trihalide ionic core with either an on-center or off-center configuration; the high-
temperature luminescence of CsI crystals is associated with the radiative annihilation of an off-
center STE with the structure (I2(I0I2e2))* . © 1998 American Institute of Physics.
@S1063-7834~98!01104-6#
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The luminescence of unactivated CsI crystals under
action of ionizing radiations at temperatures near room te
perature is characterized by a high intensity and a short
cay time (;10 ns!, making these crystals attractive for use
high-speed scintillation counters. The properties of the r
idly decaying luminescence of cesium iodide have been s
ied quite thoroughly, but the nature of the centers respons
for it remains unclear. In Ref. 1 this luminescence was
signed to an interaction between elementary excitatio
while Nishimuraet al.2 attributed it to the thermal populatin
of a radiative triplet state of dihalide self-trapped excito
~STE’s! with an ionic core having an on-center configur
tion. In the present work the structure of the luminesce
centers is studied using optical absorption analysis, wh
permits studying the spectra and relaxation kinetics of tr
sient absorption spectra induced in crystals upon irradia
by pulsed beams of accelerated electrons (^E&50.25 MeV,
t1/2510 ns, j max5103 A/cm2! with nanosecond time resolu
tion, along with the luminescence technique in the tempe
ture range 802550 K and the range of photon energies 1
26.0 eV.

1. EXPERIMENTAL RESULTS

1… Luminescence. The luminescence spectra of C
measured at the moment of ending the electron irradia
pulses at various temperatures are illustrated by curves1 in
Figs. 1a–1d.

At 80 K ~Fig. 1!, the spectrum contains two bands
approximately equal intensity with maxima near 4.3 and
eV. The luminescence in the band at 4.3 eV decays rap
(t f,10 ns!, while the intensity of the band at 3.7 eV d
creases considerably more slowly with a time constantts

51.0 ms. According to experimental and theoretic
5861063-7834/98/40(4)/5/$15.00
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studies,1–5 these two bands should be assigned to the ra
tive annihilation of dihalide STE’s with the structur
(I2

2e2)* from the singlet and triplet spin states, respective
As can be seen from a comparison of the spectra in F

1, when the samples are heated above 80 K, the maximu
the high-energy band shifts toward longer wavelengths,
band becomes broader, and its contribution to the total sp
trum increases with increasing temperature so that the s
trum at room temperature consists of a single broad non
mentary band with a maximum near 4.1 eV. As t
temperature is increased further to 450 K, the form of
spectra remains unchanged.

The temperature evolution of the spectra just descri
is accompanied by the appearance of a high-energy ban
the relaxation kinetics atT.90 K along with a fast slow
stage. The decay of the luminescence in this stage is
scribed well by an exponential dependence of the intensiI
on the timeI (t)5I 0exp(2t/ts) with the time constantts ,
whose values in the temperature range 902200 K coincide
with the decay time of the triplet band at 3.6 eV.

As follows from the data presented in Fig. 2a, an
crease in the temperature in this region results in ident
decreases in the values ofts for both bands~curve 1!, an
increase in the initial intensity of the slow component in t
4.3 eV band, which leads to a three- to fourfold increase
the integrated amplitude of the luminescence flash~curve 2
in Fig. 2a!, and an approximately equal decrease in the
minescence intensity at the maximum of the triplet band
3.6 eV ~curve3 in Fig. 2a!.

These results are in good agreement with the data
tained for two-photon excitation2 and clearly attest to the
realization of thermally activated transitions between
STE states responsible for the luminescence bands at 3.6
4.3 eV. The temperature dependences of the integrated in
© 1998 American Institute of Physics
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sity of the flashes in the bands at 3.6 and 4.3 eV, wh
characterize the redistribution of the populations of these
states, are illustrated by curves1 and2, respectively, in Fig.
2b.

As the temperature rises further, the luminescence in
sity decreases monotonically over the entire spectrum,
steepest~in Arrhenius coordinates! portion of the decrease in
the luminescence yield lying in the region above 300 K.

2… Transient absorption. In the measurements of th
transient absorption spectra of CsI, whose results were
viously published in Ref. 6, we were forced to exclude t

FIG. 1. Luminescence spectra of a CsI crystal measured at the mome
ending a pulse of accelerated electrons at various temperatures.

FIG. 2. Temperature dependence of the lifetime and luminescence inte
of STE’s ~a!, the integrated luminescence intensity of STE’s and the opt
density in theF absorption band~b! in a CsI crystal. a! 1 — Relaxation time
of the slow luminescence component at 4.3 eV,2, 3 — amplitude values of
the luminescence intensity at 4.3 and 3.6 eV, respectively; b! 1, 2 — inte-
grated intensity of the flashes of slowly decaying luminescence at 4.3
3.6 eV, respectively,3 — intensity of theF absorption band recorded 500 n
after the beginning of the irradiation pulse.
h
o

n-
e

e-

region of the spectrum withhn.3.0 eV from the analysis
because of the high brightness of the luminescence flas
the STE’s, which is at a higher level than the brightness
the flashlamp installed in the spectrometer for transillumin
ing the samples. Using a more powerful probing light sour
we were able to move into the region of shorter waveleng
and to discover an additional intense absorption band wi
maximum at 3.4 eV. The general form of the absorpti
spectra measured with different delay times relative to
electron irradiation pulse at 80, 295, and 55 K is shown
Fig. 3.

It can be seen from this figure that in the temperat
range 80–300 K, which corresponds to considerable chan
in the spectral composition of the luminescence of
STE’s, the structure of the absorption spectra~Fig. 3! re-
mains practically unchanged. A typical finding for the tra
sient absorption in this temperature range is that its inten
dropped following irradiation at the same rate in differe
parts of the spectrum, the characteristic relaxation times
the optical density at all the temperature values in this ra
coinciding with the decay times of the triplet luminescenc
The set of properties indicated provides a sufficient basi
conclude that the transient absorption spectra appearin
this temperature range, like the luminescence spectra,
caused by STE’s.

As the temperature was increased above room temp
ture, relatively long-lived absorption bands ofF andH cen-
ters appeared, along with rapidly relaxing exciton bands
the structure of the transient absorption spectra above;350
K. The intensity of these bands increased rapidly with te
perature, and, as can be seen from Fig. 3, theF-center band
is the dominant feature in the spectrum at 550 K. The hi
temperature ascending branch of the temperature depend
of the optical-density values at the maximum of theF band
measured with a delay of 200 ns relative to the ending of

of

ity
l

nd

FIG. 3. Optical absorption spectra of a CsI crystal measured during a p
of accelerated electrons of duration 15 ns~1! and 500 ns after its completion
~2!. The positions of the individual bands in the spectrum are marked
arrows.
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irradiation pulses is illustrated by curve3 in Fig. 2b.

2. DISCUSSION OF RESULTS

As long as an STE exists, the molecular hole core in
composition and the electron bound to it can undergo opt
excitation and move into a state of higher energy. The
sorption then detected is characterized by a relaxation t
which coincides with the decay time of the STE’s in t
radiativep state.7,8 The form of the absorption spectrum
determined by the structure of the optical transitions in
electronic and nuclear subsystems of the STE in the low
relaxed state.

The low-energy part of the spectra should correspond
transitions in the electronic subsystem of the STE: as
shown in Refs. 7–9, the maxima of the most intense lo
wavelength peaks of STE’s in most alkali-metal halide cr
tals are located between the absorption bands of theF andM
color centers.7 On this basis the most intense peak in t
spectra of a CsI crystal might have been expected in
range between 1.7 and 1.05 eV. However, it follows from
data in Fig. 3 that it is apparently located beyond the
boundary of the range permitted by the spectrometer athn
<1.0 eV. It is the first feature in the spectrum of the STE
in CsI.

According to existing theories, the structure of optic
transitions in the nuclear subsystem of STE’s is determi
mainly by the internal structure of the electronic levels of t
molecular hole ion forming the core of the STE.10 Therefore,
in particular, the short-wavelength transient absorption ba
caused by dihalide STE’s in alkali-metal halides9 and crys-
tals of alkaline-earth fluorides11 are virtually identical, in
their spectral characteristics to the bands of stable hole
ters of the X2

2 family ~where X is a halogen atom!: H andVk

color centers.
The spectral kinetic characteristics of the new band

the short-wavelength part of the spectrum of the STE’s
CsI with Em53.4 eV take on special significance in th
context. The intensity of this band drops following irradi
tion at all temperatures in the range 802350 K synchro-
nously with the absorption in other parts of the spectru
therefore, it should unquestionably be assigned to s
trapped triplet excitons. The band is clearly expressed an
at a fairly large distance in the spectrum from the bands
the H andVk centers of the I2

2 family ~the maximum of the
known absorption bands of the hole centers in a CsI cry
are marked with arrows in Fig. 3, according to the data
Refs. 12–15!. At the same time, its position in the spectru
closely coincides with that of the absorption band of theV2

color centers, which are among the simplest aggregate
centers of the family of trihalide ions with an I3

2 structure.
This is the second feature in the spectrum of the STE’s
CsI.

The literature does not offer any information regardi
the existence of centers of any other types that absorb in
region; therefore, the existence of bands correspondin
hole centers of the two families~both I2

2 and I3
2! in the ab-

sorption spectra of the STE’s in CsI should apparently
considered a weighty argument in support of the conclus
s
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that the hole component of the self-trapped triplet excitons
this crystal is capable of being localized not only on two, b
also on three halide ions.

Evidence of the existence of trihalide self-trapped ho
in crystals of alkali-metal iodides is provided by data fro
femtosecond spectroscopy. It was shown in Ref. 16 that
trihalide self-trapped holes in KI are created after a tim
smaller than 1 ps and are unstable formations. It is poss
that the trihalide self-trapped holes in a CsI crystal with
simple cubic lattice are more stable because of the sm
relative fraction of the ‘‘empty space’’Vm @in ionic crystals
of the NaCl typeVm;0.74, and in crystals of the CsCl typ
Vm;0.52 ~Ref. 17!#.

On the basis of the material presented, the processe
the formation and annihilation of self-trapped triplet excito
in a CsI crystal at 80 K can be described in the followi
manner.

After a conduction electron is trapped by aVk center,
dihalide STE’s with the structure (I2I0e2)* form in the sin-
glet 1Su

1 or the triplet3Su
1 states.

The STE’s in the singlet state have a centrosymme
~on-center! core configuration and rapidly~with t'2 ns!
annihilate with the emission ofs luminescence@in CsI the
maximum of thes band is at 4.3 eV~Ref. 2!#.

The relaxation of STE’s to the lowest triplet state is a
companied, according to Ref. 18, by some displacemen
the dihalide core along its axis with the formation of a
off-center configuration. This displacement is unavoida
associated with a decrease in the distance between th2

2

molecular ion and the neighboring I2 ion and the formation
of a nearly trihalide geometric configuration of the typ
~I22I0e)* 2I2 in a ^100& chain of anions.

It can be expected that as a result of electron den
fluctuations caused, for example, by thermal vibrations of
atoms, the nuclear subsystem of the STE’s in CsI manage
transform repeatedly from the dihalide configuration to t
trihalide configuration and vice versa during their lifetim
before radiative annihilation. The structural formula of su
a trihalide STE can be written in the form (I2�(I0

2I2e))* .
With consideration of the results from the experimen

and theoretical studies in Refs. 1–5, the transitions to
ground state of the STE’s, in the period when the hole
localized on two halide ions, apparently should be cons
ered responsible for the emission of luminescence in the
eV band at 80 K in cesium iodide.

At temperatures near room temperature, the lumin
cence in the 3.6 eV band is quenched and the main co
bution to the luminescence spectrum of the STE’s is made
transitions with an energy of 4.3 eV~Fig. 1!. This lumines-
cence is observed up to temperatures of the order of 500
and its quenching in the range 350–550 K is accompanied
alteration of the spectral composition of the transient abso
tion due to the appearance of bands belonging toF and H
centers. The temperature dependence of the integrated in
sity of the luminescence flash at 4.3 eV thus has the form
a curve with a maximum~curve2 in Fig. 2b!. The ascending
branch of this curve in the range 1002160 K corresponds to
a decrease in the luminescence intensity in the 3.6 eV b
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~curve1 in Fig. 2b!, and the descending branch in the regi
above 350 K corresponds to an increase in the yield oF
color centers~curve3 in Fig. 2b!. In addition, this correspon
dence has not only a qualitative, but also a quantitative c
acter: the values of the thermal activation energy found fr
the slopes of the intersecting curves in the low- and hi
temperature regions are equal to;50 meV and;0.22 eV,
respectively.

Thus, as a whole, the form of the families of curv
presented in Fig. 2 attest to the occurrence of two succes
configuration transformations of the STE’s as the tempe
ture is increased. The STE state responsible for the emis
of luminescence at 4.3 eV should apparently be assume
have a certain intermediate configuration between the c
figuration which the STE has at 80 K and the lattice config
ration corresponding to a defect pair ofF andH centers.

According to existing theoretical ideas, the displacem
of the halide core of STE’s, undergoing thermally activat
transformation from the lowest relaxed state intoF, H defect
pairs, is associated with the formation of a certain quasista
state, i.e., an ‘‘intermediate defect pair.’’19 For crystals with
dihalide STE’s such a state is usually represented as a pa
F andH centers located at neighboring lattice sites.20 If an
STE has a trihalide core, the structure of the intermed
defect state directly preceding the dissociation of the tri
lide STE intoF andH centers isolated from one another b
a regular lattice site, clearly should be represented in
form of anF center and an I3

2 trihalide hole ion occupying
two neighboring anion sites, which is an analog of an o
center STE of type III.21,22

According to data obtained a CsI crystal, the trihali
STE’s, responsible for the high-temperature luminescenc
the 4.1 eV band should have such an off-center configu
tion. In such a case, it is logical to assume that the state
trihalide STE, which annihilates at low temperatures with
emission of luminescence in the 3.7 eV band and is cap
of passing into an off-center state upon thermal displacem
of the core, has an undisplaced trihalide core with a ne
on-center configuration.

The laws that we revealed in the temperature evolut
of the luminescence and color centers in CsI together w
the data on the luminescence properties at temperatures
4.2 K in Refs. 2 and 4 can be described on the basis of
idea advanced in Ref. 23 that the lowest state of an STE
the ground state of anF center in an alkali-metal halide ar
related by a common adiabatic potential surface.

The form of a cross section of that surface, which, in o
opinion, corresponds to the situation in CsI, is shown in F
4. The generalized configuration coordinateR, which char-
acterizes the relative position of the electron and hole co
ponents of an STE, is plotted along the horizontal axis. T
cross section contains a series of minima correspondin
relaxed states of the STE1crystal system and the energ
barriers separating them. The geometric configuration
each of the states is shown schematically at the bottom
Fig. 4.

According to the data in 2, the appearance of the ch
acteristic luminescence band at 3.6 eV is a result of the t
mally activated~with Ea52 meV! transformation of on-
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center dihalide STE’s. If we take into account the foregoi
ideas regarding the nature of the luminescence in CsI,
data from those studies can be interpreted as the resu
transitions of an on-center STE from the di- and trihali
configurations~this is the transition between the first an
second minima in the diagram!. The 2→3 and 3→4 transi-
tions reflect the transformation of a trihalide STE from t
on-center configuration to the off-center configuration a
the subsequent dissociation of the trihalide STE intoF, H
defect pairs, respectively.

Thus, the set of data that we obtained and the d
known from the literature on thermally activated lumine
cence and defect-formation phenomena in CsI crystals ca
adequately described within a single approach on the bas
a fairly simple scheme as a consequence of a series of
figuration transformations of an STE accompanied by a s
cessive increase in the degree of spatial separation of
electronic and nuclear components of the STE with the te
perature.
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Calculation of the dielectric permittivity tensor for the surface layer of a cubic crystal
S. N. Latynin

Donbass State Academy of Construction and Architecture, 339023 Makeevka, Donetsk District, Ukraine
~Submitted September 30, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 645–647~April 1998!

The dielectric permittivity tensor has been calculated by the effective-field method with inclusion
of spatial inhomogeneities in the crystal surface layer. Cubic crystals have been shown to
have natural optical activity within a layer a few lattice constants thick. ©1998 American
Institute of Physics.@S1063-7834~98!01204-0#
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It was pointed out1 that the dielectric permittivity tenso
has to be calculated throughout the volume of a boun
crystal, including the near-surface region, since this wo
eliminate the need for deriving additional boundary con
tions when studying the additional light waves2. For ex-
ample, the additional boundary conditions were derive3,4

from the constitutive relations within the dielectric approx
mation by calculating the nonlocal polarizability at the su
face, which cannot be considered even approximately a
mogeneous function inz. It was shown5,6 that one can obtain
the additional crystal-surface polarization within a micr
scopic approach with the use of the effective-field metho7.
The present work applies microscopic theory5,6 to calculate
the crystal polarization and dielectric permittivity tensor o
simple cubic lattice with a~100!-type surface plane.

We consider polarization of a semi-infinite lattice by
monochromatic waveE(e)(r ,t)5E0

(e)exp(ik0r2ivt), where
uk0u5 (va/c) (a is the lattice constant, andv is frequency!.
As in Refs. 5 and 6, the dipole momentPl of the l th atom of
the crystal is determined in a self-consistent way fro
coupled equations

Pl~ t !5a~v!$E~d!l~ t !1E~e!~ t !%, ~1!

wherea(v) is the atomic polarizability, andE(d) l is the field
generated at thel th central atom by all the other atoms; i
Fourier amplitudes were obtained for dipole moments
plane-wave representation in Ref. 5. For a simple cubic
tice, the position vector of thel th atom l 5( l' ,l 3)
5( l 1 , l 2 , l 3), where l 1 , l 2 , l 3 are integers in units of the
lattice constant,l 3.0, and symbol' denotes projection onto
the XY plane coinciding with the surface plane.

The dipole moment satisfying Eqs.~1! throughout the
crystal, and with a zero remainder on the right-hand side,
be written in the following general form5

Pl5P0exp~ ikl 2 ivt !

1 (
q'

q'Þ0

B~q'!F11 (
n51

l 321
1

n! )
m51

n

~ l 32m!G
3exp~2gql 31 i ~q'1k'!l'2 ivt !, ~2!
5911063-7834/98/40(4)/3/$15.00
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wheregq5A(q'1k')22k0
2, q' is the reciprocal lattice vec

tor ~in units of 1/a), andk is the wave vector multiplied by
a. The second term in Eq.~2! determines the additional sur
face polarization of the crystal, which depends in a comp
cated way onl 3 ~i.e. on the distance to the surface!. Addi-
tional surface polarization is essential only at distan
within a few lattice constants. The conditionq'Þ0 in (q'

was introduced because of the absence in the bulk of
crystal of waves withk5k0.

Using the generalization procedure of Ewald for 2D p
riodic structures,5,6 and substituting into the Hertz vector th
dipole moment in the form~2!, the right-hand side of Eq.~1!
transforms to a sum of two expressions:

Ea
~* !~ l ,t !5wab~v,k!P0b

3exp~ ikl 2 ivt !1 (
q'

q'Þ0

Wab~v,k,q'!

3Bb~q'!F11 (
n51

l 321
1

n! )
m51

n

~ l 32m!G
3exp~2gql 31 i ~q'1k'!l'2 ivt !, ~3!

and

E0a
~e!exp~ ik0l 2 ivt !1(

q'

rab
2 ~v,k' ,q'!

3F 1

12exp@2~ ik31gq!
P0b

1 (
q'8

q'8 Þ0

1

22exp~2gq1gq8!
Bb~q'8 !G

3exp~2gql 31 i ~q'1k'!l'2 ivt !, ~4!

wherea, b51, 2, 3. The corresponding tensors in these
pressions can be written
© 1998 American Institute of Physics
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wa,b~v,k!5wab
' ~v,k'!

1(
q'

Frab
2 ~v,k' ,q'!

1

12exp~gq1 ik3!

1rab
1 ~v,k' ,q'!

1

12exp~gq2 ik3!G , ~5!

Wa,b~v,k' ,q'8 !5wab
' ~v,k'!1(

q'

Frab
2 ~v,k' ,q'!

3
1

122 exp~gq2gq8!

1rab
1 ~v,k' ,q'!

2

22exp~gq1gq8!
G ,

~6!

wab
' ~v,k'!52

2p

a3 (
q'

12FS gq

2Ap
D

gq

3@~q'1k'!a~q'1k'!b2gq
2da3db3

2k0
2dab#2

4p

a3 (
q'

expS 2
gq

2Ap
D da3db3

1
1

a3 H 4p

3
22k0

2J dab1
2

a3Ap

3 (
l'8

l'8 Þ l'

exp@2 ik'~ l'2 l'8 !#$k0
2dab f 0

22dab f 214~ l'2 l'8 !a~ l'2 l'8 !b f 4%,

F(x)5 2p 0x exp(2t2)dt,

f n5E
Ap

`

xnexp@2x2~ u l'2 l'8 u!2dx,

rab
7 52

2p

gqa3
$~ ik'a1 iq'a7gqda3!

3~ ik'b1 iq'b7gqdb3!1k0
2dab%.

Expression~3! is the refracted wave propagating in th
crystal. The first term in Eq.~3! represents the bulk wave
where ~5! can be recast in the form of a long-waveleng
expansion

wab~v,k!a3524p
kakb2k0

2dab

k22k0
2

1wab8 ~v,k!. ~7!

In contrast to the results of Ref. 8, the first term in Eq.~7!,
which is responsible for the macroscopic field, can always
isolated, both in a semi-infinite crystal and in a finite lay
down to monolayer thickness.wab8 (v,k) contains the same
e
,

structural coefficients of the long-wavelength expansion
terms of orderk2, as in the case of a semi-infinite crystal~see
Ref. 7!.

The second term in Eq.~3! describes surface waves wit
amplitudes dying out with depth and propagating along
surface. In contrast to Eq.~7!, the long-wavelength expan
sion of tensor~6! contains terms of orderik' . This results in
a natural optical activity of cubic crystals in a thin surfa
layer a few lattice constants thick.

The second term in Eq.~4! yields for q'50 the extinc-
tion theorem of Ewald–Oseen5,6 which states that the inci
dent wave is completely extinguished in the surface layer
q'Þ0, we can obtain an expression relating the dipole m
ment amplitudesB(q') and P0 by equating in Eq.~4! the
coefficients of like exponentials:

B~q'!5V~v,k,q'!P0 , ~8!

where

V~v,k,q'!5(
i 50

`
1

2i 11

1

exp@2~ ik31gq
i !#21

3)
j 51

i

F j~v,k' ,q'
j !;

F j~v,k' ,q'
j !5 (

q'
j

q'
j Þ0, q'

j 21

1

exp@2~gq
j 212gq

j !#21
,

hereq'
j , q'

j 21 , q'
i denote separate reciprocal-lattice vecto

in the i th or j th sum, andq'
0 5q' .

Substituting Eq.~8! in Eq. ~3! and using Eq.~7!, we take
the definition of the dielectric permittivity tensor9 «ab to
obtain

«ab5«ab~v,k,l 3!5dab14pA~v!Tab
21~v,k,l 3!, ~9!

whereA(v)5
a(v)

a3
, andTab

21 is a tensor inverse to

Tab~v,k,l 3!5dab2A~v!

3H wab8 ~v,k!1 (
q'

q'Þ0

Wab~v,k',q'!

3F11 (
n51

l 321
1

n! )
m51

n

~ l 32m!GV~v,k' ,q'!

3exp@2~gq1 ik3!l 31 iq'l'#J . ~10!

To conclude, we have obtained, in a general form~9!, the
dielectric permittivity tensor including spatial inhomogene
and optical anisotropy in the surface layer of a semi-infin
cubic crystal. As follows from Eq.~9!, «ab is an inhomoge-
neous function inz varying very strongly with depth~the
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coordinate axisZ is directed into the bulk of the crystal an
coincides with the translation vectora3). The long-
wavelength expansion~10! in k and, hence, of«ab , will be
unique for each layer and will contain, besides the quadr
terms, also terms of orderik' , which assumes the existenc
of natural optical activity in the surface layer of a cub
crystal. At a depth of a few lattice constants and for a~100!
type face, the long-wavelength expansion ofTab and of«ab

is the same as for an infinite crystal10, becauseTab→dab

2A(v)wab8 (v,k) for l 3→`.
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Structural characterization of opal-based photonic crystals in the visible range
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A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
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For structural characterization of periodic three-dimensional systems with submicron-scale lattice
parameters~optical photonic crystals!, is analogous to the use of visible light of x-rays. It is
shown that specular reflectance and transmittance spectra of opal do indeed yield information on
the lattice period and structural perfection of photonic crystals. ©1998 American Institute
of Physics.@S1063-7834~98!01304-5#
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The optical properties of opals as systems whose lat
constant is comparable to the wavelength of visible lig
were studied in optically perfect samples prepared by
earlier1,2. We showed that opals are photonic crystals wit
photonic band gap in the visible region. In these studies,
optical properties were considered in terms of band struct
At the same time investigation of the optical characteris
of opal also has another aspect.

The growing interest in opal-based three-dimensio
periodic lattices witnessed in the recent two or three ye
provides motivation for a more detailed investigation of th
structural properties. The parameter of the cluster lattice
its structural perfection are among the most important ch
acteristics of nanocomposites. This work attempts to e
mate these characteristics from an analysis of optical p
erties.

Since the optical properties of opals in the visible a
dominated by interference effects accompanying the diffr
tion of visible light from a three-dimensional periodic lattic
these properties carry information on the structural cha
teristics of a sample. For opals, visible light is to a cons
erable extent analogous to x-radiation for conventional cr
tals, and optical diffraction analysis to that of x-ra
diffraction analysis of ordinary crystals. Of the three goals
structure analysis, namely, establishment of the structure
termination of the lattice parameters and of crystalline p
fection, only the latter two have significance for opal. It
known that synthetic opals have close-packed cubic st
ture, i.e., they have an fcc lattice. It is determination of t
parameters of this lattice and of its perfection that is the g
of the optical diffraction analysis of opals.

Specular reflectance spectra from the opal surface
serve for the simplest structural characterization~curve1 in
Fig. 1!. These spectra were obtained by measuring the si
reflected from the opal surface at the specular-reflec
angle. The light was incident at 8° to the sample surfa
normal. The spectrum reveals several peaks. Also sh
with dotted lines are the spectra of the same opal sam
whose voids are filled by glycerine~2! and sulfur~3!. We see
that their peaks are shifted to longer wavelengths. The pe
are obviously of interference nature, and their shift is due
a change in the refractive index of the medium. The large
5941063-7834/98/40(4)/3/$15.00
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the refractive index, the larger is the peak shift to long
wavelengths. The peak shift can be quantified using Brag
relation describing diffraction phenomena.

Bragg’s relation for the optical case should include t
refractive index of the mediumn:

2dsina5kl/n. ~1!

Opal-based nanocomposites, which are optically in
mogeneous materials, can be conveniently characterize
an effective refractive index. We measured in this work
fective refractive indices of various opal-based nanocomp
ites, namely, opals whose voids were filled by air~pure
opal!, water, and glycerine. The measurements were mad
the prism method and borne out by the immersion techniq
Measurements carried out in the wavelength region 500–
nm yield neff51.27 for the pure opal, 1.35 for opal filled b
water, and 1.40 for opal filled by glycerine. We did not su
ceed in measuring the refractive index of the sulfur-fill
opal because of the strong scattering due to the high op
contrast~the ratio of the refractive indices of opal spher
and sulfur-filled voids!.

Calculations show that the law of additivity of the re
fractive indices of the components making up a composit
applicable to opal. Knowing the volume fractions of th
components, one can readily calculate the effective refrac
index. In the case of opal we have to take into account
complex structure, namely, the presence not only of vo
between spheres which can be reached by a wetting liq
but also of the array of voids inside the spheres themsel
which are inaccessible to a liquid.3 The volume fractions of
silica, liquid, and of the air remaining in the voids inacce
sible to a liquid can be determined by measuring the sam
density before and after void filling by the liquid.

Knowing the refractive indices of opal samples, we c
now use Bragg’s relation to assign the peaks in the refl
tance spectra. Obviously enough, the various peaks re
from Bragg reflections from various crystallographic plan
in the opal lattice. We found that these peaks change pos
with a change of opal crystal orientation with respect to
incident beam.

Electron microscope studies of the opal sample wh
spectrum is presented in Fig. 1 showed it to consist
© 1998 American Institute of Physics
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spheres about 250 nm in diameter. In the case of point c
tact between spheres, the fcc lattice constant for this sam
is 354 nm, with a spacing of 205 nm between the~111!
planes. Substituting these data and the valuen51.27 into Eq.
~1!, we obtain that reflection from the~111! planes under
nearly normal angle of incidence~82°) should produce a
maximum atl of about 520 nm. This agrees satisfactor
with the position of the main maximum in Fig. 1~curve1!.
Thus the peak atl5530 nm is due to reflection from the se
of ~111! planes.

The positions of peaks in the reflectance spectrum
culated using Eq.~1! for other planes of an fcc lattice i
shown in Fig. 1 by vertical bars. We see that these b
coincide in position with the observed maxima in reflect
intensity.

The peak positions for the opal filled by glycerine a
sulfur ~curves2 and3 in Fig. 1! coincide with the calculated
positions of the intensity maximum, if the refractive indic
for these samples are substituted in Eq.~1!.

Thus a conventional reflectance spectrum offers a po
bility of obtaining quantitative information on the lattic
constant of an opal sample, as well as of orienting it~at least,
of establishing thê111& direction!.

The relative peak heights for the various fcc latti
planes in Fig. 1 was taken by analogy with the x-r
reflection-intensity ratio for the fcc copper lattice@100% for
the ~111! plane#. We see that the peak positions coinci
well with those in the opal spectrum. Their intensity rat
however, differs significantly from that of the copper x-ra
reflections. The reflection intensities from planes other th
~111! are considerably weaker. The reason for this lies pr
ably in the geometry of the experiment. Bragg reflecti
maxima from planes other than~111! should obviously be
detected with the highest intensity in other directions. It
only due to the strong diffuse light scattering that reflect
from the ~200!, ~220!, ~222!, and others was detected.

FIG. 1. Specular reflectance spectrum of opal~1!. Vertical lines identify the
reflection positions which were calculated from electron microscope dat
the size of opal spheres using Eq.~1!. Dotted lines show specular reflectanc
spectra from opal matrix filled by~2! glycerine and~3! sulfur.
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more comprehensive optical diffraction analysis should
viously be performed in another, more complex arrangem
One should look for maxima in reflected intensity througho
the hemisphere. This requires making measurements w
position-sensitive detector.

There is a certain correspondence between the re
tance and transmittance spectra. The position of the m
maximum in a reflectance can be identified with that of t
minimum in the transmittance spectrum. Figure 2 presen
transmittance spectrum of an opal whose voids were filled
water to reduce the optical contrast, thus increasing li
transmission through the sample~for this reason the mini-
mum is slightly shifted away froml5530 nm!. The dip in
transmission is nothing else but the most direct manifesta
of the photonic band gap1.

Transmittance spectra can also be used for opal cha
terization. As already mentioned, opal samples can be s
rated into two classes. The first can be termed ‘‘single cr
tals,’’ in which a regular structure extends throughout t
volume of the crystal. The second class combines ‘‘polycr
talline’’ opals having many regions with a regular arrang
ment of clusters, which are differently oriented with respe
to one another. The difference between these two classe
samples can be established from optical spectra. From
depth of the dip in a transmission spectrum one can ju
single-crystal perfection of the opal sample. The most str
turally perfect opals prepared by us usually provide an
tenuation of transmitted signal in the region of the minimu
of about 2.5 orders of magnitude.

Thus optical diffraction analysis is similar in some r
spects to x-ray diffraction measurements. There is, howe

n

FIG. 2. Optical transmittance spectrum of opal with voids filled by wate
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a substantial difference, namely, the size of the region i
crystal involved in x-ray diffraction is usually substantial
less than the x-ray wavelength, whereas in opal-based c
tals they are comparable, in other words, we have in
latter case structural analysis of media with a spatially mo
lated refractive index.
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Radiation-dose dependence of E18 centers in samples of quartz containing uncharged
oxygen vacancies

O. I. Shcherbina and A. B. Brik

Institute of Geochemistry, Mineralogy, and Ore Production, Ukraine Academy of Sciences,
252680 Kiev, Ukraine
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Fiz. Tverd. Tela~St. Petersburg! 40, 651–652~April 1998!

EPR is used to study the generation ofE18 centers~oxygen vacancies that have trapped one
electron! in quartz samples containing uncharged oxygen vacancies as a function of irradiation
dose. It is found experimentally that an irradiation dose of order 400 Gy is sufficient to
allow every oxygen vacancy to trap two electrons apiece in essentially all such quartz samples.
The linear segment of the dose dependences ofE18 centers in samples annealed at 300 °C
for 15 minutes can be used to reconstruct prior radiation doses up to 60–70 Gy. If the
concentration of oxygen vacancies in the original sample is larger than 1018 cm23, the
signal intensity fromE18 centers in the sample can be used to detect radiation doses as low as
1–3 Gy, which is significantly lower than the minimum radiation dose detectable by
other paramagnetic centers in quartz. ©1998 American Institute of Physics.
@S1063-7834~98!01404-X#
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1. Despite the fact that theE18 center1 is one of the well-
studied paramagnetic centers in quartz, its structure and
mation mechanism are still in need of additional investig
tion ~a review of papers dealing with the investigation
quartz by EPR is given in Ref. 2!. It is believed thatE18
centers are created in strongly irradiated quartz samples
a brief anneal at 300 °C,3 and that the dose dependence of t
resulting signal from this center remains linear in the do
range from 0.01 MGy to 0.1 GGy.3 These properties mak
the E18 center ideal for dosimetry at these irradiation leve
However, we have found thatE18 centers in samples of quart
containing uncharged oxygen vacancies can be used to d
considerably lower irradiation doses.

2. In order to create a sample containing uncharged o
gen vacancies, we annealed a sample of quartz~a so-called
morion! which had received a large irradiation dose und
natural conditions at a temperature of 470 °C for 30 minu
After the anneal, the EPR signal of theE18 center disappeare
in the sample. EPR signals from this center were detec
using an ERS-231 spectrometer in the three-centimeter b
Then the sample was divided into portions, each of wh
was irradiated by an RUP-120x-ray tube~2 mA, 65 kV!.
Irradiation for 60 minutes by this tube corresponds to a d
of approximately 290 Gy. The irradiated samples were k
at room temperature for a month in order to allow the sho
lived centers in them to decay. After this, the signal intens
from theE18 centers in them was measured. They then w
annealed at a temperature of 300 °C for 15 minutes and
EPR signal measurement was repeated.

3. The values obtained of the EPR signal intensity w
normalized such that that the saturation level for the E
signal from theE18 centers in the annealed samples w
unity. Figure 1 shows the results of these measurements.
ordinate indicates the intensity of the normalized EPR sig
5971063-7834/98/40(4)/2/$15.00
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I , while the abscissa gives the irradiation timet for the cor-
responding portion of the sample. It is noteworthy that t
maximum value of the intensity ofE18 centers in irradiated
samples is found to equal the intensity of these centers in
original morion, which was annealed at 300 °C for 15 m
utes.

The dose dependences shown in Fig. 1 can be use
determine how the concentrations ofE1

0 ~oxygen vacancy
without electrons!, E18, and E19 centers~oxygen vacancies
that have trapped 1 and 2 electron respectively! depend on
irradiation dose. In fact, the distance from the straight l
parallel to the abscissa and passing through the ordina
I 5 1 to plotted point near2 is proportional to the concen
tration of E1

0 centers, the distance between curves1 and2 is
proportional to the concentration ofE19 centers, and curve1
shows the dose dependence ofE18 centers.

The dose dependences ofE18 centers remain linear fo
doses in the MGy range,3 whereas EPR signals from@AlO4#

0

centers saturate.4 The charge state of an@AlO4#
0 center can

change as a result of trapping a free hole from the vale
band and loss of an ion compensator. The presence of an
compensator next to the paramagnetic aluminum center
be established unambiguously by studying electric-field
fects arising from tunneling of paramagnetic holes in t
double-well energy potential of the aluminum center.5 The
ion compensator distorts this double-well potential a
makes tunneling of the hole and the accompanying elec
field effects impossible. The saturation of the dose dep
dences of@AlO4#

0 centers signals the saturation of electr
traps, holes, and ion-compensators in the sample, and
that their excitation, trapping, and recombination ha
reached dynamic equilibrium. The linearity of the dose d
pendences ofE18 centers under these conditions is eviden
that, under the experimental conditions discussed here,3 irra-
© 1998 American Institute of Physics
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diation creates oxygen vacancies that trap free electrons
ated by the absorption of optical radiation~x rays!.

In our experiment, the maximum intensity ofE18 centers
in samples that were annealed and then irradiated coinc
with the intensity ofE18 centers in the original sample after
brief anneal at 300 °C. Consequently, our laboratory irrad
tion does not create oxygen vacancies in the sample. Thu
our experiments changes in the charge of oxygen vacan
present in the sample~that is, the dose dependences of theE18
centers! are caused by trapping of free carriers generated
the absorption of x-ray energy. Trapping of electrons by o

FIG. 1. Dose dependences ofE18 centers in quartz after irradiation~1! and
after a subsequent anneal~2!.
re-
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gen vacancies takes place much more efficiently than
generation of the vacancies themselves, and therefore pr
cally all the oxygen vacancies trap two electrons at radiat
doses equal to approximately 400 Gy.

These experimental results are important for retrosp
tive dosimetry using quartz.6 Among the problems this do
simetry addresses are reconstruction of prior radiation do
at localities and buildings that have undergone undesira
irradiation due to accidents at atomic reactors or in manu
turing using radioactive materials. It is well known that re
rospective dosimetry utilizes quartz extracted from structu
building blocks. Experience shows that many of the qua
samples extracted from bricks and concrete blocks conta
large number of oxygen vacancies that have lost entir
their electrons in the course of preparing the building ma
rial. Consequently, such samples are analogous to those
have investigated. It must be kept in mind that in this ca
detecting an EPR signal fromE18 centers in these sample
does not indicate a large radiation dose, but rather signa
high concentration of oxygen vacancies. If the concentrat
of oxygen vacancies in the sample is in the range 117

21018 cm23, then the linear portion of the dose dependen
of E18 centers in the sample can be used to reconstruct a p
radiation dose in the range 1–3 Gy.

This work was carried out under Project 2.4/689,
nanced by Minnauki, Ukraine.
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Electronic excitations of Sc 31 impurity in a-Al2O3 crystals

B. R. Namozov, R. I. Zakharchenya, and M. P. Korobkov

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia

V. V. Mürk

Institute of Physics, Tartu, Estonia
~Submitted October 2, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 653–654~April 1998!

Optical properties, including luminescence, of scandium-dopeda-Al2O3 crystals have been
studied in the VUV range. An absorption band associated with the scandium impurity was
observed at the fundamental-absorption edge of crystalline corundum. A strong
luminescence band peaking at 5.6 eV, which is most effectively excited within the 7.7–8.8-eV
interval, was found. The kinetic and polarization characteristics of this luminescence
were studied within the temperature range 6–500 K. An excitation model of the impurity
complex and the mechanism of its relaxation are discussed. ©1998 American Institute of
Physics.@S1063-7834~98!01504-4#
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The electronic structure of transition-metal impuritie
A31, in white-sapphire~corundum! crystals has been studie
in great detail.1,2 Most of the A31 cations have a nonzer
magnetic moment, and therefore their structure was es
lished by EPR. The Sc31 impurity is not paramagnetic, be
cause its outer electronic shell, 3p, in the ground state1S0 is
filled completely, which distinguishes the scandium ion fro
among elements in the first transition-metal row.

The Al2O3-Sc crystals were grown by Czochralski, Ve
neuill, and directed-crystallization methods. The typical
sidual impurities in corundum are the first-row transiti
metals~Ti through Cu!.3 These impurities were present in th
crystals at a level of 102421025 at. %.

These samples were used in the EPR studies. The m
surements were performed on a Bruker ER220D spectr
eter ~X range! within the temperature range 4–300 K. D
spite the high impurity concentration in the crystal, the E
spectrum did not exhibit any features characteristic of a p
tially filled d shell, which supports the assumption of sca
dium being present in the trivalent state in the crystal.

A study was carried out of the optical properties of t
Al2O3-Sc31 crystals. Figure 1 shows an absorption spectr
of the corundum crystals with Sc concentration in Al2O3 of
0.0081 at. %~curve1!. Shown for comparison~curve 2! is an
absorption spectrum of a nominally pure Al2O3 sample. The
samples with the Sc31 impurity are seen to exhibit additiona
absorption at the transmission edge of the corundum cry

Steady-state excitation by 7.5–9-eV photons into
Al2O3-Sc31 impurity band gives rise to a bright lumines
cence band peaking at 5.6 eV and having a halfwidth
about 1.0 eV. The room-temperature luminescence spec
of Al2O3-Sc31 is shown in Fig. 1~curve 3!. At 300 K, the
luminescence has a maximum at 5.55 eV. Within 6–100
the luminescence spectrum centers at 5.65 eV, with the h
5991063-7834/98/40(4)/2/$15.00
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width of the band remaining constant, which implies that t
band shifts as a whole toward shorter wavelengths. The
minescence excitation spectrum is shown by the dotted cu
4 in Fig. 1. As the temperature is lowered, the sho
wavelength edge of the excitation spectrum shifts tow
higher energies, while the long-wavelength wing rema
fixed. This shift coincides with the shift of the exciton Oh
bach tail in sapphire4.

When excited to the impurity band, the steady-state
minescence intensity in the 5.6-eV band remains tempera
independent up to 500 K. When excited by 8.47-eV photo
~Xe resonant line!, the luminescence quantum yield is clo
to one. Within the 300–500-K range, the degree of lumin
cence polarization,P5(I i2I')/(I i1I') is constant and
about 30%, and the polarization vector is perpendicular
the optical axis. The polarizationP falls off gradually with
decreasing temperature, so that, for instance,P80 K570%,
andP6 K515%.

The independence of the luminescence band posi
from pump photon energy within the impurity absorptio
and excitation spectra implies that the electronic excitat
relaxes from higher-lying levels to relaxed states, and i
from the latter that the radiative transition takes place. T
high luminescence quantum yield and its temperature beh
ior warrant an assumption that despite the long lifetimet
'170ms at 80 K, see inset in Fig. 1! the electronic excita-
tion energy does not migrate through the crystal. The ano
lously large halfwidth of the luminescence band~of about 1
eV! and the Stokes shift of 2.5 eV evidence strong electr
phonon interaction of the electronic excitation. The fair
high polarization of the luminescence argues for the h
stoichiometry of the luminescence centers ina Al2O3- Sc31

crystals. The decrease of excitation efficiency in the sh
wavelength region of the luminescence excitation spectr
© 1998 American Institute of Physics
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due to the competition on the part of the matrix associa
with the long-wavelength fundamental-absorption edge
a Al2O3 ~the exciton-absorption Ohrbach tail!.

Scandium ion substitutes isomorphically for aluminu
in the a-Al2O3 lattice within distorted oxygen octahedr
with local symmetryC3. The radius of the free Sc31 ion is
0.081 nm,5 and the ionic radius of Al31 in a Al2O3 is 0.057
nm ~Ref. 6!. Because of its larger size, the Sc31 ion appar-
ently tends to occupy a more symmetric position in t
oxygen-ion octahedron than the Al31 ion, thus distorting lo-
cally the lattice structure. One may assume, therefore,
appearance of a crystal-field perturbation in the vicinity
the impurity, which results in a local expulsion of the oxyg
2p-orbital level from the valence band. The observed f
tures in the luminescence excitation spectrum indicate e
tron transition from the split-off oxygen level to the condu
tion band, which involves hole formation. The electron is

FIG. 1. Optical and luminescence spectra of Al2O3-Sc31 crystals.1 —
absorption spectrum ofa Al2O3 ~0.0081 at. % Sc!, 2 — Absorption spec-
trum of nominally purea Al2O3, 3 — Room-temperature luminescenc
spectrum ofa Al2O3 ~0.0081 at. % Sc! at 300 K,4 — Luminescence exci-
tation spectrum ofa Al2O3 ~0.033 at. % Sc!. The inset shows temperatur
behavior of the decay kinetics on the reciprocal-temperature scale.
d
f

e
f

-
c-

the region of enhanced local density of states in the cond
tion band, which is formed by admixture of the 3p orbital of
aluminum ~and, possibly, of the 3d scandium orbital as
well!. Within this model, relaxation of an electronic excit
tion involves creation of a localized state formed by a hole
a bonding oxygen orbital and a conduction electron. O
may envisage formation of several such states, localizing
relaxing over different configuration coordinates along t
tetrahedral oxygen bonds. This process is similar to exc
localization near an impurity7. Radiative transition in such a
center produces the observed luminescence, whose pola
tion and kinetic parameters depend on the actual radia
state of the complex.

The decrease of the luminescence decay timet above
160 K at a constant light sum indicates the interplay of
least two states, which differ int by an order of magnitude
but have the same polarization. As the temperature increa
the filling of the upper~faster! state increases too, and it
this state that dominates the luminescence kinetics. The
tivation energy of this process was found to be 0.03 eV. T
temperature behavior of the polarization suggests that
lower state also contains two radiative levels with orthogo
polarizations. The spacing between these states was
mated to be less than 10 meV.

The authors are grateful to B. P. Zakharchenya for int
est in the work. Particular thanks are due to I. G. Ozerov
EPR measurements.
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Phase competition in late stages of diffusive decomposition
V. V. Slezov, V. V. Rogozhkin, and A. S. Abyzov

Khar’kov Physicotechnical Institute, Ukraine Academy of Sciences, 310108 Khar’kov, Ukraine
~Submitted October 20, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 655–657~April 1998!

The late stages of diffusive decomposition of a supersaturated solid solution into phases
consisting of multicomponent stoichiometric compounds with a common element are investigated.
It is shown that a competition is possible between phases for the common component, as a
result of which only one of these phases survives. ©1998 American Institute of Physics.
@S1063-7834~98!01604-9#
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The majority of real materials are multicomponent s
persaturated solid solutions. In the course of preparing
using these solid solutions, inclusions of various phases
appear, which significantly affects the properties of the m
terials. It is known that initially all the phases whose sup
saturation is positive will precipitate out inclusions. How
ever, at later stages, when the material available to gene
inclusions becomes small, competition arises both betw
isolated regions of the same phase with different sizes
between different phases. As a result, only some of th
phases that precipitate out at early stages of the decom
tion can survive. In Refs. 1,2 Slezov et al. formulated a g
eral theory for the evolution of inclusions of such phases
this paper, the methods developed in these references
used to analyze the late stage of decay of a three-compo
solid solution.

1. PHASES WITH SIMPLE STOICHIOMETRY

Consider a three-component solid solution of atomic i
puritiesA, B, andC in a chemically inert matrix, which can
precipitate in two stoichiometric two-component phases c
taining a common component:AmCn and BhCj . To start
with, let us consider the simplest stoichiometric phas
wherem5n5h51. As shown in Ref. 1, at late stages wh
the excess impurity has primarily precipitated into inclusio
and a redistribution has taken place between the phases
the precipitates of various size, the state of the system
determined by the law of mass action

cacc5K1 , cbcc5K2 , ~1!

and the equation of stoichiometry

qa1qb5qc , ~2!

whereci is the concentration of impurityi averaged over the
volume ~where i 5a,b,c), K1,2 are chemical reaction con
stants for the first and second phases respectively, andqi is
the relative number of impurities of typei in inclusions per
unit volume. Moreover, the first phase will precipitate o
when the following inequality is satisfied:

qa.0, ~3!

and the second when the condition
6011063-7834/98/40(4)/3/$15.00
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qb.0. ~4!

is satisfied. Taking Eq.~2! into account, we see that th
condition qc.0 is also necessary for the first and seco
phases to precipitate, whereas this takes place automati
when Eqs.~3! or ~4! are satisfied.

The equation of balance for impurity typei takes the
form

Qi5qi1ci ,

whereQi is the total number of impurities in solution and
inclusions. Taking this relation into account, it is convenie
to write Eq.~2! in the form

ca1cb2cc1dQ50, ~5!

where

dQ5Qa1Qb2Qc .

Note that, in general, Eq.~1! is satisfied exactly only for
values of the concentration near the surface of an inclus
and that the chemical reaction constant depends on the ra
of the inclusion as well. However, at late stages of the
composition the concentration near the surface is o
slightly different from the average, and the distribution fun
tion of inclusions has a sharp peak so that the dependenc
the chemical reaction constant on the radius can be
glected. This approximation, as shown in Ref. 1, is accur
to order of the square of the supersaturation. Thus, we
use the word ‘‘concentration’’ to mean its average val
throughout the volume and we shall treat the quantitiesK1,2

as constants.
The solution to the system~1!, ~5! gives the values of the

impurity concentration at the late stage of the decomposit

ca,b5
K1,2

2~K11K2!
@A~dQ!214~K11K2!1dQ#, ~6!

cc5
2~K11K2!

A~dQ!214~K11K2!1dQ
. ~7!

These expressions combined with Eqs.~3!, ~4! determine the
conditions for existence of the phases. Thus, the first ph
(AC) exists when
© 1998 American Institute of Physics
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Qb,Qc1
1

Qa
S K1

K2
Qa

22K1D ~8!

while the second (BC) exists when

Qa,Qc1
1

Qb
S K2

K1
Qb

22K1D . ~9!

A situation of interest in applications is one where t
impurity precipitates strongly into inclusions, i.e., whendQ
@K1,2. Therefore, we will analyze the results for this case
particular. From Eqs.~6! and ~7!, we obtain fordQ.0

ca,b'dQ
K1,2

K11K2
, cc'

K11K2

dQ
, ~10!

while for dQ,0,

ca,b'
K1,2

udQu
, cc'udQu.

The conditions for existence of phases Eqs.~8!, ~9! take the
form

Qa.
K1

K2
~Qb2Qc!, ~11!

Qb.
K2

K1
~Qa2Qc!. ~12!

It is easy to see that whendQ. 0 ~i.e., the number of im-
purities of typeC is less than the numbers of typesA andB
taken together! conditions~11! and~12! cannot be satisfied a
the same time, i.e., the phases cannot coexist. In fact, f
Eq. ~10! it follows that in the final statecc!ca ,cb , i.e.,
impurity C is almost completely absorbed, while impuritie
A and B remain in solution. A competition then begins b
tween inclusions of the first (AC) and second (BC) phases
for the insufficient componentC, as a result of which only
one of the phases survives.

FordQ,0 there is enough of impurity typeC to prevent
competition between the phases, and they exist indep
dently of one another. All excess impuritiesA andB precipi-
tate into inclusions, while the typeC impurity remains par-
tially in solution.

2. SEPARATION OF THREE PHASES

Consider the case where, in addition to the two bin
compounds, it is possible for a third phase to precipitate
consisting of the pure componentsC, A, or B. As was shown
above, whendQ,0 the type-C impurity partially remains in
solution, and consequently it can precipitate in the form o
pure phase. In this case, system~1! must satisfy the equation

cc5c`,c .

From this we find

ca,b5K1,2/c`,c .

Here c`,c is the equilibrium concentration at the bounda
plane. Stoichiometry~Eq. ~2!! in this case determines th
amount of precipitate of the third phaseC:

qc5~Qc2cc!2~Qa2ca!2~Qb2cb!.
m

n-

y
ut

a

Taking into account that three phases precipitate forqc.0, it
is easy to obtain the conditions for coexistence of all th
phases:

Qc.Qa1Qb1c`,c2
K11K2

c`,c
,

Qa,b.K1,2/c`,c .

When dQ.0, the excess of type-C impurity is com-
pletely absorbed by inclusions of the new phases, and as
noted above, competition will allow only one of them
survive. The competition disappears if it is possible to p
cipitate a pure phaseA ~the case where phaseB precipitates
is entirely analogous!. Adding the equationca5c`,a to sys-
tem ~1!, we obtain, as before, the condition for coexisten
of all three phases:

Qa.Qc2Qb1c`,aS 11
K2

K1
D2

K1

c`,a
,

Qb.
K1

K2
c`,a , Qc.

K1

c`,a
.

3. PHASES WITH ARBITRARY STOICHIOMETRY

Let us consider precipitation of two phases with arbitra
stoichiometries:AmCn andBhCj . Equations~1!, ~2! in this
case can be written in the form

ca
mcc

n5K1 ,

cb
hcc

j5K2 , ~13!

qa

m
1

qb

h
5

qc

n1j
. ~14!

Let us introduce

dQ5
Qa

m
1

Qb

h
2

Qc

n1j
, ~15!

and, as before, consider the case where the chemical rea
constant is small compared withdQ. Taking Eqs.~13! and
~14! into account, let us rewrite Eq.~15! in the form

dQ5
ca

m
1

1

h
~ca!~m1n!/~h1j!S K2

n

K1
j D 1/~h1j!

.

This equation can be solved rather simply in two cases: w
m1n5h1j and m1n52(h1j) ~the case wherem1n
5(h1j)/2 obviously reduces to the previous cases by m
ing the substitutionA↔B). Note that this case, althoug
restrictive, still includes a rather wide class of compounds
the first case,AC2 andBC2, AC2 andB2C, A2C3 andB2C3,
A2C3 and B3C2, etc., while in the second case,A2C2 and
BC, A3C andBC, etc.

In the first case

dQ5caF 1

m
1

1

hS K2
n

K1
j D 1/~m1n!G .

From this we obtain the condition for coexistence of t
phaseAmCn :
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kQa.Qb2
h

n1j
Qc ~16!

In phaseBhCj :

1

k
Qb.Qa2

m

n1j
Qc , ~17!

wherek5(K2
n/K1

j)1/(m1n).
Analogously, in the second case wherem1n52(h

1j), we find that phaseAmCn exists when the condition

kQa
2.Qb2

h

n1h
Qc , ~18!

is satisfied, and phaseBhCj when the condition

1

Ak
Qb

2.Qa2
m

n1j
Qc . ~19!

is satisfied.

4. DISCUSSION OF RESULTS

At the initial stage of the decay all phases whose sup
saturation is positive precipitate out. As the supersaturat
decay, competition begins both between inclusions of
same phase but different sizes and between different pha
as a result of which one or several phases survive, depen
on the sense of inequalities~8!, ~9!, ~16!–~19!, and a univer-
sal size distribution of inclusions is generated.3 We note the
following interesting feature of the behavior of this syste
with time. The rate of precipitation of a phase depends
only on its supersaturation but also on the conditions for
nucleation, and the diffusion coefficients of the reagen
r-
ns
e
es,
ing

t
s
.

Therefore, a situation is possible where, at the initial stage
the decomposition, the phase that precipitates out m
strongly is one that does not satisfy inequalities~8!, ~9!,
~16!–~19!, while the phase that satisfies these inequalit
precipitates out more slowly. Then~at the late stages!, the
first phase dissolves due to the competition, while the sec
phase survives. Thus, in this case, a replacement of pre
tating phases takes place in the course of diffusive dec
position of a supersaturated solution. Note that a competi
is possible, not only between different phases, but also
tween inclusions of the same phase under different co
tions ~for example, at a boundary and within the body of
grain!. Although the location where the phase precipitates~in
the body of a grain, at its boundaries, or at some nuclea
centers! can affect the kinetics of the initial stage of th
decay and the expression for the chemical reaction cons
K1,2, it does not alter the analysis given above qualitative
nor the results obtained, since the only important factor is
diffusive exchange of material between phases.

This work was partially supported financially by th
German Federation Ministry of Research and Technolo
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Ion transport in the anion-deficient nonstoichiometric phases La 0.95„Ba12xSrx…0.05F2.95

„0<x<1…

N. I. Sorokin, M. V. Fominykh, E. A. Krivandina, Z. I. Zhmurova, and B. P. Sobolev

Institute of Crystallography, Russian Academy of Sciences, 117333 Moscow, Russia

O. I. Lyamina

Institute of General and Inorganic Chemistry, Russian Academy of Sciences, 101000 Moscow, Russia
~Submitted October 27, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 658–661~April 1998!

The fluoride-ion conductivity of the nonstoichiometric tysonite phases La0.95(Ba12xSrx)0.05Fe2.95

(0<x<1) is investigated by impedance spectroscopy. Electrophysical measurements are
performed in the frequency range 5253105 Hz and temperature range 3002700 K. A
discontinuity is observed in the temperature dependence of the conductivity atTc5410
2430 K. The behavior of the temperature dependence of the electrical conductivity is explained
within a transport model taking into account the migration of fluoride ions between
different inequivalent structural sites. The maximum value of the conductivity at room temperature
~293 K! is 231024 V21 cm21 for the solid solution La0.95Sr0.05F2.95. The fluorine-ion
conductivity in La0.95(Ba12xSrx)0.05F2.95 single crystals is almost an order of magnitude larger
than the value for the commercial solid electrolyte La0.992Eu0.008F2.992 ~a fluorine-
selective membrane! having a tysonite structure. ©1998 American Institute of Physics.
@S1063-7834~98!01704-3#
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The trifluorides RF3 with the rare-earth cations R5La
2Nd, which have a tysonite structure~of the LaF3 type!, are
high-temperature superionic fluorine-ion conductors.1–3 The
high mobility of the F2 ions in the tysonite structure is de
termined by the site disorder of the anion sublattice. As
temperature rises, thermal Schottky defects in the form
mobile fluorine vacancies and relatively immobile cation v
cancies form in the compounds RF3.

The list of fluoride materials with the tysonite structu
also includes the anion-deficient nonstoichiometric pha
R12xMxF32x (M5Ca, Sr, Ba; R5La2Yb, Y!, which are
mixed-valence two-component solid solutions with a va
able number of atoms in the unit cell. The large isomorph
capacity of the tysonite matrix for divalent cations perm
the synthesis of materials with a high concentration of str
tural defects. The charge appearing upon the replaceme
rare-earth ions in the tysonite structure by alkali-earth ion
compensated by forming fluorine structural vacancies in
anion sublattice. In R12xMxF32x crystals the concentratio
of fluorine vacancies generated by the impurity MF2 gener-
ally does not depend on the temperature and is several o
of magnitude larger than the concentration of anion vac
cies of thermal origin formed by the Schottky mechanism

In crystals of the tysonite compounds RF3, ion transport
takes place by a vacancy mechanism and the ion-current
riers are fluorine vacancies. Fluorine-ion transport proces
have been found to be very sensitive to violations of
stoichiometry of tysonite phases. The anionic conductivity
the solid solutions R12xMxF32x is increased by two orders o
magnitude in comparison to the RF3 matrices.2,3 The maxi-
mum values of the conductivity of the nonstoichiomet
6041063-7834/98/40(4)/4/$15.00
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tysonite phases La12xMxF32x and Ce12xMxF32x (M5Ca,
Sr, Ba! is observed at metal difluoride concentrations eq
to 3–7 mol %.3–7 For the purpose of studying the influenc
of mixed-valence isomorphism on the characteristics of
ion transport in crystals of anion-deficient multicompone
tysonites, as well as finding the most conductive compo
tions of the tysonite phases, we performed an electrophys
investigation of single crystals of La0.95(Ba12xSrx)0.05F2.95

(0<x<1) and the commercial electrolyt
La0.992Eu0.008F2.992.

1. EXPERIMENTAL METHOD

Single crystals of La0.95(Ba12xSrx)0.05F2.95 (x50, 0.25,
0.5, 0.75, and 1 in the original mixture! were grown by to the
Bridgman-Stockbarger method in the form of single-crys
boules with a diameter of 12 mm and a length of 16 mm. T
crystals were grown in a KRF-1 two-zone apparatus~which
was designed and fabricated by the Special Design Offic
the Institute of Crystallography of the Russian Academy
Sciences! in a helium atmosphere. A multicell graphite cru
cible, which was lowered at the rate of 5.460.1 mm/h, was
employed. The original reagents~chemically pure LaF3 and
ultrapure BaF2 and SrF2) were purified to remove any oxy
gen impurity by preliminary fluoridation of the compound
The fluoridating agent~‘‘cleanser’’! used was ultrapure
PbF2, which was added to the mixture in an mount equal
5 wt %. Lead fluoride was also added to the mixture as
crystals grew. The loss of material during the growth of t
single-crystal boules amounted to no more than 2.5% of
mass of the mixture.
© 1998 American Institute of Physics
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The tysonite of the single crystals tysonite structure w
confirmed by x-ray power diffraction using an HZG-4 di
fractometer~Cu Ka radiation, Ni filter!. The chemical com-
position of the La0.95(Ba12xSrx)0.05F2.95 solid solutions were
monitored by x-ray fluorescence analysis using the SrKa
and BaLa lines and a VRA-33 x-ray analyzer~Cr tube, 40
kV and 35 mA!. Deviations of the SrF2 or BaF2 content
in the middle portions of the single-crystal boules fro
the composition of the original mixture did not exceed60.2
mol % ~Table I!. The samples used to investigate the elec
cal properties were cut from the central portions of t
single-crystal boules. Typical dimensions of the samp
were 12 mm in diameter and 5 mm in length.

The electrical conductivity (s) was determined from the
impedance spectra of electrochemical cells with block
electrodes~DAG-580 colloidal graphite!. The measurement
were performed in a vacuum with a residual pressure
;1021 Pa in the temperature range 3002700 K. The imped-
ance was recorded in the frequency range 5253105 Hz
~Tesla BM 507 impedance meter!. A detailed description of
the conductometric apparatus and the method for determ
ing the volume resistance were presented in Ref. 7. The
perimental error in volume resistance was less than 5%.

Our investigations7 and the literature data3,4,8 show that
the contribution of the electronic conductivity is negligible
comparison to the fluorine-ion conductivity in the tyson
solid solutions La12xMxF32x (M5Sr, Ba!. All the electro-
physical measurements were performed on unoriented si
crystals under the assumption of pseudoisotropic beha
for s, which holds quite rigorously for tysonite crystals
R12xMxF32x with x>0.05.5,7

2. RESULTS AND DISCUSSION

Figure 1 shows plots of the temperature dependenc
the fluoride-ion conductivity for La0.95(Ba12xSrx)0.05F2.95

single crystals. For comparison, we also measured the
ionic conductivity of a commercial fluorine-selectiv
La0.992Eu0.008F2.992 membrane~of pale green color, from the
Pyshminski� Chemical Concern!, for which s5331025

V21 cm21 at 293 K. The values of s for the
La0.95(Ba12xSrx)0.05F2.95 single crystals were almost an ord
of magnitude higher than the value for the commercial so
electrolyte La0.992Eu0.008F2.992 having the tysonite structure.

The plots of s(T) for La0.95(Ba12xSrx)0.05F2.95 and
La0.992Eu0.008F2.992 exhibited a discontinuity atTc5410
2430 K. In the temperature range studied the plots of

TABLE I. Chemical composition of La0.95(Ba12xSrx!0.05F2.95 solid solutions
from x-ray fluorescence analysis.

SrF2 BaF2

Composition of mixture wt % mol % wt %* mol %

La0.95Ba0.05F2.95 0 0 4.50 0.0500
La0.95Ba0.0375Sr0.0125F2.95 0.87 0.0134 3.31 0.0367
La0.95Ba0.025Sr0.025F2.95 1.73 0.0266 2.07 0.0229
La0.95Ba0.0125Sr0.0375F2.95 2.44 0.0375 1.14 0.0126
La0.95Sr0.05F2.95 3.26 0.0500 0 0

*Experimental error is 5%.
s

i-

s

g

f

n-
x-

le
or

of

n-

d

e

conductivity dependence on the reciprocal temperature c
sisted of two linear segments that satisfy the Arrheni
Frenkel equation

sT5s0 exp@2DHm,v /kT#,

whereDHm,v is the enthalpy of activation for the migratio
of anion vacancies. The enthalpyDHm,v is determined by the
height of the potential barriers overcome by the fluoride io
as they jump between vacancy sites in the anion sublat
The values ofDHm,v ands0 for the crystals investigated ar
listed in Table II.

Lanthanum trifluoride, which is a progenitor of th
tysonite-structure type, and the compounds RF3 which are
isostructural to them, crystallize in the trigonal system~space
group P3̄c1), and the number of formula units in the un
cell is equal to 6.9–11The unit cell of LaF3 contains six La31

ions, which are located in crystallographic sites labeledf ,
and 18 F2 ions, which are distributed among three ful
occupied, structurally inequivalent sites labeledg, d, anda
in the ratio F1(g):F2(d):F3(a)512:4:2. The F1(g) atoms
belong simultaneously to four La polyhedrons, and the F2(d)
and F3(a) atoms belong to three; therefore, in interpreti
the physical properties, thed and a fluorine sites are com-
bined in a single subsystem F2,3(d1a)5F2(d)1F3(a). The
ratio between the populations of the fluoride sites
F1(g):F2,3(d1a)52:1. Thestructural investigations of the
anion-deficient solid solution La0.85Sr0.15F2.85 in Ref. 12 con-
firmed that it belongs to the trigonal space groupP̄3c1 and
that the fluorine vacancies form predominantly in the hom
geneous F1(g) subsystem.

The results of19F NMR investigations of diffusion in
stoichiometric LaF3 and CeF3 crystals13–15 and anion-
deficient R12xMxF32x crystals16,17 point out the dynamic in-
equivalence of the fluorine atoms in the tysonite struct
and the presence of a high-mobility F1(g) fluorine subsystem

FIG. 1. Temperature dependence of the anionic conductivity for single c
tals having the tysonite structure.1 — La0.95(Ba0.25Sr0.75)0.05F2.95, 2 —
La0.95(Ba0.5Sr0.5)0.05F2.95, 3 — La0.95(Ba0.75Sr0.25)0.05F2.95, 4 —
La0.992Eu0.008F2.992, 5 — La0.95Ba0.05F2.95, 6 — La0.95Sr0.05F2.95.
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TABLE II. Values of s0 and DHm,v for the single crystals La0.95(Ba12xSrx)0.05F2.95 (0<x<1) and
La0.992Eu0.008F2.992.

T,Tc T.Tc

Composition (x) log(s0, V21
•cm21

•K) DHm,v , eV log(s0, V21
•cm21

•K) DHm,v , eV

1 2 3 4 5

La0.95(Ba12xSrx)0.05F2.95

0 4.49~7! a 0.356~5! 3.65~6! 0.284~6!
0.25 4.41~11! 0.343~8! 3.46~4! 0.266~4!
0.5 4.50~9! 0.341~7! 3.54~5! 0.261~5!
0.75 4.60~10! 0.343~7! 3.82~4! 0.277~4!
1 4.65~11! 0.344~8! 3.43~6! 0.244~6!

La12xEuxF32x ~commercial solid electrolyte!

0.008 4.08~8! 0.359~6! 3.02~2! 0.270~2!

aThe standard deviations of the values are given in parentheses.
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and a low-mobility F2,3(d1a) fluorine subsystem. A com
bined analysis of the temperature dependence of the fluo
ion conductivity and the NMR data allows us to state that
transport of the fluorine vacanciesVF

1 takes place initially
within the homogeneous F1(g) fluorine subsystem~in the
range T,Tc). As the temperature is increased, fluorid
vacancy transport encompasses the entire anion sublatti
a consequence of the exchange of ion-current carriers
tween the homogeneous F1(g) and the combined F2,3(d
1a) fluorine subsystems~in the rangeT.Tc). This leads to
a decrease in the value ofDHm,v on the portion of thes(T)
curve atT.Tc .

Figure 2 presents the concentration dependence of
isothermal conductivity for the solid solution

FIG. 2. Concentration dependence of the conductivity at 293 K for
single-crystal solid solutions La0.95(Ba12xSrx)0.05F2.95.
e-
e

-
as
e-

he

La0.95(Ba12xSrx)0.05F2.95 (0<x<1). As the SrF2 content in-
creases along the series of solid solutions, the anio
conductivity increases and reaches a maximum value o
31024 V21

•cm21 at 293 K for the crystal of
La0.95Sr0.05F2.95 (x51). The value of the conductivity for the
two-component solid solution La0.95Sr0.05F2.95 studied in the
present work, which is an end member in the series of
three-component solid solutions La0.95(Ba12xSrx)0.05F2.95,
closely coincides with the value ofs for a crystal of the
same composition previously grown during the investig
tions of the nonstoichiometric phases La12xSrxF32x (0<x
<0.15).18

The observed behavior of the concentration depende
of the anionic conductivity can be explained in the followin
manner. The concentration ofVF

1 structural vacancies gene
ated by SrF21BaF2 in the solid solutions investigated re
mained unchanged~5 mol %!. However, the mixed-valence
replacements of matrix La31 ions by Sr21 or Ba21 ions lead
to alteration of the geometry of the crystal lattice and to
appearance of structural and energetic distortions of the b
LaF3 tysonite matrix. The replacement of La31 ions by Sr21

ions clearly causes smaller distortions of the tysonite cry
lattice than do La31→Ba21 replacements. This is attribute
to the closeness of the ionic radiir La3150.13 nm andr Sr21

50.14 nm. For the barium ionr Ba2150.156 nm. The values
of the ionic radii for a coordination number of 8 were tak
from Ref. 19. This assertion is also consistent with the va
tion of the structural characteristics of the solid solutio
studied. The unit-cell parameters for La0.95Ba0.05F2.95 are
a57.21 Å and c57.38 Å, while the parameters fo
La0.95Sr0.05F2.95 area57.18 Å andc57.36 Å. The increase
in c upon La31→Ba21 replacements, in comparison t
La31→Sr21 replacements, is accompanied by an increas
the distance between the fluorine ions of the homogene
F1(g) subsystem, which leads to the generation of high
tential barriers along the diffusion paths of the F1(g) fluorine
subsystem~Fig. 3!.

According to the value of the fluorine-ion conductivity
crystals of nonstoichiometric La0.95(Ba12xSrx)0.05F2.95 are
moderate-temperature solid electrolytes. An additional

e
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vantage of the solid solutions studied over the commer
membrane is the possibility of controlling the number
current carriers (VF

1 structural vacancies! in the technology
for producing the material using graphite crucibles. Wh
La12xEuxF32x single crystals are grown, the poorly co
trolled Eu21⇔Eu31 equilibrium is known to lead to irrepro
ducibility of the final electrochemical characteristics of t
material obtained. This allows us to recomme
La0.95(Ba12xSrx)0.05F2.95 as anionic solid electrolytes whic
are suitable for practical use in chemical sensors for fluo
and hydrogen fluoride, ion-selective membranes, elec
chemical fluorine generators, etc.

Optimal geometric matching of the dopant catio
(M211M821) and the matrix cation (R31) will be observed
in the case of maximum proximity of the mean ionic radi

FIG. 3. Crystal structure of LaF3. The distances between atoms and t
unit-cell parameters are given in angstroms. The dotted line shows th
rection of ion transport within the homogeneous F1(g) fluorine subsystem.
al
f

n

e
o-

of the divalent impurity cations to the ionic radius of th
rare-earth cation. This calls for continuation of the investig
tions of ion-transport processes in tysonite phases using
single-crystal solid solutions La0.95(Ca12xSrx)0.05F2.95, since
the ionic radius of Ca21 is equal to 0.126 nm.
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The character of the behavior of the electric field created by a charged impurity in an ionic
crystal is studied on the basis of both cluster and analytical approaches. In the cluster approach
about 30 000 ions surrounding the impurity are taken into account. These ions are described
in a model of polarizable sites. A direct calculation shows that the asymptote of the electric field
of a charged impurity at lattice points can differ strongly from the one given by the
Coulomb equation written for a homogeneous polarizable medium. The behavior of the electric
field at intermediate distances, where the asymptotic behavior cannot yet be used, is
studied in detail. It is found that the electric field is increased significantly in comparison to the
Coulomb field in the region near the defect. The size of this~strongly polarized! region
increases as the dielectric constant increases. These data are in qualitative agreement with the
results obtained by Vikhninet al. and account for the results of recent experiments
designed to investigate polarization in reduced virtual ferroelectrics. ©1998 American Institute
of Physics.@S1063-7834~98!01804-8#
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Charged impurities are easily obtained in ionic cryst
by doping samples with atoms whose valence differs fr
the valence of the host elements. For example, the repl
ment of Ti41 in SrTiO3 by Fe31 leads to the formation of a
charged impurity with a charge equal to 1e. Atomic vacan-
cies can also be charged. For example, an oxygen vac
can be singly or doubly charged. Finally, charged impurit
can be found in an interstitial space.

The electrostatic field which a charged impurity crea
is the sum of the field of the unscreened impurity and
field due to polarization of the medium. At small distanc
from an impurity the electric field due to polarization is e
sentially determined by the geometry of the crystal and
polarizability of the individual atoms. The local field in th
region can be determined only by direct calculation. Ho
ever, at large distances the electric field should apparentl
given by some general asymptotic expression, which is
termined only by the dielectric constant. Just such a hypo
esis underlies the widely used Mott–Littleton model.

In this model, the crystal is divided into three regions.
the first region, which is near the defect, the local fields
determined in the framework of one of the exact calculat
methods, viz., the density-functional formalism, the sh
model, the model of polarizable point ions, etc. In the s
ond, more distant region, the electric field of the charg
impurity is given by the Coulomb equation written for
continuous medium. In the third, outer region, the continu
approximation is used, or it is assumed that there is no
larization in it.

At the same time, it has been found in investigations
dipolar impurities in oxides of the perovskite family1,2 that a
soft ferroelectric mode creates enormous electric fields
lattice points. The interaction of dipolar impurities with the
fields leads to lowering of the total energy and, consequen
to phase-transition phenomena. These phenomena can b
6081063-7834/98/40(4)/6/$15.00
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terpreted as results of the enhanced interaction between
polar impurities and, therefore, as results of enhancemen
the electric field of the dipole.

A similar effect with enhancement of the electrosta
field can also occur for monopolar impurities. In fact, it w
shown in Refs. 3 and 4 that the asymptote of the electric fi
of a charged impurity in a simple cubic lattice is («12)/3
times greater than the Coulomb field~here and below the
Coulomb field refers to the field which appears in a u
formly polarizable medium with the same macroscopic
electric constant!. This assertion was based on several tra
formations of Coulomb sums, which have not hitherto be
verified in a direct numerical calculation.

In the present work we calculate the local electric fie
created by a charged impurity in a cluster consisting
;30 000 atoms. It is found that the asymptote of the elec
field of the charge coincides exactly with the results of
analytical calculation. A new calculation scheme, which
places the Mott–Littleton model, is proposed on this ba
General expressions, which describe the asymptote of
electric field of a charge in a crystal with arbitrary geomet
are obtained. The general laws governing the behavior of
electric field at short distances from an impurity are inves
gated. It is found that the local dielectric constant in th
region exhibits nonmonotonic behavior. As a result, a reg
where the local electric fields are considerably stronger t
the Coulomb fields forms near the impurity. Analytical e
pressions which permit estimation of the thickness of t
region are derived. It is shown in the analytical and nume
cal approaches that the thickness of the polarized layer ne
charged defect increases as the dielectric constant incre
For this reason, especially strong effects should be expe
in ferroelectrics and virtual ferroelectrics. These data are
excellent agreement with the model of Vikhninet al.,5 which
accounts for the results of experiments performed to st
© 1998 American Institute of Physics
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the polarization of virtual ferroelectrics in the low
temperature region.

1. RESULTS OF THE DIRECT CALCULATION

As in the Mott–Littleton model, we divided the crysta
into three regions. In the first region the model of polariza
point ions was used. The equations of this model were so
numerically. The radius of this sphere was set equal to 1a,
wherea is the lattice period. In the second region we used
analytical expression which describes the asymptotic beh
ior of the electric field~see Sec. 3!. The radius of this region
was set equal to 20a. In the third region the polarization o
the crystal was not taken into account. The radii of t
spheres were chosen on the basis of a natural condi
which states that the final result should not depend on
values of the radii. It was found as a result of the numeri
calculations that this condition holds with high accuracy
«52 and 3.

The results of the calculation of the local electric fiel
on the~001! crystallographic axis are represented in the fo

enz5
q

« loc~na!2
, ~1!

whereq is the charge of the impurity,n labels the atoms on
the z axis, and« loc is the local dielectric constant.

Figure 1 presents the values of the local dielectric c
stant obtained in the calculation. As we see, at small
tances its value at first decreases and then increases. At
distances from the impurity it asymptotically approach
3«/(«12), which is («12)/3 times smaller than the mac
roscopic dielectric constant. Thus, in accordance with
results of the analytical analysis performed by oth
investigators,3,4 we found that the asymptotic behavior of th
local electric field created by a charged impurity at the poi
of a simple cubic lattice is («12)/3 times larger than the
Coulomb field. We shall discuss this result in more detai
Sec. 6.

FIG. 1. Dependence of the local dielectric constant on the distance from
impurity. «55 ~1! and 2~2!.
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It is seen from Fig. 1 that the dip on the« loc(na) curve
increases as« increases. The width of the dip also increas
in this case. It is shown in the next section that the sa
result can be obtained in the analytical approach. It is no
worthy that the minimum value of« loc(na) is less than 1
when«55. This means that the local electric field at the
sites is even larger than the unscreened electric field. In
polating these results, we can theorize that at even la
values of« it should expected that« loc(na) will have values
close to 0 over a broad region. Several possible con
quences of this hypothesis are discussed in Sec. 6.

For convenience, Fig. 2 presents the enhancement fa
of the electrostatic fieldg relative to its asymptotic behavior
In accordance with the foregoing presentation, this facto
first increases and then decreases, but it remains greater
unity over the entire range of values.

2. THICKNESS OF THE POLARIZED REGION

The following method is utilized to estimate the thic
ness of the polarized region. We expand the electric field
the charged impurity into a series in 1/R for large values of
R. Here R is the distance from the impurity. We take th
ratio of the second term in the expansion to the first, a
from the condition that this ratio be equal to unity we fin
the characteristic thickness of the polarized region.

The field is expanded into a series in 1/R using several
mathematical results obtained for the analogous expansio
the electric field potential in Ref. 6. We note that the elect
field at a lattice point cannot be found by taking the deriv
tive with respect toR, sinceR is not a continual variable in
that case. The final result has the form

enz5
«12

3«

1

~na!2 F112.110
~«21!~«23/5!

«

1

n2
1 . . . G . ~2!

anFIG. 2. Dependence of the electric field enhancement factor on the dist
from an impurity. The notation is the same as in Fig. 1.
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As we see, the first term in the expansion coincides with
asymptote of the electric field which we obtained as a re
of the numerical calculation and which was previously fou
analytically.3,4 The second term in the expansion decrea
as 1/R4 because of the centrosymmetric character of a cu
site; however, the expansion coefficient depends on« in a
more complicated manner. From the equality between
ratio of the second term to the first and unity we obtain

R5aA2.110
~«21!~«23/5!

«
. ~3!

In particular, for large values of« we have

R5aA2.110«. ~4!

Thus, in accordance with the results of the numerical ca
lation, the thickness of the polarized region increases w
increasing«.

3. ASYMPTOTE OF THE ELECTRIC FIELD OF AN IMPURITY
IN AN IONIC CRYSTAL WITH ARBITRARY GEOMETRY

The asymptotic behavior of the electric field created b
point charge in an ionic crystal is determined by inve
Fourier transformation. The unique feature of our treatm
is that the result will be valid for crystals with an arbitra
geometry. To achieve this goal we take advantage of the
that large distances in direct space correspond to small w
vectors in reciprocal space. As a result, the existing integ
over reciprocal space can be taken analytically, at least w
respect to the modulus of the wave vector.

We find the Fourier transform of the electric field of
point charge

eni~r !5
1

VE
u.c.

d3ke2 ik~r ni1r !ei~k, r !, ~5!

whereV is the volume of the Brillouin zone,r ni is the radius
vector of thei th atom of thenth cell, the integration is car
ried out over a unit cell, andei(k, r ) is the Fourier transform
of the electric field in thei th sublattice, which can be foun
from the relation

ei~k,r !5ei
0~k,r !2(

n j
f i j ~k,r !x jn~k!en

0~k,0!. ~6!

Hereei
0(k,r ) is the Fourier transform of the unscreened fie

f i j (k,r ) is the Fourier transform of the dipolar interactio
tensor, andx jn(k) is the susceptibility tensor defined by th
equation

(
j

@a j
21d i j 1f i j ~k,0!#x jm~k!5d imI , ~7!

wherea is the atomic polarizability tensor.
At large distances from the impurity only smallk make

contributions to the integral~5!. The following simplifica-
tions can accordingly be made. First, the dipolar interact
tensor can be replaced by the asymptotic expression
k→0

f i j 5
4p

v
k̂k̂1L i j , ~8!
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where k̂ is a unit vector directed parallel tok, andL i j is a
tensor, which gives the difference between the local field a
the mean field~it is easily calculated by Ewald’s method!.
We note that the tensorL i j does not depend onk. The sus-
ceptibilities, which can be found using this expression, c
respond to the long-wavelength limit.

Now the integration in~5! can be partially eliminated
using the relation

E
21

1 E
0

`

exp~2 iklt !k f~ t !dtdk52 i
p

l 2
f 8~0!. ~9!

We note that at largel the integration over the Brillouin zone
in ~5! can be replaced by integration over all reciproc
space.

The next difficulty involves finding the derivative of th
integrand. To calculate it, we utilize the definition of susce
tibilities, from which it follows that

x t852xf t8~k,0!x. ~10!

We note that the derivative of the dipolar interaction ten
does not depend on the labels of the sublattices.

The final result can now be represented in the form

ei~r !5
1

2pE0

2p

m i
1~w,r !F~w!dw, ~11!

where

m i
1~w,r !5(

m
S d imI2(

j
f i j ~w,r !x jm~w! D

cosu50

,

~12!

F~w!5
q

l 2S k̂t82(
i j

f t8x i j k̂D
cosu50

. ~13!

In the special case in which these tensors do not dependw
~for example, in cubic crystals or in the direction of one
the principal axis of a rhombohedral crystal!, the final result
takes the form

ezei~r !5ezm i
1~r !

«'
21

l 2
q. ~14!

Here

«'
21512

2

vE0

2pS k̂(
i j

x i j k̂D
cosu50

dw ~15!

is the reciprocal dielectric constant.
The result obtained has a simple interpretation. It is s

from ~14! that the electric field of the charge at large d
tances from the defect is described by Coulomb’s form
multiplied by mzz. We shall next discuss the nature of th
multiplier.

At large distances from a defect the electric field in
small region near a lattice point can be considered unifo
When a crystal is polarized in a uniform external field, t
Lorentz correction, which leads to enhancement of the po
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ization, must be taken into account. The Lorentz-Lorenz
pression for a simple cubic lattice is known, and accord
to it

4p
a

v
53

«21

«12
. ~16!

As we see, the coefficient («12)/3 produces enhanceme
of the atomic polarization and, consequently, of the lo
field at a lattice point due to the local effects.

Similarly, in our case, due to the deviation of the loc
field at a lattice point from the mean field, the resultant fie
created by a charge is larger than the Coulomb field. I
simple cubic lattice the enhancement factor is equal to«
12)/3 for the reasons cited above. In the general casemzz

gives the ratio of the local field at a lattice point created
uniform polarization to the mean field. This factor is eas
calculated by known methods. It is not even necessary
perform the complicated calculation of the electric fields c
ated by a point charge for this purpose.

According to the determination made, the field enhan
ment factor has the following general properties:

4p

v (
i

a im izz~0!5«21, ~17!

1

vEu.c.
m izz~r !d3r 51. ~18!

The first property gives the general relationship between
enhancement factor and the macroscopic dielectric cons
The second, normalization condition shows that when
electric field is averaged over a unit cell, the resultant fi
coincides with the mean field, which, in turn, coincides w
the Coulomb field.

4. CONSIDERATION OF RETARDATION EFFECTS

Back in the early nineteen sixties, Tolpygo7 pointed out
that an ambiguity appears in the determination of elec
fields in the limitk→0. In fact, uniform polarization leads t
a macroscopic field of the form

E54p
~Pk!k

k2
. ~19!

Whenk→0, formula~19! gives different results, dependin
on whether the vectork is parallel or perpendicular to th
field vector. It was proposed that this problem can be eli
nated by utilizing retardation effects. When these effects
taken into account, we have

E54p
~Pk!k2P~v2/c2!

k22v2/c2
. ~20!

Now, allowingk to tend to zero, we obtain the correct resu
4pP.

Disregarding the retardation effects can, in princip
lead to incorrect results, especially if everything occurs in
region of smallk, as in our case. This raises the problem
reformulating the problem for the case of a variable field. L
us consider one of the simplest cases, viz., a simple c
-
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lattice, in this context. Instead of tensor~8!, we use the cor-
responding tensor obtained with the consideration of reta
tion

fa,b5
4p

v
kakb2da,b~v2/c2!

k22v2/c2
1

4p

3v
da,b . ~21!

In the limit k→0 we have

fa,b5
4p

v
da,b2

4p

3v
da,b5

8p

3v
da,b . ~22!

This relation is valid for any direction of the vectork. If
Eq. ~19! is used, a different result is obtained.

The use of~21! does not alter the conclusion draw
above: the asymptote of the electric field of a point charg
increased by a factor of («12)/3 in comparison to the Cou
lomb field. However, the asymptote of the electric field o
dipole differs from the asymptote which was previous
found by other investigators without taking into accou
retardation.8

It was shown in Ref. 8 that the asymptote of the elect
field of a dipole is increased by a factor of («12)2/9 in
comparison to the Coulomb field. However, in deriving th
factor it was essentially assumed that the dipolar interac
tensor has different values for the longitudinal and transve
components. We are devoting a separate study to a dis
sion of this question, in which we shall examine the elect
field created by a microscopic dipole in an ionic crystal.

5. CONSIDERATION OF THE FINITE DIMENSIONS OF THE
ATOMS

Above we used the model of polarizable point ions. A
tually, atoms have finite dimensions. This fact can be ta
into account in a systematic quantum-mechanical or se
empirical approach.9 An additional parameter appears in th
latter approach, viz., the characteristic dimension of the e
tron cloud participating in electron polarization.

Let l be the reciprocal of the characteristic dimension
an atom. Then the dipolar interaction tensor which takes i
account the finite dimensions of an atom takes the form

fab5
4l3

3Ap
dab2

4p

v (
G

~qa1Ga!~qb1Gb!

uq1Gu2

3expS 2
uq1Gu2

4l2 D . ~23!

When the value ofl is exceeds the lattice period in recipro
cal space, the results of the calculation employing this re
tion differ from the results obtained in the model of polari
able point ions. Ifl is smaller than the lattice period, th
local effects vanish, and the final result does not differ fro
the equations of macroscopic electrostatics in media.

6. DISCUSSION OF RESULTS

A systematic study of the electrostatic field of a charg
impurity in an ionic crystal was performed in this work. On
of the simplest models, viz., the model of polarizable po
ions, was used to obtain some highly general results. Wi
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this model we were able to elucidate the general laws g
erning the behavior of the electrostatic field of an impurity
both small and large distances from the impurity.

At large distances, the electrostatic field tends to
crease to the asymptotic value previously found by ot
investigators in an analytical approach. This asympto
value is («12)/3 larger than the Coulomb field, i.e., the fie
obtained from the Coulomb relation written for a homog
neous polarizable medium. The factor («12)/3 is valid only
for cubic sites in cubic crystals. At other points in the u
cell ~or in crystals with a different geometry! this factor can
be arbitrary. The only restriction is that the factor averag
over a unit cell is equal to unity. This means that the me
electrostatic field in the cell coincides with the Coulom
field.

At short distances from the impurity we used a nume
cal cluster approach. It was found that the number of po
ized lattice points which must be taken into account in
calculation should be very large. For example, the requ
number of lattice points reached 30 000 for the values of
macroscopic dielectric constant«52 and 5. The cluster mus
be even larger for larger values of the dielectric consta
However, there is an alternative approach based on inte
tion in reciprocal space for these cases.10

As a result of the cluster calculations we discovered
nontrivial behavior of the electrostatic field of an impurity
small distances. It was found that this field has nonmo
tonic behavior. The local dielectric constant at first decrea
~at large values of« it can even be less than unity! and then
increases, smoothly approaching the asymptotic value. S
behavior indicates that there is a region in which the po
ization is increased considerably in comparison to the C
lomb level near a charged impurity in an ionic crystal. W
note that such behavior is a consequence of the inhom
neous, cellular atomic structure of a crystal. In other wor
it is a result of the deviation of the local field from the me
value.

One unexpected result is that the dip in the behavio
the local dielectric constant, as well as its width, increase
the macroscopic dielectric constant increases. Thus, the
fect is strongest in polar crystals, for example, in ferroel
trics. This nontrivial finding was obtained here in both t
direct numerical and analytical approaches. An express
relating the thickness of the polarized region to« was ob-
tained in the analytical approach.

Enhancement of the polarization near charged impuri
can definitely lead to instability of the centrosymmetric p
sition of an impurity. This can be manifested both by d
placement of the impurity from the centrosymmetric po
and by redistribution of the electron density. The former co
sequence is well known, but the latter is still inadequat
understood. The case of a singly charged oxygen vacanc
oxides of the perovskite family can be cited as an exampl
was shown in Ref. 9 that under certain conditions this de
can become a dipolar center. The reason for this is the in
action of an electron bound to the vacancy with polarizat
of the surrounding medium. It turns out that as a result of
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polarization of the medium it is energetically more advan
geous for the electron to be drawn away to one of the cati
adjacent to the vacancy than to be delocalized equally am
all the neighboring cations.

It was recently discovered by second-harmon
generation5 that reduced strontium titanate contains of t
order of 1018 dipolar impurities. These impurities form
nanometer-scale polarized regions, which are forerunner
a phase transition of the crystal into the ferroelectric sta
Vikhnin et al. attributed the results of these experiments
enhancement of the polarization of the crystal by impuriti
Our data are in excellent qualitative agreement with th
results.

One deficiency of the model used is that the displa
ment of atoms is described in the model of polarizable po
ions, i.e., that the atomic polarizability contains both an el
tronic component and polarization caused by the displa
ment of ions. This approximation works well, if the displac
ments of the atoms are small. However, it has also pro
itself in the description of ferroelectric phenomena, whe
the displacements can reach tenths of an angstrom. In
scribing real displacements it is better to use the shell mo
to take into account the interaction of the polarization w
mechanical strains, but in this case it will hardly be possi
to obtain analytical results. It is apparently better to use
shell model in the first region and to employ the results
the analytical calculation presented in this paper in the s
ond region.

The deficiencies of the model used also include the f
that it does not take into account the Debye screening or
influence of the covalent component of the chemical bond
on the screening of the electrostatic field of an impurity. F
this reason, the results obtained are valid for purely io
crystals, which do not have free electrons. These fac
must be taken into account when the theory is develo
further. This approximation is correct only at very small im
purity concentrations. If the polarized regions created by d
ferent impurity particles overlap, the polarization must
described in another way. In particular, the appearance
collective phenomena should be expected in such a c
Such behavior of dipolar impurities was previously studi
in the soft-mode model.1,2 In polar lattices, especially in fer
roelectrics, impurities are apparently inclined to exhibit c
lective effects, but they are not included in the continuo
medium model. Therefore, the development of a theory
impurities in polar lattices with consideration of the diffe
ence between the local field and the mean field should
considered promising.

We thank I. Osipenko and A. Ryabchinski� for their as-
sistance in performing the calculations.
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Formation mechanism for nanodefects on surfaces of loaded metals
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Tunneling profilometry is used to investigate the shape and orientation of defects that form at the
surfaces of Cu, Au, Mo and Pd under loading. The defects have the shape of an indented
prism. The value of the angles at the tip of the defects coincide with the angles between glide
planes, while the orientation of the walls coincide with the orientation of these planes.
At the edges of the defects there exist ‘‘swellings’’ caused by expulsion of material at the surface.
Based on these results, the creation of these defects is explained by the exit of dislocations
as they burst through barriers formed at intersecting glide planes. ©1998 American Institute of
Physics.@S1063-7834~98!01904-2#
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In Refs. 1 and 2 we used tunneling and interference
croscopy to begin a systematic study of defects that fo
under loading at the surfaces of Cu, Au, Mo and Pd. W
observed that the shallowest of these have the form of
imprint of a prism with nanometer dimensions. With tim
the dimensions of the defect increase and attain value
severalmm before rupture of the metal. This process is d
continuous in nature: for a certain time,Dt, the dimensions
of the defect are practically unchanged and then withi
time '0.1Dt they change by several tens of nm. This allo
us to classify all defects in two groups, with quasistationa
i.e., long-lived defects in the first group and short-lived d
fects in the second. It turns out that the ‘‘depth’’H of the
quasistationary defects is smaller than the depthH0 of de-
fects which, for convenience, we will refer to as ‘‘prima
defects’’: H5nH0. The question that interests us is: what
the formation mechanism of the primary defects?

In order to answer this question, we carried out a
tailed investigation of the shape, orientation and dimensi
of primary defects.

We used a scanning tunneling profilometer RTP-1,
veloped at the the Institute of Physics, St. Petersburg S
University3 and manufactured by the industrial cooperat
‘‘Era.’’

We studied the surfaces of rolled foils of 99.99% pu
Au and 99.96% pure Cu, Mo, and Pd. The thicknesses
these foils ranged from 30 to 60mm. The samples were cu
along the direction of rolling using curved knives. In order
localize the points of rupture, we made semicircular cuts
radius 1.5 mm at the edges of strips of width 6 mm. T
length of a working portion of the sample was 12 mm. T
samples were polished using GOI paste and washed in
etone and alcohol. To load the samples we used a spr
loaded apparatus1 constructed in our laboratory.

The chemical structure of the surfaces before and a
the measurements was monitored by Auger spectrosc
with spectra recorded by a LH-10 spectrometer. It turned
that the surfaces of Cu, Mo, and Pd were coated by ox
layers and carbon to a thickness of 1–2 nm, while atoms
carbon and oxygen were present on the surfaces of the
6141063-7834/98/40(4)/4/$15.00
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samples, which remained after washing with acetone and
cohol.

Topograms of the surfaces of Cu, Au and Pd reveal t
two walls of the defects (ABG and CDF, Fig. 1a! were
parallel to the axis of elongation and perpendicular to
sample surface. The dihedral angle at the tip of the defe
~i.e., the angle between planesACFG andDBGF, Fig. 1a!
was equal to 70610°, while the angle between their axe
~the linesFG, Fig. 1a! and the direction of extension of th
sample was'60°. The defects can be separated into t
groups. For the first, one of the walls (DBFG, Fig. 1a!
formed an angle'90°, while the opposite wall (ACFG,
Fig. 1a! formed an angle of'20° with the plane of the
surface. For the other group of defects, the correspond
angles were'70 and'40°.

At the surfaces of loaded foils of Mo we also observ
two groups of defects with dihedral angles at the tips of'50
and'90°. In contrast to Cu, Au and Pd, we were unable
observe the primary orientation of the defect walls at
surface of Mo relative to the elongation axis of the samp

The lengths~distances between wallsAGB and CDF,
Fig. 1a!, the widths~distance between linesAC and BD),
and depth~the length of linesDB and BG) of the primary
defects are given in Table I.

Previously, analogous ‘‘triangular’’ defects with dimen
sions 60–100 nm were observed on the rupture surface
single crystals of MgO by Keh,4 Aller,5, and Landford using
scanning tunneling microscopy.6

It is known that the shape and dimensions of defects
topograms can be quite distorted due to the shape and dim
sions of the measuring tip.7 Therefore, rather than continuin
our discussion of the experimental results, let us address
question of how much correspondence there is between
geometric parameters revealed by topograms and the
parameters of the primary defects.

As an example, we show schematically in Fig. 1b t
cross section of the prism imprint obtained using a point
the shape of a conical column with a dome-shaped tip. I
clear that the geometric parameters of the defect in the il
tration are smaller than the true dimensions, the angle at
© 1998 American Institute of Physics
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vertex of the defect is smoothed out, and the vertical wa
converted into a sloped wall. The slope angle of the la
equals the apex angle of the cone, i.e., the tip, while
radius of curvature of the curve described as we sw
around the right angle at the intersection of the right wall
the defect on the surface equals the radius of curvature o
dome of the probe tip.7

Unfortunately, the shape of the tip depends on the
controllable conditions under which it was prepared8,9 and
changes continuously in the course of the trial.1,10 Therefore,
it has not been possible previously to take into account
tortions caused by the shape and dimensions of the tip. H
ever, we can estimate these parameters based on the
and dimensions of defects in the topograms.7 As an example,
consider the illustration of a primary defect at the surface
Cu ~Fig. 2a!. Having measured the slope of the right-ha
wall in the illustration, and its height and radius of curvatu
at the intersection of the defect with the surface plane,
find that the radius of curvature of the tip is 60– 100 nm,
apex angle of the column—the tip—is less than 10°, and
width of the tip is more than 15 nm.

Using these parameters, we can estimate the true dim
sions of a defect from its image. It turns out that the wid
and length of a defect at the surface of Cu is'60 nm, the
depth is'17 nm, and the angle at the vertex is smaller
'5° than it is on the topogram.

Analogous calculations show that true length and wi
of primary defects at the surfaces of the other metals
studied were 5–10 nm larger, the depth was 2–3 nm lar
and the angle at the vertex approximately 5° smaller tha
the images. These values are smaller than the random sc

FIG. 1. Schematic illustration of a defect~a! and the distortion in its shape
~b! caused by the shape of the probe tip.

TABLE I. Dimensions of primary defects in loaded metals

Metal Length, nm Width, nm Depth, nm

Cu 50610 50610 1563
Au 60610 100610 2263
Pd '20 '10 563
Mo 60610 50610 1863
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of dimensions and angles at the vertex for the images
defects and, in what follows, we will not take them in
account.;

As time passes, the dimensions of the defects increas1,2

and before rupture we observe ‘‘large- scale’’ defects, wh
for Cu, Au and Pd most often resemble trenches, at the
face in addition to the shallow primary defects~Fig. 3!. Their
length exceeds 10mm, their width is '2 mm, and their
depth is 500–700 nm. In a cross section parallel to the a
of extension of the sample, the form of the ‘‘trenches’’
similar to the form of primary defects and is a triangle wi
an angle of 70610° at the vertex. This similarity leads us t
assert that the mechanism for formation of ‘‘large-scale’’ a
‘‘shallow-primary’’ defects are identical.

In order to bring their nature to light, we turn to Fig. 4
which demonstrates the evolution of two defects on the s
face of a Au sample under a load of 350 MPa. One of

FIG. 2. Sections of topograms with isolated defects at the surfaces of Cu~a!,
Au ~b!, Mo ~c! and Pd~d!.

FIG. 3. Section of a topogram with ‘‘trenches’’ that form at the surface
Au under a load of 350 MPa.
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defects~the left one! grows, while the second~the right one!
relaxes. It is clear that, during the time the defects are gr
ing, the surface of the metal swells out at their edges, w
as they are re-absorbed the ‘‘swelling’’ disappears. Ana
gous ‘‘swellings’’ are observed at the edges of defects at
surfaces of Cu, Mo and Pd. Their height increases as
depth of the defect increases and decreases when they a
absorbed. Consequently, during the generation of defects
metal is carried out of the volume onto the surface, and d
ing their re-absorption it enters back in.

As is well known,7 Cu, Mo and Pd have the FCC lattic
and the angle between easy-glide planes~111! and ~111̄! in
these metals is'70.5°. The angle at the vertex of defec
formed at the surface of these metals has the same v
Therefore, the expulsion of material at a surface can be
plained by the exit of dislocations along easy glide plane

This explanation agrees with the orientation of walls
the defect with respect to the axis of elongation. Actually,
we already noted above, the metal foils we studied w
subjected to cold rolling, and then were loaded along
rolling direction. It is well known from the literature12 that a
texture is formed in cold-rolled samples of metals with FC
lattices in which the direction̂112& is parallel to the direc-
tion of rolling, while the plane~110! is parallel to the plane
of rolling. The angles between families of~111! and ~110!
planes are 35.3 and 90°. The values of the angles we m
sured between the surface plane and defect walls ('40 and
90°, see above! are close to these. The angle between
direction ^112& and the line of intersection of the plane
~111! is 54.7°. This value is also close to the angle betwe
the axis of the dihedral angle and the direction of extens
of the sample ('60°).

These coincidences show that the orientation of the
fect walls is given by the orientation of easy glide planes
cold-rolled samples of Cu, Au and Pd.

On the other hand, in metals with BCC lattices, one
which is Mo, the glide planes are$110% and $112%. The
angles between them are'48.2, '54.7 and 90°.11 These
values are also close to the angles at the tips of prim
defects on the surface of Mo (' 50 and'90°). Probably the
defects are formed by the exit of dislocations in this meta
well.

However, in metals with this type of crystal lattice the
are no well-defined easy glide planes. It is probable that
this reason the ‘‘large-scale’’ defects at the surface of
have the shape of formless clusters~Fig. 5! in contrast to the

FIG. 4. Cross section of the profile of an Au surface at different times un
a load of 350 MPa.t(s): 1—20,2—600,3—1400. The measurements bega
70 hours after the load was applied.
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‘‘triangular trenches’’ oriented along the axis of extension
the surfaces of Cu, Au and Pd.

The model we are proposing for formation of defects
qualitatively illustrated by Fig. 6. Under the action of a
applied stress, dislocations exit at the surface along inters
ing glide planes. In this process, as head dislocations m
a new dislocationA forms, which hinders the motion of th
remaining dislocations.11,13,14After the dislocation punches
through the surface a primary defect forms. This mode
analogous to models for the formation of cracks propo
previously by Cottrell,13 Vladimirov,14 and Keh.4

The energy advantage of this latter mechanism, in
view, is due to the closeness of the source of generatio
the defects to the metal surface. In fact, as follows from
topogram, the distance from the surface at which the vert

r

FIG. 5. Section of a topogram with clusters of defects that form at
surface of Mo 80 hours after application of a load of 800 MPa.

FIG. 6. Sketch of the mechanism for formation of defects at the surfac
metals under a load. a—dislocation moving towards the surface, b—c
section of defect. The dashed line shows the position of the surface be
formation of the defect , the arrows indicate the direction of motion of
dislocation.



s
ti

e

ra

o
ul

un

la

la

s,

ci.

m,
ci.

ce

v,

v,

617Phys. Solid State 40 (4), April 1998 Vetergren’ et al.
of the primary defects are located is'5225 nm, i.e.,
'(102100)ubu, whereubu is the magnitude of the Burger
vector. Near the surface in loaded metals, the concentra
of dislocations is considerably larger than in the bulk.15 Fur-
thermore, at small distancesx from the surface an imag
force acts on the dislocation'Db2/2x5D/20,14 which
draws it toward the surface, and make it possible to penet
the barrier, creating ‘‘sessile’’ dislocations.

It is also known that in the surface layer the intensity
thermal motion of atoms is increased compared to the b
along with the probability of large thermal fluctuations,16–18

which can punch through a potential barrier.
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The dislocation structure of strained single crystals of Ni3Ge with various orientations is
investigated by electron microscopy. The evolution of the dislocation structure parameters is
studied as a function of the degree of strain, temperature, and orientation of the single
crystals. Analysis of the experimental dependences of the yield stress on the density of dislocations
leads to certain conclusions about how various mechanisms for dislocation drag make
temperature-dependent contributions to the deforming stress, and about the nature of the thermal
hardening of Ni3Ge. © 1998 American Institute of Physics.@S1063-7834~98!02004-8#
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Ni3Ge alloys belong to the class of intermetallic com
pounds having theL12 superstructure, which exhibit change
in mechanical properties with increasing temperature that
unusual compared to pure FCC metals: in the majority
cases, the yield limit, yield strength, and coefficient of str
hardening increase in temperature ranges that differ for
ferent alloys.

Mechanical properties as a function of orientation of t
strain axis in different alloys with theL12 superstructure as
function of orientation of the strain axis are rather fu
treated in the scientific literature.1–7 However, experimenta
studies of the dislocation structures in these alloys are in
equate. Despite the obvious success of the authors of R
8–12 in their studies of the fine structure of individual d
locations, the systematic studies of the evolution of dislo
tion structures with temperature and strain that are neede
understand the nature of mechanical phenomena are lac
nor are there quantitative data on the changes of var
parameters of the dislocation structure. Such studies h
been made for the alloy Ni3Fe, which possesses a low orde
ing energy,13 and single crystals of Ni3Ge with high-energy
antiphase boundaries oriented in the@001# direction.14 The
subject of this paper is a comparative analysis, both qua
tive and quantitative, of the dislocation structure of sing
crystals of Ni3Ge with three orientations:@001#, @2̄34# and
@1̄39#. The choice of this alloy is not accidental, since th
material possesses clearly marked anomalies in its mech
cal properties~the yield pointt0 increases by more than
factor of 10 with increasing temperature! and, in contrast to
other alloys with theL12 superstructure, it exhibits stron
orientational dependence of its thermal hardening.15

1. EXPERIMENTAL METHOD

Our methods for fabricating single crystals and carry
out mechanical trials were described in detail in our pa
Ref. 16. Using a spark cutter with a goniometer, we cut
6181063-7834/98/40(4)/8/$15.00
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sheets 0.3–0.4 mm thick from strained samples along pla
of type $100%, $110%, and$111%, from which we made foils to
study in a UEMB-100K electron microscope. For each o
entation we studied the evolution of the dislocation struct
as a function of the strain« and temperature. We chose fiv
temperatures~77, 293, 523, 673, and 873 K!, for each of
which we performed a qualitative and quantitative analy
of the dislocation structure with respect to the degree
strain ~up to approximately 5% relative strain according
the yield curve!.

Due to its high resolution, diffraction electron micro
copy is the most effective way to investigate the dislocat
structure in detail. However, there are ambiguities regard
the degree to which the dislocation structure observed in
electron microscope corresponds to the structure of
strained material. With regard to the materials we studi
we can say the following. The primary reasons why the d
location structure could differ strongly from the origin
structure are a thinning strained crystal region and redis
bution of the dislocations which may occur after it is u
loaded. We expect that in both situations, the more sign
cant the resistance to dislocation motion and the lower
field of long-range stresses are, the smaller these cha
must be. The alloys we studied are in this sense ideal obje
since very large frictional stresses cause a high degre
stability of the dislocation structure. The absence of pile
and the high degree of resistance to dislocation mot
should ensure minimum redistribution of dislocations duri
unloading and thinning of the samples. Nevertheless,
took measures to avoid errors that arise due to some pos
change in the position of the dislocations in the foil. In t
@2̄34# orientation, we studied the dislocation structure at ea
point corresponding to a fixed value of temperature and
gree of strain in three cross sections~approximately~001!,
~111!, ~011!!, each oriented differently with respect to th
glide elements. Once we had sufficient observation statis
© 1998 American Institute of Physics
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we were able to monitor some of the effects of redistribut
and exit of dislocations at the surface connected with tap
ing of the crystal, since these phenomena manifest th
selves differently at different cross sections for dislocatio
of different types. In the@1̄39# orientation we studied the
dislocation structure in foils parallel to the slip planes.

2. QUALITATIVE REGULARITIES IN THE EVOLUTION OF A
DISLOCATION STRUCTURE

Based on information on the crystal-geometric peculia
ties of the deformation of single crystals of Ni3Ge with ori-
entation@2̄34# obtained from analysis of surface and sha
changes in samples,17 we customarily divide the temperatur
range into segments over which the crystal deforms via
tahedral (T577–293 K! and cubic (T5293–953 K! slip.

Let us first consider the qualitative features of a dislo
tion structure observed atT54.2–77 K. At the very begin-
ning of the strain we identify two systems of dislocations
various cross sections on the electron-microscope patt
~Fig. 1!. It will be clear from our analysis of the patterns
slip traces and changes in crystal shape that these corres
to the following coplanar slip systems:@101̄#~111! and
@11̄0#~111!. For sufficiently large strains~«.10%!, three sys-
tems of dislocations appear in the structure, which are a
that a latent glide system is acting.

According to Ref. 18, the dislocation structure can
classified qualitatively as mesh-chaotic. The basic elem
of the dislocation structure are edge dislocations which
tend along close-packed directions such as^110&. Along the
dislocations are many kinks and reacting segments. Also
served are dipoles with various configurations, although
fraction of these is comparatively small. As a whole, t
evolution of the dislocation structure with strain in the te
perature range 4.2–77 K differs from what is observed
higher temperatures. We have remarked that the fractio
edge dislocations at cryogenic temperatures has a tend
to increase with increasing strain, whereas at 293 K
higher, as already noted in Ref. 19, the fraction of edge
locations decreases strongly as the strain develops. In
4.2–77 K temperature range, just as for the@100# orientation
at 77 K, there is a preferred development of one system
long edge dislocations as the strain increases, which are
cated along one primary direction. This behavior proba

FIG. 1. Dislocation structure of Ni3Ge alloy with @2̄34# orientation.T577
K. ~111! foil cross section,«510%.
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indicates that the nature of edge dislocations formed at c
genic temperatures may be different from what is observe
higher temperatures.

Room temperature corresponds to the descending
tion of the first peak in the temperature dependencet0(T), at
which a mixed slip is observed along both octahedral a
cubic planes.2 Figure 2 shows images of dislocation stru
tures obtained at 293 K in foils cut parallel to the acting s
planes. There is an observable difference between disl
tions of a cubic glide system and dislocations that lie with
the planes of the primary octahedron: long rectilinear thre
ing segments of superdislocations whose splitting canno
resolved are characteristic for an octahedral slip syst
whereas superdislocations of a cubic system are stro
split and warped. It should be noted that even though ro
temperature corresponds to the descending portion of
first peak of the anomaly, cubic slip is less developed th
octahedral slip. This is evidence that a replacement of
slip system is taking place gradually throughout a cert
temperature range in the neighborhood of the first peak.
observed the first dislocations of the cubic slip system
room temperature.

Further increases in temperature lead to complete dis
pearance of the octahedral slip system, and at tempera
T5523, 673, 953 K the strain takes place exclusive
through the cubic slip system. In order to obtain a clear p
ture of the distribution of dislocations throughout the cryst
we observed the orientation of screw and edge dislocat
separately. Distinctive features of the geometry of a cu
slip system for crystals with this orientation allowed us
obtain images of the dislocation structure with preferr
resolution of dislocations of either edge or screw orientati

FIG. 2. Dislocation structure of Ni3Ge alloy with orientation@2̄34#. T5293
K. a—~111! foil cross section,«57%, b—~001! foil cross section,«510%.
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The sketch in Fig. 3 shows quite clearly that foils cut para
to the ~85̄8! facet contain primarily edge dislocations~since
the direction of shear is approximately perpendicular to
plane of the facet!, while in foils parallel to the~331̄! facet
we expect screw dislocations~since the plane of the facet i
close to the plane where the shear vector@11̄0# lies!. We
isolated the screw and edge components of a dislocation
according to the method we have described at trial temp
tures of 523, 673, and 953 K. At 523 K we observed
layerlike dislocation structure: long dislocations whose o
entations are close to that of the edge cause bunches
rated by rarefied regions with low dislocation density~Fig.
4a!. This dislocation distribution is now maintained until th
rupture strain is reached~i.e.,«'20%!. A similar structure is
encountered at a temperature of 673 K as well. However,
layerlike quality described above is here less marked. As
temperature increases to 953 K, the dislocation structure
dergoes significant qualitative changes. As can be seen
Fig. 4b, the dislocations are practically unconnected w
their glide planes. It is probable that diffusion processes
so intense that superdislocations, even as they mediate c
may themselves become the mechanism for plastic flow
cross sections cut so as to reveal screw dislocations we
serve protruding dislocations or very short dislocation s
ments.

In the @1̄39# orientation we studied the evolution of dis
location structures at five temperatures~77, 293, 523, 673,
873 K! in planes close to the slip planes for various degr
of strain. The orientations we studied were characterized
sharp peak in the temperature anomaly29 at a temperature o
; 620 K. Therefore, we will analyze the distinctive featur
of the dislocation structure individually forT,620 K and
T.620 K.

We investigated three temperatures in the tempera
range 77–620 K: 77, 293, and 523 K. The structure we
served at a temperature of 77 K was similar to the structu

FIG. 3. Sketch of positions of primary cubic glide system~001!@11̄0# in a
crystal with strain axis@2̄34# and faces~85̄8!, ~331̄!.
l

e

op
a-

-
pa-

e
e
n-
m

h
re
ep,
In
b-
-

s
a

re
-
s

observed at this temperature in other orientations. In keep
with our choice of orientation, the development took pla
preferentially for one slip system, although traces of a sec
less-developed system were present. The fundamental
ments of the dislocation structure were edge dislocati
with densityr l , which made up roughly half of the structur
when «55%. We also observed bent dislocations, narr
dipoles and dislocation loops. The fraction of linear disloc
tions increased with strain. As we mentioned previously
discussing the orientation@2̄34#, this is atypical at higher
temperatures.

At room temperature the dislocation structure in t
@1̄39# orientation has a number of features that distinguis
from the corresponding structure in@001# orientation, nota-
bly a high density of dislocations but relatively small fractio
of linear dislocations compared to the@001# orientation~Fig.
5!. Glide along a latent system is obviously in evidenc

FIG. 4. Dislocation structure of Ni3Ge alloy with orientation@2̄34#. Foil
cross section~85̄8!, «515%.T5523 ~a! and 953 K~b!.

FIG. 5. Dislocation structure of Ni3Ge alloy in@1̄39# orientation.~111! foil
cross section.T5293 K, «57%.
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despite the fact that glide in the primary octahedral pla
dominates, practically all the microphotographs we obser
showed dislocations of two other glide systems. We assu
that the deformation starts with primary octahedral slip,
because of the strong hardening of the first glide system
hidden glide system begins to act even at 5% deformat
This is probably why a tendency to form a cell-like substru
ture is observed for strains that are pre-rupture («' 20%!.
An analogous picture applies atT5523 K. Here the disloca-
tion structure is even more dense, and once again two m
systems of dislocations are observed although the domi
glide system is in the primary octahedral plane. Further
creases in the deformation lead to enhancement of g
along hidden systems. Characteristic elements of the disl
tion structure linear dislocations, whose fraction decrea
with increasing strain.

At temperatures 673 and 873 K, along with dislocatio
of the octahedral glide system we observe strongly split
locations, which are probably dislocations belonging to
cubic glide system as it enters into the strain process~Fig. 6!.
It is characteristic that the cubic glide replaces the octahe
glide gradually, as it does in the case of the@2̄34# orientation.
The glide is mixed in character both at 673 K and at 873
The dislocation structure becomes noticeably nonuniform
the temperature increases to 873 K. Qualitatively differ
structures are observed on microphotographs obtained
various places on the film, both patterns that are typica
low-temperature octahedral glide and patterns that qua
tively recall the structure of high- temperature cubic and
tahedral glides. A similar structural nonuniformity may b
the origin of the complicated hardening curves obtained
T5873 K.16

3. CHANGES IN THE DISLOCATION PARAMETERS OF THE
STRUCTURE WITH TEMPERATURE AND STRAIN FOR
NI3GE CRYSTALS WITH VARIOUS ORIENTATIONS

In Figs. 7a and 7b we plot the change in average dis
cation densityr versus temperature and strain for Ni3Ge
single crystals with@1̄39# and @2̄34# orientations. Compari-
son of plots ofr(«) obtained for the different orientation
shows that the microstructural parameters of the alloy un
study are senistive to a considerable degree to changes i
orientation of the strain axis.

FIG. 6. Dislocation structure of Ni3Ge alloy in orientation@1̄39#. ~111! foil
cross section.T5673 K, «52.5%.
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For the @2̄34# orientation, the curves that describe th
dependence of the dislocation density on strain have a c
mon outline and shape~with one exception at 953 K, which
we discuss in more detail below!: at all the temperatures w
studied, these functions can be described by quadratic
rabolas both for octahedral and cubic glides, i.e.,r5k0«2

1k1, wherek0 depends on temperature. The exception is
high-temperature region, where the dislocation density~at
T5953 K! saturates even at«510%, remaining unchange
~or even decreasing! as the strain is increased further. This
obviously related to activation and intense evolution of t
processes that annihilate dislocations at these temperat
The way these curvesr(«) change with temperature corre
lates with the behavior of the hardening curvest(«),16 al-
lowing us to assert that the shape of the yield curve is de
mined by the change in the dislocation component of
shear stresses. Nevertheless, the curvesr(«) obviously be-
have differently for octahedral and cubic glide: increasi
the temperature while other conditions are kept the sa
leads to an increase in the dislocation density for octahe
glide, whereas the reverse is observed under cubic shear
a decrease in the dislocation density. The intensity of dis
cation pileup is anomalous in its temperature dependence
octahedral glide: instead of the expected decrease in disl
tion pileup intensity occurring in pure metals, increasing t
temperature causes the pileup intensity to increase~Fig. 7b!,
whereas cubic glide exhibits the normal dependences tha
characteristic of pure metals. A common feature of all t
orientations is the fact that, despite the considerable ef
temperature has on the magnitude of the dislocation den
the overall strain dependence of the density and rate of
location pileup over various temperature ranges interval
described by curvesr(«) that vary with temperature in a
similar manner, although the rates of change of these cu
~as well as the hardening curves; see Ref. 16! depend
strongly on orientation. Under octahedral glide, the m
rapid change in the curvesr(«) is observed for the@1̄39#
orientation~Fig. 7a!.

There is a traditional point of view that associates th
mal hardening with interlocking of screw dislocations, whi

FIG. 7. Dependence of the average dislocation density on degree of s
for orientations@1̄39# ~a! and@2̄34# ~b!. T ~K!: 1— 4.2,2— 77,3— 293,4—
523,5— 673,6— 873.
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is accompanied by the creation of edge dislocations. A
tinctive feature of dislocation structures of strained orde
alloys is long interlocked edge segments with screw orien
tion. Let us compare the distinctive features of pileup of ed
dislocations in @001#-oriented Ni3Ge single crystals with
pileup in single crystals of the same alloy oriented for
single slip ~the @1̄39# orientation!. In the @2̄34# orientation
this kind of measurement is not made, because cubic glid
present even at 293 K; we only observed pure octahe
glide in this case at 4.2 and 77 K, when the formation
edge dislocations is probably unrelated to the generatio
Kira–Wilsdorf barriers. In Fig. 8 we plot the fraction of rec
tilinear dislocations versus temperature for 5% strain a
crystals oriented along the directions@001# and @1̄39#. It is
clear that the fraction of edge dislocations in the@1̄39# ori-
entation is approximately twice as small as in the@001# ori-
entation. For both orientations, plots of the fraction of ed
dislocations versus temperature share a common feature
presence of a maximum at roughly room temperature,
lowed by a decrease, despite the fact that shear stresse
the yield limit continue to grow.

The way the lengthl of edge dislocations varies wit
strain also has its peculiarities under conditions of single
multiple glide. In Fig. 9 we plot the dependence of the len
of edge dislocations versus strain for single crystals with

FIG. 8. Temperature dependences of the fraction of rectilinear disloca
for orientation@001# ~1! and @1̄39# ~2!. «55%.

FIG. 9. Dependence of the average length of edge dislocations on the d
of strain for orientations@001# ~1! and @1̄39# ~2!. T5523 K.
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orientations under discussion atT5523 K. Measurements o
the length of edge dislocations were made using 15 to
photographs of dislocation structures obtained from foils p
allel to the glide planes. It turned out that the rate of decre
of the length of edge dislocations in orientations with m
tiple glide was considerably higher than for single glid
which can be related to the fact that the length of interlo
ing screw segments is determined by the length of free
location segments bounded by obstacles formed by inter
location interactions.

4. ANALYSIS OF CONTRIBUTIONS OF VARIOUS
MECHANSIMS TO THE RESISTANCE TO STRAIN

A multitude of experimental data show that the conne
tion between the shear stresst for a given rate of strain and
the density of dislocationsr can be described satisfactoril
by the expression

t5tF1aGbr1/2, ~1!

wheretF is a frictional stress unrelated to dislocations anda
is the interdislocation interaction parameter. Relation~1! can
be used to analyze how various mechanisms that arise du
strain contribute to the yield stress. Changes in the yi
stress can be due to several factors.

1! A change in the resistance to motion of dislocatio
that is unrelated to interdislocation interactions which,
turn, can be written as two terms:

tF~T!5tF
0~T!1tF

s ~T!, ~2!

where tF
0(T) is the dislocation-independent friction resi

tance, connected with intrinsic lattice friction~the depth of
the Peierls valley!, interaction of gliding dislocations with
atomic impurities, antiphase domain boundaries, antiph
boundaries of strain-related origin, and nonuniformities
the crystal structure related to it, whiletF

s (T) is the self-
braking stress of superdislocations defined by spec
mechanisms that are characteristic of theL12 superstructure.
The first group of mechanisms has a negative~normal! tem-
perature dependence, while the second has a positive de
dence~anomalous!.

2! A change ina(T), which can occur for several rea
sons. The first of these is traditionally associated with a
crease in the thermally activated component of the inter
tion with the dislocation ‘‘forest.’’ The second, which is no
so obvious, is connected with entrainment of other syste
of the cubic and octahedral glide during plastic strain a
accordingly, with changes in the spectrum of the interdis
cation interaction. The latter, in principle, can lead to a no
monotonic variation of the parametera(T). Finally, anoma-
lous effects on the parametera(T) maybe possible
connected with the creation of Kira–Wilsdorf barriers. Let
clarify this with more detail. Kira–Wilsdorf barriers can ap
pear and disappear during strain, creating an additional re
tance to dislocation motion. The number of places at wh
thermal activation can occur is proportional to the number
obstacles generated by dislocations of the ‘‘forest’’ in t
shear zone~i.e., the number of lengths of free segments o
moving dislocation that appear on it as it ‘‘hovers’’ at o
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stacles!, N> (D/r2
1
2) (D/r2

1
2) 5D2r, whereD is the size

of the shear zone andr is the dislocation density. The num
ber of successful activations that lead to the appearance
virtual barrier ~i.e., one that appears and then is destroy!
will be proportional toD2r exp(2u/kT). In this case the
work that the external stress will do isdA>D2r exp

(2u/kT)DUvr2
1
2, whereDU is the energy to destroy a un

length of Kira–Wilsdorf barrier,u is the activation energy

for generating the Kira–Wilsdorf barrier, andvr2
1
2 is the

length of the Kira–Wilsdorf barrier. The shearDa>D2b;
consequently, the resistance to destruction of Kira–Wilsd

barriers t5 (dA/Da) > r2
1
23exp(2u/kT)DU/b. A compo-

nent of the resistance to motion of superdislocations app
that is proportional to the square root of the dislocation d
sity, which leads to an effective anomalous increase w
temperature of the parametera. The other component of th
shear resistance, which is not associated with the densit
the dislocation ‘‘forest’’ ~the appearance of Kira–Wilsdor
barriers and their destruction by free superdislocation!,
gives a contribution to the change oftF .

3! The shear modulusG decreases linearly with tem
perature, and its change does not exceed 25% in this
perature range.

4! Finally, a contribution that turns out to be important
one connected with the pileup of dislocations, which in co
trast to the case of pure metals can be anomalous.

The plots of the experimental shear stresses versus
square root of the dislocation densityt(r1/2) shown in Fig.
10 for various temperatures other than cryogenic turn ou
be linear with reasonable accuracy. At cryogenic tempe
tures the functiont(r1/2) can be approximated by two lin
segments, indicating the presence of two stages of st
hardening in this case.

Equation~1! allows us to separate the contributions
these mechanisms using the following considerations.
the temperature change fromTi to Ti 11. Then neglecting the
change in the shear modulus, the change in deform
stresses for a preset strain can be approximately wri

FIG. 10. Dependence of the reduced shear stressest on the square root of
the average dislocation densityAr for deformations with the following axis

orientations:@ 2̄34# ~a! and @ 1̄39# ~b!. T, ~K!: 1—77, 2—293,3—523,4—
673,5—873.
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~keeping the first terms of the expansion in a Taylor seri!
in the form

Dt i5Dt iF1
1

2
a~Ti !Gb

Dr

r
1
2~Ti !

1DaGbr
1
2~Ti !, ~3!

whereDt iF is the change in frictional stress, the second te
Dtr is the contribution connected with changes in the inte
sity of dislocation pileup, and the third termDta is the
change in stress caused by changes in the interdisloca
interaction parameter. These contributions can be determ
from the experimental functiont(r1/2). Then the resistance
to strain can be written as

t5t~T0!1(
i

Dt i5t~T0!1(
i

Dt iF

1(
i

1

2
a~Ti !Gb

Dr

r
1
2~Ti !

1(
i

Da iGbr
1
2~Ti !. ~4!

Figure 11a shows the results of this analysis for the@2̄34#
orientation. As a starting temperature we usedT0577 K; the
strain for this analysis was 5%.

Consider a diagram of how the contributions to the d
forming stress change with temperature~Fig. 11a!. All three
of the abovementioned contributions increase in the temp
ture range 77–293 K, i.e., they exhibit an anomalous te
perature dependence. The largest change in the resistan
dislocation motion ('80%! comes from the increase in th
parametera, while the remaining'20% of the increase in
deforming stresses is connected with an increase in the
tional stress ('15%! and the rate of dislocation pileu
('5%!. Increasing the temperature up to values that exc
room temperature qualitatively changes the temperature
pendence of these contributions: up to a temperature of 5
570 K, they all decrease with increasing temperature.
creasing the temperature further decreases the contribu
connected with the dropoff in interdislocation interaction p
rameter and the rate of dislocation pileup, whereas the f
tional stress (tF) increases, reaching values of'150 MPa.
Because of this anomalous increase intF , the total function
t(T) exhibits a second washed-out extremum in the nei
borhood of the cubic glide.

By analyzing the contributions to the deforming stress
as we did for the@1̄39# orientation, see Fig. 11b, we ca
establish the following facts. In the temperature range wh
anomalous increases in the deforming stresses are obse
the contributions connected with changes in the frictio
stresses and intensity of dislocation pileup increase ano
lously. In this case the main contribution comes fro
changes in the frictional stress, which greatly exceed the c
tribution from changes in the rate of dislocation pileu
Changes in the contribution connected with the tempera
dependence of the parametera are also nonmonotonic; how
ever, their maximum value does not coincide with the ma
mum of the anomaly and occurs at room temperature.
parametera, and accordingly the contributions connect
with it to the deforming stresses, increase only in the ran
77–293 K and decreases when the temperature is incre
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further. A part of the decreasing functiona(T) falls within
the region where octahedral glide takes place (T5293–600
K!, while the rest falls within the region of cubic glid
(T.600 K!.

Note in particular that in this casetF(T) has no maxi-
mum. The reason for this is that the temperature of the s
ond maximum is close to that of the first, so the two maxi
are not resolved. This probably is correct, since at a temp
ture of 973 K the quantitiesDtF approximately coincide in
the @2̄34# and @1̄39# orientations under conditions of cub
glide.

We did not investigate the@001# orientation in this work;
however, the data given in Ref. 14 are enough for us
analyze by analogy with what was said above~Fig. 11c!. A
distinctive feature of the experiments in Ref. 14 is that

FIG. 11. Diagram of the temperature variation of contributions to the
forming stresses for various orientations of the strain axis:@2̄34# ~a!, @1̄39#
~b!, and @001# ~c!. 1—shear stresses corresponding to the temperatur
boiling nitrogen ~the temperature-independent part of the shear stres!
t«(T0), «55%, 2—contribution caused by changes in the friction stre
DtF , 3— contribution connected with the temperature variation of the
terdislocation interaction parameterDta , 4—contribution connected with
the change in dislocation pileup intensityDtr , 5—total resistance to strain
tS5t«(T0)1DtF1Dta1Dtr . The points indicate the experimental d
pendences of the deforming stresses on temperature.
c-
a
a-

o

e

deformation was mediated by octahedral glide over the en
temperature range studied (T577–293 K!. Under these con-
ditions, the thermal hardening is related primarily to anom
lous changes in the friction stress, which increase monot
cally in all temperature intervals~77–963 K!. For the
intensity of dislocation pileup anomalies appear beginn
only at room temperature, and in the temperature range
293 K the pileup intensity decreases only slightly or does
increase. The parametera is anomalous at the initial stag
~as it is in other orientations! only at temperatures below
room temperature, whereas at temperatures above room
perature a normal decrease with temperature is obser
The second peak in the functiontF(T) is not observed, and
in the temperature range 600–700 K the curvature of
functiontF(T) is observed to decrease, which could indica
the hidden presence of a second peak and its indirect e
on the functiontF(T).

The regularities we have observed in our study of
dislocation structure of Ni3Ge single crystals with various
orientations, and their analysis, lead us to certain conclus
and assumptions regarding the mechanisms for thermal h
ening in alloys withL12 superstructure.

Most importantly, this involves the Kira-Wilsdor
mechanism, which is traditionally assumed to be the prim
and most often the only mechanism for thermal hardeni
The facts we have observed require critical examination
this mechanism. First of all, there is the impossibility
understanding the evolution of a dislocation structure in
regime of high-temperature thermal hardening, where
anomalies produce their strongest effects even as the
dislocation configurations that are characteristic of Ki
Wilsdorf barriers are being displaced by bent dislocations
some cases, the fraction of linear dislocations does not
ceed 5% in the range where the temperature anomaly ha
maximum. This compels us to view arguments that the Ki
Wilsdorf mechanism plays the decisive role in the hig
temperature region skeptically. In contrast, the lo
temperature region of thermal hardening, and also the ra
of medium temperatures where diffusion processes have
yet developed, give evidence that effects connected with
formation of Kira-Wilsdorf barriers are operating. Here a
increase in the density of linear dislocations is observ
along with an anomalous change in the interdislocation
teraction parameter, and the intensity of dislocation pile
can be explained by the process of forming Kira-Wilsdo
barriers.

In order to understand the evolution of a dislocati
structure in the high-temperature region it is necessary
take into account the effect of temperature as a factor
activates the processes of diffusion and self-diffusion, a
consequently the processes of interaction of point defe
with dislocations. Only by viewing the processes of ed
dislocation creep as processes of diffusive self-interlock
of superdislocations can we understand such facts as the
sence of linear dislocations in the neighborhood of the hi
temperature peak of the anomalies, the low mobility of ed
dislocations under cubic glide, and the anomalous dep
dence of the yield stress and dislocation pileup intensity
der cubic glide in the high- temperature range.
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The regularities we have identified in this paper allow
to assert that thermal hardening is determined by at least
kinds of mechanisms: those connected with the transv
glide of screw superdislocations which, in the final analys
are a consequence of changes in the structure of the su
islocation core brought about by temperature, and those
nected with the creep of edge superdislocations due to t
interaction with point defects of various kinds.

This does not imply that mechanisms belonging to ot
classes, e.g., the appearance of long-range order, relax
of antiphase boundaries, the formation of an atmosph
etc., do not occur in thermal hardening. However, the ma
ity of the features of dislocation-structure evolution that
have identified in the present work can be understood
postulating the existence of mechanisms in just two clas
which are manifest to different degrees in various tempe
ture ranges.
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Changes in the discontinuous creep of a polymer composite brought on by weak stress
and magnetic fields

N. N. Peschanskaya, P. N. Yakushev, and A. B. Sinani
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Using precision interferometric methods, we were able to record changes in the characteristics of
discontinuous creep of glassy polymers brought on by preliminary treatment with weak
external fields. For the example of a polymer composite we have shown that the long-period
application of small loads and a constant magnetic field greatly reduces the nonuniformity of the
creep rate at large stresses, i.e., it decreases the suddenness of abrupt deformations. After
separating the effects of the magnetic and force fields, we concluded that the effects resulting from
not only stress but also magnetic fields have partially reversible character. Our data confirm
that a constant magnetic field affects the local potential barriers that inhibit strain in nonmagnetic
materials. ©1998 American Institute of Physics.@S1063-7834~98!02104-2#
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In recent years interest has revived in the question
how constant magnetic fields affect the mechanical prop
ties of nonmagnetic materials such as polymers.1 Such ef-
fects are explained by the high anisotropy of the diamagn
susceptibility of polymer chains. In Refs. 2–4 it was demo
strated that a constant magnetic field can affect the creep
characteristics of linear polymers at temperatures below
glass temperatureT,Tg . The results of Ref. 2 imply that a
T5300 K, when relaxation processes in polymers are sl

the magnitude of the creep rate«̇ changes under the action o
a weak magnetic field~2 kOe! only if the magnetic field acts
on the sample for a long time. For some polymers the m
sensitive characteristic is the nonuniformity of the rateh, i.e.,
its degree of scatter under small strain increments. W
other conditions of the test are kept the same, the effect
constant magnetic field on the degree of rate scatter is
ferent for different polymers and depends on the magn
susceptibility of the material.2,4 It is assumed that the con
stant magnetic field smooths out local magnetic fields
those physical lattice sites which interrupt the motion of d
fects, thereby giving rise to discontinuous creep or a sca
of creep rates.3 As a rule, a constant magnetic field acts
suppress the nonuniformity of the creep rate. A similar eff
is observed, especially for large bodies, after preliminary
posure to small mechanical stresses. It is reasonable to
sume that any decrease in suddenness of strain jumps
sample caused by fields of any nature corresponds to sm
scatter in the hardness and longevity of the material.

In previous studies of the effect of a magnetic field
creep, the systems investigated were linear polymers in
glassy state.2–4 However, the systems that find most wid
spread application in practice, composites based on hard
resins with a network-like structure, are more complicat
In such systems, a large role is played by adhesive la
between the bonding~resin! material and the filler. These
materials are distinguished by nonuniform structure both
the molecular and premolecular levels.
6261063-7834/98/40(4)/3/$15.00
f
r-

ic
-
te
e

,

st

n
a

if-
ic

t
-
er

t
-

as-
a

ller

he

ed
.
rs

t

The goal of this paper is to estimate the degree to wh
weak stress and magnetic fields change the discontinu
creep of a polymer composite.

1. SAMPLES AND METHOD

We studied changes in the creep rate under unia
compression of a composite consisting of epoxy resin
diabase powder. The average diameter of a diabase grain
0.315 mm. The samples had a height of 6 mm and a diam
of 3 mm. The test temperature of 290 K lies in the relaxat
range, which is most sensitive to changes in the structur
the adhesive layers in analogous composites.5 We recorded
the creep process using laser interferometers.2–7 By applying
a strain having a sinusoidal time dependence, we can m
sure the creep rate based on the beat frequency an
change, with an accuracy up to;1% on a base strain of 0.3
mm. Before being loaded, i.e., before the creep begins,
sample is compressed by a die, which is used to test h
preliminary exposure to a weak stress fields0 along with the
constant magnetic field affects the creep. A DC magne
incorporated into the apparatus such that a sample pla
under the die is located between the magnetic poles. The
of the sample was perpendicular to the direction of the m
netic field intensityH. Creep was observed when the com
posite was loaded by a large stresss for a certain time
(t520 or 10 min!; the overall deformation did not excee
3.5%. The last 20 beats on the diagram were used to ca
late the rate, and then the rate function«̇ was constructed
from successive 0.3mm strain incrementsD«.

Previous work has established that polymer creep is
continuous in character, connected with the nonuniformity
the supramolecular structure.3–7 In this paper,«2D« plots
are used to calculate one of the characteristics of discont
ous creep:h5(n51

m ( «̇n
max/«̇n

min/m), where «̇max and «̇min are
the maximum and minimum values of the rate within t
n-th period of its change. The value ofh is defined as the
average of various trials over five periods on the same st
© 1998 American Institute of Physics
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interval. The value ofh is investigated for creep unde
stresses ofs547 and 60 MPa after various timest0 for
preliminary exposure to constant magnetic (H52 kOe! and
stress fields (s050.4 MPa!.

2. RESULTS AND DISCUSSION

Figure 1 shows dependences of the creep rate on s
for an initial composite sample and for a sample subjecte
s0 and H. It is clear from Fig. 1 that although the avera
creep rates of the two samples are roughly the same
original sample exhibits strong oscillations in the creep ra

The effects of the constant magnetic field ands0 were
further examined in more complicated tests and at lar
stressess, sometimes on the same sample in order to
clude random differences in the rate. Creep was observe
the initial stages of the strain, where damage to the struc
takes place only in local volumes and a large part of
strain~to accuracy of 0.1%! is reversible upon unloading. In
Fig. 2 ~curve1! the change in the creep rate is plotted a

FIG. 1. Dependence of the creep rate«̇ on the strain incrementD« for the
composite ED1 diabase,s547 MPa,«53%, t520 min.1— H50, s050.
2 — H52 kOe,s050.4 MPa,t054 days.

FIG. 2. Dependence of the creep rate«̇ on the strain incrementD« for the
composite ED1 diabase:s560 MPa,«. 3.5%, t510 min. 1 — H52
kOe,s050.4 MPa,t0517 days,h. 1.15,2 — H50, s050.4 MPa,t05 20
days,h51.35,3 — H50, s050, t051 day,h52.2.2 is after regime1, 3 is
after regimes1 and2.
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function of strain for loading after 17 days exposure to
constant magnetic field ands0. It is clear that the scatter in
the rate is small. After this test, the samples were unloa
and the procedure was repeated for the sames but a differ-
ent exposure timet0 during which the sample was without
magnetic field (H50) but still subjected tos0. Curve2 in
Fig. 2 shows that the rate is more nonuniform than on cu
1, which indicates relaxation, i.e., partial recovery of the ra
nonuniformity after the constant magnetic field is remove
Curve3 in Fig. 2 corresponds to creep after the material h
relaxed for a day without either the magnetic field ors0: the
nonuniformity of the rate has become even more mar
than for the original composite~Fig. 1!. We used curves such
as those shown in Figs. 1 and 2 obtained over the same
periods and on the same strain intervals to calculate the
erage valueh, which characterizes the degree of rate sca
quantitatively.

It is clear from Fig. 3~curve 1! that during the time in
which the sample is kept atH50 after exposure to the con
stant magnetic field~but with s0Þ0), the value ofh first
increases and then saturates, i.e., the magnetic field red
although slightly, the scatter in the rates. Preliminary ex
sure to only the stresss0 for a long time also decreases th
nonuniformity of the rateh ~curve2!, but not as much as the
combined effect of the two fields does Fig. 3,t050).

Thus, curves1 and2 in Fig. 3 can be used to distinguis
the effects of the fields, and allow us to conclude that b
the constant magnetic field ands0!s decrease the nonuni
formity of the strain rate under subsequent loadi
(s@s0) and that the effect of boths0 and the constan
magnetic field is relaxational in character.

The structure of the composite is nonuniform not only
the micro- but at the macroscopic level, due to granular
the presence of pores, and defectiveness of the diabase-
boundaries. It is possible that the mechanism by which
fields H ands0 affect the composite structure are differen
For example, a long preliminary exposure to small stres

FIG. 3. Dependence of the degree of nonuniformity of the rateh on the time
t0 after removal ofH ands050.4 MPa~1! and on the timet0 in which only
s0 acts~2!. s560 MPa,«53.5%, t510 min.1 is for preliminary exposure
to the constant magnetic field~17 days!. The scatter in values ofh is de-
duced from 5 measurements
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that do not cause growth of harmful cracks can result
‘‘healing’’ of microcracks and pores as a result of loc
shears, whereas the magnetic field acts to smooth out
decrease the nonuniformity of local magnetic fields t
make up part of the strain potential barriers. In both cas
loading with a large stress causes motion of defects acc
ing to a mechanism whereby physical sites are replaced
more uniform sites, and consequently the strain discontin
ties become less sharp.2–4 It is assumed that strain process
take place essentially in the adhesive layers of the polym5

The changes we have discussed in the creep rate a
not only strain but also crack formation during creep, wh
is slowed by preliminary loading. In fact, the longevity of
composite loaded with 60 MPa without preliminary exposu
to eitherH or s0 was 50 minutes, whereas the total longev
of a sample loaded by the same stress of 60 MPa was
minutes after a preliminary loading with small stresses. P
vious studies of the longevity of polymers have yielded sim
lar results.6,8 Hence, a preliminary loading with stresses th
are roughly a hundred times smaller than the rupture st
significantly increases the longevity of the material due to
hardening in local volumes. An analogous effect on the m
terial can be expected after exposure to a constant mag
field as well.

Thus, our data confirm the possibility, in principle, th
not only small stresses but also magnetic fields can affec
generation of kinetic features in the deformation of mac
scopically nonmagnetic polymeric materials. In our tests
n
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strain in the composites did not exceed 3–3.5%, i.e., wit
the reversible viscoelastic region. Since viscoelastic de
mation is connected to localized plastic shears which do
interact with one another, our results prove experimenta
that local potential barriers at the initial stage of deformat
are changed by the influence of a magnetic field and that
kinetics of local shears can affect mechanical characteris
at the macroscopic level.

The authors are grateful to Yu. Khristova~Bulgarian
Academy of Sciences! for providing the samples.
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Thermal effects and anomalies in the low-temperature plasticity of crystals
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Fiz. Tverd. Tela~St. Petersburg! 40, 684–689~April 1998!

This paper discusses theoretically the mechanism that causes the temperature dependences of the
yield point and yield stress, along with their rate coefficients, to deviate from behavior
characteristic of thermally activated plastic strain at low temperatures~,30 K!. At this time the
existence of such deviations, e.g., anomalous decreases in the values of these characteristics
in this temperature range, is explained by arguing that the process whereby dislocations overcome
local barriers has inertia. It is shown that the observed anomalies can be caused by the
development of thermal instability in the plastic strain at low temperatures. In contrast to inertia-
related effects, thermal effects allow us to explain the plasticity of crystals at low
temperatures without contradiction and within the framework of a single mechanism, including
the unstable, discontinuous character of plastic strain that is characteristic of these
temperatures. ©1998 American Institute of Physics.@S1063-7834~98!02204-7#
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Studies of plastic strain in crystals at low temperatu
~,30 K! have found that the temperature dependence
yield stressest and yield points,1–4 along with their rate

coefficients]t/] ln «̇,5–7 are often anomalous when com
pared to normal plots of thermally activated plastic str
~curves1 and 18 in Fig. 1!. Observed deviations from th
standard Arrhenius form of these functions have been u
as evidence2–7 that the plateaulike anomalies~curves2 and
28! on these curves are signs that dislocations are u
athermal quantum mechanisms2–6 to overcome local barriers
whereas inertia of the process by which dislocations ov
come obstacles with short-range forces can explain only
sharp dropoffs that appear on these curves~curves3 and38!8.
Like the quantum effects, inertia gives rise to a rate of pla
deformation that is higher than that associated with ther
fluctuations, and a corresponding decrease in the deform
stresses.

Although these phenomena can, in principle, be invok
to explain the anomalous form of the temperature dep
dences of the yield stress at low temperatures, there ex
number of factors which cast doubt on whether these me
nisms are actually present in an experiment, thereby giv
rise to controversy. The doubt is based on the follow
facts.

Athermal plateaus are observed in the temperature
pendences of yield points, but are absent in samples stre
below the yield point.9 The situation is analogous for anom
lies such as the abrupt decrease in the magnitude of the
point as the temperature is decreased starting with some
cal value of the temperature~curve 3 in Fig. 1!. In Ref. 10
the authors compared the temperature dependences o
macroscopic yield point11 and shear stresses at small plas
strain (,1024, trials based on internal friction10! in single
crystals of aluminum. The temperature dependence of
shear stresses has a normal form, whereas the macros
yield point exhibits an anomalous decrease below 20 K.
6291063-7834/98/40(4)/5/$15.00
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It is clear that if they existed, quantum and inertia effe
would have to appear even at the earliest stages of pla
strain, when individual dislocations interact with obstacl
but experiment shows that they are not found in the micr
train range. It is the temperature dependences of the y
point and yield stress that exhibit anomalies, i.e., regimes
intense multiplication of dislocations and the formation
slip lines and slip bands in the crystal, .

Another important fact that challenges the propos
quantum athermal character~and dislocation-induced inertia
character! of plastic strain in crystals at low temperatures
the unstable nature of the strain at these temperatures: s
discontinuities develop within precisely those temperat
ranges where athermal plateaus6,12–14 or anomalous
dropoffs5,7,15,16are observed in the temperature dependen
of the yield stress and its rate coefficients. At present, ther
convincing experimental13,17,18and theoretical18–21proof that
the instability of low- temperature strain is caused by therm
instability as the crystal is heated by moving dislocatio
This fact is not very compatible with proposed quantu
athermal mechanism for the appearance of plateau-sh
segments on the temperature dependences of the yield
in the temperature range under discussion.

In discussing inertia effects as the cause of anomal
like the sharp dropoff in the magnitude of the yield stress
the temperature decreases, it should be noted that the m
nitude of this dropoff observed in experiments is tens
percent.1,11,15,16In quantitative terms this is in poor agree
ment with, e.g., the decrease in the yield stress as a resu
a transition of a metal from its normal to its superconduct
state, which is well studied today and known to be connec
with dislocation inertia, since the magnitude of this decre
does not exceed one percent.1

These facts compel us to look for other mechanisms
explain the appearance of anomalies in the low-tempera
plasticity of crystals. The goal of this paper is to clarify th
role of thermal effects arising from heating of the strain
© 1998 American Institute of Physics
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crystal by plastic strain as a possible reason why the t
perature dependences of the yield stress and its rate co
cients exhibit deviations such as the rapid decrease in t
values after a certain critical temperature is reached~curves3
and38 in Fig. 1!. In this paper we show that these deviatio
could be caused by thermal instability of the low- tempe
ture strain. Previously it was demonstrated22 that the appear-
ance of plateau-shaped segments in the temperature de
dences of the yield point and its rate coefficients~Fig. 1,
curves2 and 28! is connected with heating at places whe
the strain is localized~slip lines and slip bands!. This heating
does not lead to the appearance of thermally unstable st
but it anticipates its appearance once the deforming stre
have increased further.12

1. THERMAL INSTABILITY OF THE STRAIN

The usual objection to the idea that thermal effects p
any significant role in the appearance of low-temperat
anomalies in the hardness properties is that the average
heating of crystals strained at low temperatures, as meas
by any experimental method, are quite small. Figure 2 sh
experimental data on the heatingDT5T2T0 of single crys-
tals of Zn23 and Al24 strained at different rates«̇ in liquid
He3 at temperaturesT0'0.821.2 K. The magnitude of the
heating is determined from the shift of the critical transiti
temperature of the deformed crystal from superconductin
normal state with respect to the critical temperature of
unloaded sample. In the case of CsI crystals25 strained at 4.2
K in liquid He4, the magnitude of the heating was measu
by a thermocouple. The straight lines in Fig. 2 bound
scatter region of the experimental points. Their slope
unity, which agrees with the theoretical estimate of the m
nitude of steady-state heating of a sufficiently thin crys
strained with a constant rate«̇:

DT5
bt«̇d

2h
. ~1!

In accordance with the equation of heat balance

FIG. 1. Low-temperature anomalies in the temperature dependences o
yield stresst ~2 and3! and sensitivity coefficient of the yield stress to th

strain rate]t/] ln «̇ ~28 and38! ~sketch!.
-
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52

2h

d
~T2T0!1bt«̇, ~2!

the heating of such a crystal depends significantly on
deforming stresst and the coefficient of surface heat transf
h as well.25 In Eqs. ~1! and ~2!, T and T0 are the tempera-
tures of the crystal and the cooling medium respectively,j is
time,c is the heat capacity,b is the conversion coefficient o
the work of plastic strain into heat, andd is a characteristic
transverse dimension of the working portion of the crysta

The magnitude of the steady-state heating of the cry
DT is determined by the equilibrium between the rate
dissipation of energy of plastic strain and the rate of rel
ation of heat into the cooling medium. For a thermally ac
vated type of strain, violation of this balance leads to therm
instability,18–21 which affects the thermal activation param
eters for low-temperature strain determined in the exp
ment and can change the form of their temperature dep
dences.

The criterion for thermal instability of the strain is
negative value of the effective coefficient for rate sensitiv
of the yield stress18

S ]t

] ln «̇
D

T0

5
kT

V F12S ] ln T

] ln «̇
D ln

n

«̇
G , ~3!

whereV52dH/dt* is the activation volume,H(t* ) is the
activation energy,t* 5t2t0 and t0 are respectively the
thermal and athermal components of the yield stress, andn is
the pre-exponential factor in the expression for the rate
thermally activated plastic strain«̇5n exp(2H/kT). The de-

the

FIG. 2. Dependence of the bulk heatingDT of the crystal on the rate of

plastic strain«̇ for 0.8–4.2 K.1 — Zn ~Ref. 23!, 2 — Al ~Ref. 24!, 3 — CsI
~Ref. 25!.
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pendence of the activation energy on the effective stresst*
can be written in the following very general form:26

H~t* !5Hc@12~t* /tc!
p#q, ~4!

where the constantsHc and tc and exponentsp and q de-
pend on the magnitude and nature of the local barriers
control the rate of thermally activated dislocation motion.

When the temperature of the crystalT is independent of
the strain rate«̇, according to Eq.~4! the temperature depen
dences of the yield stresses and coefficient of rate sensit
of the stresses are given by the expressions

t5t01t* , t* 5tc@12~T/Tc!
1/q#1/p, Tc5

Hc

k ln~n/ «̇ !
,

~5!

S ]~t/tc!

] ln «̇
D 5

kT

Vtc
5

1

pq ln~n/ «̇ !
S T

Tc
D 1/qF12S T

Tc
D 1/qG

12p
p

.

~6!

Whenever «̇ depends onT, i.e., whenever the crystal i
heated by plastic strain, thermal softening of the crystal
exceed its rate hardening Eq.~6!. This will lead to a negative
value of the effective coefficient of rate sensitivity Eq.~3!
and to a relaxation of the deforming stresses, i.e., to
appearance of a jump in the load on the stress-strain
grams.

Taking into account the heating instability, the conditi
for loss of strain and thermal stability Eq.~3! can be written
in the form18

S ]t

] ln «̇
D

T0

5
kT

V

h/hk1c/ck21

h/hk
,

ck5
bt

K1xS 2
]t

]TD
«̇

, hk5
bt«̇d

2T
ln S n

«̇
D . ~7!

Herex5dt/d« is the coefficient of strain hardening andK
is the effective modulus of the system crystal-loading ap
ratus. According to Eq.~7!, the rate coefficient become
negative if

h

hk
1

c

ck
,1. ~8!

Condition~8! for thermal instability of the strain is well con
firmed by experiment.17–20

2. THERMAL ANOMALIES OF HIGH-TEMPERATURE
PLASTICITY IN CRYSTALS

For a quantitative analysis of the temperature dep
dence of the coefficient Eq.~7!, it is more convenient to
express it in the form

S ]t

] ln «̇
D

T0

5
kT

V F12S 12
c

ck
Dhk

h G . ~9!
at

ity

n

e
a-

-

n-

It is also necessary to include the temperature depende
of the heat capacity and heat transfer coefficients:

c5geT1cm~T/TD!3, h5hmTr , ~10!

wherege and cm are the coefficients of the electronic an
phonon components of the heat capacity, respectively,
TD is the Debye temperature. The coefficienthm and the
exponentr depend on the phase state of the cooling mediu
According to Eq.~7!, the temperature dependences of t
parametersck andhk are determined by Eq.~5!, the change
of the stresst with temperature, and the coefficient of tem
perature sensitivity of the stresses

S 2
]t

]TD
s

5
tc

qpTc
S Tc

T D
q21

q F12S T

Tc
D 1/qG

12p
p

. ~11!

With no loss of generality in the results, and in order
compare them with experimental data of Ref. 7, in what f
lows we will assume that in Eqs.~4!–~6! and ~11! we have
q53/2, p51.

In that case, substituting Eqs.~5!, ~6!, ~10!, and~11! into
Eq. ~9!, we obtain the dependence of the coefficient of r
sensitivity of the yield stresses on the crystal temperat
t5T/Tc in the form

S ]~t/tc!

] ln «̇
D

T0

5
2t2/3

3 ln~n/ «̇ !

3H 12F12
aet1amt3

12t2/3
t1/3G ~12t2/3!

aht11r J .

~12a!

The dimensionless parameters

ae5
3geTc

2

2btc
S K1x

tc
D , am5

3cmTc

2btc
S Tc

TD
D 3S K1x

tc
D ,

ah5
2hmTc

11r

btc«̇d ln~n/ «̇ !
~12b!

determine the characteristic temperature at which the t
perature dependence of the rate coefficient first deviates f
its normal form, and the magnitude of the deviation. T
normal form of this dependence is shown by the curve1 in
Fig. 3a, which is plotted using the expression inside the cu
brackets in Eq.~12a! at T5T0. Curve2 in Fig. 3a shows~for
T'T0) how the character of this dependence changes
cording to Eq.~12! if, at temperatures below pointd, the heat
capacity of the crystalc becomes smaller than a critica
value ck and begins to satisfy the adiabatic criterionc,ck

for thermal instability of the strain according to Eqs.~8! and
~9!.

A consequence of the rate coefficient’s deviation fro
the normal temperature dependence is the appearanc
anomalies in the temperature dependences of the activa
volumeV and the parameterH/kT05 ln(n/«̇). The tempera-
ture independence of the latter results from the therm
fluctuating nature of dislocation motion. In a therma
activation analysis of plastic strain,26 the activation energyH
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and activation volumeV are found from expressions whos
denominators contain the coefficient for rate sensitivity
the yield stress Eq.~9!. Therefore, the sharp decrease in t
value of this coefficient due to heating causes an anoma
increase in the experimental values of these parameter
the temperature at which the strain occurs decreases.7

The next critical point is pointa on curve2 in Fig. 3a
where, according to Eqs.~8! and~9!, the kinetic criterion for
thermal instability of the strainh,hk begins to be satisfied
For temperatures to the left of this point the coefficient
sensitivity of the yield stress to the rate of strain becom
negative, and the strain becomes unstable and discontin
in character. According to Eqs.~8!–~10! and~12! the critical
temperature for the onset of unstable strain equals

Tc5S bt«̇d

2hm
ln

n

«̇
D

1
11r

. ~13!

From relation~13! it follows that the value of the yield stres
t at which plastic deformation ceases to be stable sho
decrease with decreasing temperature

t5S 2hmT0

b«̇d ln~n/ «̇ !
D 11r

. ~14!

Curve2 in Fig. 3b illustrates the deviation of the deformin
stresses from the normal course of the temperature de
dence of the yield stress~curve1! due to this fact (r 50).

FIG. 3. Temperature dependences of the rate coefficient (a) and yield stress
(b) under conditions of stable~1! and thermally unstable~2! strain. Experi-
mental points—data from Ref. 7
f

us
as

f
s
us

ld

n-

3. COMPARISON WITH EXPERIMENT

The points in Fig. 3a show experimental results for t
coefficient of rate sensitivity of the yield point in polycrys
talline titanium containing 0.96 at. % oxygen.7 According to
Eq. ~12a!, with the following parameter values:ae51.1 and
am53.23103 (ge53.63102 J•m23

•K22, cm52.13108

J•m23
•K21, TD5415 K27, Tc5600 K, tc5660 MPa, x

!K, K51.63103 MPa, b50.6), the critical temperature
Tk50.082Tc at which this dependence deviates from its n
mal course~point d in curve 1, Fig. 3a! is primarily deter-
mined by the phonon component of the heat capac
Tk /Tc'am

23/10;tc
3/5. A decrease in the content of oxyge

atoms lowers the value of the stresstc ,7 which causes a
corresponding decrease in the critical temperature down
Tk'1 K and oxygen concentrations of 0.06 at. %.7 At these
low temperatures, the critical temperatureTk /Tc5ae

23/4

;tc
3/2 depends on the electronic component of the heat

pacity.
Curve 2 ~Fig. 3a! was plotted using Eq.~12! and the

parameter valueah511 corresponding to values«̇51.4
31024 s21, d5431023 m, r 50, h550 W•m22

•K21 ~he-
lium gas blowing over the sample, see Ref. 28!. The values
of the remaining parameters are the same as above. Cle
the agreement between the thermal mechanism and ex
ment is quite satisfactory. Unfortunately, no data was giv
in Ref. 7 for negative values of this coefficient, but the e
istence of an unstable discontinuous strain in the tempera
range where the latter becomes negative is specifically m
tioned in the paper.

From Eq.~13! it follows that whenr 50 the temperature
at which the rate coefficient becomes zero~point a on curve
2! should increase linearly as the deforming stresst in-
creases. Figure 4 shows that within the scatter of experim
tal data this does in fact happen. The increase in deform
stress~the yield pointt0) is caused by an increase in th
concentration of oxygen atoms contained as interstitial
purities in Ti.7 Up to a coefficient of order unity, the slope o

FIG. 4. Dependence of the temperatureTa of the onset of discontinuous
strains in Ti–O solid solutions~Ref. 7! on the yield pointt0 as the oxygen
content increases.
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the line coincides with the low-temperature strain parame
given above.

As a further illustration of the agreement between
thermal mechanism and experiment, Fig. 5 shows the res
of processing the data of Ref. 29 on discontinuous strain
316LN stainless steel in the temperature range 7–35
Curve 1 ~Fig. 5a! shows that a decrease in the strain te
perature causes a strong decrease in the stresssk at which
the strain begins to be unstable as the steel is stretche
agreement with the theoretical curve in Fig. 3b. The op
circles on curve1 indicate the temperature and correspon
ing stress for which no jumps in the deforming stresses
present on the tensile diagram up to rupture of the sam
The dashed continuation of curve1 shows that further de
creases in temperature should lead to the appearance o
stable strain at stresses close or equal to the yield points0.2.
Curve2 shows the temperature dependence of this stres
the steel referred to above.29 It is clear that when curves1
and 2 are extrapolated into the low-temperature range, t
intersect at a temperature where cooling of the sample
quires liquid helium. Since the coefficient of heat transfer
liquid helium is higher than in the vapor form, this shou
lead to a strong increase in the stress at the beginning o
thermal strain instability. Such falloffs and rises in the d
forming stresses as the temperature varies in the range 1
K are actually observed.1,15,16

It is also interesting to note that, according to the cri
rion for thermal instability Eq.~14!, for parabolic hardening
s;«1/2 which is characteristic of polycrystalline samples t
critical strain«crit at which the discontinuity occurs shou
vary with temperature like«k;T0

2. It is clear from Fig. 5b
that this actually happens.

Thus, the results of this work show that deviations fro
the normal Arrhenius behavior of the temperature dep
dence of the yield stress and its rate coefficients~and also the

activation volumesV and the parameter ln(n/«̇)) observed in

FIG. 5. Temperature dependences of critical stresses~1a!, yield points~2a!,
and critical strains~b! for the onset of strain discontinuity in 326LN ste
~Ref. 29!.
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experiments at very low temperatures can be explained b
thermal mechanism, and do not require the inclusion of s
cifically inertia-related effects for this. In addition, a natur
explanation has been found for the close connection betw
the anomalous decrease in deforming stresses, along
their rate coefficients in the temperature interval,30 K, and
the development of unstable strain at these temperature
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Nonmonotonic creep in LiF crystals containing Mg
V. V. Shpe zman, N. N. Peschanskaya, and B. I. Smirnov

A. I. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted November 3, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 690–693~April 1998!

Precision measurements of the creep rate using interferometric recording of the process in LiF
crystals containing 0.002 to 0.03 wt % Mg using interferometric recording of the process
show that nonmonotonic episodes in the form of alternating segments with relatively high and
low creep rates periodically appear against a background of overall creep attenuation.
The accumulation of creep strain takes place mostly on the segments with increased rates, which
causes kinks to appear in the creep curve that are noticeable when shifts are resolved at a
level of fractional microns. Measurements were made of the height of stepsL based on ‘‘rate-
strain increment’’ curves for stresses smaller and closer to the yield point. Increasing the
stresses causes the value ofL to fall off, while increasing the Mg content causes it to increase. It
is proposed that the nonmonotonic behavior of creep is connected with structural
nonuniformity of the material, which is determined by the impurity content and the nonuniformity
of the strain process itself. For small strains in the neighborhood of the yielding area, where
strain comes about as a result of a broadening of a pre-existing slip band, the impurity atoms
enhance the nonuniformity of the strain (L increases!. As the strain~stress! increases,L
decreases, which corresponds to a smoothing out of the nonuniformities. It is emphasized that
the step-like character of the strain accumulation is a general property. ©1998 American
Institute of Physics.@S1063-7834~98!02304-1#
d
n
s
o
th
l-
in
s
s
he
s
o

ia

lo
no
o

rg
x

se
a

a

of
n

th
e
s

s

it-
ied
ted
ion.
of

ng

od
ith
tals

in

ch
c-

ate

train
a

to
ain
the
The well-known nonuniformity of plastic strain observe
in a multitude of microscopic studies is caused by nonu
formity of the material structure and of the strain proce
itself. Traditional methods for recording strain curves
creep usually do not reveal the localized character of
generation of displacements~other than cases of macroloca
ization, for example, at helium temperatures, high load
rates, etc.!, thereby contradicting the view that the proce
evolution is significantly nonuniform.1 In recent years paper
have begun to appear in which the nonuniformity of t
strain is demonstrated by using high-resolution apparatu
measure its macroscopic characteristics. In Ref. 2, we
served a manifestation of strain nonuniformity at its init
stages in the form of kinks on the loading curves~peaks in
the rate! for various materials at stresses considerably be
the yield point. Here the strain rate turns out to be nonmo
tonic both at the yield area and close to it in the range
plastic flow. In Refs. 3 and 4, Peschanskayaet al. demon-
strated the discontinuous character of the accumulation
overall creep strain in polymers, while in Ref. 5 Gol’denbe
et al. observed a strain nonuniformity in studies of the rela
ation of stresses in whisker NaCl crystals. By using la
interferometry, we were able to record in Refs. 2–4 sm
translations, thereby revealing the nonuniformity at the m
cron level, and study regularities in the development of str
discontinuities in polymers.3,4

In this paper we investigate strain nonuniformity
short-time creep in LiF single crystals. The measureme
were made by interferometry, allowing us to analyze
strain at the mesoscopic level, i.e., strains that are clos
value to the local shears that may describe a single tran
6341063-7834/98/40(4)/4/$15.00
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tion of a mesostructural defect~slip bands, grain boundarie
or blocks, and also any other stable dislocation clusters!. De-
fects of this kind and their contribution to the strain are su
able for observation in an optical microscope. We stud
how the characteristics of strain nonuniformity are affec
by the magnitude of stresses and the impurity concentrat
For information about the latter, we studied the behavior
LiF single crystals with varying concentrations of Mg.

1. EXPERIMENTAL METHOD

In this paper we used three LiF single crystals differi
in their Mg concentration (c50.002, 0.007, and 0.03 wt %!.
The single crystals were grown by the Kiropoulos meth
and annealed at a temperature of 1020 K for 48 hours w
subsequent cooling at a rate of 5 K/hour. From these crys
we extracted samples with dimensions 434310 mm along
the $100% cleavage planes. The samples were loaded
uniaxial compression along the@001# direction, and the ex-
periments were done at room temperature.

The interferometric method used in this paper, in whi
the time history of the strain is recorded in the form of su
cessive beats,3,4 makes it possible to measure the strain r
based on small increments of sample lengthl with an error of
less than 5%. One beat on the interferogram equals a s
incrementD l 050.3mm. Figure 1a shows an example of
creep curve, whose ordinate«5D l / l corresponds to the
number of oscillations on the interferogram. In order
clarify the periodic change in the creep rate, i.e., the str
steps, we chose a certain segment of the creep on which
rate was measured at successive equal-strain incrementsD l 0
© 1998 American Institute of Physics
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FIG. 1. Creep curve for the LiF sample with 0.007 wt % Mg for stres
s5 6 ~1!, 7 ~2! and 12 MPa~3! ~a! and the initial segment of the creep i
region ~1! ~b!.
ib-
equal to 0.15 or 0.3mm. Then dependences of the rate a
plotted from the strain increments~multiples of D l 0). In
Refs. 3 and 4 the periodsL of oscillations in the rate as
functions of the strain equal the magnitudes of the str
discontinuities~heights! defined as the productL5nD l 0,
wheren is the number of measurements of the rate within
given period. In this paper we take twice the average de
tion of the experimental points from a curve found by lea
squares fitting the creep behavior, i.e., the mean-statis
strain step, as the strain characteristic of the nonuniform
This step is the elementary discontinuity of the deformat
at the mesolevel.

2. RESULTS OF EXPERIMENTS AND DISCUSSION

The creep curves«2t taken for one sample~LiF with
0.007% Mg! at three different stressess and plotted using
the ‘‘macroscale’’ that is customary for creep, wheret is the
time, do not exhibit any strain nonuniformity~Fig. 1a!. In
Fig. 1b the initial part of segment1 of the creep curve is
shown on a scale that allows us to resolve micron tran
tions. It is clear that the accumulation of strain does n
decay smoothly, but rather decreases in a stepwise ma
with differing rates; segments with increased rate app
against a background of overall slowing-down of the cre
This effect is even more marked when we consider the st
or temporal dependences of the strain rate«̇.

In Fig. 2 we show examples of segments of the cre
curves for various stresses in crystals with varying Mg co
tent in the form of ‘‘strain rate («̇)—strain magnitude (D l )’’
plots. The results offer striking evidence of the nonequil

s

FIG. 2. Dependence of the creep rate on strain for LiF with 0.007% Mg at a stress of 7 MPa~a! and LiF with 0.002% Mg at a stress of 6 MPa~b!. The open
circles are experimental data; the dashed curve is averaged.
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rium nature of the strain, i.e., nonmonotonic changes in
rate and discontinuous time dependences of the strain m
nitude and strain rate. Note that the jumps in the strain
considerably exceed the measurement error, so that thei
pearance is not due to methodological causes. We used
method of least squares to calculate and plot an analytic
pendence based on these experimental points~a linear rela-
tion between ln«̇ and « or D l ), which is equivalent to the
assumption that the creep attenuation follows a logarith
law. In fact, if we follow a multitude of studies of low
temperature creep~see, e.g., Ref. 6!, and use a logarithmic
function for the time dependence of the creep strain

«'«01a ln~bt11!, ~1!

where«0, a, andb are constants, then it is not difficult t
obtain

ln «̇5A2B« ~2!

~hereA5 ln(ab)1«0 /a, B51/a!. Our calculations show tha
A changes only slightly as the stress and Mg content
varied, while the coefficientB regularly increases with in
creasing stress and decreases with increasing Mg conce
tion ~see Table I!.

In dislocation models of creep, a dependence of
strain rate on strain magnitude appears when we treat
activation energy for creepU as a function of stress, an
replace the latter by the producth«, whereh is the hardness
coefficient. In this case it turns out thatB5hV/kT ~whereV
is the activation volume,k is Boltzmann’s constant, andT is
the temperature!. The increase ofB with increasing stress
can be connected with an increase in the mean free pat
the dislocations and consequently an increase inV ~we can
neglect changes inh for small strain increments!. Impurities
probably decrease this range. Without insisting on the ex
nations we propose, we note that a general inadequac
such treatments is the use of a picture of some ‘‘avera
dislocation whose properties determine the macrosco
strain in the sample. And although the quantityB listed in
Table I corresponds to appropriate values ofh and V and
agrees with those given in the literature,6 a creep analysis
that uses characteristics at the microlevel is in this case
very informative. In particular, we do not find in it any re
flection of the oscillations in the strain rate during the cre
process.

Let us introduce the following characteristic of the cre
nonuniformity: L5 (2/m) ( l 51

m uD l exp2Dlcalu i , where the
summation runs over allm points on the curve«̇(D l ), while
D l exp andD l cal are the experimental values of the strain a
those calculated from the smooth curve respectively. Fig

TABLE I. Values of the coefficientB in ~2!

Stress, MPa

Mg content, wt % 6 7 12 42

0.002 2300 2830 3270 –
0.007 1310 1310 1590 –
0.03 – – – 1470
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3 shows the dependence ofL on the stresss for LiF with
0.002 and 0.007% Mg. Since we have chosen segment
the creep curves with roughly equal rates, the increase in
stress shown in Fig. 3 also corresponds to an increase in
strain ~from 1.5% at 6 MPa to 7.1% at 15 MPa!. The de-
crease ofL with increasing stress~or strain! attests to equal-
ization of the creep rates, which is probably associated w
the high uniformity of the strained structure and a decre
in the degree of localization of the strain, i.e., the inclusi
of a larger and larger number of locations in the strain. Th
strain hardening leads, as shown in Fig. 3, to a decreas
the value ofL. We obtained the opposite result when w
analyzed how doping affects the strain nonuniformity para
eterL in the case of hardening~Fig. 4!. The change inL with
Mg content was plotted under single-variable experimen
conditions: identical strain~around 4%! and stresses close t
the yield point ~7, 12, and 42 MPa for LiF crystals with
0.0024, 0.007, and 0.03% Mg, respectively!. The increase of
L with increasing Mg concentration is probably related to t
fact that the distribution of Mg in the crystal causes an a
ditional nonuniformity of the strain and enhances its loc
ization. Our picture is that depending on the type of imp
rity, the way it is introduced, and the thermal processing,

FIG. 3. Dependence of the mean-statistical characteristics of the strain
uniformity L ~1, 2! and ratio of maximum to minimum strain rates at a st
~3! on stress for LiF with 0.007% Mg~1, 3! and 0.002% Mg~2!.

FIG. 4. Effect of Mg content on the nonuniformity of the strain at stres
close to the yield point~7, 12, and 42 MPa for LiF with 0.002, 0.007, an
0.03% Mg respectively!.
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value ofL will change and consequently we can judge fro
it how nonuniform the impurity distribution is and how
affects the strain.

The values ofL obtained in this paper lie in the rang
0.4–1.2mm. For LiF single crystals this number is close
value to the width of the boundary of the slip band.1 We can
assume that the strain is determined by processes in t
near-boundary zones~for example, broadening of the sli
band!. In Ref. 1, Smirnov showed within the range of vari
tion of experimental conditions that the strain takes place
motion of the edge of the slip band~widening of the band!
while keeping the magnitude of the shear in the band c
stant. The size of the boundary zone for these experim
did not exceed 2mm in the interference microscope, whic
does not contradict the treatment of the results given h
Our new strain characteristic, which describes its nonuni
mity, allows us to construct a model of the strain and there
identify the boundary itself or some part of it as an individu
element of the structure and treat its translation as a wh

Since the shearg is constant in the slip band at the initia
stages of the strain,1 the value of the axial translationD l
resulting from motion of the boundary of the band can
defined asgs/A2, wheres is the average displacement of th
boundary in the direction perpendicular to its plane. Us
this expression we can try to explain whyL increases with
doping. In fact,g increases linearly as we increase the yie
point by adding Mg, with a coefficient of proportionality o
131023 MPa21.1 For the crystals used in this work th
yield points~axial stresses! were 7, 12, and 42 MPa; takin
this into account, we find thatL increases with increasin
yield point with a coefficient of 231022MPa21 ~Fig. 4!.
Consequently, we cannot explain the increase inL with dop-
ing by only one increase in the value of the shear in the
band. Thus, the decrease inL with increasing stress~strain!
and the increase ofL with Mg addition~if the comparison is
made at the yield point for similar values of the strain! must
be connected with changes in the magnitude of the elem
tary displacement of the boundary of the shear band.
influence of the degree of strain can be explained by
convergence of neighboring bands and by equalization of
local shears along the length of the sample, whereas imp
ties obviously enhance the nonuniformity of the strain
creating additional obstacles for nucleation and developm
of slip bands.
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Note that the changes in the strain rate within a sin
strain jump were rather small: the change in the ra

«̇max/«̇min did not exceed 1.65, while its dependence on str
and degree of doping repeated the analogous depende
for L ~see curve3 in Fig. 3!. These results are a consequen
of the good match between the data and the logarithmic-
approximation in our case. In other cases, for example
creep steady-state, where our method of estimatingL is pre-
sumably unsuitable, we can use the methods describe
Refs. 3 and 4 to analyze the nonequilibrium nature of
rate, which give independent values of the ratio of rates
the strain-induced characteristic of the strain nonuniform

Thus, in this paper we have proposed a new method
analyzing the strain at the mesoscopic level and a new c
acteristic for it—the time dependent nonuniformity of th
strainL. The latter is introduced as the average swing of
strain oscillations as they deviate from the presumed lin
dependence ln«̇2«. As a result, we have shown that in Li
crystals with Mg impurities the value ofL decreases with
increasing strain~stress! and increases with increasing M
content. We have assumed thatL, whose value changes i
our experiments from 0.4 to 1.2mm, is determined by the
displacement of slip-band boundaries as they grow broa
This process, which is well known from data on structu
investigations, gives the primary contribution to the strain
its initial stages.
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Effect of stabilization processes on NMR signals from 180° domain boundaries in cubic
ferrite-garnet crystals

I. V. Vladimirov, R. A. Doroshenko, S. V. Seregin, and R. S. Fakhretdinova
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Numerical methods were used to study the effect of stabilization processes on the line shape of
NMR signals from 180° domain walls in cubic ferrite-garnet crystals, taking into account
the structural change of the boundaries as they shift quasistatically in a magnetic field. The
dependences of the amplitude of absorption maxima on the induced anisotropy constants
and the amplitude of the external magnetic field are analyzed. ©1998 American Institute of
Physics.@S1063-7834~98!02404-6#
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Up to now, analysis of NMR signals from nuclei loca
ized within domain walls in magnetically ordered crysta
has been done only for materials with spatially uniform p
rameters determining the structure of the boundary. In
case it is assumed1,2 that the domain boundary structure do
not change as it moves in the radio-frequency AC magn
field, and coincides with the structure of a domain bound
at rest. However, stabilization of domain boundaries, i
pinning of domain boundaries at defects in the crystal str
ture which disrupt the spatial uniformity, leads to a depe
dence of the domain wall structure on its position in spa

In this paper we investigate the effect of stabilizati
processes on the line shape of NMR signals from 180° Bl
domain walls in cubic crystals with mixed magnetic anis
ropy. We discuss the dependence of the domain-wall N
line shape on the value of the induced anisotropy cons
and the amplitude of the AC magnetic field. NMR signa
from domain walls are calculated numerically, taking in
account the change in domain wall structure as the w
moves quasistatically in the magnetic field.

The presence of stabilization makes it necessary to
clude terms in the energy density of the domain wall t
explicitly depend on the spatial coordinates. Therefore, i
impossible to describe the structure of a stabilized dom
wall by an analytic expression. In order to calculate t
structure of a domain wall we used the method propose
Ref. 3. The essence of this method is to expand the equa
that describes rotation of the magnetization vector in a o
dimensional magnetic nonuniformities

w92 f ~y,w,w8!50 ~1!

in a Taylor series near its approximate solution in the for

wn119 2S f ~y,wn ,wn8!1
] f ~y,wn ,wn8!

]w
~wn112wn! D 50, ~2!

wherewn is an approximate solution to the equation. Rep
6381063-7834/98/40(4)/5/$15.00
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senting derivatives in the form of finite differences, we o
tain a system of linear algebraic equations with a tridiago
matrix, which is solved by the method of cyclic reductio
The solution obtained is a distribution of directions for t
magnetization vector in the domain wall. The directions
the magnetization within the domains coincide with t
@111# and @1̄1̄1̄# directions respectively, i.e., the bounda
conditions for the problem have the formw(2`)50,
w(1`)5p, and w8(6`)50. Since the domain wall is
~11̄0!, we must include the following terms in the energ
density of the domain wall: the cubic anisotropy ener
(K1, 0! and the uniaxial anisotropy (Ku), which lifts the
degeneracy of the cubic axes~with an axis of symmetry
along @111#!, the exchange energy (A), the energy of the
external magnetic field that translates the domain wall (h* ),
and the induced anisotropy energies (F, G):

eDW /Ku52qS sin4w

4
1

cos4w

3
2

A2

3
sin3w cosw D

1sin2w2h cosw1a~w8!2

2 f(
i

a i
2b i

22g(
iÞ j

a ia jb ib j , ~3!

where q5uKl u/Ku , h5h* /Ku , a5A/Ku , f 5F/Ku ,
g5G/Ku , a i are the direction cosines of the magnetizati
vector,b i are direction cosines of the magnetization vec
in the original domain wall~i.e., before stabilization!, andw
is the angle measured from the direction@111# and describ-
ing rotation of the magnetization vector in the domain wa

The solutions obtained allow us to determine the eff
of induced anisotropy and magnetic field on the domain w
structure. We will discuss two limiting cases: 1! the cubic
anisotropy is small compared to uniaxial, i.e.,q→0 ~a
pseudo-uniaxial crystal!, and 2! the uniaxial anisotropy is
small compared to the cubic (q@1). In addition to the de-
pendences onq, the component of induced anisotropy wi
© 1998 American Institute of Physics
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FIG. 1. Change in the square of the enhancement coefficient^Dw2& over the thickness of the domain wall~a,d! and NMR absorption line shape of a doma
wall for q50, h50.01 in the octahedral positions~b,e! and tetrahedral positions~c,f!. Curves a–c were computed wheng50 for f 55 ~1!, 3 ~2!, and 0.1~3!,
curves d–f whenf 50 for g510 ~1!, 5 ~2!, 0.1 ~3!.
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constantF leads to pinning of segments of the boundary w
spin direction along the crystallographic directions^100& and
to a lesser extent̂110& during stabilization of the domain
wall. Analogously, the induced anisotropy component w
constantG leads to pinning of segments of the bounda
along the direction̂111&. In the first case (q→0) segments
appear in the domain wall structure where the direction
the magnetization vector changes more slowly. AsF andG
increase, the dissimilarity in the changes of individual s
ments of the domain wall becomes evident, as is clear fr
Figs. 1a and 1d. In the second case (q@1), the structure of
the original ~unstabilized! domain wall already includes
region where the orientation of the magnetization vec
changes slowly near the directionM i@1̄11#. The induced an-
isotropy is the primary source of change in this region. T
component of induced anisotropy with constantF decreases
it, while that with constantG increases it. In this case th
nature of the time-dependent displacement of the dom
wall by a magnetic field differs strongly from the previou
case. A 180° boundary can be decomposed into two com
f

-
m

r

e

in

o-

nents at 71 and 109°, which, depending on the componen
induced anisotropy, will translate differently under the acti
of the field. In this case the maximum change occurs at s
ments of the domain wall corresponding to centers of
corresponding components of the 180° domain wall.

We now discuss the line shape of the domain-wall NM
signal domain wall for three groups of nuclei with orient
tions of the anisotropy axis of the local magnetic field alo
the edges of a cubic crystal lattice and for four groups w
orientations of the axis along the diagonals of a cube~iron
atoms in thed anda positions of a ferrite garnet!. Absorp-
tion on a domain wall segment@y,y1dy# is proportional to
the square of the amplitude of the AC component of the lo
magnetic field at the nucleus. The NMR absorption li
shape, in this case, will have the form

P~n!5N(
i
E

2`

1`

^Dw2&dy/@D21~n i~w!2n!2#, ~4!

where i 51, 2, 3, 4~1, 2, 3! for the a-position (d- position!,
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N is a normalizing coefficient (*Pdn51) , D51021, n is
the frequency of the rf fieldh* , and ^Dw2& is the squared
change in the orientation angle of the magnetization ve
averaged over an oscillation period during quasistatic tra
lation of the domain wall caused by the fieldh* . The aniso-
tropic component of the local magnetic field is small, whi
allows us to describe the dependence of the NMR freque
on the orientation of the magnetic moment in the fo
n i(w)5123cos2Fi , whereF i is the angle between thei -th
local anisotropy axis at the nucleus and the direction of
magnetization in the domain wall, andn i(w) is the reduced
frequency.

It is known4 that the main contribution to a maximum i
the NMR absorption at a domain wall comes from segme
of the boundary having maximum spectral density, i.e., th
for which dn i(w)/dy50. For thea positions of the iron
nuclei, the primary contribution to the maximum at fr
quencyn522 occurs on segments whose direction of t
magnetization is close tô111&, at frequencyn50 on seg-
ments where the direction is close to^100&, and at frequency
n51 on segments where the direction is close to either^011&
or ^112&. For thed position of the iron nuclei the primary
contribution to the maximum at frequencyn522 occurs on
segments with the direction of the magnetization close
^100&, at frequencyn520.5 on segments with the directio
of the magnetization close tô011&, and at frequencyn51
on segments with the direction of the magnetization close
either ^100& or ^011&.

We have established that stabilization processes lead
change in the domain wall structure and to nonunifo
changes in segments of the domain wall in a magnetic fi
Increasing the induced anisotropy constant leads to an a
lute decrease in the NMR absorption of the domain wal
all frequencies and to a change in the ratio of amplitudes
the absorption maxima. The absolute intensity of the sig
increases with increasing amplitude of the external magn
field; the frequencies of maximum absorption in this case
not change and are respectively equal to22, 0, 1 for the
a-position and22, 20.5, 1 for thed-position.

1! q5 0.
a positions. Figures 1b and 1e show the NMR absorpti

line shape for iron nuclei ina positions of the garnet crysta
lattice. It is easy to see that an increase ofF leads to
a change in the ratios of the amplitudes of absorpt
maxima at frequenciesn5 0, 1 and22 ~a decrease at fre
quencyn50 and an increase at frequenciesn5 1 and22;
see Fig. 1b!. An increase inG ~see Fig. 1e! brings about an
increase in the amplitude of the absorption maximum at
quencyn5 0 and suppression at frequenciesn5 –2 and 1.

d positions. A relative decrease is observed in the amp
tude of the NMR absorption line shape of iron nuclei ind
positions with increasingF at frequenciesn5 1 and22 ~see
Fig. 1c!. At a frequencyn520.5, the amplitude of the maxi
mum first increases and then decreases, which is conne
with the creation of segments with slower variation of t
direction of the magnetization vector on the domain w
structure~curve1 in Fig. 1a!. As G increases, the amplitud
of the absorption maxima at frequenciesn51 and 22 in-
r
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creases insignificantly, and decreases strongly at freque
n520.5 ~see Fig. 1f!.

At fixed values of F and G (F5const andG50,
G5const andF50), increasing the amplitudes of the a
plied external field leaves the ratio of amplitudes of the a
sorption maxima practically unchanged. An exception is
case of large values of the parameterF ( f ; 10! and large
shifts in the domain wall (.d). In this case, at a position o
domain wall stabilization, magnetic nonuniformities of th
0° domain wall type appear,3 which can significantly change
the NMR spectrum. However, this case is a subject fo
separate investigation, and will not be treated in this pap

2! q5 100.
a positions. As in the pseudo-uniaxial case, increasi

the induced anisotropy constantsF andG for a fixed value
of the magnetic field changes the ratio of the absorpt
maxima amplitudes. For small values of the induced anis
ropy constant, changes in the shape of the absorption
have the same character: the amplitude at frequencyn50
first increases and then decreases with increasing constaF
or G. Despite the fact that the induced anisotropy comp
nents produce similar effects, the mechanisms for their
tivity are different. As we already mentioned above, t
change in the value of the absorption maximum is de
mined by the spectral density of the spins and the local
hancement coefficient. For small values ofF there is an in-
significant increase in the number of spins with directio
close to @100#. The boundary is pinned weakly, i.e., th
change in orientation of the spins of a domain wall segm
with directions close to@100# is large. All this leads to an
increase in the amplitude of the absorption maximum at
quencyn50. IncreasingF increases the spectral density
spins at frequencyn50, but the pinning effect for this do
main wall segment is stronger, which leads to a decreas
the amplitude of the absorption maximum at this frequen
The induced anisotropy component with constantG de-
creases the number of spins with directions close to@100#,
but in this case it destabilizes the segment of domain w
with the corresponding spin directions~i.e., it increases the
local enhancement coefficient!. In the small-G range, in-
creasingG leads to a slight decrease in the spectral densit
frequencyn50. More important is the manifestation of
destabilization of this segment of the domain wall, whi
also leads to an increase in the amplitude of the absorp
maximum atn50. At larger values, increasingG strongly
decreases the spectral density, in which case the amplitud
the absorption maximum at frequencyn50 decreases.

Increasing bothF andG leads to a monotonic growth in
the amplitude of the maximum at frequencyn522. The
amplitude of the maximum at frequencyn51 strongly in-
creases asF increases, and is practically unchanged asG
increases.

In contrast to the pseudo-uniaxial case, increasing
external field at fixed values ofF and G (F5 const and
G50, G5 const andF50) changes the ratio of amplitude
of the absorption maxima. We considered the effect of
field on the NMR absorption line shape for various values
the induced anisotropy constants (f or g vary within the
range 1–100!. From the obtained spectra we arrive at t
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following conclusions: increasing the amplitude of the ext
nal magnetic field leads to a relative decrease in the am
tude of the absorption maximum at frequencyn522. For
the amplitude of the absorption maximum at frequen
n50 a tendency to decrease with increasing field is a
characteristic. The exception is the caseG510 andF50,
for which we observed a nonmonotonic change in the am
tude of the maxima~a rather small increase and then a d
crease!. This is connected with the fact that in small field
the center of a stabilized domain wall~with magnetization
direction @1̄11#! changes less than the segment of dom
wall with magnetization directions close to@100#, which cor-
responds to effective growth of the enhancement coeffic
for this segment. With increasing field, the domain w
shifts as a whole, which leads to effective decrease of
enhancement coefficient on this segment of domain wall
the NMR absorption spectrum this corresponds to a ra
small increase and than a decrease in the amplitudePn50.
The amplitude of the absorption maximum at frequen
n51 changes insignificantly, except for the case of la
values of the parametersF5100,G50, when an increase i
observed in the amplitudePn51.

It is also necessary to note the differences in the NM
absorption spectra of domain walls stabilized by differe
components of the induced anisotropy. At small values of
constantsG and F, the NMR absorption line shapes coin
cide, and the largest maximum corresponds to freque
n50. The agreement of the absorption line shapes is du
the unimportance of the changes in the domain wall str
ture. However, even at values of the induced anisotropy c
stants that are 10% of the magnitude of the cubic anisotr
constant, the differences in absorption spectrum become
preciable. The spectrum of a domain wall stabilized by
induced anisotropy component with constantF has its largest
maximum at a frequencyn51, while for a domain wall sta-
bilized by the induced anisotropy component with const
G the maximum is observed forn50.

d positions. The individual changes in the absorptio
maxima amplitudes have the following characteristi
with increasing constantsF or G, the amplitude at frequenc
n51 first increases and then decreases; at freque
n520.5 it increases strongly with increasingF and insig-
nificantly with increasingG; at frequencyn522 it first in-
creases and then strongly decreases with increasingF and
insignificantly decreases with increasingG. The causes of
the nonmonotonic change in the amplitudes of the absorp
maxima, which are connected with peculiarities in t
changes of the domain wall structure during stabilization a
the action of the magnetic field, were explained previous

At small values of the constantsG andF, the changes in
the domain wall structure are insignificant, and the shape
the NMR absorption lines coincide. The largest maximu
corresponds to a frequencyn51. As the induced anisotrop
constants increase, the differences in the absorption sp
become appreciable. The spectrum of a domain wall st
lized by the induced anisotropy component with constanF
( f 560) has its largest maximum at a frequencyn520.5,
while for a domain wall stabilized by the induced anisotro
component with constantG (g560) it is atn51.
-
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For a constant values ofF (F5const, G50) or G
(G5const,F50) increasing the amplitude of the extern
magnetic field leads to a relative decrease in the absorp
maxima amplitudes against a background of absolute gro
in the signal intensity. An exception is the caseF510, G50
andG5100,G50, where the change in the amplitude of th
absorption maxima at frequencyn520.5 is insignificant.
The basic tendency of the amplitudes of the absorpt
maxima to decrease relative to an increasing field is c
nected with a decrease in the enhancement coefficient o
domain wall segments that make the primary contribution
the absorption maxima compared to the enhancement co
cient at the center of the domain wall.

Thus, our studies of how processes that stabilize dom
walls affect the NMR line shape show the need to inclu
changes in the domain wall structure as it moves from
stabilization position. In the NMR absorption spectra, thr
maxima form at frequencies22, 0, 1 for thea position and
22, 20.5, 1 for thed position, which coincides with the
conclusions of Ref. 5 where spectra were obtained for
main walls with analytically defined structure. Increasing t
induced anisotropy constants leads to an absolute decrea
the intensity of the absorption over the entire absorpt
band and to a relative change in the amplitudes of the
sorption maxima. The difference in the way the induced
isotropy components with constantsF andG affect the rela-
tive change of the amplitudes of absorption maxima is m
clearly evident for the case of a pseudo-uniaxial crys
(q50). For thea position an increase in the constantF
leads to a decrease in the absorption amplitude at freque
n50 and an increase in the amplitude of the maxima
frequenciesn522 and 1. An increase inG gives the oppo-
site effect: the amplitude of the absorption atn50 increases,
while atn522 and 1 it falls off. For thed position, increas-
ing F leads to a relative decrease in the amplitudes at
quenciesn51 and 22. At frequencyn520.5 the ampli-
tude of the maximum first increases, and then decrea
which is connected with the formation of segments with
slower variation of the direction of the magnetization vec
in the domain wall structure. AsG increases, the amplitude
of the absorption maxima at frequenciesn51 and22 in-
crease only slightly, and decrease strongly at a frequencn
520.5.

In crystals with mixed cubic and uniaxial anisotropi
(q5100), the domain wall structure incorporates a reg
with slower change in the orientation of the magnetizat
vector with directions close toM i @1̄11#. The induced an-
isotropy acts to change this region: the component of
duced anisotropy with constantF decreases it, and that wit
constantG increases it. For small values ofF andG, these
features of the induced anisotropy components are ba
detectable; however, increasing the induced anisotropy c
stants leads to an appreciable change in the domain
structure and consequently to differences in the NMR
sorption spectra. In this case the various domain wall s
ments are not affected in the same way by the magnetic fi
which leads to a change in the ratio of amplitudes of
absorption maxima and to a dependence on the magn
amplitude unrelated to saturation effects.
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These results allow us to explain qualitatively the pho
induced changes in nuclear magnetic resonance from dom
walls experimentally observed in yttrium-ferrite-garnet6 and
yttrium orthoferrite.7

This work was carried out with the financial support
the Russian Fund for Fundamental Research~96-02-19255!.
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In this paper we study the phenomenon of spin reori
tation in the compound DyFe11Ti, which has a tetragona
crystal structure of ThMn12 type. We experimentally mea
sured curves for the mechanical torque that acts on sin
crystal samples placed in a magnetic field. Literature data
the spin-reorientation transition temperatures in this co
pound and on the character of the spin reorientation are q
contradictory.1–6 Thus, for example, Hsuet al.2 observed
that a second-order spin-reorientation transition takes p
in DyFe11Ti at T15 200 K and a first-order spin
reorientation transition atT2558 K, whereas Kudrevatykh
et al. 1 reported that the second transition occurs atT25120
K. Only one spin-reorientation transition was observed
Ref. 3. Analysis of the other papers4–6 also results in contra
dictory information, since the measurements~primarily stud-
ies of the temperature dependence of the magnetic susc
bility and magnetization! were most often made on oriente
powder samples by methods that do not allow an unamb
ous answer to the question about the nature of the s
reorientation transition. This prompted us to investigate
spin-reorientation transition in DyFe11Ti single crystals.

The technology for obtaining single crystals and t
method for making measurements were described previo
in Refs. 7,8. For the magnetic measurements we t
samples whose crystallographic axes in single-crystal blo
were misoriented by no more than 3°. Samples cut along
crystallographic planes~010! and ~110! had a weight
of around 30 mg; they had the shape of disks with diame
;4 mm and thickness; 0.5 mm. Curves of the mechanic
torque L(u), where u is the angle between the crystallo
graphic direction@001# and the fieldH, were plotted for a
DyFe11Ti single crystal on a torque magnetometer in t
temperature range 78–300 K for magnetic fields up to
kOe. Although a magnetic fieldH5 13 kOe is insufficient
for saturation far from the easy magnetization axis, near
axis the magnetization curves2 and mechanical torques bot
saturated in this field. The use of stronger magnetic fie
leads to such undesirable effects as disruption of the
linearity of the magnetic moments of the dysprosium a
iron sublattices, which hinders the analysis of the experim
tal data.

Figure 1 shows experimental curves forL(u) measured
in the ~010! plane at various temperatures in a fieldH5 13
kOe. At T5 300 K the crystallographic directions@001# (L
50 and]L/]u, 0! and @100# (L50 and]L/]u. 0! are
easy-magnetization and difficult-magnetization axes resp
6431063-7834/98/40(4)/2/$15.00
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tively. As the temperature decreases, a spin-reorienta
transition takes place atT15 250 K, and then the curve
exhibit rather small additional maxima and minima along t
direction @001#. From the observed curves ofL(u) we can
determine the position of the easy magnetization axis~the
angleu0 which the magnetizationI s makes with thec axis!,
having studied the point of intersection on the abscissa
the temperature range 125–250 K the value of the an
u0(T) ~Fig. 2! varies smoothly and the angleu0 varies with
the reduced temperature likeu05x(T2Tc)

1/2, where
x50.075 K21/2. The maximum value of the angleu0545°
is reached atT25122 K. From our results it follows that a
the temperature decreases a second-order spin- reorient
transition occurs in the compound DyFe11Ti from an easy-
magnetization-axis state to an easy-magnetization-axis-c
state. WhenT,122 K the angleu0 changes discontinuously
which indicates a jump of the magnetic moment of the co
pound in the basal plane. Similar temperature dependenc
L(u) is also obtained for samples cut along the~110! plane.

It is known that the torque is related to the magne
anisotropy energy by the following expression:L(u)
52]E(u)/](u). Values of the magnetic anisotropy energ
for the ~010! plane were obtained by integrating the expe

FIG. 1. Experimental curves of the torque for DyFe11Ti single crystals at
various temperatures.T ~K!: 1 — 300, 2 —250, 3 — 235, 4 — 205, 5 —
165,6 — 125,7 — 118,8 — 78.
© 1998 American Institute of Physics
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mental curves for the torqueL(u). Figure 3 shows the angu
lar dependences of the energy at various temperatures
118 to 300 K. It is clear from Fig. 3 that the curve for th
function E(u) has minima on it. In the temperature ran
300–125 K these are located symmetrically relative to
ordinate and gradually approach one another as the temp
ture decreases, which indicates a smooth ‘‘opening’’ of
easy magnetization axis cone below a temperatureT15250
K. However, for T,125 K one minimum appears discon
tinuously, which indicates the presence of a first-order ph
transition nearT25122 K.

Thus, our investigation of single-crystal samples by a
lyzing the temperature dependence ofL(u) allows us to
clarify the complicated temperature behavior of the mag
tocrystalline anisotropy, and lead us to the following conc
sions.

1! A spin-reorientation transition takes place as a res
of a competition between the magnetic anisotropy of the
sublattices~the Dy and Fe sublattices!. At high temperatures
(T.250 K! the effective magnetic anisotropy field of the F
sublattice dominates, which orientsI s along thec axis; at low
temperatures the effective anisotropy field of the Dy sub
tice dominates, which orientsI s in the basal plane.

2! In the compound DyFe11Ti there is a smooth spin
reorientation transition of easy magnetization axis–e
magnetization axis cone type atT15250 K, for which the
magnetic moment of the compound rotates under coo
away from thec axis to the plane~010!, reaching a value of
u0545°.

3! At T15122 K a discontinuous reorientation of th
magnetic moment takes place in the basal plane~a first-order
phase transition!.

In conclusion the authors are grateful to S. A. Nikit
and V. V. Zubenko for helpful discussions of the results.

FIG. 2. Temperature dependence of the angleu0 of deviation of the mag-
netic moment from the crystallographicc axis in single-crystal DyFe11Ti.
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FIG. 3. Experimental angular dependences of the magnetic anisotropy
ergy of a DyFe11Ti single crystal in the~010! plane at 300~1!, 235 ~2!, 205
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In this paper the influence of mechanical stress on magnetoelastic properties, i.e., magnetostriction
and thermal expansion in the neighborhood of a structural phase transition of the
Jahn-Teller crystal TmVO4 is investigated experimentally and theoretically. It is shown that the
magnetoelastic properties of TmVO4 for a magnetic fieldHi@001# do not change the
domain structure of the sample, which is rather well described when mechanical stresses in the
crystal are taken into account using the parameterP̄;0.5 cm21. Conversely, for magnetic
fields along the direction of spontaneous strain@110# the magnetoelastic properties are primarily
caused by reorientation of the Jahn-Teller domains and short-range order effects. It is
shown that the ‘‘true’’ magnetostriction of a single-domain crystal forHi@110# diverges at the
phase transition pointTc5 2.15 K in the absence of mechanical stresses and is strongly
decreased by these stresses. ©1998 American Institute of Physics.@S1063-7834~98!02604-5#
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Rare-earth elastic materials undergoing structural ph
transitions of Jahn-Teller type are characterized by exc
tional sensitivity to various external perturbations—magne
and electric fields, external pressures, etc. This is becaus
spectra of rare-earth ions contain low-lying quasidegene
levels with large quadrupole moments, on which exter
fields can act efficiently. The effect of a magnetic field on t
structural phase transition and order parameter in rare-e
compounds having the zircon structure has been studie
considerable detail.1 Much less work has been done to stu
the effect of an electric field, and especially mechani
stresses, on the magnetoelastic characteristics of Jahn-T
elastic materials. The large electron-deformation coupl
constant in Jahn-Teller elastic materials leads us to ex
that mechanical stresses will perturb these systems stron
at least for the rare-earth zircons investigated in this pap

It is well known that the strong electron-phonon intera
tion in rare-earth compounds having the zircon struct
RXO4 ~whereR is a rare-earth ion, andX5V, P)2 leads to
structural phase transitions which cause large strictive eff
in these crystals.3,4 In this case the strictive characteristi
are qualitatively distinguished depending on whether a m
netic field enhances (DyVO4, TbVO4, TmPO4! or suppresses
(TmVO4, TmAsO4! the Jahn-Teller correlations. For TmVO4

a large value of the striction is predicted only for fields o
ented along the tetragonal axis at temperatures and fi
below their critical values, i.e., in the distorted rhomb
phase.3

Our experimental investigation of magnetostriction
TmVO4,

5 revealed a number of effects that cannot be
scribed by a simple model of the Jahn-Teller effect for
isolated doublet, notably the large values of the striction
field orientations along@110#, and also forHi@001# in fields
and at temperatures above critical. This implies that a qu
titative description of the magnetoelastic properties
TmVO4 must include mixing of the first excited singlet int
6451063-7834/98/40(4)/5/$15.00
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the ground state doublet in a magnetic field and in the p
ence of external and/or internal mechanical stresses. In
6, Vekhter and Kaplan estimated the influence of mechan
stress on the magnetostrictive properties of TmVO4, includ-
ing experimental data forHi@110#. However, in our view
their approach is not entirely justified, because it implies t
the magnetoelastic properties are determined primarily
reorientation of Jahn-Teller domains. On the other hand
can be predicted that whenH is oriented along the tetragona
axis the domain state of the crystal does not change, and
magnetoelastic characteristics reflect the behavior of the
der parameter of the phase transition. Therefore, the goa
this paper is to present a model that describes all the ma
toelastic properties of TmVO4 for a field Hi@001# with suf-
ficiently good quantitative accuracy, taking into account m
chanical stresses and the demagnetization effect, which p
an important role at low temperatures.

1. SAMPLES AND METHODS OF MEASUREMENT

In this paper we present the results of studies of
thermal expansion and magnetostriction of TmVO4 single
crystals in a range of temperatures around the struct
phase transition. TmVO4 crystals were grown from a solu
tion in a melt and had an average dimension 13132 mm.
The thermal expansion and magnetostriction are defined
spectively asD l (T)/ l 05@ l (T)2 l 0#/ l 0 and u5D l (T,H)/ l 0,
where l 0 is the length of the crystal along the measurem
direction whenH50 and T56 K, i.e., in the undistorted
tetragonal phase.

For these measurements we used a setup with a ca
tive strain detector, which was included in the tank circuit
a cryogenic oscillator~frequency; 1.5 MHz!.7 Tempera-
tures in the range 1.7–6 K were measured by angular re
tance thermometry. The external magnetic field was crea
by two superconducting magnetic systems, which allowed
© 1998 American Institute of Physics
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to apply fields parallel (H < 40 kOe! or perpendicular (H
< 25 kOe! to the strain being measured.

2. THEORETICAL TREATMENT

In most theoretical papers, the magnetoelastic prope
of TmVO4 are calculated using only wave functions for t
ground-state, non-Kramers doublet of the Tm31 ion as a ba-
sis, because the distance to the first excited singlet s
D;50 cm21, i.e., much larger than the valuekTc

51.5 cm21. The interaction of localized strains ofB2g sym-
metry via the phonon field leads to a tetragon
orthorhombic phase transition. In a magnetic fieldHi@001#,
the doublet is split (g'50, gi510), which decreases th
orthorhombic strainu(H) and the critical temperatur
Tc(H). At each temperatureT,Tc there exists a critical field
Hc(T) at which the strain reduces to zero, i.e., the tetrago
phase is recovered;Hc' 6 kOe forT50 and decreases wit
increasing temperature. Note that for a basis consisting
non-Kramers doublet there is no striction in a transverse fi
H'@001#, because the matrix elements of the Zeeman in
action with H' are zero. Since considerable striction is o
served experimentally in a fieldH' , as well as in the unor-
dered phase whenHi@001# (T.Tc(H) andH.Hc(T)), an
adequate description of TmVO4 must take into account th
admixture of first excited singlet and the presence of exte
and/or internal mechanical stresses.

For the extended (E1A) basis, the single-site Hamil
tonian of the TmVO4 crystal in the molecular field approxi
mation has the form

H52As̄s1Dt2 P̄s2
1

2
gimBHzSz2

1

2
g'mB

3~HxSx1HySy!, ~1!

where

s5S 1 0 0

0 21 0

0 0 0
D , t5S 0 0 0

0 0 0

0 0 1
D ,

Sz5S 0 i 0

2 i 0 0

0 0 0
D , Sx5S 0 0 1

0 0 0

1 0 0
D ,

Sy5S 0 0 0

0 0 i

0 2 i 0
D .

The first term of the Hamiltonian~1! describes the cor
relation of localized Jahn-Teller distortions havingB2g sym-
metry, the second describes the interaction with the cry
field, and the last two terms are the Zeeman interaction w
a magnetic field along and perpendicular to the tetrago
axis. In order to include external and/or internal elas
stresses in the Hamiltonian~1! we shall introduce a term
similar to the Hamiltonian for Jahn-Teller correlations wi
es

te
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a
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parameterP̄[@(Vs /C0)P1d#, whereP is the external pres-
sure induced by the strain havingB2g symmetry,Vs is the
electron-strain coupling constant,C0 is the elastic modulus
andd is the parameter of the random stresses.

For a quantitative description of the experiments we c
culated the functions̄(H,T) numerically at various tempera
tures and magnetic fields using Hamiltonian~1! and the val-
ues A52.1 K, D551 cm21, gi5 10, andg'5 5.3.8 The
results of these calculations are in rather good agreem
with experimental data if we assume that the crystal is s
jected to rather small elastic stresses, whose constantP̄ was
estimated from data on the thermal expansion of TmVO4 in
the absence of a field.

3. EXPERIMENTAL RESULTS

We first consider the results of measuring the therm
expansionD l (T)/ l 0 of TmVO4 in the neighborhood of the
phase transition. Figure 1 shows the functionD l (T)/ l 0 for
a TmVO4 crystal along the@110# axis—the direction of the
spontaneous rhombic distortion of theB2g type— when
H50. It is clear that the functionD l (T)/ l 0 exhibits an
anomaly; defining the critical temperature to be the tempe
ture at which the coefficient of linear expansionac

5@dD l (T)/dT#/ l 0 of the sample is a maximum~see the in-
set! givesTc5(2.1560.05) K. This value is in good agree
ment with the value ofTc determined previously in Refs
8–10 by different methods.

FIG. 1. Thermal expansion of a TmVO4 crystal along the@110# axis for
H50. The dots are experimental values, the curves are calculated fo

mechanical stress parameterP̄50 ~1!, 0.05 ~2!, 0.1 ~3!, 0.2 ~4! and
20.02 cm21 ~5!. The inset shows the temperature dependence of the c
ficient of thermal expansionac5(dl/dT)/ l in the neighborhood of the

phase transition for the same values of the parameterP̄.
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Above Tc, up to T'3Tc, the function D l (T)/ l 0 in
TmVO4 exhibits a considerable ‘‘tail,’’ indicating the pres
ence of considerable rhombic strain of the lattice havingB2g

symmetry. Since short-range order effects, in TmVO4 are
unimportant,8 in our view the observed tail ofD l (T)/ l 0 is
connected with strains ofB2g symmetry induced by me
chanical stresses. These strains could be caused by r
small uniaxial stresses, both external, arising as a resu
gluing the crystal into the measurement capacitor, and in
nal, generated during crystal growth. Actually, even ins
nificant mechanical stresses applied to the sample neaTc

can strongly affect the physical properties of Jahn-Te
crystals due to the pronounced softening of the ela
moduli.10

The sign of the anomaly inD l (T)/ l 0 and its magnitude
depend on the nature of the breakup belowTc of the sample
into structural~Jahn-Teller! domains. These domains cons
of regions in which the tensile strain is directed along

two-fold axes@110# or @11̄0#, which are equivalent in the
tetragonal unit cell of the crystal (a8 or b8, a8, b8). In the
sample whose measurement results are shown in Fig. 1
b8 axis for the domains was predominantly oriented alo
the direction of measurement ofD l . Because the domain
state of the crystal does not change in the absence of a
Hi@110#, the temperature dependence ofD l (T)/ l 0 reflects
the behavior of the order parameter. Note that reorienta
of the domains is accompanied as a rule by an abrupt
irreversible change in the thermal expansion and magn
striction curves~see curve5 in Fig. 1!. Thus, the therma
expansion curves in zero field, or in a fieldHi@001#, allow
us to estimate the magnitude of mechanical stresses in
TmVO4 crystal. From Fig. 1 it is clear that the more th

parameterP̄ characterizing the magnitude of the mechani
stresses increases, the more washed out the func
D l (T)/ l 0 becomes aboveTc . For the crystal whose data i

shown in Fig. 1, the mechanical stresses wereP̄5 0.05
cm21; this value varies somewhat~by roughly a factor
of 1.5–2! from crystal to crystal. Uniform stresse
in the crystal were assumed in the calculation; nonunifo
internal stressesd, for example with a Gaussian distributio
lead to additional washing out of the thermal expans
curves.

The effect of mechanical stresses on the suppressio
the structural phase transition by an external magnetic fi
Hi@001# is illustrated by Fig. 2. It is clear that the fiel
decreases the magnitude of the lattice strain in TmVO4 con-
siderably nearTc and lowers the phase transition tempe
ture, in agreement with data from measurements of
magnetic8 and elastic10 properties. A comparison of the de

pendences forP̄50 ~dashed curves! and 0.05 cm21 ~solid
curves! at various values of the magnetic field reveals t
mechanical stresses give rise to considerable strain ofB2g

symmetry aboveTc(H). The calculated curves shown in Fi
2 are for a real TmVO4 crystal with a finite demagnetizing
factor N'4p/3. In fact this implies that in the constant e
ternal field in which the measurements are made, the inte
field decreases with decreasing temperature due to mag
zation of the sample, and the suppression of the phase
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sition by an external field is weakened. Thus, t
primary effect of mechanical stresses is to suppress the
‘‘tail’’ of the thermal expansion forT.Tc , and the effect
on the demagnetizing field reduces to increasing the st
compared to the state withP̄50 andN50 at low tempera-
tures. In light of the nonuniformity of the mechanic
stresses in a real crystal and the indeterminacy conne
with demagnetizing effects, the agreement between exp
mental and calculated data in Fig. 2 may be regarded
entirely satisfactory.

Mechanical stresses can also be expected to have
analogous effect on the magnetostriction of TmVO4. Figure

FIG. 3. Isotherms of the transverse magnetostriction of TmVO4 (Hi@001#,
D l i@110#) for a sample with demagnetizing factorN'4p/3. The points are

experimental, the curves are calculated forP̄5 0.1 cm21 ~solid curves! and
0 ~dashed! (N5 0 ~1! and 4p/3 ~1’ !. The change ofu' with temperature for
H50 reflects the thermal expansion of the sample.

FIG. 2. Thermal expansion of a TmVO4 crystal along the@110# axis in a
constant magnetic fieldHi@001# for a sample with demagnetizing facto
N'4p/3. The points are experimental, the curves are calculated in

absence~dashed! and in the presence~solid! of mechanical stressesP̄5 0.05
cm21. H ~kOe!: 1 — 0, 2 — 3, 3 — 4, 4 — 6 kOe.
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3 shows isotherms of the transverse magnetostrictionu' for
Hi@001# andD l i@110#. For T,Tc in an abrupt increase in
u', is observed in the isotherms, which is connec
with recovery of the tetragonal phase in a magne
field Hc(T). Note that the signs of the jump in magnetostr
tion, as H increases, and in the thermal expansion,
the crystal is cooled belowTc, are different, i.e., the
magnetic field causes the reverse rhombic- tetragonal p
transition.

It is clear from Fig. 3 that the phase transition in a ma
netic field is washed out and differs considerably from
behavior predicted by theory for the functionu'(H) in the
absence of mechanical stresses3 ~see the dashed curves1 and
1’ in Fig. 3!. In particular, forT,Tc this theory predicts tha
the magnetostriction coefficientD'5du' /d(H2) diverges
asH→Hc andD'50 for H.Hc andT.Tc . Thus, experi-
mental data both on magnetostriction and on thermal exp
sion point to the existence of strain in TmVO4 crystals in-
duced by mechanical stresses. The calculated curves

u'(H) with parameterP̄5 0.1 cm21 and demagnetizing fac
tor N'4p/3 describe the experiment rather well; a rath
small discrepancy is observed only at temperatures co
sponding to the knee point on the thermal expansion cu
Note that demagnetizing effects shift the critical fieldHc(T)
at T51.7 K by roughly 2 kOe, as can be seen from

comparison of curves1 (N54p/3) and 1’ (N50) for P̄
50 in Fig. 3. Thus, inclusion of elastic stresses gives u
rather good quantitative description of both magnetostrict
isotherms and thermal expansion of TmVO4 for the
field orientation Hi@001# and reasonable values of th

parameterP̄.
For fields along the@110# axis the magnetoelastic prop

erties of TmVO4 are determined primarily by reorientation o
the Jahn-Teller domains. We observed that a magnetic
Hi@110# has a strong effect on the thermal expansion
TmVO4: cooling the crystal in a fieldHi@110#iD l decreases
the magnitude of the positive anomaly inD l (T)/ l 0, while

cooling in a fieldHi@ 1̄10#'D l increases the anomaly, i.e.,
longitudinal magnetic field aligns the short axes of thea8
domains along the direction of measurement ofD l ~for
TmVO4 below Tc , xa8.xb8). The longitudinal striction of
TmVO4 in the geometryHi@110#iD l attains the large value
ui;1023 in a field H5 40 kOe forT' 1.7 K, decreases a
the temperature increases, and has a tendency to sat
below Tc .

Various mechanisms can be invoked to explain the m
netostrictionui in TmVO4 whenHi@110#. First of all, there
is reorientation of Jahn-Teller domains in a magnetic fie
whose cause is the anisotropy of the magnetic susceptib
x in the basal plane arising from the phase transition. Si
the magnitude ofx in the basal plane is not large for TmVO4

~at 4 K we have xa5xb'0.025xc , see Ref. 8!, the field
needed to reorient the domains is considerably larger th
e.g., in DyVO4,

11 and for H5 40 kOe the sample has no
yet reached the single-domain state. In our view, it
this reorientation of the Jahn-Teller domains that ma
the largest contribution to the magnetostriction of TmV4
when Hi@110#, since the striction is large only in th
d
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range of temperatures where a lattice distortion exists,
the function ui(H) below Tc has a tendency to
saturate, which is characteristic of domain-induced magn
striction.

The ‘‘intrinsic’’ striction ui of a single-domain TmVO4
crystal whenHi@110# arises only when we take into accou
the mixing of the doublet with the excited singlet state
cated a distanceD above it. In Ref. 6 it was shown tha
although the gapD551 cm21 is rather large, the striction
ui;H2/D(T2Tc) that appears should be quite significa
near the phase transition whenT;Tc5A/k. For T,Tc the
striction falls off rapidly with decreasing temperature, sin
the effect of the external magnetic field on the strain is we
ened as the internal molecular field is enhanced. Thus,
temperature dependence of ‘‘single-domain’’ strictionui di-
rectly contradicts what is observed in experiment, confirm
our conclusions that the latter is caused primarily by reo
entation of Jahn-Teller domains.

Eliminating domain-related effects in the experiment
rather difficult; therefore, the ‘‘intrinsic’’ striction and the
effect of mechanical stresses on it can be investigated on
the tetragonal phase whenT.Tc . It is known that during a
structural phase transition of Jahn-Teller type, the magn
striction coefficientD i5dui /d(H2) along the direction of
spontaneous strain diverges at the phase transition p
However, this divergence is never seen in experiment,
one of the reasons for this is probably the influence of m
chanical stresses. Actually, our calculations show that in
presence of mechanical stresses the value of the magn
striction coefficientD i for TmVO4 near the critical tempera
ture is significantly decreased~Fig. 4!. This decrease is ob
served for the majority of rare-earth zircons,11 both with
enhanced and suppressed Jahn-Teller correlations in a
netic field, implying that both external and internal mecha

FIG. 4. Temperature dependence of the inverse magnetostriction coeffi
(D i)

21/25H/(s)1/2 for TmVO4 whenHi@110# in the neighborhood of the
structural phase transition in the absence and in the presence of mech

stresses.P̄ (cm21!: 1 — 0, 2 — 0.2, 3 — 0.5, 4 — 1.
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cal stresses are always present in real crystals, due to the
ditions of the experiment, whose role near the phase tra
tion is enhanced by the strong softening of the correspond
elastic constant.

In conclusion we note that experimental data on therm
expansion and magnetostriction of TmVO4 admit an
adequate interpretation within the framework of the the
of the cooperative Jahn-Teller effect, generalized by incl
ing an excited state and the presence of weak mecha
stresses. The strong influence of mechanical stresse
the magnetoelastic properties of Jahn-Teller ela
systems, which are characterized by anomalously large e
tic susceptibility to various external probes near the ph
transition, is not unexpected. The influence of mechan
stresses monitored during the experiment on crystals ha
different types of Jahn-Teller ions and different types
strains at the phase transition merits more detailed inves
tion.
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1. In recent years directed ion implantation of nitrogen
metals has become an effective method for creating m
nitrides at room temperature. The inclusion of a rather sm
amount of nitrogen in Fe-based films makes them polycr
talline, which greatly improves their magnetic softness pr
erties, increases the saturation inductionBs , and increases
their resistance to corrosion.1–5

In this paper we investigate the dependence on the n
gen content of the crystal structure, saturation inductan
and coercive field of thin~40 nm! films of Fe-N in the work-
ing gas Ar1N2, the working gas pressure, and the substr
temperatureTs .

2. The films were obtained by reactive magnetron sp
tering of Fe targets in an atmosphere consisting of a mix
of the gases Ar1N2. The pressure of the working gas mix
ture during the sputtering varied from 1.331024 to 1
31022 Torr. The content of nitrogen in the mixture varied
the range 0–20%. The films were sputtered onto glass
strates and cleaved faces of NaCl. During the sputteringTs

varied from 20 to 300 °C.
The thickness of the film was monitored according to

sputtering time.Bs was measured on an automated vibrat
magnetometer. The coercive fieldHc was determined by in-
ductance and magnetooptic methods; the structure of the
was investigated by transmission electron microscopy
electron microdiffraction.

3. Investigation of the dependence ofBs andHc on the
pressure of operating gas for variousCN in the working mix-

FIG. 1. Dependence of the magnetic inductionBs ~1! and coercive fieldHc

~2! of Fe–N films on nitrogen content in the working gas. The substr
temperature equals 20°C.
6501063-7834/98/40(4)/2/$15.00
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ture showed that the value ofBs is a maximum and the value
of Hc a minimum whenP52.331024 Torr.

Figure 1 plots the quantitiesBs andHc for a Fe-N film
deposited on a substrate at room temperature versusCN in
the working gas. It is clear thatBs does not begin to decreas
until CN .10%. Hc behaves otherwise. A minimum inHc

is observed whenCN for the working gas is in the rang
7–12%. The decrease inBs for CN .10% is caused by the
formation of a nonmagnetic phase. Electron microdiffracti
patterns show that as nitrogen is added to the working
diffraction rings appear that are characteristic of vario
phases of iron nitride. WhenCN >15% in the working gas,
the only phase that was reliably identified in the films o
tained was the phase Fe2N. It was not possible to identify
ferromagnetic phases~Fe16N2, Fe4N, Fe3N! that form at
small nitrogen contents due to the overlap of the diffract
rings. However, the increase ofBs asTs increases~curve1 in
Fig. 2! is evidence that ferromagnetic phases of iron nitr
form. The decrease ofHc ~Fig. 1! is related to the decreasin
grain size from 7 nm~in pure iron! down to 3–4 nm~in Fe-N
films!. The increase ofHc for CN .10% is caused by inter
nal stresses and magnetostatic fields of the growing phas
iron nitride.6 The electron-microscope images of the fil
structure reveal ‘‘pleats’’ which attest to the presence of
ternal stresses. The lattice strain fora phases increases wit
increasing nitrogen content and forCN519% it equals
1.3%.

The dependence ofBs andHc on substrate temperatur
for Fe–N films obtained atCN510% is shown in Fig. 2.

e
FIG. 2. Dependence ofBs ~1! andHc ~2! of Fe–N films on substrate tem
perature. The working gas pressure was 2.331024 Torr. The nitrogen con-
tent in the working gas was 10%.
© 1998 American Institute of Physics
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When the films are deposited on heated substrates,Bs in-
creases and atTs5300 °C it equals 1.9 T. The increase inBs

is connected with the formation of ferromagnetic phases
iron nitrides with inductions that exceed that of pure iro
Since the formation of chemical compounds of the sputte
materials is possible only at the substrate surface, increa
its temperature leads to an increase in the reactivity of
components, and an increase in the relative quantities
magnetic nitride phases in the bulk of the film, and con
quently an increase in the magnetic induction. On the ot
hand, increasingTs leads to an increase in the grain size a
in the final analysis to an increase inHc .

4. Thus, Fe–N films obtained by reactive magnetr
sputtering are multiphase and contain both ferromagnetic
nonmagnetic phases. Nanocrystalline films of Fe–N dep
f
.
d
ng
e
of
-

er

nd
s-

ited with CN 510% in the working gas have the minimum
value of Hc . IncreasingTs in the process of condensatio
allows us to obtain Fe–N films with higherBs than for films
of pure Fe.
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The temperatureR(T) and fieldR(H) dependences of the electrical resistance in the compound
Eu0.7A0.3MnO3 ~A 5 Ca, Sr! are investigated in the temperature range 4.2–200 K in
magnetic fields up to 14 T. Above the antiferromagnetic transition temperatureTa, the function
R(T) is semiconducting in character. Application of a magnetic fieldH that exceeds a
certain critical valueHc changes the character of the functionR(T) for Eu0.7Sr0.3MnO3 to metallic
(dR/dT.0). ForT,Ta andH,Hc a jump in the resistance is observed indicating
instability of the electronic state caused by competition between charge and spin ordering of the
Mn ions of different valences. ©1998 American Institute of Physics.@S1063-7834~98!02804-4#
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Rare-earth manganite compounds doped with grou
elementsA12xAx8MnO31d , whereA is a rare-earth andA8 is
Ca, Sr, Ba, or Pb, exhibit gigantic magnetoresistance, wh
has attracted much attention recently not only due to
possibility of extensive applications, but also because
multitude of other physical effects that accompany or
caused by the giant magnetoresistance effect.

These compounds have the perovskite structure in wh
the Mn atoms occupy theB position in an octahedral envi
ronment of oxygens, while atomsA andA8 are located at the
A positions between the octahedra. The Mn atoms in th
compounds have mixed valence, and the ratio Mn31/Mn41

depends on the degree of doping elementA8 and on the
actual content of oxygen (31d). The ratio of ionic radii of
the component elements is expressed as a tolerance f
t5dA2O/A2dMn2O, wheredA2O is the average distance be
tween ionsA, A8, and O, anddMn2O is the distance betwee
Mn31, Mn41, and O. This factor determines the stability
the perovskite structure and the strength and direction of
Mn–O bonds.1,2 In compounds witht.0.91 and 0.15,x
,0.5, a transition is observed to a ferromagnetic state u
cooling3,4 with a change in the character of the conductiv
from semiconducting to metallic. In compounds wi
t,0.91 or withx,0.15, the usual transition observed is
an antiferromagnetic state, in which case the temperature
pendence of the conductivity remains activated.

Although this class of compounds has been studied f
long time,1 and a qualitative explanation has been given
the changes in the character of temperature dependenc
the conductivity as the compound enters the ferromagn
state, based on the theory of double exchange,5,6 more de-
tailed study of the properties of these compounds has fur
shown that this explanation is incomplete. In particular
single ferromagnetic transition cannot quantitatively prov
the change in conductivity observed.7 Recently, it has been
observed that the ferromagnetic transition is accompanie
a structural transition.8,9

The anomalously strong effect of rather weak magne
6521063-7834/98/40(4)/3/$15.00
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fields on the resistance in these compounds at fairly h
temperatures (DR/R(H)5 17% in a field of 1 kOe at
T5190 K,10 or DR/R(H)5 60% in a field of 1.3 kOe for
T5100 K,11 for the compound La0.7Ca0.3MnO3! also cannot
be described quantitatively by the simple model of dou
exchange.5,6

Studies of the compounds~La12xTbx)2/3Ca1/3MnO3,4

La0.72xPrxCa0.3MnO3
12 reveal that cooling causes a trans

tion to take place from paramagnetic insulator to ferrom
netic metal whent.0.91 and a transition to a state that is
ferromagnetic insulator or to a state of a spin glass4 when
t,0.91. In the compound Pr0.7Ca0.3MnO3, which is an insu-
lator over the entire temperature range, an applied magn
field causes the value of the resistance to fall by 8–10 ord
of magnitude.13

There is interest in studying the properties of compoun
based on other previously uninvestigated rare-earth eleme
in particular those which possess intrinsic magnetic mome
caused by the 4f states of theA ions and which can also hav
valences different from13 in compounds.

In this paper we study the temperatureR(T) and field
R(H) dependences of the electrical resistance and magn
susceptibilityx(T) of the compound Eu0.7A0.3MnO3, where
A — Ca, Sr, in magnetic fields up to 14 T.

We find that these compounds undergo a magnetic tra
formation in which the character of the temperature dep
dence of the resistance changes. Application of an exte
magnetic field at temperatures below the magnetic con
sion temperature leads to a significant decrease in the r
tivity of the compound Eu0.7Sr0.3MnO3.

1. EXPERIMENTAL METHOD

Ceramic samples of Eu0.7Ca0.3MnO3 and Eu0.7Sr0.3MnO3

were obtained by sintering powders of these compounds
thesized previously atT51300 °C in air for 12 hours with
an intermediate grinding and sintering atT51100 °C for 12
hours. Subsequently, the samples undergo an additional
in vacuum atT51300 °C for 12 hours or in oxygen a
© 1998 American Institute of Physics
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T5800 °C for 48 hours. Based on data fromx-ray analysis,
the samples have a distorted perovskite structure with
than 5% admixture of phases of the original components

The resistance was measured by a four-probe met
while the magnetic susceptibility was measured by a mo
lation method.

2. EXPERIMENTAL RESULTS AND DISCUSSION

Measurement of the functionsx(T) in the samples re-
vealed an antiferromagnetic transition in the temperat
rangeTa5 40–60 K and a jump in the susceptibility forT
, 10 K, which in all likelihood corresponds to a ferroma
netic transition~Fig. 1!.

In the original state, the temperature dependence of
resistanceR(T) in the absence of a magnetic field was ac
vated in all the samples at temperatures higher thanTa ~Fig.
2!. For T,Ta the resistance falls, and in the range;20K
,T,Ta, abrupt jumps in the resistance are observed
indicate instability of the state that forms. Annealing t
samples in vacuum leads to a significant increase in the
sistance, which makes it impossible to carry out lo
temperature measurements ofR(T). The antiferromagnetic

FIG. 1. Temperature dependence of the magnetic susceptibilityx(T) of
samples of the compounds Eu0.7Sr0.3MnO3 ~a! and Eu0.7Ca0.3MnO3 ~b!. 1—
original state,2—annealed in oxygen,3—annealed in vacuum.
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transition in this case is shifted to lower temperatures a
becomes more pronounced~Fig. 1b!. Annealing in oxygen
leads to a negligible decrease in the resistance~and activa-
tion energy forT.Ta) and to a certain washing-out of th
antiferromagnetic transition~Fig. 1!.

Applying a magnetic fieldH decreases the resistanc
both below and considerably aboveTa ~Fig. 2!. When H
.Hc ~whereHc is a certain critical value of magnetic field a
which the instability inR(T) below Ta disappears! for the
compound Eu0.7Sr0.3MnO3 the functionR(T) beccomes me-
tallic in character (dR/dT. 0! ~Fig. 2a!. IncreasingH leads
to a further decrease in the resistance, such that in a fiel
14 T at T5 50 K the ratio of the resistancesR(0)/R(14)
reaches 105; however, atH514 T a segment is observe
below 10 K withdR/dT, 0 ~curve2 in Fig. 2a!. Jumps are
observed in the field-dependent resistancesR(H) for T,Ta

like those forR(T) ~Fig. 3!.

FIG. 2. Temperature dependence of the resistanceR(T) of samples of the
compound Eu0.7Sr0.3MnO3 ~a! and Eu0.7Ca0.3MnO3 ~b!. H(T): a!: 1—0
~cooled!, 2—14 ~heated!, 3—3 ~cooled!, 4—1.7 ~heated!; b!: 1—0 ~cooled!,
2—11 ~cooled!.
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The low-temperature state ‘‘freezes out’’ in a magne
field and, in this case, the functionR(T) for H.Hc is re-
versible when this state is approached from the hi
temperature region (T.Ta). When H varies in the low-
temperature region we observed a hysteresis inR(T) ~Fig.
2a!.

For the compound Eu0.7Ca0.3MnO3, the critical value of
magnetic field was not reached; thusHc.11 T. However,
whenH511 T, the jumps in resistivity in the unstable ran
became more orderly in character~Fig. 2b!. The decrease in
the resistance in a magnetic field is considerably smaller
this compound than it is for Eu0.7Sr0.3MnO3 ~Fig. 2a!.

The behavior ofR(T) in the compound Eu0.7Sr0.3MnO3

whenH.Hc is, to a considerable degree, similar to the b
havior of R(T) in Pr0.7Ca0.3MnO3.

12,13 We can assume tha
there is a ferromagnetic component to the antiferromagn
state in these compounds~i.e., the antiferromagnetic trans

FIG. 3. Field dependence of the resistanceR(H) of samples of the com-
pounds Eu0.7Sr0.3MnO3 ~a! and Eu0.7Ca0.3MnO3 ~b!. T(K): a!: 1—4.2 (H
increasing!, 2—41 (H increasing!, 3—41 (H decreasing!, 4—77 (H in-
creasing!; b!: 1—84 (H increasing!, 2— 87 (H decreasing!.
-

r

-

ic

tion is of the ‘‘spin canted’’ type!, which leads to manifes-
tation of the double-exchange mechanism forT,Ta . Apply-
ing a magnetic field leads to enhancement of the polariza
of the spin system, and possibly, whenH.Hc, to a com-
pletely polarized ferromagnetic state. In contrast to co
pounds based on Pr, the decrease in resistance observ
these compounds belowTa in the absence of an externa
magnetic field can be due to the absence of charge orde
taking place in Pr0.7Ca0.3MnO3.

12 Jumps in the resistance i
the unstable range (20K,T,Ta) in Eu0.7Sr0.3MnO3 and
Eu0.7Ca0.3MnO3 could be due either to a competition b
tween charge and spin ordering or to possible nonuniform
of the samples under study, including the presence of m
netically ordered regions@states of a spin glass observed
the compound~La12xTbx)2/3Ca1/3MnO3, see Ref. 4#, in
which case we may see percolation effects manifested in
behavior ofR(T). The observed increase in resistance atH
5 14 T below 10 K in Eu0.7Sr0.3MnO3 can be a manifesta
tion of the interaction of charge carriers with magnetic m
ments of the Eu.

The studies we have begun of fully single-crys
samples of these compounds, including neutron-diffract
analysis in a magnetic field, could lead to a more compl
understanding of the nature of the processes that occu
Eu0.7Sr0.3MnO3 and Eu0.7Ca0.3MnO3.

The authors are grateful to G. K. Strukova for help
preparing samples and A. E. Kovalev for help in making t
measurements in high-magnetic fields.

This work was supported financially by grants No. 95-
7.4-142 in the area of fundamental natural science from
State Education Department of the Russian Federation
No. 95-1.14 for State Program 012 on ‘‘Surface atom
structures.’’

1G. H. Jonker and J. H. van Santen, Physica16, 337 ~1950!.
2J. B. Goodenough, Phys. Rev.100, 564 ~1955!.
3H. Y. Hwang, S. W. Cheong, P. G. Radaelli, M. Marezio, and B. Batlo
Phys. Rev. Lett.75, 914 ~1995!.

4J. M. de Teresa, M. R. Ibarra, and J. Garcia, Phys. Rev. Lett.76, 3392
~1996!.

5C. Zener, Phys. Rev.82, 675 ~1951!.
6P. W. Anderson and H. Hasegawa, Phys. Rev.100, 675 ~1955!.
7A. J. Millis, P. B. Littlewood, and B. I. Shraiman, Phys. Rev. Lett.74,
5144 ~1995!.

8P. G. Radaelli, D. E. Cox, M. Marezio, S.-W. Cheong, P.E. Shiffer, and
P. Ramiez, Phys. Rev. Lett.75, 4488~1995!.

9H. Kuwahara, Y. Tomioka, A. Asamitsu, Y. Moritomo, and Y. Tokur
Science270, 961 ~1995!.

10S. Jin, T. H. Tiefel, M. McCormack, R. A. Fastnacht, R. Ramesh, and
H. Chen, Science264, 413 ~1994!.

11V. A. Kozlov, Ya. Mukovskii, and A. M. Ionov, Phys. Low-Dimens
Struct.10/11, 13 ~1995!.

12H. Yoshizawa, H. Kawano, Y. Tomioka, and Y. Tokura, J. Phys. Soc. J
65, 1043~1996!.

13Y. Tomioka, A. Asamitsu, Y. Moritomo, and Y. Tokura, J. Phys. Soc. Jp
64, 3626~1995!.

Translated by Frank J. Crowne



PHYSICS OF THE SOLID STATE VOLUME 40, NUMBER 4 APRIL 1998
Electrostriction soliton as a cluster model in the high-temperature phase of a hydrogen-
containing ferroelectric
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The polarization clusters observed experimentally in the high-temperature phase of ferroelectrics
are interpreted as solitons in the microscopic pseudospin formalism. These solitons are the
result of modulation of the pseudospin interaction constant by acoustic vibrations, which represents
an electrostriction interaction from the phenomenological point of view. The influence of
higher-order nonlinearities present in the pseudospin subsystem and the damping of acoustic modes
on a soliton is analyzed. ©1998 American Institute of Physics.@S1063-7834~98!02904-9#
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1. In recent experiments on the physical properties of
paraelectric phase of ferroelectrics and ferroelastic1,2

anomalous behavior has been observed on the part o
complex dielectric permittivity in the paraelectric phase o
ferroelectric crystal at low frequencies. This behavior w
attributed to the existence of polarization clusters in the n
polar ferroelectric phase, providing a means for explaining
the qualitative level the observed strong dependence of
permittivity not only on external parameters~the low-
frequency field and the temperature of the crystal!, but also
on the sample history and, hence, on the equilibrium cha
teristics of the ferroelectric itself. The explanation given
several other papers3,4 for the experimentally determined re
lations, based on the model of ‘‘pulsing’’ dipoles, ignores
the specific attributes of the dynamics of ferroelectrics w
hydrogen bonds and, moreover, requires additional assu
tions for its justification. Thus, one can infer from th
pulsing-dipole model, in particular, the existence of a sec
superionic phase transition and a conductivity that increa
with the temperature, neither of which is observed
experiments.1

2. In our opinion, all the significant characteristics of th
anomalous behavior of the permittivity can be described
the pseudospin formalism widely used in the theory
ferroelectrics.5,6 The Hamiltonian of a hydrogen-bonde
ferroelectric in the pseudospin formalism has the form of
Ising Hamiltonian in crossed fields:

H2V (
j

Sj
x2~1/2!(

i , j
Ji j Si

zSj
z1Hs2a , ~1!

whereV andJi j are the tunneling and exchange integrals
the i th and j th ferroelectric cells, respectively,Sj

x is the pro-
ton tunneling operator of thej th ferroelectric cell,Sj

z is the
dipole moment operator of thej th ferroelectric cell, and
Hs2a is the Hamiltonian of interaction of the pseudospin a
acoustic subsystems. We propose to investigate the aco
modes in the classical setting, i.e., assume that an aco
mode is completely determined by the displacement ve
ua (a5z,h indicate axes of the sample!, and we assume tha
6551063-7834/98/40(4)/3/$15.00
e

he

s
-
t

he

c-

l

p-

d
es

y
f

e

f

tic
tic

or

a transverse acoustic wave having a single nonzero com
nentu5@0, u(z,h),0# propagates in thez. The Hamiltonian
Hs2a can now be written in the form

Hs2a52d (
j

]u~z,h!

]z
Sj

z2h (
j ,i

]u~z,h!

]z
Sj

zSi
z , ~2!

whered is an appropriate piezoelectric strain constant, a
the second term reflects the modulation of the exchange
tegralJi j by the field of the acoustic wave6 and corresponds
to electrostriction from the phenomenological standpo
The Heisenberg equations of motion for the average va
of the pseudospin operators^Sa& ~in the random-phase ap
proximation and in the continuum limit! with phenomeno-
logically introduced longitudinal and transverse pseudos
relaxation timesT1 andT2 then have the form

^Sx& t5~J^Sz&1A^Sz&zz1B^Sz&hh1duz1huz^S
z&!^Sy&

2~^Sx&2^Sx&0!/T1 ,

^Sy& t5V^Sz&2~J^Sz&1A^Sz&zz1B^Sz&hh1duz

1huz^S
z&!^Sx&2^Sy&/T2 ,

^Sz& t52V^Sy&2^Sz&/T2 , ~3!

where J5( i , j Ji j , A5Ja2, a is the distance between con
secutive cells in the direction of wave propagation~z direc-
tion!, B5Jb2, b is the distance between consecutive cells
the direction perpendicular to the direction of wave propa
tion ~h direction!, ^Sz)zz5]2^Sz&/]z2, ^Sa& t5]^Sa&/]t, u is
the effective component of the displacement vector, a
^Sx&0 is the equilibrium average value of the tunneling o
erator. Note that the system~3! takes into account the fac
that real hydrogen-containing ferroelectrics are quasi-tw
dimensional and that normallyA@B ~a good example is
CsH2PO4).

The system of equations~3! must be augmented with a
equation describing the dynamics of the nonzero compon
of the displacement vectoru ~Refs. 7 and 8!:

utt2v2uzz2v1
2uhh1d̃^Sz&z1h̃^Sz&z

21gut50,

d̃5d/r, h̃5h/r, ~4!
© 1998 American Institute of Physics
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wherer is the density of the crystal,g is the decay rate o
the acoustic wave, andv and v1 are the acoustic wave ve
locities in thez andh directions, respectively.

3. The above-derived complete system of equations~3!,
~4! is a system of partial differential equations, for whic
there is no known solving algorithm. We therefore use
method of multiscale expansions,9 noting at the outset tha
the timesT1 andT2 do not exceed 1029s, and the character
istic period of the acoustic wave is not more than 1024s, so
that Eqs. 3! can be solved in the approximation^Sa& t50,
which enables us to express all pseudospin averages in t
of derivatives of the displacement vectoru. This approxima-
tion has the physical significance that the pseudospin s
system adiabatically tracks the variations in the acoustic s
system of the ferroelectric. In this case

^Sz&5z~1!1z~2!1z~3!,

z~1!5B1duz , B15^Sx&0 Y S V1
1

VT2
2

2J^Sx&0D ,

z~2!5B1
2d~Auzzz1Buzhh1h~uz!

2!,

z~3!5c1uzzzzz1c2uzuzzz1c2~uz
2!zz1c3~uz!

3,

c15B1
3A2d, c25B1

3Adh,

c35B1
3dh22

B1
2d3T1

V^Sx&0T2

~JB111!2. ~5!

On the basis of~5!, Eq. ~4! then has the form

f tt1~B1dd̃2v2! f zz2v1
2f hh1g f t1D1f zzzz1D2~ f 2!zz

1D3f zzhh1D4f zzzzzz1D5~ f 2!zzzz1D6~ f f zz!zz

1D7~ f 3!zz50,

f 5uz , D15Add̃B1
2 , D252hdd̃B1

2 , D35Bdd̃B1
2,

D45A2dd̃B1
3 , D55Add̃hB1

3 , D653Add̃hB1
3 ,

D753dd̃h2B1
32

d3d̃B1
3T1

V^Sx&0T2

~JB111!2. ~6!

To describe the dynamics of pulse propagation in the fe
electric, we formally introduce a small parameter« charac-
terizing the departure of our system from equilibrium, a
we seek a solution forf in the form

f 5«2U~«1/2X,«3/2T,«Y!,

X5z2 ṽt, T5t, Y5h, ~7!

wherev is the velocity at which the wave packet propagat
As is customary in the method of multiscale expansions,10,11

the condition that first-order secular terms in« vanish gives

ṽ25v22 dd̃^Sx&0Y S V1
1

VT2
2 2J^Sx&0

D . ~8!

In the next-higher order of the expansion in«, after integra-
tion we readily obtain
e

ms

b-
b-

-

.

22ṽUT1Add̃B1
2UXXX14h̃d2B1

2UUX5v1
2]X

21UYY.
~9!

Making the change of coordinatest5gT, x5aX, y5rY,
r 5jU, where

g521/2ṽ, a5~Add̃B1
2!2

1
3,

z524h̃d2B1
2a, r252ab/v1

2 ,

we can transform Eq.,~9! to the classical form of the
Kadomtsev–Petviashvili~KP! equation12

]x~r t16rr x1r xxx!1br yy50. ~10!

It is a well-known fact that forb521 this equation has a
stable solution representing a two-dimensional soliton, i.e
lump that decays asO(1/x2,1/y2) asuxu, uyu→` and moves
with a velocityvx5PR

21Pl
2 , Vy522PR ,

r 5
4@2~x81PRy8!1PI

2y821~3/PI
2!#

@~x81PRy8!1PI
2y821~3/PI

2!#2
, ~11!

wherex85x2(PR
21PI

2)t andy85y12PRt.
The particular form of the above solution~11! is dictated

by the presence of a quadratic nonlinearity in the KP eq
tion @the nonlinearity, in turn, is a consequence of the inc
sion of the electrostriction term proportional toh in the
Hamiltonian~2!# and can therefore be interpreted as an el
trostriction soliton. We note that, owing to its nonexpone
tial decay, the lump has a far greater localization length th
ordinary solitons, and it can be associated with the exp
mentally observed1,2 clusters in the nonpolar phase of
ferroelectric. By virtue of the properties of the KP equati
the lump solutions are stable and do not interact, so that
clusters in the proposed approach are stable as well.

4. The inclusion of intrinsic ferroelectric nonlinearitie
in the next-higher order of the expansion in« and the allow-
ance for damping of the acoustic wave imparts a time dep
dence to the lump parametersPR and PI . The perturbation
of the KP equation to make the lump parameters depend
the time in the next-higher order of the expansion in« has
the form

P5M1r 1M2r xyy1M3r xxxxx1M4~r 2!xxx1M5~rr xx!x

1M6~r 3!x1M7]x
21r tt, ~12!

where

M152gṽ, M25D3a
2r2, M35D4a

5,

M45D5za3, M55D6za3, M65D7z2a, M75g2/a.

To take the influence of the perturbation into account,
make use of the fact that the KP equation has integrals
motion Px and Py that can be interpreted as the lump m
mentum components:

Px5
1

2 E r 2dxdy, Py52
1

2 E r xr ydxdy. ~13!

Under the influence of the perturbation the integrals of m
tion now begin to depend on the time as
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~Px! t5E uPd2r ,

~Py! t52
1

2 E ~uyPx1uxPy!d2r . ~14!

Invoking the method of integrals of motion9 to analyze the
evolution of the lump parameters and substituting the so
tion ~11! into ~13! and ~14!, we obtain

~PI ! t52M1PI ,

~PRPI
3! t52M1PRPI

3 ~15!

and, therefore, PI5PI(0)exp($2M1t% and PR5PR(0)
3exp$24M1t%. Consequently, the dynamics of the para
eters of the lump solution is determined entirely by t
acoustic decay rate~associated with the constantM1) and
does not depend on the perturbations associated with
inclusion of intrinsic ferroelectric nonlinearities in the nex
higher order of the expansion in«. We can conclude from
these considerations that the clusters are stable against
dospin nonlinearities, in the proposed approach, and t
properties are determined mainly by the damping of acou
waves.

5. To summarize, on the basis of the above-descri
elementary model taking electrostriction into account~or tak-
ing into account the modulation of the exchange integral
acoustic vibrations in the pseudospin formalism! we have
obtained soliton solutions that can be interpreted as the
perimentally observed polarization clusters in the nonpo
phase of hydrogen-containing ferroelectrics. The princi
advantage of the proposed approach is that the solutions
obtained strictly within the framework of the pseudospin fo
malism without recourse to additional assumptions of a
kind. On the other hand, the treatment here leaves open
question of how electrostriction solitons can be excited i
ferroelectric. We note that the most effective techniques
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eu-
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pear to be one that involves heating and cooling~thermal
shock! and one that involves x irradiation. Electrostrictio
solitons can be excited in thermal shock, in particular,
virtue of the different heating and cooling rates of differe
parts of the sample. Under the influence of x irradiation
unpinning of defects actually present in the sample can p
duce local acoustic strains, which, in turn, can lead to
generation of electrostriction solitons by virtue of the piez
electric effect. We also note, in conclusion, that the abo
proposed electrostriction solitons, in particular, can also
tach to local defects in the crystal structure.

The authors are deeply grateful to A. V. Shil’nikov fo
valuable consultations and access to experimental data.
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The temperature-amplitude region of existence of chaotic oscillations in a resonant circuit
containing a triglycine sulfate crystal shifts toward higher amplitudes of the repolarization field
when the crystal is irradiated with small x-ray doses. This trend is attributed to a change
in the kinetics of the domain structure of the crystal in a strong electric field in the presence of
radiation defects. ©1998 American Institute of Physics.@S1063-7834~98!03004-4#
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It has been shown1–3 that chaotic oscillations are ob
served in a triglycine sulfate~TGS! crystal in the temperature
range corresponding to the ferroelectric phase of this cry
when it is connected as a nonlinear capacitance in a se
resonant circuit. The transition from single-period to rand
oscillations after a change in any of the control parame
~crystal temperatureT, amplitudeE0 and frequencyf of the
repoling field, or strength of the static bias fieldE5) takes
place through a sequence of period doublings. Chaos se
upon application of a field whose amplitude is two or thr
times the coercive field of the sampleEc ~Ref. 2!. It has been
hypothesized3 that the mechanism underlying the onset
chaotic oscillations in the circuit is associated with irregu
dynamics of the domain structure of the crystal when it
switched in a strong electric field.

The properties of ferroelectrics are governed to a la
extent by various kinds of defects present in them, includ
radiation defects. Previous studies4 have been concerne
with the influence of small x-ray doses on the form and te
poral behavior of the region of random oscillations of a c
cuit containing a TGS crystal in coordinates of the amplitu
and frequency of the repoling field.

The behavior of the domain structure of a crystal dur
repolarization depends significantly on the temperature
the present study, therefore, we have investigated the in
ence of small x-ray doses applied to nominally pure T
crystal samples on the amplitude-temperature region of e
tence of chaotic oscillations in a circuit containing this cry
tal.

The investigated samples were plane-parallel, Y-cut w
fers of thickness 0.6 mm and area 25 mm2 with sprayed-on
silver electrodes.

For all the samples, the temperature dependences o
coercive and internal (Ei) fields were measured prior to ir
radiation from the dielectric hysteresis loop at a frequency
2.8 kHz. None of the samples selected for investigation
an internal field before irradiation. We then used the sa
procedure as in our earlier work2–4 to observe the phase po
trait and Poincare´ maps of a circuit containing the invest
gated sample as a nonlinear capacitance. These observa
were made in the temperature range from room tempera
to the Curie pointTc . At each fixed temperature we trace
the variations of the form of the phase portrait and the Po
6581063-7834/98/40(4)/3/$15.00
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carémap as the amplitudeE0 during slow variation of the
external repoling field. From the critical values ofT andE0,
at which the nature of the oscillations in the circuit exhibit
a qualitative changed, we reconstructed a diagram on
(T,E0) coordinate plane, representing the behavior of
system in these control variables and, on the diagram,
identified the region of chaotic oscillations.

The samples were irradiated with x rays~CuKa , W
530 keV! at room temperature in successive dose inc
ments of 20 kR each. For each dose the entire set of m
surements was repeated on all samples both immediately
lowing irradiation and again at 140 h after irradiation.

Figure 1 shows the regions of chaotic behavior in co
dinates (T, E0) for a TGS crystal sample before irradiatio
~region1! and after irradiation at doses of 40 kR and 80 k
~regions2 and 3!. It is evident that irradiation causes th
region of chaotic behavior to shift toward higher amplitude
which become especially pronounced beginning with a d
of 80 kR. In addition, as the dose is increased, the hi
temperature limitTx of the chaos region shifts slightly to
ward the low-temperature end~see the inset to Fig. 1!. Here
the values of the internal field generated by radiation defe
at these doses are low, amounting to 20–50 V/cm for
investigated samples. The values of the coercive field a
increase slightly after irradiation, approximately from 200
cm to 300 V/cm; this change is an order of magnitu
smaller than the shift of the lower amplitude limitE0x of the
chaos region. As a result, the relationE0x>(223)Ec found
in Ref. 3 for nominally pure TGS no longer holds for th
irradiated crystal.

The observed behavior of theT2E0 region of chaotic
behavior with variation of the dose can be explained as
lows. Radiation defects formed in the crystal impede the
polarization process, influencing all of its stages, beca
irradiation is accompanied by the disappearance of lo
energy centers of both initial and wall nucleation.5 It is im-
possible for the nucleation of new domains and the motion
domain walls to take place in fields below a certain thresh
E8, which increases in proportion to the radiation dose.5 Un-
der these conditions the switching process must go
completion in higher fields than would account for the sh
of the chaos region toward higher amplitudes. Moreover
the presence of defects, the noncoordination of the ini
© 1998 American Institute of Physics
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nucleation processes with processes involving the motio
domain walls is intensified, and this effect most likely broa
ens the amplitude range of the existence of chaos.

Only nearTc does the presence of an internal field
radiation origin become significant. Like an external sta
electric field,3 it specifically limits the region of chaotic be
havior on theTc side, increasing as the dose increases a
hence, asEi increases~inset to Fig. 1!.

With a time lapse following irradiation, as is evide
from Figs. 2 and 3, the chaos regions are observed to
toward their initial position, the most interesting case cor
sponding to a dose of 80 kR.

Immediately after radiation a very distinct anomaly
observed on theT2E0 region of chaotic behavior at a tem
perature;38 °C, at which the entire region moves sharp
upward along the amplitude scale~region1 in Fig. 3!. This
anomaly can be attributed to the abrupt increase in the n
ber of domain walls when the domain structure of the T
crystal is transformed near this temperature.6 The increase in
the number of oscillators, i.e., domains interacting with
diation defects and, as a result, entering into irregular os
lations, produces the effect observed in the experiment.

After 140 h following irradiation, the entire region o
chaotic behavior shrinks drastically~essentially because it
lower boundary rises; region2 in Fig. 3!, the anomaly at the
temperatures of domain structural transformation vanish
and the high-temperature boundary of the region shifts e
farther to the left.

The above-described behavior can be attributed to
fact that the radiation defects migrate toward positions
stable equilibrium and consolidate with the passage of ti

FIG. 1. Amplitude-temperature regions of chaotic behavior of a reson
circuit containing a triglycine sulfate crystal sample.1! Before irradiation;
2, 3! after irradiation with doses of 40 kR and 80 kR, respectively. F
quencyf 52.8 kHz. Inset: High-temperature limit of the chaos region ver
radiation dose.
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so that the repolarization process becomes more diffi
than immediately after irradiation and requires the appli
tion of a stronger field. Consequently, the lower amplitu
limit of the region of chaotic oscillations rises even higher
amplitude. Some of the domain walls, becoming attached
these defects, are totally excluded from the repolarizat
process, causing the amplitude interval of chaos to dimin
The downward temperature shift of the chaos region is pr

nt

-
s

FIG. 2. Amplitude-temperature regions of chaotic behavior of a reson
circuit containing irradiated TGS.1! 20 h after irradiation;2! 140 h after
irradiation.D540 kR.

FIG. 3. Amplitude-temperature regions of chaotic behavior of a reson
circuit containing irradiated TGS.1! 20 h after irradiation;2! 140 h after
irradiation.D580 kR.
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ably associated with an increase and, as time passes, st
zation of the internal field created by radiation defects.
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Anomalously high photovoltages in terbium molybdate
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In terbium molybdate Tb2(MoO4)3 at room temperature, a laser beam of wavelengthl154880
Å induces an electric polarization that lasts for several days after the irradiation is turned
off. The photoinduced polarization has the same sign as the spontaneous polarization. At a laser
power of 0.5 W and an exposure time of 4.5 h, the photoinduced polarization exceeds the
spontaneous polarization by an order of magnitude. The corresponding electric field is
2.53106 V/cm. Under the influence of radiation withl154880 Å, terbium molybdate
luminesces in the green part of the spectrum nearl2'5425 Å. The luminescence quantum yield
is 20%. © 1998 American Institute of Physics.@S1063-7834~98!03104-9#
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The phenomenon of anomalously high photovoltag
~AHP effect! has been observed experimentally in a num
of ferroelectrics: SbSi0.35Br0.65, BaTiO3, LiNbO3, SbNbO3,
KNbO3, anda-LiIO3 ~Refs. 1–6!. The highest photoinduce
field E'105V/cm was obtained in LiNbO3 ~Ref. 3!.

Here we report an investigation of the AHP effect in t
metastable, orthorhombic, ferroelectricb8 phase of terbium
molybdate Tb2(MoO4)3. A Tb2(MoO4)3 single crystal was
grown by the Czochralski method described in Ref. 7. T
samples comprised polished 33332 mm3 rectangular par-
allelepipeds. The square faces of the samples were per
dicular to the polar@001# axis, which was the direction o
spontaneous electric polarization. The edges of the sq
faces were parallel to the@110# and@11̄0# axes. The potentia
difference between the~001! faces was measured. The me
surements were performed by means of a Cary 31 electr
eter. The latter had a dc input resistance of at least 1014 V.
To safeguard against electrometer overload, the sample
shunted by an additional capacitance. For a sample cap
tanceCsam50.36310212 F, the additional capacitance wa
Cadd56.4631029 F. The photoinduced potential differenc
decreased 18000-fold in this case. The time constant of
electrometer input circuit was of the order of 102 h. Spring-
loaded brass and sprayed-on aluminum contacts were us
the measurements.

Prior to the measurements the sample was made a s
domain by a procedure described in Ref. 8. The roo
temperature value of the spontaneous polarizationPs and the
profile of its temperature curvePs(T) agreed with published
data.

During the measurements the sample was contained
double-walled copper container. The container served
dual role of electrostatic shield and thermostat. A heater
enclosed in the container. The container walls had open
for the passage of a laser beam. This structure was suit
for electric polarization measurements in the tempera
6611063-7834/98/40(4)/3/$15.00
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range from room temperature to 220 °C. The temperat
was measured by means of a Chromel-Alumel thermocou
The laser had an output power of 0.5 W and an emiss
wavelength of 4880 Å. The latter corresponded to the intr
sic absorption of Tb2(MoO4)3 due to the dipole-forbidden
transitions7F6⇒5D4 ~Ref. 9!. The laser beam was paralle
to the orthorhombic@110# axis and passed through th
middle of the sample at various distances from the~001!
faces. The polarization plane of the laser radiation was p
pendicular to the~001! faces. At the given radiation powe
level and wavelength the equilibrium temperature of t
sample in the container with the heater off was appro
mately 40 °C. The equilibrium temperature was determin
experimentally prior to the start of the photoinduced volta
measurements.

Before the measurements the temperature of the sho
sample was raised to 40 °C by the heater without radiat
Once this temperature had been established, the laser
turned on, the heater was turned off, the shorting contact
opened, and the sample was connected to the electrom
The measurements were thus performed in thermal equ
rium between the sample and the laser beam. This cond
eliminated any contribution from the pyroelectric effect. T
measured potential differenceV(t) at timet was proportional
to the photoinduced electric polarization of the sam
Pind(t)5P(t)2P(t0). Here P is the electric polarization,
and t0 is the start time of the measurements. The meas
ment results are shown in Fig. 1. The various curves w
measured at the same temperature of 40 °C but with diffe
shapes of the laser beam cross section.

Curve1 was measured while the sample was illuminat
with an unfocused beam having a circular cross section
diameter'1 mm. We see that the illumination of the samp
creates a potential differenceV(t) between its~001! faces
that increases with time. The average photoinduced elec
polarizationPind(t) over the volume of the sample is dete
© 1998 American Institute of Physics
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mined from the measured quantityV(t) according to the re-
lation Pind(t)5@V(t)•Csam1Cadd)]/S. HereS50.09 cm2 is
the area of the~001! faces of the sample, between which t
potential differenceV(t) was measured. The rate of increa
of the potential difference decreases with time. The volta
after four-hour illumination of the sample is 6.2 V. It corr
sponds toPind544531029 C/cm2, which is two and a half
times the room-temperature spontaneous polarization
Tb2(MoO4)3: Ps5187.53109 C/cm2 ~Ref. 10!. The photo-
induced polarization has the same sign as the spontan
polarization. The potential differenceV(t) remains almost
constant after removal of the laser beam, decreasing by a
percent after 24 h. After shorting of the photopolariz
sample the temperature dependence of its spontaneous p
ization Ps(T) does not differ more than a few percent fro
the initial value. In Tb2(MoO4)3 radiation at the wavelength
l154880 Å stimulates strong luminescence in the green
of the spectrum nearl2'5425 Å. The luminescence quan
tum yield is'20%.

For the measurements in curve2, the laser beam wa
focused by a cylindrical lens. The beam cross section wa
the shape of a narrow stripe approximately 0.1 mm wide
approximately 2 mm long, oriented along the polar@001#
axis of the crystal and passing through the middle of
~110! face, its ends almost touching the~001! faces of the
sample. Clearly, when the beam is focused in this way,Pind

increases more rapidly than without focusing. The electro
eter input voltage after 4.5-h illumination of the sample
28 V. This voltage corresponds toPind'231026 C/cm2,
which is an order of magnitude higher than the spontane
polarization.

For the measurements in curve3, the beam formed a
stripe parallel to the~001! faces of the sample and was d
rected onto the middle of the~110! face of the sample. It is
evident that for this orientation of the laser spotPind in-

FIG. 1. Photovoltage in Tb2(MoO4)3 versus time for various laser beam
cross sections.1! Circular cross section of diameter 1 mm;2! stripe of width
0.1 mm and length 2 mm, parallel to the@001# axis of the crystal;3! the
same cross section as for curve2, but with the stripe perpendicular to th
@001# axis;4! the same cross section as for curve2, but from later measure-
ment.
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creases far more slowly with time than in the two preced
cases.

For the measurements corresponding to curve4, the la-
ser spot was oriented as in the curve-2 measurements. A
comparison of curves 2 and 4 shows that the effect depe
on the previous irradiations of the sample.

The values of the photocurrent can be determined fr
the curves in the figure by means of the relationi (t)
52(Csam1Cadd)(dV/dt). The values of the current at th
start of illumination arei'10211 A. The current depends on
the distance between the illuminated spot and the electro
The larger the distance, the lower is the current.

The value attained by us for the photoinduced fie
Eind52.53106 V/cm is two orders of magnitude higher tha
the valueEind51.053104 V/cm for SbSi0.35Br0.65 in Ref. 1
and is an order of magnitude higher than the valueEind

5105V/cm for LiNbO3 in Ref. 3. In Ref. 3Eind was evalu-
ated by direct measurements. In the present study and in
1 it was determined from measurements of the photopo
ization Pind according to the relationEind54pPind /«. The
values of« are 10 for Tb2(MoO4)3 ~Ref. 11! and 23103 for
SbSi0.35Br0.65 ~Ref. 1!.

According to Fridkin,12 there are two possible causes
the onset of anomalously high photovoltages: 1! the photo-
voltaic effect; 2! transition photocurrents.

The photovoltaic effect refers to the generation of
steady current~the photovoltaic current! in a single-domain
ferroelectric single crystal when it is uniformly illuminated
the induced current can be attributed to the asymmetry of
potential distribution of impurity centers. As a result of th
asymmetry the photoexcitation of an impurity center cau
an electron to be ejected into the conduction band, produc
a steady current. In our case the role of such centers ca
filled by Tb31 ions. The asymmetric potential distribution o
these centers also causes them to move when ion
~Franck–Condon relaxation!. This mechanism also contrib
utes to the steady photovoltaic current.

The AHP effect in ferroelectrics can be identified n
only with the steady photovoltaic current, but also with tra
sition photocurrents. According to Fridkin,12 transition pho-
tocurrents can be induced as a result of shielding the sp
taneous polarization by nonequilibrium carriers and from
influence of nonequilibrium carriers on the magnitude of t
spontaneous polarization.

The presence of transition photocurrents in our exp
ment is obvious from theV(t) curves. The derivativedV/dt,
which is proportional to the photocurrent, decreases a
long timest. This behavior is typical of a transition curren
However, the nature of the transition current is vague. If
observed values ofV(t) were associated with the influenc
of nonequilibrium carriers on the spontaneous polarizat
Ps(T), the long persistence ofV(t) on the irradiated, un-
shorted sample after the removal of illumination would ind
cate that the photoinduced polarizationPind was equal to the
changeDPs(T) induced in the spontaneous polarization
nonequilibrium carriers. In that event, however, the cur
obtained from measurements of the temperature depend
of the spontaneous polarization of the sample after it h
been illuminated and shorted would have the fo
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Psind(T)5Ps(T)1DPs(T)5Ps(T)1Pind , which would
differ from the initialPs(T) curve by an amount equal to th
photoinduced polarizationDPs(T)5Pind . As mentioned,
Pind is an order of magnitude larger thanPs(T). Our mea-
surements of the temperature dependence of the spontan
polarization of the sample after its illumination and shorti
have shown that thePsind(T) curve does not differ more
than a few percent from the initialPs(T) curve. Conse-
quently, DPs(T)!Pind , and the measured effect is not r
lated to the influence of nonequilibrium carriers on the sp
taneous polarization.

Shielding of the spontaneous polarizationPs cannot pro-
duce the observed values ofPind , for two reasons: 1! the
shielding ofPs cannot alter the polarization of the sample
an amount in excess ofPs ; 2! the sign of Pind must be
opposite that ofPs when the latter is shielded. It follows
therefore, that the nature of the transition currents in
experiment is not the same as that described in Ref. 12.
solution of the steady-current problem will require addition
measurements, which are now in the preparation stage.

The authors are indebted to V. V. Kveder and V.
Sinitsyn for valuable discussions.
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Theory of self-trapped free-carrier states~fluctuons! at polarization fluctuations in
KTaO3:Li,Nb-type disordered ferroelectrics has been developed. The main characteristics of the
fluctuon, viz. its energy, localization length, effective mass, and mobility have been
calculated as functions of impurity-dipole concentration and temperature. The theory predicts the
appearance of stable fluctuon states both in the ferroelectric–dipole-glass mixed phase and
in the dipole glass state of disordered ferroelectrics. The possible participation of fluctuons in
conduction and other transport phenomena in disordered ferroelectrics is discussed.
© 1998 American Institute of Physics.@S1063-7834~98!03204-3#
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Self-trapped carrier states, such as polarons1 and
fluctuons2, play an essential part in the physics of semico
ductors and insulators. It is known that the fluctuon is
carrier trapped close to a fluctuation in crystal polarization2,3

Therefore fluctuons result from carrier interaction with bo
longitudinal and transverse lattice vibrations. The latter
particularly important for ferroelectrics, where spontaneo
polarization is connected with transverse phonons. Phy
of self-trapped states was being developed primarily for
larons~see, e.g., Refs. 1,4!, whereas information on fluctuo
states is very scarce. A theory of fluctuons in conventio
ferroelectrics was put forward in Ref. 5, where domain wa
were considered as the main source of polarization fluc
tions. At the same time disordered dipole systems residin
the dipole glass state or in a mixed ferroelectric-glass ph
contain only polar clusters with short-range order, or co
isting short- and long-range order~see, e.g., Ref. 6 and ref
erences therein!. Obviously enough, polarization fluctuation
should be a characteristic feature of such systems. Ta
into account that many systems with random electric dipo
exhibit noticeable electrical conduction7–9, one may expect
that fluctuon formation is more probable in such syste
than in conventional ferroelectrics.

This work develops a theory of self-trapped fluctu
states of carriers in systems with random electric dipo
which are capable of inducing dipole-glass–ferroelect
glass–ferroelectric-phase transitions.

The calculations are performed for a model disorde
system with electric dipoles, K12xLi xTaO3 ~KLT !, with x
,0.05, where off-center Li1 ions act as randomly locate
and oriented electric dipoles in the incipient ferroelect
KTaO3. It is known that lithium dipoles in KLT induce a
ferroelectric phase transition forx.0.05 and dipole-glass–
ferroelectric-glass phase transitions forx<0.05 at low tem-
6641063-7834/98/40(4)/6/$15.00
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peraturesT,50 K.10 We are going to show that due to larg
polarization fluctuations in the above two phases, the fl
tuon states of self-trapped carriers are stable, and that
produce very shallow local carrier states in the crystal’s
ergy gap.

1. GENERAL EQUATIONS

The fluctuon energy functional for the case of stro
coupling with polarization in a dielectric containing dipo
impurities can be written in the effective-mas
approximation1! similarly to the way this was done by Peka
~see, e.g., Ref. 1!:

W5
\2

2m*
E u~¹c!2ud3r 2E PDd3r 1E f d3r , ~1!

where m* ,c, and D are, respectively, the effective mas
wave function, and electric field induction of the carrier,P is
polarization, andf is the free-energy density of a disordere
dielectric with dipole impurities11. The simplest expression
for f is obtained in the case of eight possible impurity-dipo
orientations11

f 5
C

2
~¹P!21

4p

C1
F1

2
P2

2
d* 2

V0
2b
E

0

`@12cos~rP1E0~r!!#exp@F1~r!#

sinh~pr/2b!rE0~r!
drG ,

Cl5~1/«`!2~1/«0!, ~2!

whered* 5g0d«0/3 is the effective impurity dipole moment
g0 is the Lorentz factor,«0 and «` are the low- and high-
frequency dielectric permittivities, respectively, the functio
© 1998 American Institute of Physics
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E0(r) and F1(r) characterize, respectively, the mean fie
and halfwidth of the random-electric-field distribution fun
tion in the system11, P15PV0 /d* , V0 is the unit cell vol-
ume, andb[1/kT. VectorD is the electric-field induction of
the carrier~electron!:1

D„r …52eE uc~r1!u2
~r2r1!

ur2r1u3
d3r 1 . ~3!

For definiteness, we are going to assume below thaP
and D are oriented along thez axis, i.e. thatP5Piz and D
5D iz .

Equation ~1!, combined with Eqs.~2! and ~3!, deter-
mines the static properties of the fluctuon. By applying
Eq. ~1! independent variations inc and P, we obtain the
following equations for the fluctuon structure2!

2D@c#2CDP

1
4p

C1
F P2

d* 2

V0
2b
E

0

`sin~rP1E0~r!!exp@F1~r!#

sinh~pr/2b!
drG50 ,

2
\2

2m*
Dc2eP~c!E c~r1!

~z2z1!

ur2r1u3
d3r 150 . ~4!

Equations~4! have to be solved subject to an additional n
malization condition

E ucu2d3r 51 ~5!

The coupled partial integro-differential equations~4!
represent the main result of this theoretical work. They
extremely complex and have many classes of solutions, w
one of them describing the carrier trapped at various non
formities in P of domain-wall type. Many physically impor
tant conclusions can be drawn by analyzing the case of m
roscopically uniform polarization, i.e. the case ofDP50. In
this case the expression relatingD andP becomes algebraic
rather than differential, so that

D5
4p

C1
F P2

d* 2

V0
2b
E

0

`sin~rP1E0~r!!exp@F1~r!#

sinh~pr/2b!rE0~r!
drG .

~6!

It should be pointed out that forP15L, i.e., at equilibrium,
the bracketed expression in Eq.~6! is zero, so thatD50, and
the fluctuon does not exist. This means that despite our
glecting the term withDP the fluctuon remains to be a
essentially nonlinear phenomenon. Moreover, inclusion
DP would only introduce unjustifiable complications, sin
the most essential fluctuations in disordered systems aris
a result of disorder, and they are described by Eq.~6!.

Equations~4!–~6! make up a fairly general system.
can be applied to investigation of the effect of carriers
polarization in disordered dielectrics. This effect turns out
be essential in the compounds under study12 and is typical of
photoferroelectrics13. This system is still, however, too com
plex, and we have not been able to find an analytical solu
to it. Therefore we are going to study the properties of
fluctuon by direct variational techniques. To do this, we ha
-
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i-
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e-

f
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e
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to substitute Eq.~6! into ~1! with due account of Eq.~3!, and
to minimize the expression thus obtained using Eq.~5! with
some trial function.

We shall have first to investigate the relation betwe
polarization and induction, which is important also for d
scription of dielectric hysteresis in the systems of inter
here for the case whereD is the induction of an externa
electric field. We are turning now to a study of this pheno
enon.

2. DIELECTRIC HYSTERESIS

Equation ~6! can be recast in dimensionless variables

D5P1

24pntE
0

`

sin~2pP1g2~x!!
exp@22png1~x!#

sinh~2p2ntx!
dx,

~7!

where D5C1V0D/4pd* , n5nrc
3 , t5T/TcMF , kBTcMF

54pnd* 2/3«0, x5rd* 2/«0r c
3 , and the functionsg1(x) and

g2(x) are related to functionsF1(r) and E0(r) written in
dimensionless variables. In the mean-field approximation
~7! allows simplification to

D5P12tanhS P1

t1
D . ~8!

The P1(D) relation ~8! is plotted in Fig. 1 for different
values oft. This relation is seen to bes-shaped fort,1
(T,TcMF), i.e., in the ferroelectric phase. As this will b
shown later, part of theP1(D) curve, wheredP1 /dD,0,
corresponds to the maximum of energy~rather than to its
minimum, wheredP1 /dD.0), i.e., to the unstable fluctuon
Thus the dependence ofP1 on external electric field in ferro-
electric phase~in our case it is electric inductionD) has the
form of conventional hysteresis. A qualitatively similar sit
ation is obtained also beyond the mean-field approxima
~Fig. 1b!.

Note that if one considersD as a function of externa
electric field, the hysteresis dependencesP(E) can be used
to describe the experimentally observed dielectric hyster
loops in KTN and other incipient ferroelectrics with dipo
impurities ~see, e.g., Refs. 10,12,14,15!.

3. FIXED FLUCTUON

The P1(D) relations~Fig. 1! permit an important con-
clusion, namely, that both stable and unstable parts of
hysteresis curve can be approximated by straight lines, w
the deviation being the largest at the points wheredP1 /dD

50. This approximation does not affect the qualitative
sults while at the same time permitting a straightforwa
analysis of the fluctuon structure similar to the case of
kar’s polaron1.

Approximation of the hysteresis relation~7! by straight
lines can be achieved by expanding it in the vicinity ofP1

5P0, D(P0)50 to first order inD :
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P15P01
D

F~n,t!
, F~n,t!5S dP1

dD
D U

P5P0

, ~9!

whereP0 is given by the equation

P054pntE
0

`

sin~2pP0g2~x!!
exp@22png1~x!#

sinh~2p2ntx!
dx.

~10!

The relation can be recast in an explicit form

F~n,t!5128p2n2tE
0

`

xg1~x!cos~2pP0g2~x!!

3
exp@22png1~x!#

sinh~2p2ntx!
dx. ~11!

This expansion for the ‘‘stable’’ part of the hysteresis can
readily made by settingP050 in Eq. ~11!.

Note that the mean-field approximation yields the f
lowing explicit expressions for the above expansion

P15P01D
t cosh2P0 /t

t cosh2P0 /t21
~12!

for the stable, and

P15
t

t21
D

FIG. 1. Hysteresis relationP1(D). The numbers at the curves relate to t
values oft. ~a! Mean-field approximation. Dashed line corresponds to
‘‘unstable’’ part of the hysteresis curve, as well as to its approximation w
straight lines. Vertical bars with arrows identify motion along the hystere
curve. ~b! Analysis beyond the mean-field approximation;nvc

351 - solid
lines,nvc

350.05 - dot-and-dash lines.
e

for the unstable parts of the hysteresis curve.
Using Eqs.~9!–~11!, the fluctuon energy functional as

sumes the following simple form

W5
\2

2m*
E u~¹c!2ud3r 2

2pd* 2

C1V0
2F~n,t!

E D2d3r , ~13!

with F(n,t) given by Eq. ~11!. We readily see that for
D5Dz Eq. ~3! for a spherically symmetric function
c5c(r ) can be identically rewritten

D~r !54pcosu
e

r 2E0

r

r 1
2uc~r 1!u2dr1 . ~14!

To obtain the fluctuon ground-state energy, we choose a o
parameter trial function in Pekar’s form1. With this choice,
this function gives the lowest ground-state energy compa
to all other one-parameter trial functions. It can be written

c5
1

A7pr 0
3/2S 11

r

r 0
DexpS 2

r

r 0
D , ~15!

wherer 0 is the variational parameter.
Substituting Eqs.~14! and ~15! into Eq. ~13! yields

Wc5
3\2

14m* r 0
2

20.428332
e2C1

6F~n,t!r 0
. ~16!

It can be easily shown that within the unstable part of
hysteresis, the energyWc has a maximum~Fig. 2!, whereas
within the stable one it passes through a minimum, so th

r min5
6\2F~n,t!

m* e2C1

, Wmin520.0054946
m* e4C1

2

\2F2~n,t!
.

~17!

The relationsF(n,t) ~dimensionless localization length! and
1/F2 ~absolute value of the dimensionless ground-state
ergy! are shown graphically in Fig. 3 for differentn for the
paraelectric, ferroelectric, and dipole-glass phases in a di
dered ferroelectric~the phase diagram is described, for e
ample, in Refs. 11, 15!. We see that in the ferroelectric phas
the localization length follows a temperature behavior wh
is qualitatively similar to that of spontaneous polarizatio
This is a typical manifestation of the fluctuon~and not of the

s

FIG. 2. Schematic representation ofWc(r 0) @Eq. ~16!# for the ‘‘stable’’ ~1!
and ‘‘unstable’’ ~2! parts of the hysteresis curve.
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polaron! nature of carrier localization in disordered ferr
electrics. Indeed, the growth of spontaneous polariza
with decreasing temperature implies depression of fluc
tions, which, in its turn, reduces the probability of fluctuo
formation. The same behavior follows also from Eq.~17! and
Fig. 3, becauseuWminu}1/r min

2 . The points whereF(n,t)
50 correspond to the ferroelectric transition temperatur11

At these points,r min→0, andWmin→2`. This implies that
the fluctuon collapses at the phase transition point, but h
finite radius in the para- and ferroelectric phases. In
paraelectric phase there is no spontaneous polarization,
carrier localization can occur due to both polarization flu
tuations induced by random electric fields and the conv
tional polaron effect. In the limit asn→0, only the polaron
effect can produce carrier localization. This follows fro
Eqs. ~9! and ~16!, where fort→` and/orn→0 we obtain
F51, which corresponds to Pekar’s polaron1.

Since the asymptotic behavior withn→0 is valid also
for the dipole-glass phase setting in forn,ncr'0.0184~Ref.
11!, we again have here Pekar’s polaron. Forn'ncr and low
temperatures, however, the polaron contribution is esse
for the dipole-glass state as well.

4. EFFECTIVE MASS AND MOBILITY OF THE FLUCTUON

As usual, the effective mass of the fluctuon can be c
culated from its energy when it moves with a low velocit
Since the fluctuon is coupled to the impurity subsystem,
motion will have a dissipative character.

FIG. 3. ~a! Dimensionless localization lengthF and ~b! absolute value of
fluctuon ground-state energyF22 vs dimensionless temperaturet. The
numbers at the curves specify the values ofnrc

3 .
n
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The equations of motion for the fluctuon can be read
derived using the free energy~2! in the form of Landau-
Khalatnikov equations

dP1

dt
52G

dF

dP1
, ~18!

where F is the free energy~2! taken atC50, andG is a
kinetic coefficient connected with the polarization relaxati
time16.

Equation ~18! can be written in an explicit form

dP1

dt
5G

4pd* 2

C1V0
2 FD2P11E

0

`

sin~2pP1g2~x!!

3
exp@22png1~x!#

sinh~2p2ntx!
dxG . ~19!

The linearization procedure in the vicinity ofP0 can be ap-
plied also to Eq.~19!. AssumingP5P01dP, we obtain

ddP

dt
52G

4pd* 2

C1V0
2 @2D1FdP#, ~20!

whereF is defined by Eq.~11!. Equation ~20! has the fol-
lowing solution

P12P05g exp~2gFt !E
2`

t

D~ t1!exp~gFt1!dt1 ,

g5G
4pd* 2

C1V0
2

. ~21!

This solution is valid for an arbitrary fluctuon velocity. In
vestigation of fluctuon motion with an arbitrary velocity~for
instance, in an external electric field! is of interest because i
can be applied to description of transport phenomena~such
as photoconductivity9! in the compounds under study. Suc
an investigation could be performed similar to the way t
was done for Pekar’s polaron17. We shall restrict ourselves
here, however, to studying fluctuon motion with low veloc
ties.

Let the fluctuon move along thex axis. In this caseD
5D (x2vt,y,z), wherev is the velocity. For smallv, Eq.
~21! yields

P1~j,y,z!2P0.
1

FS D1zS ]D

]j D1z2S ]2D

]j2 D 1••• D ,

j5x2vt, z5
v

gF
. ~22!

To obtain Eq.~22! from ~21!, we have sett2t15t2 in Eq.
~21! and expanded the resultant expression int2, taking into
account that]/]t52v]/]j.

As seen from Eq.~22!, for v50 we obtain as the resul
Eq. ~9! for a fixed fluctuon. Substitution of Eq.~20! into Eq.
~1!, followed by some straightforward algebra, yields an e
pression for the energy of the low-velocity fluctuon
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Wv5
\2

2m*
E u~¹c!2ud3r 2

2pd* 2

C1V0
2

3F 1

F~n,t!
E D2d3r 2

u2

g2F3E S ]D

]x D 2

d3r G . ~23!

The next step consists, as usual, in substitution into Eq.~23!
of cv5c01v2c1, followed by finding the coefficient ofv2

in the energyWv . This yields

M5
C1V0

2

4pd* 2G2F3E S ]D

]x D 2

d3r , ~24!

whereM is the fluctuon effective mass we are looking fo
To calculate it, we can use the wave functionc0 of the
polaron at rest~15! ~see, e.g., Refs. 1, 18!.

In the low-velocity limit, the fluctuon mobility can also
be calculated. It can be shown that in an external elec
field E ~we assume it to be directed along thex axis! the
equation of motion of the fluctuon has the form

eEv5
dWt

dt
, ~25!

whereWt is the energy of the moving fluctuon. For smallv,
dWt /dt.Wt /t0, where t0 is the polarization relaxation
time. Since for lowv, Wt2W0.Mv2/2, whereW0 is the
mass of the fluctuon at rest, andM is the effective mass
~24!, we obtain for the mobilitym5v/E

m5
2et0

M
. ~26!

Expression~26! for the fluctuon mobility is formally identi-
cal with the relation for the mobility of a band carrier in
semiconductor~see, e.g., Ref. 19!. It implies that for low
velocities the mobility of the fluctuon is inversely propo
tional to its effective mass.

Using Eqs.~14! and~17!, we substitute the trial function
~15! into ~24! to obtain

M52.71931027
C1

6V0
4e8m* 3

G2d* 4\6

1

F6
~g!. ~27!

The dimensionless effective mass and mobility of t
fluctuon are shown in Fig. 4a, b, respectively. We see tha
the phase transition point the effective mass goes to infin
and the mobility vanishes. This means that at phase tra
tion points the fluctuation contribution to mobility vanishe
The fluctuon contribution is seen to be the largest atT50 in
the ferroelectric phase. This indicates that thermal and sp
fluctuations in the impurity subsystem depress the fluct
contribution to conduction.

It should be pointed out that the mobility behaves w
temperature and concentration qualitatively similarly to
localization length~compare Figs. 3a and 4b!, so that all the
effects discussed above manifest themselves in mobility
well.

Let us make some numerical estimates. Regrettably,
experimental data~see Refs. 10, 14, 15 and referenc
therein! available for disordered dielectrics are not sufficie
ic

at
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for making a more or less accurate calculation of the fluctu
parameters. We shall therefore restrict ourselves here
order-of-magnitude estimates only. Equation~17! yields

r min53.18
F

aC1
,~Å!, Wmin520.16

aC1
2

F2
,~eV!, ~28!

wherea5m* /m0, andm0 is the free-electron mass. For th
effective-mass approximation used here to be valid,r min

should be large enough thatr min /a>324, wherea.4 Å is
the lattice constant of KTaO3. Assuming in Eq.~28! r min

53a, we obtainF/aC1.3.8, which yields

Wmin.2
0.01

a
,~eV!.

It is known that the effective-mass approximation is valid f
uWminu<0.01 eV. In this casea;1, i.e. for the fluctuon to
exist, the bare carrier should be heavy. This conclusion
limited, however, to the effective-mass approximation e
ployed here.3!

Estimates of the effective mass and mobility likewi
turn out to be rather crude because of the lack of relia
information on G. AssumingG;V0 /Wmint0, we come to
M;103m0. This estimate makes the fluctuon contributio
to conduction very small, but one should bear in mind th
more accurate values ofG and m* could change this value
by orders of magnitude.

Partial support of ISSEP Foundation~Grant SPU072012!
is gratefully acknowledged.

FIG. 4. ~a! Fluctuon dimensionless effective massF26 and ~b! fluctuon
mobility F6 vs dimensionless temperaturet. The numbers at the curve
specify the values ofnrc

3 .
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1!We neglect here the anisotropy in carrier effective mass, which does
affect qualitatively the properties of the fluctuon.

2!It should be kept in mind that for the fluctuon ground statec is a real
function.

3!Our method permits one to go beyond the effective-mass approxima
In this case the periodic potential of the host crystal lattice should
included into the fluctuon functional~1!.
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Identification of biphonons from prominent features of the angular and energy
dependences of the inelastic-scattering cross section of biphonon-splitting neutrons

O. A. Dubovski  and A. V. Orlov

Physics and Power Institute, 249020 Obninsk, Kaluga Province, Russia
~Submitted October 8, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 728–734~April 1998!

The dispersion relations and wave functions of biphonon and dissociated two-phonon states of
anharmonic crystals are used to determine the cross section of inelastic scattering of
neutrons that split biphonons into unbound phonons, which scatter each other as a result of their
anharmonicity. Prominent features are found of the angular and energy dependences of the
cross section, useful for analyzing experimental data to identify biphonons; it is possible that these
features can also be used for subsequent, potentially major modification of the system of
existing criteria, based solely on energy-balance considerations for the classification of series of
spectral resonances, supposedly corresponding to bound multiphonon states of various
multiplicities. For a fixed, large loss of neutron energy, the cross section is a maximum in a
‘‘nonhead-on’’ neutron-biphonon collision with a lobe-shaped angular scattering diagram; for
intermediate energy losses the cross section has the largest of all possible values at all
collision angles; and, for small energy losses, the cross section is a maximum for ‘‘head-on’’
collision in a narrow range of angles. For a fixed angle the energy dependence of the
cross section has a resonance peak, which exists at the low-energy edge of a finite energy band
for large angles and, as the angle decreases, gradually increases as it shifts toward the high-
energy edge of the band, which becomes narrower and shifts into the low-energy region. However,
when the angle decreases below a critical value, the still-increasing resonance maximum
changes direction and shifts back toward the low-energy edge. It is shown that, despite strong
oscillations of the biphonon wave function in the presence of negative phonon dispersion,
the cross section does not depend on the sign of the dispersion, i.e., the universal law of
independence from this sign, established previously for the dispersion relation and the
biphonon damping constant, appears to carry over to the cross section. ©1998 American Institute
of Physics.@S1063-7834~98!03304-8#
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Experimental and theoretical studies are currently
progress on the spectra of nonlinear coupled multiexc
excitations and multiphonon vibrational modes involvi
biexcitons, biphonons, triphonons, etc.1–5 These excitations
and modes are investigated in various crystalline mater
— semiconductors, metal hydrides, and ionic crystals —
a variety of methods: slow-neutron scattering, optical exc
tion by lasers in the visible and infrared regions, and elect
scattering.6–10 The narrow peaks observed in the inelas
neutron and photon scattering spectra in the vicinity of bro
bands of dissociated two-phonon and three-phonon state
identified as corresponding to biphonons and triphono
Only the first few components of multiplets of 2, 3,
5, ... fold multiphonon coupled modes, with the addition
inclusion of multiplets of terms of excited bound stat
within the spectral region corresponding to each individ
multiplicity, have been found experimentally.4–13 The iden-
tification of the narrow resonance peaks near the broad b
of dissociated modes as biphonons and triphonons is bas
the present time on general energy-balance considerat
Suppose that a band of, say, optical vibrations with wa
vectork and energyE15E(k) is observed in the one-phono
6701063-7834/98/40(4)/6/$15.00
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region of the spectrum, and a narrow peak with energyEbp

5E2,min22A is observed in the high-frequency region
binary states below the minimum of a two-phonon vibr
tional bandE25E(k1)1E(k2); when the one-phonon regio
of the spectrum does not have any prominent feature at
energyE1,min2A, the narrow peakEbp can be attributed to
anharmonicity of the vibrations, i.e., the possibility that t
energy of the two phonons that decreases by the amoun
the binding energy 2A when they combine to form a bi
phonon. Apart from energy considerations, at the pres
time there is no direct proof that the given peak correspo
to a bound biphonon or triphonon. As a result, other versi
of the existence of local states associated with various ty
of defects, or anomalies in the density of states of~e.g.!
diamond,1 etc., have been advanced in addition to the abo
stated prevalent explanation to account for the nature of
indicated peaks in the interpretation of the results of myr
experiments reported to date. We note for future consid
ation that the anharmonicity constantA in vanadium hydride
is negative,6 and in diamond the narrow, hypothetically b
phonon line is situated above the band of dissocia
© 1998 American Institute of Physics
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two-phonon states.1

In the present article we propose to identify the pea
supposedly associated with bound multiphonon states
analyzing prominent features of the angular and energy
pendences of the cross section of inelastic neutron or ph
scattering leading to the splitting of biphonons, triphono
etc. We note that the detailed biphonon structure has on
slight influence on the angular dependence of the cross
tion of inelastic neutron scattering with the generation
biphonons and the corresponding release of the total
phonon energyEbp by a neutron, because this dependenc
linked, in terms of Feynman diagrams for example, to
interaction of two emitted phonons in the final state. In su
scattering, of course, the rates of generation of a biphono
an integral bound two-phonon complex and generation o
single phonon differ, for example, as a result of the la
effective mass of the biphonon; in either case, howeve
single quasiparticle is generated, albeit one that is more c
plicated in the case of a biphonon. A more significant diff
ence should be expected when the incident neutron in ine
tic scattering splits a biphonon into free modes, where o
the biphonon binding energy 2A is released by the neutron
or ~as the reverse process! the neutron gains the biphono
binding energy when two free modes collapse into a
phonon. Here, for example, when energy is gained, not o
the final biphonon state, but also the initial dissociated tw
phonon state depends significantly on the correspond
form of the anharmonic interaction potential, i.e., on the
harmonicity constantA, because in such interaction the di
sociated two-phonon states have the form of interacting,
tually scattering one-phonon modes. Consequently, the f
of the phonon-phonon interaction potential is doubly ma
fested, and it will be shown below that this duality produc
prominent features in the spectra of inelastic neutron sca
ing with the splitting of a biphonon or capture of the b
phonon binding energy. In the present article we discuss
first process, where the anomalies of the scattering cross
tion have the following character.

For a fixed high neutron energy loss, the cross sectio
a maximum in a nonhead-on collision of a neutron and
biphonon with a lobe-shaped angular scattering diagram;
intermediate energy losses the cross section has the m
mum possible value at all collision angles; and for low los
the cross section is a maximum in head-on collision in
narrow angular range. The resonance peak of the energy
pendence of the cross section for a fixed angle is situate
the low-energy edge of a finite energy band; as the an
decreases, the cross section gradually increases while s
ing toward the high-energy edge of the band, which c
stantly narrows and shifts into the low-energy region. Ho
ever, when the angle decreases below a critical value,
resonance maximum, continuing to grow, begins to shift
the opposite direction toward the low-energy edge of
band. Here we show that, despite the strong oscillation
the biphonon wave function in the presence of negative p
non dispersion and the monotonic behavior for positive d
persion, the cross section does not depend on the sign o
dispersion, i.e., the universal law of independence from
sign, having been established previously only for the
s
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phonon dispersion relation and damping constant,1,3 appears
to be preserved here.

One problem encountered in the experimental imp
mentation of the processes of biphonon splitting or the c
ture of its binding energy, of course, is how to create firs
sufficiently high population of biphonon~two-phonon! states
that can subsequently be broken~bound! in interaction with
neutrons. However, this problem can be solved, as befor
optical experiments, for example, by preliminary hig
intensity laser irradiation, which leads to the generation
biphonons having a wave vector corresponding to the la
frequency, owing to direct vertical transitions from som
low-lying band of local states having weak dispersion. R
cently fabricated new-generation devices having a high n
tron flux and interfaced with high-resolution neutron spe
trometers could possibly be used to run experime
analogous to those performed nowadays in nonlinear op
involving the preliminary production of a macroscopic de
sity of excitons, which then serve as light scatterers. We n
that the theory developed below can be used in studying
only relatively high-frequency multiphonon modes with e
ergies ;2002700 meV ~Refs. 6 and 7!, but also low-
frequency acoustic biphonons with energies;10 meV~Ref.
14!, for which the population problem is easier to treat.

We consider the scheme of inelastic scattering of tw
dimensional neutron waves by a plane, homogeneous sy
of crystal chains in the geometry shown in Fig. 1. Note th
such a scheme of the phenomenon is amenable to ana
and subsequent elaboration. For example, it is fully ap
cable to real crystals because experimental data have
published on the introduction of quasi-one-dimension
chain-configured hydrogen and deuterium atoms in hydri
of transition metals such as~e.g.! lutetium hydride.15 Shown
schematically in the upper half of Fig. 1 above the crys
chain is the initial state: a high-energy neutronn i ~the long,
bold arrow! incident at angleu relative to the normal and
colliding with it @at the angle (p/2)2u#, a biphonon BP with
wave vectorK. We consider an inelastic scattering geome
that is entirely feasible with neutron spectrometers, wher
lower-energy neutronn f ~the short, fine arrow! departing in
the direction perpendicular to the chain is fixed in the fin
state represented in the lower half of Fig. 1. Here the angu
is such that the sign of the projection of the wave vector
the incident neutronn i onto the axis of the chain is opposit

FIG. 1. Geometry of neutron-biphonon inelastic scattering.
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to that of the biphonon wave vector, and the moduli of the
quantities are equal or differ by a finite number of reciproc
lattice vectors. Inasmuch as the total wave vector along
axis of the chain in the initial state departs along the perp
dicular to the chain, this projection is also equal to zero, a
the splitting of the biphonon is accompanied by the gene
tion of two unbounded phonons having oppositely direc
wave vectors6k. The theory developed below to describ
the inelastic scattering of neutrons with the splitting of
phonons in the given geometry can be used for appropr
generalization to more complex experimental conditio
~e.g., involving the oblique departure of neutrons, filling
the entire band of biphonon states, the investigation of c
ture of the biphonon binding energy with the initial and fin
states inverted, etc.!.

According to the general theory,1,3 the HamiltonianHph

of the subsystem of optical phonons, taking into account
anharmonicity of the vibrational modes, i.e., phonon-phon
interaction, has the following form in second-quantizati
site representation:

Hph5(
n

E0Bn
1Bn1(

nm
VnmBn

1Bm2A(
n

Bn
1Bn

1BnBn ,

~1!

whereE0 is the optical phonon energy without regard for t
band componentVnm characterizing the transfer of phonon
Bn

1 and Bn are the corresponding Bose operators of vib
tional excitations at siteb, andA is the anharmonicity con
stant of contact phonon-phonon interaction. When the in
action of nearest neighborsVnm5Vdn,m61 is taken into
account, one-phonon states with the wave vectork have en-
ergy E(k)5E012V cosuku ~from now on all wave vectors
will be tacitly given in units of 1/a, wherea is the ‘‘lattice
constant’’ of the crystal chain!. The two-phonon states of th
system are sought in the form1,3

u2&5(
nm

CnmBn
1Bm

1u0&, ~2!

whereCnm is a wave function, andu0& is the ground state
The wave functionCnm and the energyE of the two-phonon
states are found by the solution of the Schro¨dinger equation

Hphu2&5Eu2&. ~3!

The substitution of Eq.~2! into ~3! yields the system of equa
tions for Cnm andE

~E22E0!Cm5V~Cn11,m1Cn21,m1Cn,m111Cn,m21!

22ACnmdnm . ~4!

The solution of the system of equations~4! for a bound bi-
phonon state with wave vectorK and energyE5Ebp(K) has
the form1,3

Cnm5Cnm
BP~K !5

1

AN
AtanhxS 2

V

uVu D
n2m

3expS i
K

2
~n1m!2xun2mu D , ~5a!
e
-
e

n-
d
-

d

te
s

p-
l

e
n

-

r-

E5EBP~K !52E02A~2A!21@4V cos~K/2!#2, ~5b!

x5x~K !5Arsh ~A/@2uVucos~K/2!# !, ~5c!

where N is the number of sites in the main volume,x
5x(K) characterizes the spatial attenuation rate of the a
plitude of the biphonon state, and 1/x therefore determines
the radius of this bound state. We note that for a givenA
.0 the biphonon wave function as a function ofun2mu
decays uniformly forV,0 but forV.0 it decays with rapid
oscillations. On the other hand, theE5Ebp(K) and x(K)
curves are identical in both cases. ForA,0 the signs ofV
for the two types of decay are inverted. A slight modificati
of the theory developed here fully validates it for determ
ing the cross section for a neutron to capture the bind
energy of a biphonon withA,0 after it interacts with the
neutron and splits into free phonons. It is possible that
diamond, in particular, the postulated biphonon splitting e
periment could lead to resolution of a controversial iss
long debated in the literature, as to whether the abo
mentioned line observed in the energy spectrum does in
correspond to a biphonon.1 We note that the question of th
sign of V, i.e., the sign of phonon dispersion, has not be
adequately studied for metal hydrides, owing to the difficu
of single-crystal preparation.

The solution of the system of equations~4! for the dis-
sociated state, i.e., two mutually scattering phonons w
wave vectors6k and energyE52E(k), has the form

Cnm
dis~k!5~2/N2!~cos@k~n2m!#1T exp~ ikun2mu!!,

~6a!

E52E~k!14V cosuku, ~6b!

T~k!5@211 i ~2V/A!sinuku#21, ~6c!

where the second term on the right-hand side of Eq.~6a!
represents the scattered wave in the two-body problem
duced to single-particle formulation, andT(k) is the corre-
sponding scattering amplitude.

In calculating the neutron inelastic scattering cross s
tion, we use the approximation of direct contact interact
of particles for the neutron-phonon interaction Hamiltonia

H int5(
n

Wnn
1nnBn

1Bn , ~7!

whereW is the interaction energy, andnn
1 and nn are the

corresponding second-quantization neutron operators. In
representation on the chain model the operatorsnn form a
subspace of neutron operatorsnn on the corresponding two
dimensional crystal gridn5(n1 , n2), which includes the
chain n15n, n250. The transformation fromnn to the
secondary-quantization neutron operatorsn in the represen-
tation of two-dimensional wave vectorsq5(q1 , q2) is given
by the relations

nn5(
q

nqwn~q!, wn~q!5~1/N!2exp~ iq–n!.

For the scattering of neutrons in metal hydrides, the inter
tion HamiltonianH int in Eq. ~7! depends explicitly on direc
neutron-proton interaction. To calculate this interaction
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detail using a representation of the form~7!, including trans-
formation from the operatorsnq

1 , nq , andxn , wherexn is
the proton shift translation operator,12 to the operatorsnn

1 ,
nn , andBn

1 , andBn in ~7!, would serve no purpose at th
stage of the calculations. In the first Born approximatio
which is customarily used in the study of neutro
scattering,16 the double differential cross section of the giv
inelastic process is defined as

s9~«,u!5
d2s

d«du
5s0 (

f
u^ f uH intu i &u2d~« f2« i !, ~8!

wheres0 is a constant factor, whose exact value is not
sential to our investigation of the general laws governing
energy and angular dependence ofs9. In Eq. ~8! u i & and u f &
are the initial and final states~Fig. 1! with corresponding
energies« i andef , defined by the equations

u i &5(
nmp

Cnm
bp ~2K !wp~qi ! Bn

1Bm
1nqi

1 u0&,

« i~K !5~\2qi
2/2M !1EBP~K !, ~9a!

u i &5(
nmp

Cnm
dis~k!wp~qf ! Bn

1Bm
1nqf

1 u0&,

« f~k!5~\2qf
2/2M !12E~k!, ~9b!

whereM is the neutron mass. To simplify the calculation
we assume that the neutron transfers much of its energ
the lattice, so that the energy and wave vector of the dep
ing neutron are small in comparison with the incoming qu
tities (uqi u@uqf u). In this case, for a fixed energy loss to th
lattice

«5~\2/2M !~ uqi u22uqf u2! ~10!

the biphonon wave vector and the sine of the angle of in
dence are linearly related:K5sinu (2M«/\2)1/2, so that the
dependence of the cross sections9 on K is easily trans-
formed into the angular dependences9(u). In normal inci-
denceK5u50, and in the opposite limit of tangential inc
dence the value of the wave vector at the boundary of
Brillouin zone K5p/a corresponding to the limiting angl
u'p/2 for an energy loss«'20 meV and a chain lattice
constanta'1 Å; this result is fully admissible from the
viewpoint of methodological capabilities in experimen
work. To transform from the biphonon wave vectorK to the
scattering angleu, we use the relation

Ka5sin uA2M«a2/\2. ~11!

The substitution of Eqs.~5!, ~6!, and ~9! into ~8! gives the
following relation for the double differential scattering cro
section:

s95s0E dkU(
nm

Cnm* BP~K !Cnm
dis~k!S~qi ,qf !U2

3d@« f~k!2« i~K !#, ~12a!

S~qi ,qf !5wn* ~qi !wn~qf !1wm* ~qi !wm~qf !. ~12b!

Detailed calculations involving the substitution of the e
plicit forms of CBP, Cdis, and w after partial summations
,

-
e

,
to
rt-
-

i-

e

l

which naturally yield the condition of conservation of th
projection of the total wave vector onto the axis of the cha
lead to the following relation fors9(«, u):

s9~«,u!5s0 tanhxE dkuR~K,k!u2d@« f~k!2« i~K !#,

~13!

where

R~K,k!5(
m

S 2
V

uVu D
m

expS 2 i
K

2
m2x~K !umu D

3@cos~km!1T~k!exp~ ikumu!#.

The sums involved in Eq.~13! are equal to

(
m

~2V/uVu!m cos~km!exp@2 i ~K/2!m2xumu#

5a~K,k!/b~K,k!, ~14a!

(
m

~2V/uVu!mexp@ ikumu2 i ~K/2!m2xumu#

5g~K,k!/b~K,k!, ~14b!

where

a~K,k!5sinh x@coshx1cosk cos~K/2!#, ~15a!

b~K,k!5@coshx1cosk cos~K/2!#2

2sin2 k sin2~K/2!, ~15b!

g~K,k!5g8~K,k!1g9~K,k!

5sinh~x2 ik !@cosh~x1 ik !7~K/2!#. ~15c!

With regard to the symbol7 in relations ~15!, the minus
sign is used forV,0, and the plus sign forV.0. After
integration overk in Eq. ~13! with allowance for Eqs.~15!
and ~16! we finally obtain the relation for the double differ
ential cross section of inelastic scattering

s9~«,u!5s0

tanhx

sin k0

@a01T08g082T09g09#21@T08g091T09g08#2

b0
2

,

a0[a~K,k0!, b0[b~K,k0!,

g0[g~K,k0!, T0[T~K,k0!, ~16!

where the wave vectork05k0(K) is determined from the
energy conservation law

4V cosk05«2A~2A!21@4V cos~K/2!#2, ~17!

andT08 andT09 are the real and imaginary parts of the sc
tering amplitudeT0 defined in Eq.~6c!.

A remarkable fact emerges here. The change of sign
Eqs.~15! in transition fromV,0 to V.0 does not alter the
cross sections9. The reason is that a change of sign ofV in
the energy conservation law~17! leads to the transformation
k0→p2k0, with cosk0 changing sign. For real-valueda0

and b0 in Eq. ~15a!, therefore, the change of sign is ca
celed, and for the complex-valuedg0 in ~15b!, when the
change of sign is compensated in the real part, the imagin
part changes sign, i.e., the quantity goes over to its comp
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conjugateg0* , so that, in accordance with~12!, s9 is left
unchanged. Consequently, even though forV.0 the bi-
phonon wave functionCnm

BP ~5a! oscillates strongly as (n
2m) changes and might appear at first glance to contrib
nothing tos9 in integral relations of the type~12!; the same
universal law of independence fromV, which applies to the
biphonon dispersion relation and the damping constantx in
Eqs.~5b! and ~5c!, still holds in this case as well, wheres9
is also independent of the sign ofV.

Figures 2–4 show graphs ofs9(«, u) for fixed energy
losses«, representing the angular dependence of the c
section, and also for fixed anglesu, representing the reso
nance energy dependence of the cross section. An analys
Figs. 2–4 shows that the angular and energy curves of
inelastic scattering cross section has specific features tha
serve as special identifiers of the participation of biphon
states in the inelastic scattering of neutrons in the presenc
vibrational anharmonicity.

To illustrate the general form of the angular and ene
dependences of the cross section in the given geometry~Fig.
1!, Fig. 2 shows the cross section as a function of the neu
energy loss. The values of the parameters are chosen clo
their experimental values observed for biphonon modes
hydrogen atoms in metal hydrides. In various transitio
metal hydrides the anharmonicity constant varies fr
;5 meV to;20 MeV ~Refs. 6, 7, and 15!. The widths of the

FIG. 2. Neutron scattering cross section versus the biphonon wave ve

FIG. 3. Inelastic neutron scattering cross section versus the neutron sc
ing angle at fixed neutron energy losses.
te
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-

one-phonon band of optical modes of hydrogen are;5
215 meV. To highlight the biphonon band of uncouple
two-phonon modes, the values of the parametersA510 meV
andV522 meV, which are fully consistent with experimen
tal data, are used in the calculations. We use specific va
of A andV for clarity, although the results of the calculation
can be given for a fixed dimensionless parameterA/V, and
the energy dependence~Fig. 4! can be given with«/V as the
independent variable. The bands of dissociated two-pho
states, the splitting-off of biphonons from this band, and
biphonon band proper are determined for these values of
parameters. Figure 2 shows the behavior ofs9(K) for six
successively incremented energy losses in the inte
«12«9 ranging from «152A14V512 meV to «9

5@(2A)21(4V)2#1/224V529.5 meV, where only zeros o
the d function in ~12! and ~17! exist. When the energy los
increases from the lower limit «1 to «35@(2A)2

1(4V)2#1/2513.5 meV near the boundary of the Brilloui
zoneK5KB[p/a, there appears a narrow, gradually broa
ening region ofK where the cross section, having a max
mum at K5KB , increases as« is increased~curve 1, «
5«2512.5 meV!. Then for«.«3 inelastic scattering take
place in the entire Brillouin zone 0,K,KB with a maxi-
mum atK5KB , along with an overall increase in the cro
section as« is increased~curve 2, «5«4515 meV!. The
maximum value of the cross section is observed for«5«5

52A520 meV ~curve 3!. With a further increase in« the
cross section begins to decrease, but with a relative incre
in the wing ofs9 for smallK ~curve4, «5«6525 meV!. As
« approaches the energy«752A24V528 meV, a maxi-
mum emerges in the Brillouin zone, exceeding the value
s9(K5KB) at the boundary. At the energy«5«7 ~curve5!
we haves9(K5KB)50, and the maximum occurs atK
>(3/4)KB . With a further increase in« in the interval«7

,«,«9 this maximum decreases and shifts into an inter
of wave vectors that closes in aroundK>0, where only ze-
ros of thed function in Eqs.~12! and ~17! exist ~curve 6,
«5«8528.4 meV!. All these features of thes9@«, u(K)#
curve can be obtained analytically from the functional re
tions ~14!–~16! and, at the same time, clarify the physic
significance of the features. For example, the fact thats9
50 for K50 follows from the relationaT2152g, which is

r.

ter-

FIG. 4. Neutron scattering cross section versus neutron energy loss at
scattering angles.
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readily verified in this case. AsK→KB and«→«7, it follows
from ~17! that sink0→0, x→`, T→21, ab>gb1, (a
1Tb)/g→0, and it is necessary to expand the correspo
ing indeterminacy in Eq.~16!.

To obtain the angular dependences9(u) directly for
fixed values of the energy loss, we assume that the la
constant has a value close to actual,a51.5 Å, and that Eq.
~11! relatingK to u has the form

Ka5p sin uA«/«1, ~18!

so that the angleu5p/2 at«5«1 corresponds to the limiting
value ofK at the boundary of the Brillouin zone.

Figure 3 shows the dependence of the cross sectionu
for the same energy losses as in Fig. 2 and with the s
interpretation of the numbering of the curves. It is evide
that as the energy loss increases, the biphonon splits init
in a narrow but expanding interval ofu close top/2, ands9
has an increasing maximum atu5p/2, i.e., for a ‘‘head-on’’
neutron-biphonon collision~curve 1, «5«2). Then as the
energy loss«5«5 is approached, the cross section reache
maximum, which exists atu>0, increasing asu is increased
~curve2, «5«4; curve3, «5«5). With a further increase in
the energy loss the cross section decreases, its maxim
shifting into a narrowing interval close to small anglesu
→0 ~curve4, «5«6; curve5, «5«7; curve6, «5«8). Con-
sequently, the angular scattering diagram for large ene
losses comprises a lobe with zero-valued minima atu50
and u5u0(«), where u0(«→«9)→0, and an increasing
maximum atumax, 0,umax,u0. Curves2–4 in Fig. 3 cut
off at finite angles of incidence, because for large angles
the fixed energy losses for these curves condition~18! is not
satisfied for the biphonon and neutron wave vectors in
first Brillouin zone, and the terms62mKBa must be intro-
duced on the right-hand side of~18! to account for umklapp
processes. Certainly the procedure for taking such proce
into account is an important consideration, but will not
pursued in the present article. Their inclusion amplifies
results obtained here.

Figure 4 shows the energy dependence of the cross
tion s9(«, u) at fixed angles of incidence. Curves1–5 cor-
respond to successively incremented values ofu. At small
angles~curve 1, u5p/16) we observe a broad band with
weak resonance at the low-energy edge of this band. As
angle is increased, the entire band of nonzero-cross sec
shrinks and shifts toward the low-energy region; it is int
esting, however, that the increasing maximum of the re
nance initially shifts, contrarily, into the high-energy part
the band~curve 2, u5p/8, curve3, u5p/5). However, at
angles exceeding a critical valueu>p/5, the shift of the
maximum changes direction and the maximum, continu
to grow, shifts toward the low-energy edge of the ba
~curve4, u5p/4.5; curve5, u5p/4). Curve5 cuts off after
the maximum passes a certain point, where condition~18! no
-
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longer holds, as discussed in connection with Fig. 3 abo
With a further increase inu the calculations yield ascendin
low-energy parts of the resonance, which shift into the lo
energy region.

If future experimentally observed prominent features
the angular and energy dependences of the inelastic neu
scattering cross section exhibit the same general attribute
those found in the present study, this information appen
to general energy considerations can amply serve as cri
proof of the involvement of bound biphonon states in p
cesses of inelastic neutron scattering. The further expan
of research in this direction will possibly lead to a maj
modification of the system of existing criteria, based sol
on energy-balance considerations, for the classification of
ries of spectral resonances corresponding prevalently
bound multiphonon states of various multiplicities. The v
ues assigned to the parameters of the scattering geom
etc., in the present study provide guideposts for such inv
tigations.
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The atomic dynamics of hydration-amorphized PrNi2H3.6 are investigated by the incoherent
inelastic scattering of neutrons, and the spectrum of vibrations of hydrogen atoms is reconstructed.
It is shown that the spectral distribution of thermal excitations can be conceived as consisting
of two bands, whose average energies coincide with the vibrational energies of the
hydrogen atoms in the binary hydrides NiH and PrHx . The final results agree with a previously
proposed structural model of hydrogen amorphization. ©1998 American Institute of
Physics.@S1063-7834~98!03404-2#
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Although the phenomenon of amorphization of certa
intermetallic compounds in reaction with hydrogen has b
known for some time,1 its nature and mechanism have r
mained unclear to the present day. It is obvious that prog
must be sought through investigations of the structure
dynamics of amorphous hydrides formed by such reactio
because information can be obtained both on the ato
structure of these systems and on the characteristics of i
atomic interaction in them. We have previously investiga
the structural aspects of hydrogen amorphization.2,3 We
previously2 employed x-ray diffraction to study the sequen
of phase transformations in the system PrNi2–H in transition
from the crystalline to the amorphous state. In Ref. 3
investigated the atomic structure of the amorphous hyd
PrNi2D3.6 by neutron diffraction and proposed a model of t
hydrogen amorphization of hydrides. In this paper we g
the results of a study of the dynamics of hydrogen atom
PrNi2H3.6 by the inelastic scattering of neutrons.

A sample weighing 40 g was prepared by a proced
similar to that used in Ref. 2 at a temperature of 300 K. T
hydrogen constituency was determined form the quantity
gas absorbed during reaction. The x-ray pattern of
sample~Fig. 1! is completely devoid of Bragg peaks, an
only a slight background modulation is observed. Inelas
neutron-scattering experiments were carried out at room t
perature on a KDSOG-M inverted-geometry spectrome4

mounted on an IBR-2 pulsed reactor. Energy analysis of
scattered neutrons was performed in a high-transmis
modification with only a nitrogen-cooled polycrystalline b
ryllium filter used as the analyzer. Under these conditions
energy resolution of the instrument was 16%~19 meV! at an
energy of 120 meV. The measured time-of-flight spectra
four different scattering angles~after subtraction of the
sample cassette background and correction for the spec
of the incident neutrons! were processed in the incohere
one-phonon approximation, and the contribution of m
tiphonon scattering processes was taken into account in
6761063-7834/98/40(4)/3/$15.00
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Gaussian approximation.5 A correction for the Debye–
Waller factor was made by a self-consistent iterative pro
dure using the experimentally determined spectrum. A
result, a generalized~neutron-weighted, Ref. 6! spectrum of
the vibrational states of the lattice was reconstructed
amorphous PrNi2H3.6: G(T);(s i /Migi(E), where s i ,
Mi , and gi are the neutron scattering cross section,
atomic mass, and the partial spectrum of the vibrations
the i th atomic species, and the summation is carried out o
all atoms in the formula unit. Owing to the very large cro
section of incoherent scattering of neutrons by hydrog
~80 b, as opposed to the typical values for metals, of
order of a few barns! and the low mass of the hydroge
atoms, the functionG(E) essentially represents the spect
distribution of the vibrations of hydrogen atoms in the inve
tigated sample.

The vibration spectrum~Fig. 2! consists of two parts: a
low-energy part~up to 30 meV! associated predominantl
with hydrogen atom vibrations in phase with the vibratio
of the heavier metal atoms~acoustic branches!, and a high-
energy part mainly associated with hydrogen atom vibrati
in antiphase with the metal atoms~optical branches!. The
low density of vibrational states in the acoustic part of t
spectrum indicates the weak participation of hydrogen in
brations at these energies. The most interesting object f
the standpoint of exposing the characteristics of Me-H int
action is the high-energy vibrational band. In discussing
results below, we address only the optical part of the sp
trum, whose average energy is 121 meV.

We call attention to the considerable width of the optic
band, 96 meV, which is significantly greater than the typi
widths for hydrides of crystalline Laves phases. For e
ample, the bandwidth is 60 meV for ZrV2H3.37 and 74 meV
for ZrV2H4.23 ~Ref. 7! and is the result of anisotropy of th
nearest-neighbor environment and appreciable H-H inte
tion. A major increase in the width of the optical spectrum
hydrogen atoms also occurs in conventional amorphous
© 1998 American Institute of Physics
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FIG. 1. X-ray pattern of the hydride
PrNi2H3.6 after subtraction of the inco-
herent background~see Ref. 3!. The bold
curve represents the x-ray pattern of th
original intermetallic PrNi2.
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drides~see, e.g., Ref. 8!, where the initial amorphous alloy i
obtained by quenching from the melt. Such a large width
attributable, on the one hand, to the spread of interato
spacings in amorphous systems and, on the other, to
interaction, possibly more so than in crystalline systems.

In the simplest case, the dynamic behavior of hydrog
atoms in the investigated system can be conceptualize
one of two ways: 1! Hydrogen on the average interacts ide
tically with Pr and Ni atoms~a ‘‘gray’’ metal atom!; 2! the
interactions with Pr and Ni atoms differ. Accordingly, in th
first model the optical band can be expected to consist
single maximum, and in the second it should have t
maxima corresponding to the interaction of hydrogen with
and with Ni. The experimental spectrum of the optical vib
s
ic
-H

n
in

-

a
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i
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tions of hydrogen atoms is approximated by one and t
~Fig. 2! Gaussian curves, where three parameters~amplitude,
position, and width! are varied for each curve. The approx
mation results are summarized in Table I, which also sho
the values of the profile (Rp) and weighted profile (Rwp)
uncertainty factors.9 The two Gaussian curves (Rwp54.8%!
provide a significantly better description of the optical spe
trum than the single curve (Rwp510.08%), so that the spec
trum can be regarded as consisting of two bands. The a
age energy of the first band,E1597 meV ~see Table I!, is
close to the average energy of the optical vibrations of
drogen atoms in the octahedral interstices of binary crys
line nickel hydride@E594 meV for NiH0.8 ~Ref. 10! andE
5100 meV for NiH0.4 ~Ref. 11!#, and the energy of the sec
-

f
s
-
n

FIG. 2. Spectrum of hydrogen-atom vi
brations in amorphous PrNi2H3.6 ~dots!
and approximation of the optical part o
the spectrum by two Gaussian curve
~solid curve!. The dashed curves repre
sent the bands of the optical vibratio
spectrum.
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TABLE I. Parameters of the bands of the spectrum of optical vibrations of hydrogen atoms in amorphous PrNi2H3.6.

Approximation by one Gaussian curve Approximation by two Gaussian curves

E1 DE1 S1 ^E& ^u2& E1 DE1 E2 DE2 S1 S2 ^E& ^u2&

12162 9664 0.9960.02 6262 0.03560.002 9762 7263 13763 8964 0.3460.02 0.6760.04 6362 0.03060.002

Rp56.18%, Rwp510.08% Rp53.78%, Rwp54.82%

Note:HereE1 andE2 are the average energies~meV!, DE1 andDE2 are the full widths at half maximum~meV!, S,1 andS2 are the areas under the spectr
bands, andRp and Rwp are the profile and weighted profile uncertainty factors. Integral characteristics of the spectrum of hydrogen-atom vibratioT
5293 K: ^E& is the average vibrational energy~meV!, andu2 is the mean-square value of the thermal displacements (Å2).
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ond band,E25137 meV is close to the average energy
hydrogen vibrations in the tetrahedral interstices of the
dride PrH2.8 @E513065 meV ~Ref. 12!#. Consequently, the
first band corresponds to the interaction of hydrogen w
nickel atoms, and the second band corresponds to intera
with praseodymium atoms. It can be inferred from the ra
of the areas under these spectral bandsS2 /S151.97 ~see
Table I! that almost one fourth more hydrogen atoms
localized near praseodymium atoms than near nickel ato
consistent with the difference in the hydride-forming prop
ties of praseodymium~maximum constituency of the hydrid
PrH3) and nickel ~maximum constituency of the hydrid
NiH!.

It has been shown2,3 that the amorphized hydrid
PrNi2H3.6 can be regarded structurally to be an interstit
solid solution incorporating the highly distorted lattice of t
original intermetallic PrNi2. The hydrogen atoms are loca
ized in it in such a way as to preserve the same Me-H sp
ings as in the binary hydrides PrHx and NiH. The bonds
between Pr and Ni atoms are broken, and in fact binary
drides are formed at the atomic level.

The correlation between the Me-H spacing and the av
age energy of the optical vibration band of hydrogen in cr
talline hydrides is well known.13,14We assume that the sam
correlation occurs in amorphous hydrides as well. The co
cidence of the average energies of the optical bands in am
phous PrNi2H3.6 with the vibrational energies of the hydro
gen atoms in binary praseodymium and nickel hydrid
indicates that the average Pr-H and Ni-H spacings
PrNi2H3.6 are close to the spacings in the corresponding
nary hydrides. The results obtained in the present st
therefore confirm the previously developed2,3 structural
model of hydrogen amorphization at the interatomic bond
level.
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Ordering of V–H hydrides near the b2d transition

N. L. Arabadzhyan, V. I. Serdobintsev, and V. M. Tavkhelidze

Institute of Physics, Academy of Sciences of Georgia, 380077 Tbilisi, Georgia
~Submitted September 25, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 738–740~April 1998!

Low-frequency acoustics is used to study theb2d phase transition in the vanadium hydride
VH0.73. It is established that the nature of the transition depends significantly on the degree of
perfection of the crystal structure of the hydride. It is shown that such behavior can be
attributed to long-period ordering in the investigated system. ©1998 American Institute of
Physics.@S1063-7834~98!03504-7#
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Problems in the kinetics of the order parameter are
important part of the theory of phase transitions. Among
most widely used investigation methods are measuremen
the dielectric dispersions and absorption, neutron scatte
Raman and Brillouin light scattering, magnetic resonan
and the dispersion and absorption of ultrasound.1,2

All of these methods can be used to investigate fast
laxation processes witht1;10621012 Hz (t is the relax-
ation time of the order parameter!.

Recently, however, there has been major interest in t
sitions to phases characterized by a modulated order pa
eter, where the modulation period is much larger than
period of the original structure. Such long-period structu
are characterized by lower excitation frequencies (t21;1
2104 Hz! and, hence, are successfully investigated by me
ods of low-frequency acoustics.

Vanadium-hydrogen solid solutions are known to form
series of ordered and disordered phases, in which hydro
occupies both tetrahedral and octahedral sites.3 It has been
found that the orderedb phase corresponds to V2H
stoichiometry.3 At lower temperatures (,210 K! another or-
dered phase has been found with the composition V3H2 (d
phase!, which has been investigated previously.4

In this paper we report a low-frequency (;103 Hz!
acoustics investigation of the kinetics of theb2d phase
transformation (Tc;208 K! in the system VH0.73.

1. SAMPLES AND EXPERIMENTAL PROCEDURE

Samples were prepared by spark cutting from sing
crystalline vanadium hydride VH0.73 in the form of having
two notches which enabled thin plates clamping the sam
in a massive support block, while the strip between the
with dimensions 123330.8 mm, functioned as the acoust
resonator proper.

A quarter-wave flexural mode was excited electrost
cally. A metal electrode situated near the free end of
vibrator served simultaneously as the vibration source
detector.

Measurements were performed by the regenerative e
tation of normal modes of the sample by means of an ap
ratus described in Ref. 5.
6791063-7834/98/40(4)/3/$15.00
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In the graphs the temperature dependence of the ela
ity is given in units of the vibrator natural frequencie
squared,n2, and the absorption of vibrational energy is give
in units of the reciprocalQ factor of the vibrator,Q21.

The absorption of energy in the presence of large dam
ing (;1021) is shown in the figures in units of the vibratio
driving voltageU.

In addition, measurements of in-phase and quadra
signals using vector voltmeters6 were performed as a mean
of directly determining the real partx8 and imaginary part
x9 of the complex vibrator amplitude.

2. EXPERIMENTAL RESULTS

Figure 1 shows the results of measurements on an
prepared VH0.73 sample. The measurements were carried
during slow heating of the sample (;0.521.0 K/min!. It is
evident from the figure that the behavior of the elastic mo
lus near 208 K corresponds to a phase transition, as atte
by the kink in the curve atT5208 K ~Ref. 7!. A doubled
central peak is observed on the damping curve at the tra
tion temperature, along with two lower peaks to the left a
to the right ofTc .

To investigate the nature of the satellite peaks, the r
(x8) and imaginary (x9) components of the complex susce
tibility were measured by means of a vector voltmeter.

The result of measuringx8 for the right satellite is
shown in the inset to Fig. 1. It is evident that thex8 disper-
sion curve corresponds to damping of the resonance
rather than the nonresonance type.1

Measurements of the diffuse scattering of x rays w
also performed on the sample. The results are shown in
2. It is evident from this figure that above the transition te
perature in the temperature interval 210–240 K the princi
Bragg reflections are flanked by nearby satellites repres
ing diffuse scattering maxima, indicating a periodic modu
tion of the metallic vanadium lattice.8 The distances from the
satellites to the principal Bragg peaks in reciprocal sp
must be equal to the reciprocal of the period of the mo
lated structure. Calculations show that the modulation per
is ;70 Å.

During cooling–heating cycles the resonance damp
peaks of the VH0.73 samples gradually vanish, the centr
© 1998 American Institute of Physics



b
rin
tio

st
he
ts
a
lu
ng

a
nd
rp

c

nce

f
uble

680 Phys. Solid State 40 (4), April 1998 Arabadzhyan et al.
relaxation peak becomes narrower, and its middle trough
comes smoother. The diffuse satellites in the x-ray scatte
spectra also vanish at the same time, suggesting a rela
ship between the observed features.

Figure 3 shows the temperature spectra of the ela
modulus and damping after multiple thermal cycling of t
sample. It is evident that the damping curve represen
classicall-shaped peak characteristic of second-order ph
transitions, and the inflection point of the elastic modu
curve coincides exactly with the maximum of the dampi
peak at the phase transition temperature.

3. DISCUSSION OF THE RESULTS

The foundation of acoustical methods for the investig
tion of phase transitions is the work of Landau a
Khalatnikov,9 who have shown that the ultrasound abso
tion coefficienta ~which is proportional to the reciprocalQ
factor of the vibrator,Q21), increases in the vicinity of
phase transition according to the expression

a;
v2t

11v2t2 ,

where v is the acoustic frequency, andt is the order-
parameter relaxation time, which exhibits critical slowing a
cording to the law

t;~T2Tc!
21, T→Tc .

FIG. 1. Damping of elastic vibrations (Q21) and elastic modulus (n2) ver-
sus temperature for the hydride VH0.73 in the vicinity of theb2d transition
~after the first cooldown!. Inset: Elastic dispersionx8 versus temperature in
the vicinity of the first satellite.
e-
g
n-

ic

a
se
s

-

-

-

It is evident from Fig. 1 that the temperature depende
of the vibration damping of VH0.73 in the vicinity of Tc is not
at all similar to the classicall-shaped curve characteristic o
continuous phase transitions. The occurrence of the do

FIG. 2. X-ray diffraction patterns of the hydride VH0.73 at three tempera-
tures above theb2d transition temperatureTc ~J denotes the scattering
intensity!. 1! T5210 K; 2! 220 K; 3! 240 K.

FIG. 3. Elastic modulus~in units of the driving frequency squaredn2) and
energy damping of the sample vibrations~in units of the driving voltageU!
versus temperature in the vicinity of theb2d phase transition in the hydride
VH0.73. The excitation voltageU;60 V corresponds to a reciprocalQ fac-
tor Q21;1022.
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absorption peak nearTc requires the fulfillment of two con-
ditions: 1! The acoustic wave must interact with ‘‘soft’’ ex
citations of the order parameters in the low-temperature
high-temperature phases; 2! the reciprocal relaxation time
t21 must become lower than the sample vibration freque
v. In this case the condition of the absorption maximu
vt51 is satisfied twice, once forT,Tc and once forT
.Tc .

The presence of resonance damping peaks in additio
the relaxation peaks in the damping spectrum shows tha
response function for coordinates descriptive of ordering
determined by the behavior of the harmonic oscilla
coupled by interaction with certain internal degrees of fr
dom characterized by the Debye relaxation timet ~Ref. 2!.

This form of the order-parameter response function w
first observed in SrTiO3 ~Ref. 10! in the vicinity of phase
transition atT5105 K at frequencies of the order of 1011 Hz.
In contrast with the cited example, the extremely slow cr
cal dynamics observed by us (v;103 Hz! can be linked only
to long-period structures characterized by ‘‘ultrasof
excitations.11

Inasmuch as phase transitions associated with hydro
ordering in hydrides are accompanied by distortion of
metal matrix, the emergence of order with a long per
should induce diffuse satellites near certain Bra
reflections,8 as is indeed demonstrated in Fig. 2.

We can assume in regard to the evolution of the damp
spectrum in thermal cycling that the structural defe
formed during thermal cycling suppress long-range ord
thereby setting the phase of the order parameter. The s
lizing influence of the defects is manifested in the syst
dynamics, inhibiting the growth of pretransition orderin
clusters and subsequent frequency reduction of ‘‘so
d
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modes. This assumption is confirmed by the disappeara
of the resonance absorption peaks of the vibrations toge
with the disappearance of the diffuse satellites in the x-
scattering spectrum, and also by the substantial narrowin
the relaxation absorption peak, which acquires the shap
the classical ‘‘l ’’ curve ~Fig. 3!.

Our investigations of the phase-transformation kinet
in VH0.73 at Tc5208 K have thus shown that the unusu
form of the low-frequency acoustic absorption anoma
is attributable to long-period modulation accompanied b
b2d transition in the hydride VH0.73.
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Phase transitions in a system of unstable particles
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A study is reported of phase separation in a system of particles created at a constant rate and
having a finite lifetime. It is shown that~1! phase separation is possible if the particle
lifetime exceeds a certain critical value,~2! the particle-density difference between the phases
depends on particle lifetime, and~3! the correlation function in the two-phase region
oscillates~with damping! as a function of spatial coordinates, which implies correlation between
the phase locations. ©1998 American Institute of Physics.@S1063-7834~98!03604-1#
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Phase transitions are usually observed and studie
systems of particles whose lifetime is infinite. In physic
however, there exist a large number of phenomena wh
external pumping creates unstable particles~or quasi-
particles in crystals! having a finite lifetime. Among such
systems are:~1! the electron-hole liquid in semiconductors,1,2

~2! the dielectric exciton liquid in crystals,3,4 ~3! a strongly
excited gas whose excited atoms~molecules! become at-
tracted by resonant interaction to unexcited ones, which m
give rise to formation of a new phase,5–7 ~4! the system of
vacancies and interstitials in a crystal,8,9 and others. In case
~1!–~3!, the particles~electrons and holes, excitons, excit
molecules! are created by external light pumping, and in ca
~4! ~vacancies and interstitials! a high concentration of par
ticles can be produced by a flux of energetic particles~pro-
tons, neutrons, ions etc.!, processes which can be accomp
nied by vacancy coalescence~pore formation! and phase
separation in multicomponent systems. In all the above ca
the particles~quasi-particles! live a finite time; for example,
excited molecules and excitons have a natural lifetime a
besides, can be destroyed in various interactions, elect
and holes, as well as vacancies and interstitials, are capt
by traps and sinks and can recombine.

If the particle generation rate is independent of time
steady state sets in in the system, with the number of
ticles created per unit time equal to that of annihilated p
ticles. The above systems are usually considered to b
equilibrium, with the concentration equal to its steady-st
value generated by external irradiation. If the particle co
centration is high enough, and they are subject to attract
such a system can support different phases, and its p
state will change with changing particle concentration,
actually with the changing rate of their creation. Within
certain region of particle concentration, the total number
particles may not be high enough for a new phase to fo
throughout the volume of the system. In this case the sys
breaks up into regions of different phases. The problem
the properties of such a system is similar to that of spino
decomposition in a system of stable particles. A typi
phase diagram~in the temperature-concentration coord
nates! for spinodal decomposition is presented in Fig. 1.
region 1 there is one phase, and in region 2, two phases e
6821063-7834/98/40(4)/5/$15.00
in
,
re

y

e

-

es

d,
ns
ed

a
r-

r-
in
e
-
n,
se
.

f

m
f

al
l

ist.

A system with a uniform particle distribution that resides
a certain state at a high temperature~for instance, at point
A), can be rapidly cooled to a state~point B) where two
phases can coexist. The system separates subsequentl
phases whose state is determined by pointsC1 andC2. The
dynamics of the system undergoing spinodal decomposit
first considered in Refs. 10–13, was studied in detail in Re
14–17. Fort→`, a steady state sets in, and the system se
rates into infinitely large regions of different phases, w
concentration fluctuations occurring in each of them as t
do in the given phase of infinite size.

In our problem of phase formation in a system of u
stable particles continually created by an external source
also starts with a uniform particle distribution, which corr
sponds, for instance, to the state of the system at pointB. As
in spinodal decomposition, phase separation likewise set
here, and the system moves toward the state with phaseC1

and C2. Because the particle lifetime is finite, howeve
phase separation may either progress to a lesser extent o
at all, i.e., the steady state thus formed is nonequilibrium
should depend substantially on particle lifetime, and can

FIG. 1. Typical temperature-concentration phase diagram for stable
ticles.
© 1998 American Institute of Physics
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fer strongly from the steady state obtained in spinodal
namics for stable particles. This work studies characteris
of a state~distribution function, correlation function! in a
system with unstable particles. Obviously enough, the p
played by the instability depends on the relation between
particle lifetime and the time required for equilibrium to o
tain. The time needed to attain equilibrium can be divid
into the time required for local equilibrium to set in and t
time required for equilibrium to extend in space. The latte
longer than the former, and it plays an essential role in
concentration domain where phase separation exists~i.e., in
the so-called diffusion-dominated region between pointsC1

andC2 in Fig. 1!. In this domain, the finiteness of the life
time can play an important part, and we shall investigat
later. Since the phase states under study here exist on
nonequilibrium conditions~in the presence of an extern
factor creating the particles!, they are, by the terminology o
Prigogine18, dissipative structures.

1. DETERMINATION OF THE PARTICLE DISTRIBUTION
DEPENDENCE ON CONCENTRATION

Thus we consider a system of particles which inter
with one another, are created continually by an exter
source, and exist for a finite time. The state of the system
a general case is described by a distribution functionr@c(r …‡
depending on particle concentrationc(r …, which turns out to
be an order parameter. To findr@c(r …‡, one has to solve a
kinetic equation whose form depends on the actual type
particle interaction. To consider the problem in a more g
eral way in terms of a model that was studied compreh
sively in various applications, we shall present the dep
dence of free energy on fluctuating fieldsc(r … in the Landau-
Ginzburg form. The functional equation of Focker-Plan
can be written

dr

dt
52E dr

d~ j d1 j t!

dc~r !
, ~1!

where j d is the probability flux due to diffusion processes

j d~r !5MDS dF

dc~r !
1kT

dr

dc~r ! D , ~2!

M is the mobility, F is the free energy in the Ginzburg
Landau representation

F~c!5E dr F1

2
K~“c!21 f ~c!G , ~3!

j t is the probability flux associated with particle creation a
annihilation, which is introduced here into the equation
spinodal decomposition dynamics,

j t52
c~r !2c0

t
2

1

2

dF S G1
c~r !

t D rG
dc~r !

, ~4!

t is the particle lifetime,c05Gt is the average particle num
ber, andG is the particle generation rate, i.e., the number
particles created per unit time in a unit volume; we sh
-
s

rt
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-
-
-

f
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assume in what follows thatG is coordinate independen
i.e., that the sample is so thin that the pump intensity d
not vary within it.

Relation~4! can be obtained in the creation-annihilatio
model for a system with a large number of particles. W
neglect here the term quadratic in concentration, which
counts for two-particle recombination. This term can be
sential in the case of a high particle concentration, and
shall analyze its role later.

Introduce a quantity characterizing order-parameter fl
tuations

u~r !5c~r !2c0 . ~5!

Equation ~1! corresponds to the following stochast
equation for the fieldu:

]u

]t
5MD

dF

du~r !
2

u

t
1h~r ,t !, ~6!

whereh(r ,t) is the fluctuation term.
Introduce a correlator

S~r2r 8,t !5^u~r !u~r 8!&

and its Fourier component

S~k!5E drS~r !exp@2 ikr #. ~7!

Multiplying Eq. ~1! by u(r )u(r 8), and integrating over
the function spaceu yields an equation forS(k…

dS~k!

dt
522MF S k2S Kk21

]2f

]c0
2D 1

1

t D S~k!1
1

2

]3f

]c0
3

S3

1
1

6

]4f

]c0
4

S41•••G12S c0

t
1MkTk2D , ~8!

where

Sn~r2r 8!5^un21~r !u~r !&. ~9!

To carry out the calculations to the end, we shall u
subsequently an approximation of the two-particle distrib
tion function r2 in terms of the one-particle one,r1, pro-
posed in Ref. 14

r2~u~r !,u~r 8!!5r1~u~r !!r1~u~r 8!!

3F11
S~r2r 8!

^u2&2
u~r !u~r 8!G . ~10!

The further calculations are similar to those made in R
14 @one has only to take into account the termj t in Eq. ~1!#.
We finally obtain

dS~k!

dt
522M Fk2~Kk21A!1

1

t GS~k!12S c0

t
1MkTk2D ,

~11!

where

A5

K u
] f ~c01u!

]u L
^u2&

. ~12!
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Thus determination ofS(k… reduces to calculation of a
certain mean value with a one-particle distribution functio
The equation for the one-particle distribution function in t
cell model is obtained in the way this was done in Ref.
Dropping the calculations similar to those in Ref. 14, w
come to

]r1

]t
5

]

]u
H FDS ] f

]u
2 K ] f

]u L 2

uK ] f

]uL
^u2&

D 2W2
u

Mt
G r1

1
1

l 2

]FkTD2
1

2M

2c01u

t Gr1

]u
J , ~13!

wherel is the linear size of the cell,d is the dimension of the
system,

^u2&5S~0!5E duu2r1~u!, ~14!

K ] f

]uL 5E du
] f

]u
r1~u!, ~15!

W5
l d

~2p!dE dkS~k!~Kk21A!, ~16!

D is the diagonal element of the operator which is an ana
of the Laplacian in the cell representation defined by
relation

Dc~r !ur5n→(
n8

Dnn8c~n8!,

Dnn852
l d

~2p!dE dkk2exp~ ik„n2n8…!.

The integration is performed here over the Wigner-Se
cell.

Present functionf in the form

f 5
a

2
~Dc1u!21

b

4
~Dc1u!4, ~17!

whereDc5c02cc , andcc is the critical concentration.
Introduce dimensionless variables

ũ5
u

~2a/b!1/2
, r̃5

r

j
, T̃5

kb

a2l d
T, t̃5

l d22Ma2

@b~2a!#1/2
t,

~18!

wherej5(k/2a)1/2 is the correlation length.
The size of the cell we shall choose close in order

magnitude to the boundaries of the transition layer separa
the phases (l is of orderj, Refs. 14,16!. The quantityu in
the last term of Eq.~13! is dropped compared to 2c0 ~as we
shall see later, at the maxima of the distributionu is small for
not too larget, while for larget the term 2c01u is insig-
nificant altogether!.

We obtain for the stationary solution to Eqs.~11! and
~13!
.

.

g
e

z

f
g

S~ r̃ !5
1

~2p!dE
S c̃0

t̃
1T̃k̃2D exp~ i k̃r̃ !

S k̃41Ak̃21
1

t D dk̃, ~19!

r15r0 expH 2

f ~ ũ!2ũK ] f

]ũ
L 2

ũ2

2 S A2
T̃1 c̃0 / t̃D̃

^ũ2&
D

T̃1 t̃0 / t̃D̃
J ,

~20!

whereD̃5uDu/ l 2, in the one-dimensional caseD̃5p2/3, and
in three dimensionsD̃53(3p2)2/3.

The parameters of the distribution function~20! are
found by the following algorithm. The quantitŷũ2&5S(0)
is expressed with the use of Eq.~19! throughA. After this,
the one-particle distribution function contains two para
eters:A and ^] f /]ũ &. Substitution of the distribution func
tion r1 @Eq. ~20!# in explicit form reduces Eqs.~12! and~15!
to coupled transcendental equations in two unknowns,A and

^] f /]ũ &. The system thus obtained was solved numerica

2. CALCULATIONS, ANALYSIS, DISCUSSION

The above algorithm was used to calculater1(ũ),S( r̃ ),
andS( k̃) as functions oft̃,T̃, andc̃0. The existence of phas
transitions in the system was established from the app
ance~disappearance! of maxima in ther1(ũ) relation.

Figure 2 shows a one-particle distribution function in t
three-dimensional case calculated for different values ot̃
and for a pump intensity such thatDc50, i.e,. a pump in-
tensity producing a concentration which for an infinite qua

FIG. 2. One-particle distribution functionvs particle concentration forT̃

50.1, c̃05 c̃c51.5 for different lifetimest̃: 1 — 10,2 — 30,3 — 1000~3D
case!.
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particle lifetime would be critical (c05cc , see Fig. 1!. For
small t̃ the distribution function has one maximum, and
phase separation occurs in the system~curve1 in Fig. 2!. As
t̃ increases, two maxima appear in the distribution funct
for somet̃. c̃ ~curves2 and3 in Fig. 2!, whose separation
increases and whose positions tend toũmax'61 for t→`.
The appearance of two maxima implies separation of
system into phases. Thus phase separation is possible on
the case where the lifetime of quasi-particles exceeds a
tain value. The finiteness of the lifetime narrows consid
ably the concentration region within which phase separa
sets in. The critical value oft̃ at which phase separatio
takes place depends onDc ~3D case, Fig. 3!. This value is
the smallest atDc50. Besides, the particle concentration
the phases differs from the equilibrium value (ũ'61) and
does not depend on the lifetime. As seen from Fig. 3, a
the separation the concentration in the phases dependst̃,
strongly in the beginning, to weaken gradually. One also s
that irrespective of the pumping (C0) the particle concentra
tions in the phases tend fort→` to the same~equilibrium!
values. Very long lifetimes are needed, however, to reach
equilibrium values.

Figure 4 illustrates the variation of the distribution fun
tion for a fixedt̃ with increasing pumping~particle concen-
tration!, i.e., as one moves from pointc1 to c2 ~Fig. 1!. At
low pumping levels, there is only one maximum in the d
tribution function ~curve 1!, then a second maximum ap
pears, its amplitude grows with pumping, until at a cert
pump intensity the first maximum disappears to leave o
one in place~curve5 in Fig. 4!.

The correlation functionS(z) oscillates in the phase
separation region to damp out with increasingz ~Fig. 5!. This
means that the phase locations are correlated. For a givt
the oscillation period depends on pumping. It is the smal
for pump intensities such thatDc50. The period grows with

FIG. 3. Positions of the maxima in the one-particle distribution function

the three-dimensional casevs particle lifetime for T̃50.1 calculated for

different steady-state concentrations:c̃051.5 ~solid line! and c̃051.8
~dashed line!.
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t and tends to infinity. The onset of periodicity for spinod
decomposition in a system of stable particles was dem
strated by Cahn and Hillert.10–13 Subsequent rigorous
analysis14–17 showed that fort→` a system of stable par
ticles tends to a state with infinitely large domains, and t
periodicity can exist only in some stages of spinodal deco
position. At the same time in the system of unstable partic
studied here large domains do not have time enough to fo
and a periodic phase arrangement in steady state sets in
t→`, we come to a system of stable particles, for whi
there is no periodicity. The onset of periodicity in stea
state in a system of continually created unstable partic

r

FIG. 4. One-particle distribution functionvs particle concentration forT̃

50.1 andt̃51000 calculated for different concentrationc̃0 ~pump inten-
sity!: 1 — 0.5, 2 — 1.0, 3 — 1.5, 4 — 2.0, 5 — 2.5 ~3D case!.

FIG. 5. Coordinate dependence of the correlation function for a gi

steady-state concentrationc̃05 c̃c51.5, t̃51000 in a one-dimensional sys

tem calculated for different temperaturesT̃: 0.05~dashed line! and 0.1~solid
line!.
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~excitons under light excitation,19 vacancies and interstitial
in a crystal irradiated by penetrating radiation20! was consid-
ered earlier neglecting fluctuations. Taking fluctuations i
account results in a damping out of the correlation functi
The damping decreases with decreasing temperature.
S(z) dependence for a one-dimensional system is show
Fig. 5 for two temperatures.
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Phase transitions in silicon single crystals resulting from directional plastic deformation
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The formation of polytypic modifications is observed in dislocation-free silicon single crystals
under directional plastic deformation. It is shown that the deformation-stimulated phase
appears on the surface of the sample in the form of small grains ranging from several hundred to
several thousand angstroms in size. A twin structure in the individual grains is observed.
© 1998 American Institute of Physics.@S1063-7834~98!03704-6#
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A special modification in its own right among the te
phases of silicon known to exist at the present time is
hexagonal, lonsdaleite type first synthesized in 1963~Ref. 1!
by annealing high-pressure-treated polycrystalline blocks
was identified as a simple wurtzite lattice with paramet
a50.38 nm andc50.628 nm. More recently, several re
search groups2–5 have observed a hexagonal phase with
same parameters after the indentation of single-cry
samples at room temperature and above, indicating the
portant role of plastic deformation in the formation of th
wurtzite modification. However, the mechanism of this tra
formation has not been studied in detail.

Based on zinc sulfide,6,7 we have proposed a structur
mechanism for the transformation of the sphalerite~cubic!
and wurtzite~hexagonal! modifications into various polyti-
pes phases as a result of the correlated motion of pa
dislocations during plastic deformation, and we have stud
experimentally the mutual structural transformations
polysynthetic twins of the sphalerite phase, where the res
corroborate the postulated mechanism.

In the present study we report the observation of str
tural transformations of a diamond lattice into new polytyp
formations during plastic deformation in silicon.

We have investigated dislocation-free single-crystal s
con samples prepared in the form of 2.533.0310.0-mm
rectangular bars with faces parallel to~5̄41!, ~111!, and
~1̄ 2̄ 3!, respectively. The choice of orientation of th
samples was made so that only one glide plane of the
$111% would be active in the deformation process. The def
mation temperature was 900 °C, and the rate of deforma
was 5mm/min for one series of tests and 20mm/min for
another series. The total deformation did not exceed 2–3

X-ray analysis and atomic-force microscopy~AFM!
were used for the investigations. For the x-ray examinati
an oscillation camera was built on the base of a DRON-
diffractometer, utilizing monochromatized AgKa radiation
from the monochromator of a GUR-5 goniometer. The vo
age on the tube did not exceed 40 kV, and the current
6871063-7834/98/40(4)/4/$15.00
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30 mA. The voltage had to be limited to exclude radiati
having wavelengths in multiples of AgKa /n from the dif-
fraction.

Atomic-force microscopy was used for topographic v
sualization of new phase formations and for studying the t
structure of these formations at the level of atomic reso
tion. A cantilever-reflected laser beam was used as the
cording signal. Images of the silicon surface were obtain
in the topographic regime and in the friction regime. T
experiment was performed on a microscope constructe
the Low-Temperature Laboratory at the Autonomous U
versity of Madrid.

To remove all surface oxide films, the samples des
nated for the AFM investigations were first boiled in deio
ized water for 10 min and then rinsed consecutively 10–
times in a 1% HF solution and boiling water for 30 s ea
time. The samples, cooled down from this treatment
deionized water at room temperature, were blown with d
nitrogen gas and were immediately placed on the sam
holder of the microscope. The total adjustment time did
exceed a few minutes.

X-ray oscillation patterns about the^110& and^112& axes
were recorded for structural identification of the deform
samples. An example of an oscillation pattern about
^110& axis of a crystal deformed at a rate of 5mm/min is
shown in Fig. 1. In addition to the strong reflections from t
cubic matrix, a series of secondary, weak reflections is a
visible in the x-ray pattern~Fig. 1b!, presenting clear-cu
evidence of the formation of a new phase in the silicon. T
dotted appearance of the reflections of this phase indi
that it takes up fairly large dimensions in the sampl
(.1000 Å!. An analysis of x-ray patterns obtained from di
ferent parts of the crystal show that the new phase forms
the surface of the sample within the active deformation zo
We conclude from the positions of the secondary reflecti
relative to the reflections associated with the original cu
structure and relative to the zero order for both oscillat
diagrams that the observed structure is not of the wurt
© 1998 American Institute of Physics
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688 Phys. Solid State 40 (4), April 1998 Shmyt’ko et al.
type. Indeed, it is evident from the figure that a layer line
secondary reflections is present between the zero and
layer lines of the as-prepared diamond modification. T
means that the lattice period of the new phase is twice
period of the matrix along the oscillation axis~for the
derivative-phase indices published in Refs. 2–5, this cha
corresponds to doubling of the period along thea direction
of the postulated hexagonal form!. The periods of the new
phase simultaneously double in layers perpendicular to
rotation directions, creating secondary reflections along
layer lines. The doubling of the lattice periods along t
rotation axis and in the perpendicular layers is a depar
from the lonsdaleite structure; hence, the phase induce
plastic deformation differs from the wurtzite modification
silicon obtained in Refs. 1–5.

The phase initiated by plastic deformation does not
ways appear in the form of reflections on the oscillation
ray patterns. More often the secondary reflections appea
diffuse streaks, connecting reflections of the cubic mat
Figure 2 shows an oscillation pattern about the@112# axis for
one of the samples deformed at a rate of 20mm/min. In
contrast with Fig. 1, it does not have any isolated superst
ture; rather, it has strong diamond-modification reflectio
joined by streaks. Diffuse reflections are perceived only
zones where such streaks intersect. Only the position
certain ones coincide with the positions of secondary refl
tions on the x-ray pattern corresponding to this rotation a

FIG. 1. Oscillation diagrams of a silicon single crystal deformed at the
of 5 mm/min. a! Overall view of the x-ray pattern; b! magnified section of
the x-ray pattern near the zero-order beam~axis of rotation@110#!.
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for a sample deformed at a rate of 5mm/min. The latter
result indicates that the plastic deformation-induced pha
differ in these samples.

The broad, diffuse streaks indicate that a new phase
evolved in the form of thin, interstratified layers. An analys
of x-ray patterns recorded from different faces of a sam
show that the layers of the new phase have extended dim
sions along a surface at which dislocations emerge, and
are thin in the interior of the sample. At the present time
has not been determined whether the small dimensions o
new phase inclusions are attributable to the deformation
or to the dopant concentration. It has been established, h
ever, that the broad, diffuse streaks are formed in bothn-type
andp-type crystals.

The topography of the allocation of the new phase f
mations in the cubic matrix has been investigated by atom
force microscopy. Figure 3 shows examples of AFM top
grams obtained from different scanned zones of the sa
sample. The new-phase outcroppings appear as region
diminished intensity. It is evident from the scales shown
the figures that the dimensions of the outcroppings vary fr
hundreds to thousands of angstroms. The abrupt chang
contrast obtained in the friction regime indicates that
properties of the newly-emerged outcroppings differ ma
edly from those of the host matrix~e.g., in the coefficient of
friction!.

The new-phase outcroppings form on the surface of
matrix after the etching of bumps with heights up to seve
hundred angstroms. This also indicates that the structur
the new outcroppings differs considerably from the matr
specifically in terms of the etching rate in this case. A thre
dimensional image of one such bump is shown in Fig.
Figure 4b shows an atomic image of the top of this bum
Clearly, the new-phase outcropping consists of two gra
with pronounced lattice disorientation in the plane of t
image. Because the starting single crystal was free of di
cations, the only way a new orientation could be form
is through the formation of a new phase in plastic deform
tion. The low level of deformation in our experiment cou
not have formed grains with pronounced disorientation in
matrix. This inference is confirmed by original scannin
x-ray topograms, in which the disorientation of parts of t

e

FIG. 2. Oscillation diagram of a silicon single crystal deformed at the rate
20mm/min ~axis of rotation@112#!.



r

689Phys. Solid State 40 (4), April 1998 Shmyt’ko et al.
FIG. 3. Atomic-force microscopy topo-
grams obtained in the friction regime fo
different scanned zones.
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matrix does not exceed a few minutes of angle. It is m
natural to assume that different dislocation glide planes
the crystal create different orientations of the newly emer
phase and, hence, that Fig. 4b exhibits growth twins.

It is evident from the figure that the distance betwe
rows of atoms for one twin orientation is;7 Å ~unfortu-
nately, the microscope had approximately 10% calibrat
error limits!, which exceeds the interatomic spacings in t
diamond structure of pure silicon and is close to twice
interplanar spacing alonĝ111&. The row spacing for the
other orientation is larger than for the first one. We postul
that these distances exceed the long-period structure, w
is a polytypic phase of silicon~by analogy with zinc sulfide!.
It is impossible to determine the structure of these pha
unambiguously by AFM. It is proposed that high-resoluti
electron-microscopy be used for their identification.

The mechanism underlying the formation of polytypes
a diamond structure under plastic deformation is based
the correlated motion of partial dislocations along^112& di-
rections in the$111% glide plane.6–8 This process requires
large number of dislocations. In the dislocation-free sam
deformation-related dislocations are formed only on the cr
tal surface, so that new phases are formed only on the sur
as well. In particular, the source of dislocations respons
for polytypic structural transformations could be scratch
formed on the surface during mechanical polishing. T
e
f
d

n

n
e
e

e
ich

es

n

le
-
ce
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s
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conjecture is confirmed by the displayed AFM topograms.
fact, all the different-phase outcroppings in Fig. 3 are si
ated along lines of enhanced contrast running in random
rections. Considering that such lines are also observed on
as-prepared, undeformed samples and that their contras
minishes as the depth of chemical polishing is increas
they can be confidently ascribed to surface scratches.

One might assume that the zones of diminished inten
on the AFM topograms were inadequately etched island
oxide film in the aftermath of chemical polishing in the H
solution. However, a control test of undeformed samples
not expose any such zones~after surface cleaning by th
same procedure as for the deformed samples!. A comparison
of the image contrast levels obtained for the same sam
before and after surface cleaning also fails to corroborate
model of under-etched oxide-film zones.

Finally, we have observed an interesting process t
confirms the mechanism of formation of polytypic phases
being due to the correlated motion of partial dislocatio
Along with the polytypic outcroppings, Fig. 3b also reveals
narrow band of enhanced contrast relative to the backgrou
running through a large region of the crystal. Such ban
disappear every time after repeated scanning of exactly
same region of the sample. We assume that this con
represents zones containing irregularly distributed stack
faults formed after the passage of partial dislocations. Si
FIG. 4. Three-dimensional view of a new-phase outcropping~a! and its AFM image~b!.
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stacking faults have excess energy, they are nonequilibr
defects and, under mechanical loading induced by the ne
while the image is being recorded, they leave the crys
restoring the diamond-structure matrix. When a polyty
phase is formed, the total energy of the correlated-posi
stacking faults falls below the total energy of randomly d
tributed stacking faults~an effect analogous to dislocation
in low-angle boundaries!, but is higher than the energy of th
matrix. This process is confirmed by the disappearance o
polytypic outcroppings a few months after deformation.

In closing, we note that the results obtained for silic
clearly corroborate the initiating influence of plastic defo
mation in the formation of polytypic structures in a diamo
lattice. The correlated motion of partial dislocations resu
in the formation of bulk phase outcroppings, which are re
tively stable in the as-prepared cubic matrix. The random
distributed stacking faults formed by the motion of the p
tial dislocations are unstable in this case and, under sm
mechanical loading, emerge at the surface of the crystal
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Low-temperature structural phase transition in a monoclinic KDy „WO4…2 crystal
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The low-temperature thermal and magnetic-resonance properties of a monoclinic KDy(WO4)2

single crystal are investigated. It is established that a structural phase transition takes
place atTc56.38 K. The field dependence of the critical temperature is determined for a magnetic
field oriented along the crystallographica andc axes. The initial part of theH –T phase
diagram is plotted forHia. The prominent features of the structural phase transition are typical
of a second-order Jahn–Teller transition, which is not accompanied by any change in the
symmetry of the crystal lattice in the low-temperature phase. The behavior ofC(T) in a magnetic
field shows that the transition goes to an antiferrodistortion phase. An anomalous increase in
the relaxation time~by almost an order of magnitude! following a thermal pulse is observed at
T.Tc(H), owing to the structural instability of the lattice. A theoretical model is proposed
for the structural phase transition in a magnetic field, and the magnetic-field dependence ofTc is
investigated for various directions of the field. ©1998 American Institute of Physics.
@S1063-7834~98!03804-0#
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Phase transitions, including structural phase transitio
are among the most pervasive phenomena in nature. T
are intriguing in that structural phase transitions manif
connections and interactions in a substance that determ
the structure and properties of its stable states. Struct
phase transitions, whether spontaneous or induced, ca
used to establish the basic laws governing the formation
phase states and symmetry in real crystals.

Accordingly, the investigation of structural phase tran
tions induced by the cooperative Jahn–Teller effect is
major importance. As a rule, structural phase transitions
the Jahn–Teller type take place in high-symmetry crystals
rare-earth compounds strong spin-orbit coupling stabili
the symmetry configuration. If the energy of interaction
Jahn–Teller centers is lower than or comparable with
splitting of energy levels of the ground state of a rare-ea
ion, a Jahn–Teller structural phase transition does not oc

A detailed study of structural phase transitions due to
cooperative Jahn–Teller effect has shown that they t
place in compounds of rare-earth ions whose ground t
represents a system of closely spaced energy levels.1 Conse-
quently, even in the case of low symmetry of the local en
ronment of Jahn–Teller centers, structural phase transit
can occur as a result of lifting of the pseudodegeneracy
lower electron levels. For example, in rare-earth double m
lybdates MRe(MoO4)2, where M5K, Rb, Cs, and Re de
notes a rare-earth ion,2–7 a structural phase transition is ob
served only in compounds containing Dy31. The structural
phase transition temperatures in MDy(MoO4)2 crystals are
equal to 38 K, 20 K, and 14 K for M5Cs, Rb, and K, respec
tively. The transition takes place from a high-temperat
6911063-7834/98/40(4)/8/$15.00
s,
ey
t
ne
ral
be

of

-
f
f

In
s

f
e
h
ur.
e
e
m

-
ns
of
-

e

D2h
3 phase to a phase with the lower symmetry C2h

3 .
Whereas cooperative effects in rare-earth double mo

dates have been well studied, they have been almost c
pletely ignored in related compounds, double tungstate
particular. Investigations of the optical and Raman spec
and the dielectric permittivities of KRe(WO4)2 crystals~Re
5Y, Gd, Dy! have been published so far. Shifts of th
maxima in the absorption bands and an increase in the
ergy state between lowest doublets of the ground term6H15/2

of the Dy31 ion close toT510 K have been observed i
KDy(WO4)2. The changes in the energy spectrum are ch
acteristic of the Jahn–Teller phase transition mechanism
indicate strong electron-phonon coupling.8,9 Prominent fea-
tures of the Raman spectrum, associated with electron t
sitions in the Dy31, and an anomalous increase in the p
mittivity have been observed10,11 in a KDy(WO4)2 single
crystal at low temperatures (T'10 K!. The authors have
interpreted the observed effects as a manifestation of Ja
Teller phase transition. Anomalies associated with structu
phase transition have not been observed in KRe(WO4)2

compounds~Re5Y, Gd!.
In this paper we report investigations of a KDy(WO4)2

single crystal with a view to conducting a comprehens
examination of the structural phase transitions and gro
state of the Dy31 ion in phase transition.

The investigation of this compound in a magnetic field
important for understanding the nature of phase transition
crystals containing Jahn–Teller ions and having a crystal
tice of low symmetry. Such an investigation also affords t
possibility of plotting the phase diagram and obtaining info
mation on magnetic anisotropy.
© 1998 American Institute of Physics
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Interest in the study of double tungstates is furth
stimulated by their potential applications as solid-st
lasers.12,13

1. SAMPLES AND EXPERIMENTAL PROCEDURE

Potassium dysprosium tungstate KDy(WO4)2 belongs to
the class of double tungstates of alkali and rare-earth
ments MRe(WO4)2 ~Refs. 14 and 15!. The investigated
KDy(WO4)2 crystal belongs to the monoclinic system wi
space groupC2h

6 (C2/c). The ground state of the dysprosiu
ion is 6H15/2. In the KDy(WO4)2 crystal the Dy31 ion is
surrounded by an octahedron of oxygen ions, with local sy
metryC2. In the crystal field of monoclinic symmetry a mu
tiplet splits into eight Kramers doublets. Investigations of t
spectra of absorption bands8,9 and Raman scattering10 give
estimates of the energy intervals between the quasidege
ate lowest doublets of the6H15/2 term of the Dy31 ion, W1

'10.5 cm21 in the high-temperature phase andW2

'18 cm21 in the low-temperature phase. The unit cell
KDy(WO4)2 contains four formula units. The lattice param
eters area58.05 Å, b510.32 Å,c57.52 Å, and the mono-
clinic angle isb594°138 ~Refs. 9 and 10!. The Dy31 cat-
ions are situated on two-fold axes (L2) ~which coincide with
the crystallographic@010# directions! inside the distorted oc
tahedra of oxygen atoms, wherein two DyO spacings
longer than the other six, which are close to each other.

Single crystals of KDy(WO4)2 were grown by two
methods from a potassium ditungstate (K2W2O7) melt: a
modified Czochralski method on an oriented seed~the crys-
tals attained dimensions of 20320360 mm! and the method
of spontaneous crystallization by slow temperature dimi
tion from 950 °C at the rate of 3 °C/h. The crystals obtain
by the second method, having a maximum dimension
3 mm, were placed without further processing in the cav
of an EPR spectrometer. The density of the KDy(WO4)2

crystals was 7.47 g/cm3.
Here we give the results of an investigation of the th

mal, magnetic, and resonance properties of KDy(WO4)2 as
part of a comprehensive research program on the rare-e
double tungstate series.

Magnetic measurements were performed on single c
tals of dimensions 1.531.535 mm by means of an EG&G
PAR Model 450 vibrating-sample magnetometer in the te
perature intervalT54.2250 K and in magnetic fields up to
1 T. The thermal expansion was measured by a four-pr
method using heat sensors in an EG&G/PAR Model 1
magnetometer. The samples had dimensions 63534 mm.
The heat capacity was measured by means of a quasi
batic calorimeter in the temperature interval 4.2–25 K and
magnetic fields up to 3 T on a KDy(WO4)2 sample of di-
mensions 53530.6 mm with a mass of 0.0796 g. The ma
netic field was generated by a superconducting solen
Once a near-zero temperature run had been establish
train of three thermal pulses was applied to the sample w
preprogrammed times of the initial and final temperat
runs~before and after input of a thermal pulse!. The recorded
temperature runs were then processed to determine the
perature difference, the average temperature, and the
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incrementDQ, from which the values of the molar heat c
pacity were calculated at three points. The time to record
final temperature run depended on the nature and time o
heat distribution in the calorimeter after the thermal pu
and varied from 40 s to 360 s in the given experiments.
also recorded magnetic-field cooling and heating therm
grams in the temperature interval 4–10 K in the vicinity
structural transition. The temperature scanning rate was
ied between 0.05 K/min and 0.2 K/min. The EPR spec
were analyzed in a 3-cm spectrum with rf modulation. T
magnetic component of the rf field was perpendicular to
external magnetic field. The sample was rotated in the ca
in a single plane. The temperature was varied by blow
with cooled gaseous helium; the temperature could be va
over a wide range (T54.22300 K! by this method.

The magnetic-resonance and thermal properties w
measured along the principal crystallographic axes. T
samples were oriented both by external crystal faces and
x-ray alignment.

2. EXPERIMENTAL RESULTS AND DISCUSSION

Figure 1 shows an external view of the KDy(WO4)2

crystal along with the crystallographic~a, b, c! and magnetic
~x, y, z! axes. The crystal structure consists of DY(WO4)2

layers perpendicular to theb axis. They are connected onl
by K ions, which accounts for the perfect cleavage along
ac plane.

Figure 2 shows the temperature dependence of the m
netization of KDy(WO4)2 in the temperature interval 4.2–
45 K, measured along thec axis. In the vicinity ofT57 K
the M (T) curve is observed to have a kink associated wit
structural phase transition in KDy(WO4)2. This conjecture is
confirmed by the graph ofdM/dT as a function of the tem-
perature in the inset to the figure. The magnetization alo
the b and c axes at low temperatures is almost an order
magnitude higher than the magnetization along thea axis,
which is essentially independent of the temperature at t
peratures belowTc . The difference in the magnetizations

FIG. 1. The KDy(WO4)2 crystal. a, b, c! Crystallographic axes;x, y, z!
magnetic axes.
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indicative of large anisotropy of the magnetic properties
different crystallographic directions, resulting from the lo
symmetry of the crystal field of the ligands. A magnetic fie
H51 T intensifies the kink on theM (T) curve, but has
scarcely any influence on the temperature at which it occ

The variation of the thermal expansion of a KDy(WO4)2

single crystal at low temperatures is shown in Fig. 3, wh
gives the temperature dependence of the relative elonga
along thea andc axes. The relative change in length of th
sampleD l / l in the temperature interval 4.2–80 K is (1
22.5)31024. The D l (T)/ l curve along thea axis has a
minimum atT'7 K, where the coefficient of thermal expan
sion changes sign. The temperature curveD l (T)/ l along the
c axis has a broad minimum and a slight anomaly n
T'7 K. The absence of sharp anomalies of the thermal
pansion indicates that the symmetry of the lattice rema
unchanged in structural phase transition, but the ratio of
lattice parameters changes. This pattern is consistent with

FIG. 2. Temperature dependence of the magnetization of KDy(WO4)2

along thec axis.

FIG. 3. Temperature dependence of the linear coefficient of thermal ex
sion of KDy(WO4)2. 1! Along thea axis; 2! along theb axis.
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h
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r
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results of Ref. 10. The observed anomalies ofD l (T)/ l and
the change of sign of the coefficient of thermal expansion
most likely attributable to the escalation of magnetoelas
interactions at low temperatures (T,12 K!, which, in turn, is
a consequence of a change in the spectrum of the ion in
low-temperature phase.

An EPR spectrum consisting of one line has been
served between the components of the lowest Kramers d
blet. An absorption line has been observed both above
below Tc . It has been determined from the angular dep
dences of the EPR lines that theg factors in the high-
temperature phase (T.12 K! have the valuesgmin'0,
gb50.82, andgmax53.13. The direction in which theg fac-
tor is a maximum lies in theac plane and deviates 20° from
the c axis. In the low-temperature phase (T54.2 K! the di-
rections of the principal axes of theg tensor coincide with
the directions in the high-temperature phase. However,
components have different values:gmin'0, gb51.19, and
gmax51.98. The transition region in the vicinity ofTc has a
broad temperature interval;8 K, in which gmax is observed
to decrease smoothly. It is interesting to look at the tempe
ture variation of the absorption linewidth. According to Fi
4, the linewidth, which is equal to 0.17 T far from the tra
sition point, increases with decreasing temperature, attain
a maximum value;0.24 T at a temperature;7 K. The
broadening of the absorption line is probably associated w
a variation of the parameters of the crystal field acting on
dysprosium ion. A further reduction in the temperature
accompanied by narrowing of the line to 0.19 T. It is evide
that thel-shaped temperature dependence of the absorp
linewidth accurately pinpoints the structural phase transit
temperature in KDy(WO4)2. The observed smooth variatio
of the absorption linewidth with a peak at the phas
transition point is attributable to the specific characterist
of the structural phase transition in KDy(WO4)2.

Our experimental investigation of the temperature d
pendence of the heat capacity of a KDy(WO4)2 single crys-
tal in the temperature interval 4.2–20 K reveals an anom
with a peak atTc56.38 K, associated with a structural pha
transition. Figure 5 shows a part of the anomaly of the h
capacity in the vicinity of the structural phase transition. W
note that the temperature curves of the heat capacity and

n-

FIG. 4. Absorption linewidth versus temperature. The static magnetic fi
is directed alonggmax.
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absorption linewidth in the EPR spectrum are qualitativ
similar in the vicinity of the structural phase transition
KDy(WO4)2.

The hypothesis that the observed structural phase tra
tion in KDy(WO4)2 is a transition of the Jahn–Teller type
supported by the significant energy reduction of the low
doublet as a result of an increase in the splitting between
ground and first excited electronic states in the lo
temperature phase (T,Tc). The broad temperature interva
of the transition, the absence of abrupt changes in the pa
eters of the EPR spectra in the transition region, the abse
of plateaus in the heating and cooling thermograms, the
viation from a cubic law at the transition point (T.15 K!,
and the kink of theM (T) curve constitute evidence of
second-order phase transition. According to EPR spec
which disclose an absence of nonequivalent sites and pre

FIG. 5. Temperature dependence of the molar heat capacity of KDy(WO4)2

in the vicinity of structural phase transition.
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vation of the directions of the principal axes of theg tensor,
the symmetry of the initial high-temperature phase does
change in structural phase transition, but a smooth distor
of the lattice takes place. The difference in the values ofTc

determined from the heat-capacity measurements and
spectroscopic methods ('10 K! can be attributed to the fac
that the point at which the temperature dependence of
positions of the lines in the spectrum begins to acqu
anomalies has been interpreted as the structural phase
sition temperature in spectroscopic methods, and this
proach might be inconsistent with the establishment of
low-temperature phase. Experimental proof of the active r
of the electronic system in a structural phase transition of
Jahn–Teller type lies in the magnetic-field dependence of
structural phase transition temperature; data on this de
dence are reported for the first time in the present article

Figures 6 and 7 show the temperature dependence o
heat capacity of a KDy(WO4)2 single crystal in the interva
4–10 K in magnetic fields parallel to thea and c axes, re-
spectively. When the magnetic field is oriented along thea
axis, the position of the peak atTc shifts toward lower tem-
peratures as the field is increased, and at the same time
anomaly becomes smoother until it is scarcely perceptibl
H51.3 T. When the field is oriented along thec axis, the
heat-capacity anomaly also shifts toward lower temperatu
and is gradually smoothed out as the field is increased, an
H53 T it is no longer perceptible on theC(T) curve. The
variations ofTc along thea and c axes are highly aniso
tropic; for example, a fieldH51 T along thec axis leaves
the position and magnitude of the peak atTc almost totally
unchanged~Fig. 7!, whereas the same field in the direction
the a axis shifts the peak atTc ~Fig. 6! by approximately
1.5 K. We have used the results of the measurement
C(T) in a magnetic fieldHia to plot the initial segment of
e
FIG. 6. Temperature dependence of th
molar heat capacity of KDy(WO4)2 for
various values of the magnetic field
Hia.
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FIG. 7. Temperature dependence
the molar heat capacity of
KDy(WO4)2 for various values of
the magnetic fieldHic.
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the H2T phase diagram. The heating and cooling therm
grams reveal monotonic behavior on the part ofT(t) and
lack the characteristic plateau associated with the presen
latent heat of transition. In the recorded thermogram the tr
sition temperature is seen only as a change in the curva
of the T(t) curve in the vicinity ofTc . This result actually
indicates that structural phase transition in a magnetic fi
takes place as a second-order transition. The high magn
field sensitivity ofTc in low fields ~Fig. 8! is probably asso-
ciated with the lower symmetry of the crystal field in com
parison with molybdates. The similarly constitute
compound KDy(MoO4)2 exhibits antiferrodistortion-type or
dering. In this case a field of several teslas must be applie
achieve any appreciable shift of the structural transit
temperature.15–17

FIG. 8. H–T phase diagram forHia.
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A theoretical analysis16 has shown thatTc depends
weakly on the magnetic field in the case of a
antiferrodistortion-ordered crystal. Anisotropic antiferroela
tics exhibit a weak dependence on the magnetic field in
fields, and only asHc is approached doesTc begin to change
significantly, dropping abruptly atH'Hc(0). The experi-
mental phase diagram for KDy)MoO4)2 confirms this
dependence.17 Antiferrodistortion ordering is usually en
countered in compounds for which theg factors of Jahn–
Teller rare-earth ions are high (gmax;10). In KDy(WO4)2

the maximum value of theg factor in the high-temperature
phase,gmax'3.13, occurs in theac plane, and in the low-
temperature phase we havegmax'1.98 ~Ref. 18!.

It should be mentioned that the scatter of the experim
tal values increased considerably in measurements of
heat capacity of KDy(WO4)2 above the structural transitio
temperatureTc(H). The increase is attributable to a multip
increase~by almost an order of magnitude! in the relaxation
time t of the system to equilibrium atT.Tc(H) after the
thermal pulse. For example, atT,Tc(H) the relaxation time
to thermal equilibrium~and, hence, to linear temperature b
havior! after the pulse was 5–15 s, whereas atT.Tc(H) it
increased to 150–200 s. Accordingly, the temperature dep
dence following the thermal pulse was measured atT
,Tc(H) for 40–60 s and atT.Tc(H) for 300–360 s.

We now discuss the possible causes of this trend.
structural phase transitions in the alkali rare-earth dou
molybdates KDy(MoO4)2 and CsDy(MoO4)2 have a com-
plex character and are accompanied by specific anoma
The transition from the high-temperature to the lo
temperature phase in KDy(MoO4)2 and CsDy(MoO4)2 takes
place through an intermediate phase.17,19,20The intermediate
phase is assumed to represent an incommensurate super
ture. The range where the incommensurate superstructur
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ists in CsDy(MoO4)2 is around 20 K, and heat-capacity me
surements over a wide range of temperatures~40–100 K!
exhibit the anomalous nature of the shift ofC(T) in different
series of experiments, owing to the structural instability
the crystal lattice.21 The structural phase transition i
CsDy(MoO4)2 at Tc542 K is accompanied by a sudde
drop in the thermal conductivity, where the thermal cond
tivity of the high-temperature phase is several times low
than that of the low-temperature phase.20 This behavior of
the thermal conductivity, possibly elicited by a substan
change in the phonon spectrum in phase transition, ca
help but drastically increase the relaxation time
T.Tc(H). The existence of a modulated structure is co
firmed by the behavior of a great many characteristics,
evinced by the results of the heat-capacity, permittivity, a
EPR measurements. An estimate of the effective mean
path of phonons for CsDy(MoO4)2 gives a value;80 Å at
T'40 K ~Ref. 19!. This quantity is related to the scale o
microinhomogeneities that emerge in the vicinity of t
phase-transition point and form an additional source of p
non scattering.19,20 Not to be ruled out is the possibility tha
the specific anomalies of the behavior of the thermal prop
ties of the rare-earth double molybdates KDy(MoO4)2 and
CsDy(MoO4)2 are similar in nature to those in KDy(WO4)2,
or that the structural transition atTc(H) in KDy(WO4)2 is
also accompanied by a sudden drop in the thermal con
tivity, leading to a multifold increase int at T.Tc(H).

In the double molybdates KDy(MoO4)2 and
CsDy(MoO4)2 the incommensurate phase occurs as an in
mediate phase between two phase transitions: a first-o
phase transition withTc1 and a second-order transition wit
Tc2, whereTc1511.5 K and 42 K,Tc2514.5 K and 59 K for
KDy(MoO4)2 and CsDy(MoO4)2, respectively. The condi
tions for the onset of the incommensurate phase and se
examples of its occurrence in crystals with different latt
symmetries, specifically in crystals of the monoclinic syste
are given in Ref. 22.

Our heat-capacity measurements in the temperature
terval 4.2–25 K yield only one anomaly of the heat capac
with a peak atTc'6.38 K ~Fig. 5!. It is essential to note tha
two additional lines at frequencies of 10 cm21 and 135 cm21

appear in the optical Raman spectrum below 78 K and
come more pronounced as the temperature is further
creased. Comparative investigations of the optical Ram
spectrum of the isostructural compound KY(WO4)2, whose
room-temperature spectrum is similar to that
KDy(WO4)2, have not disclosed any additional lines in coo
ing down to 4.2 K~Ref. 10!. It is conceivable that the tran
sition from the high-temperature to the low-temperatu
phase is achieved through an intermediate incommensu
phase and that the emergence of the additional lines in
Raman spectrum corresponds to a second structural p
transition. Careful x-ray analysis over a wide range of te
peratures and measurements of the thermal conduct
KDy(WO4)2 in the vicinity of Tc and atT.Tc will be a
necessary part of future studies.

In molecular field theory, which describes phase tran
tions due to the cooperative Jahn–Teller effect, the fu
tional relationW1 /W25tanh(W1/2kTc) is obtained for the
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case of two nondegenerate electronic states interacting
one-dimensional distortion.4 The application of this equation
and the above values ofWi gives a structural transition tem
perature'11.5 K. The fact that the experimental value
much lower than the calculated value indicates that the p
posed model affords only a very crude description of
structural phase transition in the low-dimension
KDy(WO4)2 crystal. Skorobogatova and Savchenko9 have
used data on the absorption spectra in KDy(WO4)2 and pos-
tulated a ferrodistortion type of ordering. They showed th
the structural phase transition can be described by the I
model in a transverse field. Here the Ising variablessx and
sz describe the effects of the crystal field and Jahn–Te
deformation of dysprosium complexes, respectively. In g
eral, a magnetic field induces forced deformation of t
Jahn–Teller mode and eradicates the structurally disord
state.23 Consequently, the occurrence of structural pha
transition in a magnetic field attests to the nonferrodistort
character of the low-temperature phase and requires ap
priate modification of the model.

It has been shown earlier23,24 that only the two lowest
Kramers doublets need to be included in the energy struc
of the Dy31 ion. The model Hamiltonian is then written i
the form

Ĥ52
1

2 (
i , j

Ji j ŝ izŝ jz2
1

2
D (

i
ŝ ix , ~1!

whereD is the crystal field parameter,Ji j denotes the pair
quasiinteraction constants of the Kramers doublets at thei th
and j th sites. Assuming the simplest type of nonferrodist
tion ordering, we consider a two-sublattice model. In t
molecular field approximation the free energy per unit cell
this model is given by the expression

f 52
1

2
Js~s1z

2 1s2z
2 !2Jis1zs2z2

1

2
D~s1x1s2x!

1
1

2
kT@w~11s1!1w~12s1!1w~11s2!1w~1

2s2!#22kT ln2, ~2!

where

w~x!5x ln x, s1,2
2 5s1,2x

2 1s1,2z
2 , ~3!

Js and Ji are the in-sublattice and intersublattice pair inte
action constants of the complexes, respectively, ands ix and
s iz are the average values of the operatorsŝ ix andŝ iz . The
one-site effective Hamiltonians at type 1 and type 2 si
have the form~respectively!

Ĥ152~Jss1z1Jis2z!ŝ1z2
1

2
Dŝ1x ,

Ĥ252~Jis1z1Jss2z!ŝ2z2
1

2
Dŝ2x , ~4!

which leads to corresponding expressions for the splitt
between the Kramers doublets at sites 1 and 2:

W15A4~Jss1z1Jis2z!
21D2,
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W25A4~Jis1z1Jss2z!
21D2. ~5!

The conditions for minimization of the free energy~2! with
respect to the variabless1x , s2x , s1z , ands2z are satisfied,
in particular, by a nonvanishing solution of the antiferrod
tortion types1z52s2z , s1x5s2x . The equations of state
for s1z ands1x now coincide exactly with the correspondin
results of Ref. 9. The splittings of the Kramers doublets a
coincide in this case, and their behavior is analogous to
case of a ferrodistortion structure, including the validity
the well-known relation

W`5W0 tanh
W`

2kTc
, ~6!

which relates the splittings of the doubletsW0 at T50 and
W`5D at T.Tc to the structural phase transition tempe
ture Tc . Consequently, the antiferrodistortion structure
thermodynamically and spectroscopically indistinguisha
from the ferrodistortion structure, and our hypothesis as
the structure of the low-temperature phase does not con
with published results.9

The situation changes significantly in a magnetic fie
because every Kramers doublet splits. In this case the
site state of the Dy31 ion is described by 434 matrices. The
Jahn–Teller deformations are now represented by 1ˆ ^ ŝz and
1̂^ ŝx matrices, and the magnetic moment23 is written in the
form

m̂x;y5ŝx;y^
1̂6ŝz

2
. ~7!

It is now required to add a magnetic term to the Hamilton
~1!:

Ĥm52LJm0B–m, ~8!

where J515/2 is the maximum value of the total angul
momentum,L54/3 is the Lande´ factor, andB is the induc-
tion vector of the magnetic field. The vectorB lies in theac
plane of the crystal, and the Cartesianx and y coordinate
axes of this plane are the symmetry axes of the undisto
local environment of the Dy31 ion. The structural phase tran
sitions in such systems under the influence of a magn
field have been investigated previously for ferrodistortio23

and antiferrodistortion5,16 ordering. However, the topic of in
terest to us — the dependence on the direction ofB — has
not been studied in detail. Making use of the nonequilibriu
density matrix,24,25we find the free energy per unit cell in th
two-sublattice model in the multiplicative approximation:

f 5
1

2
Js~s1z

2 1s2z
2 !2Jis1zs2z2

1

2
D~s1x1s2x!

2
1

2
Jm0B•~m11m2!1kT(

a51

4

(
i 51

2

w~11l ia!

22kT ln4, ~9!

wherel ia are the roots of the equation

~s ix
2 1s iz

2 2l2!22mx
2~sz1l!22my

2~sz2l!21mx
2my

250.
~10!
-

o
e

f

-

e
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,
e-
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The minimum of the free energy~9! corresponds to a solu
tion of the ferrodistortion types1z5s2zÞ0 for the high-
temperature phase and to a solution of the general types1z

Þ6s2z for the low-temperature phase. Structural pha
transition takes place through an antiferrodistortion para
eter of the order ofsz25s1z2s2z and is determined by the
loss of stability of the solutions under the second derivat
]2f /]sz2

2 . Figure 9 shows the lines of loss of stability of th
ferrodistortion phase

]2f /]sz2
2 us1z5s2z

50.

The value ofTc56.38 K is taken from the heat-capacity e
periment, andD5W`514.4 K from spectroscopic data,9

whereupon Eq.,~6! can be used to calculate 2(Js2Ji)5W0

5W`5W`coth(W`/2kT)517.76 K. There is a noticeabl
consistency of the theoretical results with experiment:Tc

decreases asB increases; the induction has a critical valueBc

at which Tc50; the curves behave differently for differen
orientations of the vectorB. The bending of curves1 and2
implies, most likely, the existence of a critical point and t
possibility of first-order transitions. Such bending has n
been observed, and neither has a first-order transition,
gesting thatJs1Ji has definite bounds:

0<Js1Ji<3 K,

from which we obtain the estimates

4.5<Js ~K!<6 K, 24.5<Ji ~K!<23 K. ~11!

A comparison of Fig. 9 with the experimental results~Figs.
6–8! leads to the assumption that the crystallographicc axis
is closer to the bisector of the anglexOy, while thea axis is
closer to thex or y axis.

The following conclusions can be drawn from the resu
of the study.

1! It has been shown by four independent experimen
methods that a structural phase transition takes place~at Tc

56.38 K! in a monoclinic KDy(WO4)2 single crystal.
2! The low-temperature phase transition exhibits anom

lies typical of a Jahn–Teller transition.

FIG. 9. Stability threshold of the high-temperature phase. The solid cu
corresponds toB5B(61/A2 ; 61/A2), and the dashed curves correspo
to B5B(61; 0) @or B5B(0; 61)#: 1! Js1Ji55.5 K; 2! 4.5 K; 3! 3.5 K
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3! The investigated transition is second-order. A ma
netic field does not change the order of the transition.

4! It is impossible to draw from the experimental data
unambiguous conclusion as to the symmetry of the cry
lattice in the low-temperature phase, but it can be assu
on the basis of the data that in structural phase transition
symmetry of the initial high-temperature phase does
change, and the lattice undergoes a smooth distortion in
ac plane.

5! The replacement of the complex (MoO4)2
22 in

KDy(MoO4)2 by the complex (WO4)2
22 leads to a signifi-

cant drop in the structural phase transition temperature.
6! An abrupt increase in the relaxation time of the sy

tem after a thermal pulse atT.Tc(H) has been observed
possibly attributable to structural instability of the syste
and the existence of an incommensurate phase.

7! A portion of theH–T phase diagram has been plott
for Hia.

8! A theoretical model of structural phase transition in
magnetic field has been proposed, and the dependence o
transition temperature on the direction and modulus of
induction vectorB has been investigated.

We have shown that the antiferrodistortion model of t
low-temperature phase is consistent with the behavior of
thermodynamic and spectroscopic properties.

The authors are grateful to A. A. Pavlyuk for growin
the high-quality KDy(WO4)2 crystals, to V. I. Kamenev for
orienting the crystals, and to B. Ya. Sukharevski� for a useful
discussion of the results.
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Diffusion and solubility of helium in lead fluoride single crystals in the superionic
transition region
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Ural State Technical University, 620002 Ekaterinburg, Russia
~Submitted September 30, 1997; resubmitted November 10, 1997!
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Temperature curves of the diffusion coefficients and solubilities of helium in pure and holmium-
doped lead fluoride crystals are obtained in the superionic phase-transition range. Possible
mechanisms of the interaction of helium with ions are discussed, along with mechanisms of the
solubility and diffusion of helium in a crystal. ©1998 American Institute of Physics.
@S1063-7834~98!03904-5#
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We have investigated the diffusion and solubility of h
lium in PbF2, using two types of single crystals. The tot
impurity content of sample No. 1 did not excee
1310,23 wt %. In sample No. 2 HoF3 was introduced in
concentrations up to 0.5 wt % during growth. The investig
tions were carried out by desorption of helium from cryst
presaturated in the gaseous phase in an apparatus empl
mass-spectrometric detection of the liberated helium.1,2

The experimental data from measurements of the s
bility of helium in PbF2 are shown in Fig. 1. For both
samples the temperature dependence has four discernib
tervals, in each of which the behavior of their solubilities
identical. In the first, low-temperature interval, the effecti
solubility of helium in PbF2 increases according to the exp
nential law Ceff5C0 exp(2Eeff

p /kT). The data for both
samples agree within the experimental error limits. The va
of the preexponential factor isC05(3.521.2

11.7)31018 cm23,
and the effective energy of solution isEeff

p 50.3660.30 eV.
In the second and third temperature intervals, the hel

solubility passes through a minimum and, owing to lar
errors, is not amenable to approximation. In the fourth int
val, the helium solubility decreases exponentially. For
pure sample we haveC05(3.122.1

16.3)31014 cm23 and
Eeff

p 52(0.2860.08) eV; for the holmium-doped samp

FIG. 1. Solubility of helium in PbF2 crystals versus temperature.1! PbF2; 2!
PbF210.5 wt % HoF3; 3! ~solid lines! approximations.
6991063-7834/98/40(4)/2/$15.00
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C05(9.226.2
119.1)31014 cm23 andEeff

p 52(0.1660.07) eV.
The temperature dependence of the effective diffus

coefficientDeff is shown in Fig. 2. In contrast with the solu
bility data,Deff does not have any singular anomalies, exh
iting instead a simple variation of the activation energyEeff

D

and the preexponential factorD0 in the transition region and
obeying the exponential lawDeff5D0 exp(2Eeff

D /kT) in the
low-temperature and high-temperature ranges. At low te
peratures the diffusion coefficients of helium in the pu
crystals are lower than in the doped crystals. The value
the parameters ofDeff for the pure sample areD0

5(1.220.8
12.3)3104 cm2

•s21 andEeff
D 51.5860.07 eV; for the

holmium-doped crystalsD05(1.320.9
14.1)3104 cm2

•s21 and
Eeff

D 51.3960.06 eV. In the high-temperature range the te
perature curves of the helium diffusion coefficient for bo
samples coincide:D05(1.721.1

13.4)3104 cm2
•s21 and Eeff

D

50.8760.07 eV.
The mechanism of the recorded behavior of the transp

coefficients of helium in PbF2 can be portrayed as follows
The temperature of the solubility minimum for the pu
sample,Tc5783 K, coincides with the transition temperatu
determined from the maximum of the specific heat in Ref.
so that the recorded variations in the helium transport co
ficients are associated with disordering of the anionic sub

FIG. 2. Solubility of helium in PbF2, SrF2, and BaF2 crystals versus tem-
perature.1! PbF2; 2! PbF210.5 wt % HoF3; 3! ~solid lines! approximations;
4, 5! interstitial diffusion of helium in BaF2 and SrF2, respectively.4
© 1998 American Institute of Physics
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tice. The shift of Tc toward lower temperatures for th
holmium-doped crystals can be attributed to the presenc
Ho31 ion compensators, whose interaction with anions oc
pying sites of the fluorine sublattice can cause them to s
from the main sties and lower the ‘‘melting point’’ of th
sublattice.

The energy of solution for the low-temperature~first!
interval lies between the energies of interstitial solution
helium in SrF2 and BaF2 ~Ref. 4!, implying that the solubil-
ity is basically interstitial in this interval. In the high
temperature interval the sublattice of fluorine anions is
nealed, so that the number of thermal vacancies is cons
and, accordingly, the recorded negative energy of solu
~the average value for the two samples isEeff

p 520.22 eV!
corresponds to the solution of helium at anion vacanc
Estimates of the contribution of fluorine anions to the ene
of interaction of helium with lattice ions, based on the und
formed lattice model and the values of the He–F p
potential,1,5 show that it is negligible. Consequently,1 the en-
ergy of solution of helium is equal to the energy of intera
tion of helium with four nearest-neighbor Pb21 cations. The
latter energy, referred to the Pb21 –He pair, is almost an
order of magnitude higher than the van der Waals interac
energy and indicates the chemical nature of the interactio
helium with lead cations.

A comparison of the above-determined diffusion coe
cients of helium in PbF2 with data on the interstitial diffusion
of helium in SrF2 and BaF2 ~Fig. 2! shows that the expecte
value of the interstitial diffusion coefficient of helium i
PbF2 in the given temperature interval is substantially low
of
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-
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n

s.
y
-
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n
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than the recorded values for both temperature ranges.
latter result could conform to a mechanism of migration
highly mobile helium-containing defect clusters~diffusion in
the annealed sublattice!, this mechanism becoming domina
above the phase transition temperature. At low temperatu
because of the abrupt drop in the number of free defects,
diffusion of helium most likely takes place by a ‘‘trapping
mechanism.6 In this case the low-temperature increase of
diffusion coefficient in the doped samples can be attribu
both to oxygen-vacancy compensation of the Ho31 impurity
ion ~Ref. 7! ~and, accordingly, a large number of impuri
vacancies! and to the possible involvement of F2 –He pairs
in the diffusion process in the presence of fluorine comp
sation.

This work has received support from the Fundamen
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Electronic state confinement in a Hubbard chain
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Electron redistribution over a 1D sublattice resulting from Hubbard repulsion leads to an
effective two-particle interaction with a potential linear in coordinate difference. Two-particle
wave functions and a narrow-band electron spectrum have been found. ©1998
American Institute of Physics.@S1063-7834~98!04004-0#
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1. Studies of high-Tc superconductivity have stimulate
recently interest in the two-particle problem as applied
low-dimension finite and infinite lattices within models
the type of Refs. 1–3. This is motivated by attempts to
beyond the weak-coupling limits and to use nonperturba
methods in theory. This work reports on a solution of a sim
lar problem with the use of exact two-particle 1D Hubba
wave functions and on finding the effective two-electron
teraction potential, which turns out to be linear in the diffe
ence between their coordinates. The Schro¨dinger equation
for two electrons interacting via this potential has be
solved. The wave functions are expressed through Be
functions, and the energy spectrum has an equidistant c
acter.

In an analysis4 of a similar problem, the wave function
were found by drawing an analogy between the Schro¨dinger
equation and the recurrence relations for Bessel functio
whereas the considerations leading to the equation for
eigenfunctions of the problem, they appear doubtful. Anot
study5 comes to a correct conclusion of the equidistant ch
acter of the spectrum. We have used here a modificatio
the method of Lifshits6 to find the eigenfunctions of the
problem.

2. The excess charge density created by redistributio
electrons on a chain can be written

Dr52ueu E
0

pF
@ uC~n1 ,n2!u22uC0~n1 ,n2!u2#dp, ~1!

whereC(n1 ,n2) is the two-particle 1D Hubbard wave func
tion, C0(n1 ,n2) is the wave function of two free single
electrons, andpF is the Fermi quasi-momentum.

We choose the Hubbard wave function in the form7

C~n1 ,n2!5expF i
Q

2
~n11n2!Gcos~pun12n2u2d!, ~2!

where Q is the center-of-mass quasi-momentum,p is the
relative quasi-momentum of two electrons,n1 and n2 are
vectors of a 1D lattice~we set the lattice constant subs
quently equal to one!, d is the scattering phase defined as
7011063-7834/98/40(4)/3/$15.00
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d5arctan
h

sin p
, h5

U

4t cos
Q

2

, ~3!

andU is the Hubbard interaction energy.
The effective interaction was calculated for the simpl

case ofU51`. Substituting Eq.~2! into Eq. ~1! and inte-
grating inp yields (d5p/2)

Dr5ueu
sin2pFn

2n
, n5un12n2u. ~4!

The potential of the excess charge distribution field~4!,
found by solving Poisson’s difference equation

D2w522pueu
sin2pFn

n
, ~5!

has the form

w~n!522pueupFn1
pueu

sin2pF

sin~2pFn22pF!

2n
. ~6!

The first term in Eq.~6! is dominant. In solving the
Schrödinger equation, it is only this term that we shall ta
into account. Thus electron redistribution should result
confinement of electronic states. The two-electron interac
energy can be written

U~n!5an, a52pe2pF . ~7!

The quantitya can be estimated from the relation ofpF with
electron concentration by assuming electrons to consitute
ideal gas. Then close to half fillinga;12p2«0x, where«0 is
the energy of Coulomb interaction between adjacent lat
sites, andx is the electron concentration.

3. The Schro¨dinger equation for two particles on a cha
can be written

2T@C~n111,n2!#1T@C~n121,n2!1C~n1 ,n211!

1C~n1 ,n221!#1aun12n2uC~n1 ,n2!5EC~n1 ,n2!.

~8!
© 1998 American Institute of Physics
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We present its solution in the form

C j~n1 ,n2!5expF i
Q

2
~n11n2!G

3(
k

exp@ ik~n12n2!#C j~k,Q!, ~9!

where j 51,2 for the n1,n2 and n1.n2 regions, respec-
tively.

Parametrizing the eigenvalues of the problem

E524T cos
Q

2
coshp, ~10!

and substituting Eq.~9! into Eq.~8!, with due account of Eq
~10!, yields the following equations:

4T cos
Q

2
~cosk2coshp!C j~k,Q!57 ia

dC j

dk
, ~11!

where the upper sign on the right-hand side correspond
j 51, and the lower one, toj 52.

Integration of Eq.~11! yields

C j~k,Q!5c exp~6 iz sin k7 ink!,

z5
4T

a
cos

Q

2
, n5z coshp, ~12!

and, by transferring to the muffin-tin representation with t
use of Eq.~9!, we come finally to the following wave func
tion

C~n1 ,n2!5c expF i
Q

2
~n11n2!GJn1un12n2u~z!, ~13!

whereJm(z) is the Bessel function of the first kind.
Wave function~13! satisfies the following asymptoti

relation:C(n1 ,n2)→0, un12n2u→`.
4. To find the spectrum of the problem, we first note th

c5C~k50!5 (
n50

`

C~n!. ~14!

Summing both parts of the equality

C~n12n2!5cJn1un12n2u~z! ~14a!

in (n1 ,n2), we come to the following equation for determ
nation of the spectrum

(
n51

`

Jn2n~z!5Jn~z!. ~15!

Introducing the notation

wn~z!5E
0

z

Jn~z!dz, ~16!

we recast Eq.~16! in the form8

wn11~z!2wn~z!50 . ~17!

Introduce translation operator in indexn:

wn11~z!5expS d

dn Dwn~z!, ~18!
to

e

t

which can be done ifn does not depend onz. Then Eq.~18!
will take on the form

expS d

dn Dwn~z!5wn~z!, ~19!

or

wn~z!2expS 2
d

dnDwn~z!50 , ~20!

so that

wn21~z!2wn11~z!50 . ~21!

Recalling the recurrence relation for the Bessel functions

Jm11~z!2Jm21~z!52
d

dz
Jm~z!, ~22!

we can recast Eq.~21! to

Jm~z!50 . ~23!

Thus the eigenvalues of the problem are solutions to
~23!.

Consider the region of valuesz!1 corresponding to an
infinitely narrow electron band. Then Eq.~23! rewrites as

zn

G~n11!
50 , ~24!

whose solutions are

n52~m11!, m50,1,2, . . . . ~25!

Taking this into account and recalling Eq.~24!, one should
analyze the equation

J2n~z!50 ~26!

whose solutions in the limiting case ofz!1 are

n5~m11!. ~27!

To find the boundaries of the spectrum, we shall use
z!1 approximation in wave functions~12!

C~n12n2!5

expS 2
un12n2u

R D
G~n1un12n2u11!

, ~28!

whence, if we take into account Eqs.~25! and~27!, it follows
that m<un12n2u.

Thus the energy spectrum of the system

E56a~m11! ~29!

is bounded from below~for m.un12n2u the wave function
vanishes identically!.

Eq. ~28! describes a two-electron bound state in a narr
band, with wave function damping at large distances occ
ring faster than exponentially, and therefore the quantityR
cannot be interpreted as the bound-state radius. The sy
has a ground state, but no continuum. In accordance with
~19!, the lower sign in Eq.~29! corresponds to strongly ex
cited states. It should be pointed out that in this approxim
tion the energy levels depend on the band width 4T.
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It was shown9,10 that hole confinement sets in in an a
tiferromagnetically ordered lattice close to half filling, an
that this result does not depend on lattice dimension.
effective interaction potential~7! obtained in our work is
valid for a one-dimensional lattice only and is repulsive,
that the binding is due to the electron energy band be
finite.
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Under the isotope effect in electron-stimulated deso
tion ~ESD! one understands the dependence of the ESD y
of ions on their massM .1,2 In the traditional model of Men-
zel, Gomer, and Redhead the isotope effect is determine
the dependence on mass of the probabilityF that the ion will
not be reneutralized in the course of desorption by electr
of the metallic substrate:F}exp(2M1/2const).3,4 Within the
relaxation model,1 where desorption is related to the exi
tence on the surface of a local electric field, the isotope ef
manifests itself as the dependence onM of a critical timetc ,
i.e. the time during which the local substrate field has
accelerate the desorbing ion to eject it to infinity.5,6 We shall
discuss this effect here in more detail.

1. ISOTOPE EFFECT IN COULOMBIC DECAY OF AN
ADSORPTION SYSTEM

The relaxation model is essentially as follows.1,5,6 Inci-
dent electrons~or photons! destroy the chemisorption bond
ing between adatom 2 and surface atom 1 by the mecha
of Knotek–Feibelman7,8 ~atom 1 may be a substrate atom o
for instance, a fragment of an adsorbed diatom
molecule5,6!. The electrons become redistributed so that C
lombic repulsion sets in between ions 1 and 2. Ion 2 beg
to accelerate in the field created by ion 1. At a certain m
ment the two-hole state at ion 1 breaks down, and the lo
accelerating field disappears. If by that time ion 2 has b
up its kinetic energy to a level high enough to overcome
attraction produced by the image forces of ion 2 in the m
tallic substrate, then it will desorb. Otherwise ion 2 will r
turn back to the surface. An analytical theory of this proc
has been developed.5,6

If desorption occurs only under the action of Coulom
forces, and the short-range repulsion of electronic shell
the moment of breaking the adsorption bond can be
glected~see the relevant discussion in Ref. 9!, then the prob-
ability f E of observing an ESD ion with energyE is given by
the following expressions: a! for E→Emin50,

f E5expF2
tc

t
A11~2E/V!G ,

tc5rAM @2V/W~2W2V!#1/2; ~1!

b! for E→Emax5(W2V)/2
7041063-7834/98/40(4)/3/$15.00
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f E5expH 2
r

2t
AM @W/Emax~Emax2E!#1/2J . ~2!

Herer is the initial position of desorbing ion 2 relative to th
metal surface, andt is the lifetime of the two-hole state a
ion 1 (t>10214 s!,

W5
4z1z2e2d

r 2
, V5

z2
2e2

2r
, ~3!

z1,2 are the charges of ions 1 and 2, respectively, at the
stant of bond breaking,d is the position of ion 1 relative to
the metallic surface~see Refs. 5 and 6!, and e is the
positronic charge. Note thatW is the doubled energy o
dipole-dipole repulsion~at the instant of bond breaking! of
ion 2 from the dipole formed by ion 1 and its image in th
metal. ParameterV is the doubled energy of interaction o
ion 2 with its image in the metal at the initial moment.

The energy distribution of ESD ions,dN(E)/dE[rE ,
can be presented in the form10

rE5CAE2Emin f E , ~4!

where C is a normalization constant with dimensio
(eV)23/2. The ESD ion yieldq can be written

q5E
Emin

Emax
rEdE. ~5!

Substituting Eqs.~1! and ~4! into Eq. ~5! we come to an
approximate result~see Appendix!

q5CAu23/2 exp~2u!R,

R5
Ap

2
F~Auu!2Auu exp~2uu!,

u5tc /t, u5~W/V!1/221 . ~6!

HereA is a coefficient with dimension~eV!3/2 ~see Appen-
dix!, andF is the probability integral11. Sincetc and, hence,
u are proportional toAM @see Eq.~1!#, an increase in isotope
mass results in a decrease of the ESD ion yield.~Note that
parameteru is always positive. Indeed, as shown in Ref.
desorption can occur only if the inequalityz1.z1c[z2r /8d,
which corresponds to the inequalityW/V.1, is met!.
© 1998 American Institute of Physics
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Consider now the change in ESD ion yielddq resulting
from a change in ion mass,M→M1dM . We shall assume
thath[dM /M!1. Then we shall obtain, in first order inh,

dq

q
>

h

2F2
3

2
2u1~uu!3/2 exp~2uu!R21G . ~7!

Consider simple special cases. ForAuu!1

q>CA
2

3
u3/2 exp~2u!, dq/q>2

1

2
hu. ~8!

For Auu@1.

q>CA
Ap

2
u23/2, dq/q>2

1

2
hS u1

3

2D . ~9!

Thus, as parameteruu increases, the relative decrease~for
h.0) of the ESD ion yield increases, and hence, the isot
effect becomes enhanced.

2. INFLUENCE OF SHORT-RANGE ELECTRON-SHELL
REPULSION ON THE ISOTOPE EFFECT

Some cases require taking into account within the rel
ation model not only the Coulombic collapse of the adso
tion system but the contribution of short-range repulsionVrep

of the electronic shells of ions 1 and 2 as well.9,12 For ex-
ample, the inclusion ofVrep is needed when considering th
reversible mechanism of desorption by Antoniewicz,13 which
was demonstrated by a theoretical analysis12,14 of the tem-
perature dependence of ESD yield of alkali-metal ions fr
tungsten and iridium surface covered by a silicon film15–17.

It was shown9,12 that including the contribution
Vrep5B exp@2b(z2r)# (z is the coordinate, andb is a char-
acteristic reciprocal length! to ion desorption can be take
into account by introducing into the equation of motion
the initial condition nonzero initial velocity

v5A2B/M . ~10!

An analysis9,12 shows that, if the inequality

Mv2.V ~11!

is met ~i.e., if the kinetic energy acquired by ion 2 in th
repulsion of its shell and the shell of ion 1 exceeds the
ergy of interaction of its chargez2 with the image charge
2z2), ion 2 goes to infinity, and there is no more need
accelerate it by the dipole field generated by ion 1 and
image. Thus the velocityv* 5AV/M separates in a natura
way the regions of small (v,v* ) and large (v.v* ) initial
velocities.

Consider the region of small velocities with the add
tional condition

Mv2!W~2W2V!/2V. ~12!

One can now show that the probabilityf E ~here and subse
quently the tilde denotes the quantities relating to thevÞ0
case! of observing an ESD ion with energyE is

f̃ E> f EK, ~13!

where the probabilityf E for the v50 case is given by Eqs
~1! or ~2!, and
e

-
-

-

ts

K5expFM
2vr

t~2W2V!G , ~14!

or, recalling Eq.~10!,

K5expFAM
2rA2B

t~2W2V!
G . ~15!

Expression~13! was obtained in the lowest~linear in the
argument of the exponential! approximation inv. It can now
readily be shown that the ESD ion yieldq̃

q̃5qK, ~16!

dq̃

q̃
5

dq

q
1

h

2
ln K, ~17!

wheredq/q is given by Eq.~7!. Sincedq/q,0 @see Eqs.~8!
and ~9!#, and the second term on the right-hand side of E
~17! is positive ~for h.0), the magnitude of the isotop
effect decreases. Moreover, in the case ofAuu!1 @see Eq.
~8!# and when the inequalityB.V(12V/2W) is met, the
second term in Eq.~17! is larger than the first one, which
makes the ratiodq̃/q̃ positive. Note that the energy distribu
tion of ESD ions in the small-velocity domain starts fro
Emin50 and extends up toEmax5(Mv21W2V)/2.9,12 Thus
the width of the ESD ion energy distribution increases w
initial velocity.

Let us turn now to the region of high velocities, whic
satisfy the inequality inverse to~11!. In this case, the energ
distribution of ESD ions is confined betweenEmin5(Mv2

2V)/2 andEmax5(Mv21W2V)/2.9,12 As the initial veloc-
ity increases, the energy distribution shifts toward high en
gies, with its width remaining constant and equal toW/2. An
analysis12 shows that forE→Emin the probabilityf̃ E has the
form

f̃ E5expS 2
r

vt

2E1V2Mv2

2W D , ~18!

which yields f̃ E51 for E5Emin . On the other hand, for
v→` andE→Emax the probabilityf̃ E also tends to one@see
Eq. ~2!#. Using Eqs.~4! and ~5!, we come now to

q̃5
2

3
C~W/2!3/2. ~19!

This expression obtained under the assumption ofv→` is
valid for any initial velocity provided it satisfies the criterio
Mv2.V, which follows from simple physical consider
ations, namely, that each ion which has built up a veloc
v.v* 5AV/M will go to infinity on overcoming the image
potential forces. It is also clear that no isotope effect will
present here.

3. NUMERICAL ESTIMATES

For illustration, consider the increase in yield of Li6
1

ions compared to Li7
1 from a submonolayer lithium film,

which is adsorbed on a silicon monolayer deposited o
tungsten substrate~Li–Si/W!. This system was studied in
Refs. 15–17. Theoretical estimates of the model parame
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for this system are presented in Ref. 12. Parameterd ~half of
the arm of the dipole formed by ion 1, which here is silico
and its image! entering Eq.~3! is assumed to be equal to th
Si atomic radius,d51.17 Å. The initial position of the
lithium ion relative to tungsten surface isr 52d1r i~Li !,
where the last term stands for the lithium ion radius, 0.68
Estimates give for the charge of the Si1 ion produced by
electron bombardmentz1>1.13.12 Recalling thatz251, we
obtain W58.35 eV andV52.38 eV, which yieldsu50.87
@see Eq. ~6!#. For the Li7 isotope, the critical time
tc51.65310214 s. Taking the valuet54.84310214 s from
Ref. 12, we obtainu50.34. Substituting the parameters th
found into Eq. ~7! and taking into account thath5(6
27)/7>20.14, we obtaindq/q>0.11. Unfortunately, in
Refs. 15–17 the isotope effect was not studied. For a sim
system of lithium on oxidized tungsten it was found18, how-
ever, that q(Li 6

1)/q(Li 7
1)51.260.1, i.e. dq/q50.1– 0.3.

Thus our estimate appears reasonable.
To estimate the influence of initial velocity on the is

tope effect, consider desorption of Na1 ions from the Na–
Si/W system bombarded by 100-eV electrons16. It was
shown14,16 that desorption occurs in this case by the reve
ible mechanism, where short-range repulsion must ap
ently be included. Estimates based on Ref. 14 givev50.14
3104 m/s for the initial velocity,t50.56310214 s for the
effective lifetime of the two-hole state at the silicon io
z151, d51.17 Å, r 53.26 Å,W56.34 eV, andV52.21 eV.
This yields tc54.11310214 s, u57.35, andu50.69. We
take the longest-lived sodium isotope Na22.19 Substituting
the above values into Eq.~17! gives dq/q50.19,
(h/2) ln K520.04, and, hence,dq̃/q̃50.15. It thus follows
that even very small velocities~in our case the initial veloc-
ity corresponds to a sodium ion energy of 0.23 eV, which
substantially smaller than the potentialsW andV) affect con-
siderably the isotope effect.

APPENDIX

Integral ~5! with f E defined by Eq.~1! reduces to

q5
C

A2
~V!3/2E

1

a

yAy221e2uydy, ~A1!

where a5(W/V)1/2 and u5tc /t. Integral ~A1! cannot be
calculated exactly. In a general case, however, it is the fu
tions exp(2uy) andAy21 in the integrand that undergo th
largest change within the region of integration. The mo
smoothly varying functionyAy11 can be averaged appro
priately and taken outside the integral. We thus obtain
,

.

ar

-
r-

s

c-

e

q5CAE
0

u
Aje2ujdj, ~A2!

whereu5(W/V)1/221. Taking a lower estimate of the inte
gral ~at the lower limit of integration!, we obtainV3/2 for
coefficientA, whereas an upper estimate~at the upper limit
of integration! yieldsA5V3/2(W/V)1/2@(W/V)1/211#1/2. The
integral in Eq.~A2! is taken by parts yielding Eq.~6!. Note
that, similar to our preceding papers9,12,14, we extrapolate the
probability functionf E defined by Eq.~1! and valid, strictly
speaking, only forE→0 to the whole energy distribution
region. This approximation does not entail a large error
integration.

The author is grateful to V. N. Ageev and N. D
Potekhina for stimulating discussions.

Support of the ‘‘Atomic Surface Structures’’ Program
gratefully acknowledged.

1V. N. Ageev, O. P. Burmistrova, and Yu. A. Kuznetsov, Usp. Fiz. Na
158, 389 ~1989! @Sov. Phys. Usp.32, 588 ~1989!#.

2R. D. Ramsier and J. T. Yates, Surf. Sci. Rep.12, 244 ~1991!.
3D. Menzel and R. Gomer, J. Chem. Phys.41, 3311~1964!.
4P. A. Redhead, Can. J. Phys.42, 886 ~1964!.
5S. Yu. Davydov, Fiz. Tverd. Tela~St. Petersburg! 35, 2525~1993! @Phys.
Solid State35, 1251~1993!#.

6S. Yu. Davydov, Fiz. Tverd. Tela~St. Petersburg! 37, 1758~1995! @Phys.
Solid State37, 957 ~1995!#.

7M. L. Knotek and P. J. Feibelman, Phys. Rev. Lett.40, 964 ~1978!.
8P. J. Feibelman and M. L. Knotek, Phys. Rev. B18, 6531~1978!.
9S. Yu. Davydov, Fiz. Tverd. Tela~St. Petersburg! 39, 1679~1997! @Phys.
Solid State39, 1498~1997!#.

10Z. W. Gortel and A. Wierbicki, Phys. Rev. B43, 7487~1991!.
11E. Jahnke, F. Emde, and F. Lo¨sch,Tafeln Höherer Funktionen~Teubner,
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The time-of-flight technique combined with a surface-ionization-based detector has been used to
investigate the yield and energy distribution of sodium atoms escaping in electron-
stimulated desorption~ESD! from adlayers on the surface of molybdenum oxidized to various
degrees and maintained atT5300 K as functions of incident electron energy and surface
coverage by sodium. The sodium-atom ESD threshold is about 25 eV, irrespective of sodium
coverage and extent of molybdenum oxidation. Molybdenum covered by an oxygen
monolayer exhibits secondary thresholds at;40 eV and;70 eV, as well as low-energy tailing
of the energy distributions, its extent increasing with surface coverage by sodiumU. The
most probable kinetic energies of sodium atoms are about 0.23 eV, irrespective of the degree of
molybdenum oxidation and incident electron energy atU50.125, and decrease to 0.17 eV
as the coverage grows toU50.75. The results obtained are interpreted within a model of Auger-
stimulated desorption, in which adsorbed sodium ions are neutralized by Auger electrons
appearing as the core holes in the 2sO, 4sMo, and 4pMo levels are filled. It has been found that
the appearance of secondary thresholds in ESD of neutrals, as well as the extent of their
energy distributions, depend on surface coverage by the adsorbate. ©1998 American Institute
of Physics.@S1063-7834~98!04204-X#
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Although electron-stimulated desorption~ESD! has been
a subject of intense study for more than three decades,
ertheless the available information on cross sections and
ergy distributions of desorbing neutrals is still not reliab
enough to construct a detailed model of this phenomen1

We observed ESD of alkali-metal atoms from layers a
sorbed on the surface of oxidized tungsten2 and measured
cross sections and energy distributions of desorbing atom3,4.
It was found that ESD of alkali-metal atoms is initiated
ionization from oxygen and alkali-metal core levels.5 These
results were interpreted in terms of a model of Aug
stimulated desorption, which takes into account competit
between reionization of the alkali-metal atoms and relaxa
of the negative charge on oxygen ions.6

Subsequent ESD measurements on potassium and
sium atoms from the surface of oxidized molybdenu
showed that ESD can arise in molybdenum core-le
ionization,7 with the process having a resonant character
sociated with core-exciton formation8.

This work reports measurements of ESD cross sect
and energy distributions of sodium atoms escaping from
layers on oxidized molybdenum, which were performed
order to study the effect of alkali-metal characteristics
ESD of neutrals from this substrate.

1. EXPERIMENTAL TECHNIQUES

The experimental setup used and the measurement
niques are described in detail elsewhere.3 All measurements
of the ESD cross sections and energy distributions for
atoms escaping from adlayers on oxidized molybdenum w
performed with the target maintained at room temperatu
7071063-7834/98/40(4)/5/$15.00
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The energy distributions of Na atoms were obtained by
time-of-flight technique with the target bombarded by
pulsed electron beam with 1ms-long pulses at a 1-kHz rep
etition frequency. The Na atoms were ionized at a surfa
ionization-based detector at ionizer iridium-ribbon tempe
ture of 1800 K. To increase the signal/noise ratio at detec
output, the output signal was gated by voltage pulses s
chronized with the electron beam pulses. The residual p
sure in the instrument stainless-steel chamber was not a
5310210 Torr. The residual-gas composition and the pur
of the Na atom beam were monitored by a MS-7302 qu
rupole mass spectrometer.

We used as targets 703230.01-mm texturized molyb-
denum ribbons with a predominantly~100!-oriented surface.
Prior to measurements, the ribbons were treated by the s
dard procedure, namely, annealing in ultrahigh vacuum
T52000 K for 5 h bypassing ac current, which favors eme
gence of the~100! face onto the surface,9 heating in oxygen
ambient @p~O2)>131026 Torr# at T51800 K for 3 h to
remove carbon impurities, and finally, after the pumping o
of the oxygen, bakeout atT52200 K for 3 min to remove
oxygen.

Prior to ESD measurements, oxygen was deposited
the surface of the molybdenum ribbons in two ways.
obtain monolayer oxygen coverage, the ribbons were
posed for 10 s to oxygen at a pressurep~O2)>131026 Torr
and temperatureT51400 K. To form a thick oxide layer, the
ribbons were maintained for 1 h in oxygen at p~O2)>1
31026 Torr and temperatureT51000 K.10

Sodium was deposited on oxidized molybdenum at ro
temperature from a Na beam produced in a directly-hea
evaporator by thermal decomposition of sodium chroma
© 1998 American Institute of Physics
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The surface density of deposited sodium was determi
from the deposition time at constant flux, whose intens
was found by measuring the total surface ionization curr
at the target at the temperature corresponding to current s
ration (T.1750 K!. The sodium surface density correspon
ing to monolayer coverage was taken equal toN05131015

at/cm2. At this level the concentration dependence of
ESD yield attains saturation.

The electron beam density did not exceed 1026 A/cm2 at
electron energyEe5100 eV, and bombardment by electro
did not result in noticeable target heating.

2. RESULTS

Bombardment by electrons of a sodium film adsorbed
oxidized molybdenum atT5300 K was observed to result i
desorption of Na atoms. Figure 1 presents the yieldq of Na
atoms from a molybdenum surface covered by an oxy
monolayer, on which sodium was deposited to different c
eragesU, on incident electron energyEe . Irrespective of the
coverageU, the ESD appearance threshold for Na atoms
seen to lie at the same electron energyEe'25 eV, which,
taking into account the contact potential difference betw
the electron emitter and the target, is close to the ioniza
energy of the 2s O level11. As the sodium coverageU
grows, additional thresholds appear on theq(Ee) curves at
electron energiesEe'40 eV andEe'70 eV, with the former
being seen already forU.0.125, whereas the latter thres
old becomes noticeable only forU.0.25. These additiona
thresholds correlate quite well with the ionization energies
the 4p Mo and 4s Mo core levels, respectively,11 and do not
change with increasingU.

The additional Na atom thresholds disappear with
creasing molybdenum oxidation, and the neutral yield d
not saturate with increasing electron energy up toEe5500
eV. Similar effects were observed earlier in ESD of K and
atoms from oxidized molybdenum.7 An increase in the exten
of molybdenum oxidation from a monatomic oxygen layer
an oxide film a few ML thick brings about a decrease of
yield to about one half irrespective of electron energyEe and
sodium coverageU ~Fig. 2!. Note that the changes in N

FIG. 1. Sodium-atom ESD yieldq vs incident electron energyEe from
molybdenum surface covered by an oxygen monolayer atT5300 K, mea-
sured for different sodium coveragesU: 1 — 0.125,2 — 0.25,3 — 0.5, and
4 — 0.75.
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atom yield at the additional thresholds resemble rounded
steps rather than the sharp peaks observed by us earlier
and Cs atoms escaping by ESD from the corresponding
layers on molybdenum surface covered by an oxyg
monolayer8.

The sodium yieldq grows practically linearly with so-
dium coverage up toU50.9, whereq reaches saturation
with the slope of theq(U) graphs increasing withEe ~Fig.
3!.

Figure 4 plots normalized ESD energy distributions
Na atoms from adlayers on molybdenum coated by an o
gen monolayer for different sodium coveragesU. For
U,0.125, the energy distributions are nearly bell-shap
with the falloff at high energies being somewhat smooth
than the low-energy rise. Within 0.125,U,0.75, the Na
energy distributions shift with increasingU toward lower
energies, accompanied by a simultaneous appearance
low-energy tail, whose extent grows with increasingU, until
at U50.75 the energy distributions start at zero kinetic e
ergy, similar to those of K and Cs atoms7 ~Fig. 5!. The extent
of the low-energy tails decreases as one goes from Cs to
irrespective ofU. As the degree of molybdenum oxidatio
increases, this tail in the energy distributions of Na ato
disappears, as it does also in the case of K and Cs~Ref. 8!.

FIG. 2. Sodium-atom ESD yieldq vs incident electron energyEe from ~1!
molybdenum surface covered by an oxygen monolayer and~2! molybdenum
oxide atT5300 K. Sodium coverageU50.75.

FIG. 3. Sodium-atom ESD yieldq vs sodium coverageU from molybde-
num surface covered by an oxygen monolayer atT5300 K, measured for
different incident electron energiesEe~eV!: 1 — 40, 2 — 70, 3 — 120.
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Variation of the primary electron energy does not affect
shape of the normalized Na atom energy distributions.

3. DISCUSSION OF RESULTS

Adsorption of alkali metals on transition-metal oxides
accompanied by a decrease in the work function, which
pends on the ionization potential of the alkali metal and
amount on the surface.12,13 For low coverages, alkali metal
adsorb in ionic form, and their adsorption may bring abou
partial reduction of the oxide.14,15 For U.0.5, increasing
dipole-dipole repulsion among adsorbed particles weak
their binding to the substrate, and as a result of dipole de
larization a transition to neutral adsorption takes place.16,17

Figure 6 shows an electron level diagram for t
Mo–O–Na adsorption system. ESD of Na atoms can
qualitatively explained in terms of the model of Auge
stimulated desorption, which was proposed3,18 to describe
ESD of alkali-metal atoms and ions from oxidized tungs
and used7,8 for interpretation of the K and Cs ESD from
oxidized molybdenum. Let a primary electron produce a c
hole in the 2sO level, which is filled by an electron from th

FIG. 4. Normalized energy distributions of sodium atoms in ESD fro
molybdenum surface covered by an oxygen monolayer at 300 K, meas
for different cesium coveragesU: 1 — 0.125,2 — 0.25,3 — 0.5,4 — 0.75.
Incident electron energyEe580 eV.

FIG. 5. Normalized energy distributions of~1! sodium,~2! potassium, and
~3! cesium atoms in ESD from molybdenum surface covered by an oxy
monolayer at 300 K, measured at an alkali-metal coverageU50.75. Inci-
dent electron energyEe580 eV.
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2p level of oxygen, with the corresponding Auger electr
neutralizing the adsorbed Na1 ion. If the positive oxygen ion
recovers its negative charge by trapping electrons from
substrate faster than the sodium atom reionizes, then
negative oxygen ion will start to repel the sodium ato
through overlap of their valence orbitals, and the sodi
atom will be ejected from the surface.

It appears most reasonable to attribute the additional
appearance thresholds atEe'40 eV andEe'70 eV to ion-
ization of the 4sMo and 4pMo levels. Although the former
threshold could be assigned to ionization of the sodiump
level,11 the fact that both additional thresholds are observ
also in ESD of K and Cs atoms7 argues for the first conjec
ture. The observation of additional thresholds suggests
existence of Auger processes involving the 4s and 4p levels
of molybdenum, which result in neutralization of adsorb
Na1 ions. Filling of the core holes in these levels directly b
valence-band electrons can hardly produce efficient neu
ization of adsorbed Na1 ions because of the too high energ
of the corresponding Auger electrons, an argument corro
rated by the absence of ESD of alkali-metal atoms fr
tungsten covered by a silicon film19. It is more probable that
even after the molybdenum core levels have been ioniz
Na1 ions continue to be neutralized by Auger electrons fro
the 2p O levels, which are ejected after the filling of co
holes in the 2s O levels appearing as a result of interatom
core-hole Auger decay in the molybdenum levels. In t
case the positive charge on oxygen ions should increase
increasing number of cascade Auger processes leadin
core hole filling, and it apparently increases as one move
ionization from the 2s O to 4p Mo level, and, finally, to 4s
Mo. Accordingly, the relaxation time of the negative char
on oxygen20 and the probability of Na reionization also in
crease in this direction.6 The more monotonic variation of Na
ESD yield in the region of molybdenum 4p and 4s ioniza-
tion ~Fig. 2! compared to that of Cs and K atoms is app
ently connected with the absence of sharp spectral feature
the density distribution of free states in the sodium mon
layer and their presence in the cesium and potass
monllayers.21 The higher is the density of unoccupied stat
in the conduction band, the higher is the probability of res
nant electron transitions from the 4p Mo and 4s Mo levels,
and, accordingly, the larger is the yield of neutrals in t
vicinity of the thresholds atEe540 and 70 eV. The essentia
point here is that electrons excited to the conduction band
capable of increasing substantially the relaxation rate of
negative charge on positive oxygen ions.8

ed

n

FIG. 6. Electron energy level diagram for the Mo–O–Naadsorption system.
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The average density of unoccupied conduction-ba
states for a monolayer of sodium is considerably lower th
that for cesium and potassium monlayers,21 and therefore the
additional thresholds for Na neutrals, in contrast to those
Cs and K atoms, are observed only after deposition o
certain critical density, which compensates the increase
the charge relaxation time for positive oxygen ions. T
probability of Na-atom reionization decreases appare
with increasing density of adsorbed sodium because
increasing equilibrium separation of the sodium adlayer fr
the surface. This assumption is supported by the lar
sodium coverage which is needed to observe the additi
threshold at 70 eV (U50.5) compared to that at 40 eV
(U50.25), as well as by the absence of additional thresho
for neutral Na ESD from an adlayer on molybdenum oxid
where the charge relaxation time for a positive oxygen
should be considerably longer than that for molybden
coated by a monolayer of oxygen.6

It should, however, be pointed out that a decrease in
probability of Na-atom reionization with increasingU
should cause an increase in the Na ESD cross section, w
has not been observed within experimental accuracy, as
was not detected either in ESD of alkali-metal atoms fr
oxidized tungsten5 nor for K and Cs atoms from oxidize
molybdenum7. This is possibly related to the insignifican
contribution of molybdenum core-level ionization to Na ES
compared to that of the ionization of 2s O levels. Estimates
show this contribution not to exceed a few per cent. T
constancy of the Na reionization probability with increasi
U is attributed to the independence of the structure and
sition of the oxygen charge between the alkali-metal a
substrate atoms.6 The increase of the positive charge on t
oxygen ion after the molybdenum core-hole Auger dec
compared to its charge in the case of 2s O core-hole Auger
decay can change the situation, however, because a ch
of the oxygen charge may be accompanied by a chang
the shape of the potential barrier for electron tunneling fr
the Na atom to the oxygen ion. The change in the valen
band spectrum of the substrate induced by adsorption o
alkali metal is also capable of affecting the relaxation time
the electronic excitations responsible for electron-stimula
processes. For example, one observed a strong decrea
the cross section of electron-stimulated oxygen disorde
on the Mo~110! face at electron energies corresponding
the 4s Mo level ionization energy in the case of lithium
adsorption, whereas the dependence of this cross sectio
the energy of the electrons involved in ionization of thep
Mo level did not exhibit any features.22 The free-state spec
trum of molybdenum covered by an oxygen monolayer
also very sensitive to adsorption of an alkali metal, which
demonstrated by the transition from resonant excitation o
and Cs ESD to nonresonant excitation of Na ESD.

It may be conjectured that the appearance of the lo
energy tails in the Na energy distributions is connected w
the displacement of Na-atom, after their formation, towa
the positive oxygen ion.7,8 Those Na atoms which do no
approach the surface before the negative charge relaxatio
oxygen has come to an end will desorb with a high kine
energy, and those which lag behind, with a low energy. O
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viously enough, the extent of the tails should increase w
increasing atomic mass, and it is this what is actually o
served as one goes from Na to Cs atoms.7 An increase inU
means an increase in equilibrium distance of Na atoms fr
the surface and, accordingly, an increase in the extent of
energy distribution tails, because a progressively sma
number of Na atoms can reach the surface during the oxy
charge-relaxation time. In the case of the oxide, this time
long enough for all atoms to acquire a high energy, and
tails are seen.

Another possibility to account for the low-energy tails
the Na energy distributions and for the dependence of t
extent on surface coverage by sodium assumes the exist
of two repulsive terms to which Na atoms transfer after el
tronic excitation of the adsorption system. These terms m
be associated with different degrees of charge relaxation
the oxygen ion, and, accordingly, one of these states ca
metastable. Since the energy distribution tails appear onl
sodium coveragesU.0.125 on oxygen-monolayer-coate
molybdenum, and already at primary electron energ
Ee.25 eV, they are obviously due to electronic excitatio
associated with 2s O core-level ionization and are in no wa
connected with the appearance of the additional thresho
If the two repulsive terms differ in steepness, then an
crease inU should shift the Na energy distributions origina
ing from excitation to different terms relative to one anoth
because of increasing equilibrium distance of Na adato
from the surface, and, as a result, the tails should beco
longer. The radius of the atom produced by neutralization
the positive alkali-metal ion increases as one goes from
dium to cesium, and, accordingly, the extent of the ene
distribution tails should increase in the same order. T
probability of Na reionization when in the metastable te
~with an incompletely relaxed oxygen charge! should be
higher than that at the ground term, and therefore the num
of Na atoms in the tails does not exceed a few per cent of
total desorbed amount. The lifetime of one-electron exc
tions is, however, short compared to that of many-elect
ones, and therefore the second explanation appears less
able.

Thus we report the first observation of an adsorpt
system for which the appearance of additional threshold
neutral ESD depends on surface coverage by the adsor
with the energy distributions of neutrals exhibiting low
energy tails whose extent likewise depends on surface c
erage.
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Adsorption-resistant properties of copper phthalocyanine dispersed in a polymer matrix
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The conduction mechanism in copper phthalocyanine~CuPc!-polymer composite thin films and
their sensitivity to nitrogen dioxide are investigated. It is established that a hopping
conduction mechanism in the regime of single electron hops prevails in these materials at
290–350 K, and the magnitude and rate of the adsorption-resistance sensitivity to NO2 is higher
than in pure CuPc. © 1998 American Institute of Physics.@S1063-7834~98!04304-4#
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The utilization of metal phthalocyanines as the mole
lar discriminating core of chemical sensors is based on
adsorption-resistant effect, which describes the variation
the conductivity in connection with the selective absorpt
of molecules of the surrounding gas medium.1,2 Not only the
properties of the phthalocyanine molecules themselves,
also their intermolecular interactions and supramolecu
structure are important in this effect. The adsorption-resis
properties can be optimized by chemically modifying t
phthalocyanine molecules or by employing various thin-fi
production methods to regulate the supramolecular struct
Another possible avenue for controlling the adsorptio
resistant properties is to disperse phthalocyanine aggreg
in an inert polymer matrix.3–5 The separation of phthalocya
nine associations with the polymer medium in this compo
structure alters the electrical characteristics of the film a
can enhance the accessibility of adsorption centers by m
ecules from the gas environment. In the present study
give the results of an investigation of the electrical and g
sensing properties of composite copper phthalocyan
~CuPc!-polymer structures.

Composite films having thicknesses from 50 nm
500 nm were prepared by plasma-activated and laser vac
deposition. In the first case the composites were formed
the simultaneous deposition of thermally sublimated CuPc
and products of the decomposition of benzene in an
~13.56 MHz! discharge plasma onto a substrate. In the s
ond case the films were formed by using an LGN-703 la
to spray on a powdered mixture of CuPc and polystyrene in
vacuum.3 Polikor ~polyvinyl chromate resin! substrates of
dimensions 11314 mm with an interdigital array of 25 pair
of nickel electrodes were used.

The dc ohmic dark current was measured at a voltag
10 V by means of a Belvar V7-49 electrometer in the te
perature interval 290–350 K in air and in vacuum for vario
adsorbed oxygen concentrations. Temperature curves o
conductivity were obtained by the rapid cooling techniqu4
7121063-7834/98/40(4)/3/$15.00
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The ac conductivity was measured in air at room tempera
in the frequency range from 500 Hz to 0.5 MHz by means
a Tesla BM-507 impedance meter. The adsorption-resista
response of the films to nitrogen dioxide was measured
flow of dry air containing 2 ppm NO2 at a constant voltage
of 10 V and sample temperature of 350–430 K.

The temperature dependence of the dc dark curren
metal phthalocyanines obeys the relation

G5G0 exp~2«/kT!, ~1!

where« is the conduction activation energy,T is the tem-
perature, andk is the Boltzmann constant. The form of th
factorG0 is determined by the conduction mechanism of t
substance. It has been shown4 that the experimental depen
dences of the electrical resistance on the dosage of
implanted oxygen and ofG0 on « indicate the prevalence o
a hopping conduction mechanism in the temperature inte
290–350 K.

Another source of information about the conducti
mechanism lies in the frequency dependence of the ac
ductivity sac, which obeys the following relation for a ran
dom spatial distribution of localization centers6

sac;vn, ~2!

wherev is the frequency of the electric field, and the pow
exponentn<1.

The observed frequency dependence ofsac agrees with
Eq. ~2! and confirms the hopping conduction mechanism
the synthesized structures. Here the experimental valuesn
are close to unity~0.96–0.99!, reflecting conduction in the
regime of single electron hops.6 Similar frequency depen
dences of the conductivity have been observed for phth
cyanine films CuPc deposited in plasma activation7 and also
for CoPc ~Ref. 8! and PbPc ~Ref. 9! films.
© 1998 American Institute of Physics
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The information obtained on the conduction mechani
indicates that the factorG0 in Eq. ~1! characterizes the prob
ability of tunneling between localization centers10 and is
therefore equal to4

G05G03expF2S 4p

3 D 1/3 ae2

xa« G , ~3!

wherea51.73 is the percolation constant,e is the electron
charge,x is the dielectric constant of the substance,a is the
electron localization radius, and the factorG03 depends on
the sample geometry.

Figure 1 shows experimental data in coordina
(log G0, 1/«) for pure CuPc and for plasma-synthesized an
laser-deposited composites. These data are approximate
cording to Eq.~3! by a linear relation and can be used
calculate the electron localization radius. Its value for p
CuPc (x53.6, Ref. 11! is 120612 pm. The slopes of the
log G0(1/«) curves should increase for the composites,
cause the productxa in Eq. ~3! must decrease by virtue o
the lower dielectric constant of the composites in compari
with pure CuPc. And this conjecture is indeed supporte
experimentally. Moreover, the electron localization rad
must also decrease as a result of the weakening of intera
between CuPc molecules in the composite. Thus, the val
of xa determined from the data in Fig. 1 is equal to 430 p
for pure CuPc and decreases to 180 pm for the C
Pc-polystyrene composite. Sincex52.5 for pure polysty-
rene, the value ofa cannot be higher than 72 pm in th
composite.

Figure 2 shows kinetic curves of the sensitivityS, which
represents the ratio of the currentI g in a mixture of air with
2 pmm NO2 to the current in pure airI a (S5I g /I a) for Cu

FIG. 1. Preexponential factorG0 versus the reciprocal of the conductio
activation energy for:1! pure CuPc; 2! plasma-synthesized composite;3!
laser-deposited composite. The solid lines are calculated from Eq.~3!.
s

ac-

e
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n

s
on

Pc-polystyrene composites as a function of the CuPc con-
tent and the temperature. It is evident from a comparison
curves 1–3 that the maximum response for NO2 is attained at
a temperature of 373 K, which is slightly higher than t
corresponding temperature for pure CuPc ~353 K!. A com-
parison of the response of 20% and 40% CuPc-polystyrene
composites and pure CuPc at a temperature of 373 K show
that S increases as the CuPc content is reduced in the com
posite.

The sensitivity in metal phthalocyanines is known
obey the Roginski�-Zel’dovich-Elovich equation2

dS/dt5A exp~2BS!, ~4!

whereA andB are constants. Consequently, the experim
tal data on the sensitivity kinetics are conveniently rep
sented in coordinates@ ln(dS/dt),S#, which linearize Eq.~4!.
In these coordinates the data for CuPc and
CuPc-polystyrene composites show that the process r
through two stages, which can be attributed either to a
ference in the adsorption-resistance effects on the sur
and in the bulk of the sample or to the presence of two ty
of adsorption centers. The dispersion of CuPc in polystyrene
increases the magnitude and shortens the duration of both
fast and the slow~terminating at the steady-state level! com-
ponent of the sensitivity kinetics. The two-stage characte
the adsorption-resistance effect and an increase in the s
tivity have also been observed for a plasma-synthesi
composite.5

1Sensors, Vol. 2, Part 1, edited by W. Go¨pel, J. Hesse, and J. N. Zeme
~VCH, Weinheim, 1991!, 706 pp.

2J. D. Wright, Prog. Surf. Sci.31, 1 ~1989!.
3G. G. Fedoruk, A. V. Misevich, A. E. Pochtenny, and D. I. Sagaidak,

FIG. 2. Kinetic curves of the response of CuPc-polystyrene composites to
nitrogen dioxide.1! 20% CuPc at a temperature of 353 K;2! 20% CuPc at
373 K; 3! 20% CuPc at 413 K; 4! 40% CuPc at 373 K; 5! pure CuPc at
373 K. The exposure to NO2 begins at timet50 and ends after 10 min.
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Fractal structure of ultradisperse-diamond clusters
M. V. Ba dakova, A. Ya. Vul’, V. I. Siklitski , and N. N. Faleev

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted October 15, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 776–780~April 1998!

Ultradisperse-diamond clusters are shown to be fractal objects, and the character of variation of
the fractal dimension in the course of the diamond-graphite phase transition under annealing
in an inert atmosphere is studied. ©1998 American Institute of Physics.
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The diamond-graphite structural phase transition has
cently been studied in clusters of ultradisperse diamond
tained by detonation.1

X-ray diffraction measurements showed the cohere
scattering regions to beL>43 Å in size, which is in good
agreement with data derived from Raman scattering spe
It was found that ultradisperse-diamond clusters contain,
sides a crystalline diamond core, an amorphous diam
(sp3) and an amorphous graphite (sp2) phase, and that the
diamond-graphite phase transition in the clusters starts f
the cluster surface at substantially lower temperatures th
does in bulk single-crystal diamond.

The objective of this work was to clarify the variation
in ultradisperse-diamond cluster structure during the ph
transition.

The interest in the structural changes stems from sev
causes. First, ultradisperse-diamond clusters were show
be fractal objects.2 Second, it appeared of interest to inves
gate the changes in cluster surface topology accompan
the phase transition. Third, since ultradisperse-diam
nanoclusters merge to form aggregates,3 a question arose o
the changes in aggregate structure~i.e. changes in fracta
dimension! associated with the phase transition.

1. SAMPLES AND MEASUREMENT TECHNIQUES

The studies were made on ultradisperse-diam
samples obtained from the detonation product, which for
in an explosion of carbon-containing materials, viz. a m
ture of TNT and hexogen~TNT/hexogen 60/40!, similar
to the technique used in Refs. 4,5 The pressure and temp
ture in the detonation wave (P-T parameters! were chosen to
lie in the region of thermodynamic stability of diamon
@P>10 GPa,T>3000 K ~Ref. 6!#.

We studied samples of two types differing in the kinet
of detonation-product cooling, namely, in samples obtain
by the dry technique the coolant was carbon dioxid5

whereas the samples prepared by the wet technique
cooled by water7.

Ultradisperse-diamond samples prepared by the
method were shown1 to have much higher contents of th
7151063-7834/98/40(4)/4/$15.00
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amorphoussp2 phase, which is due to the longer time th
material resides during its preparation in the region of kine
instability of diamond (T>2000 K!. Indeed, after the pas
sage of the detonation wave the pressure drops rapidly,
result of which theP-T parameters enter the region whe
diamond is thermodynamically unstable, but the tempera
is still high enough to support a high mobility of carbo
atoms, which favors transformation of the diamond thus
tained into graphite. When the product is cooled still mo
the temperature lowers to enter the region where diamon
kinetically stable. The lower is the cooling rate, the longer
the time the detonation product stays in the region of kine
instability of diamond and, accordingly, the higher is t
probability of the reverse, diamond-graphite phase transi
in the course of the synthesis. Figure 1 shows the ph
diagram and cooling kinetics for two idealized limiting cas
of cooling, namely, when the rate of cooling is substantia
higher and substantially lower than that of pressure decre
In the first case, synthesis does not pass through the re
where diamond is kinetically unstable, and in the second,
synthesized material resides the longest possible time in
region. The wet synthesis is closer to the former, and the
technique, to the latter limiting case.

Both types of ultradisperse-diamond samples were
lated in the same way from the detonation product, viz.
high-temperature processing with an aqueous nitric acid
lution under pressure to remove carbon allotropes other t
diamond. The amount of the diamond phase extracted f
the material produced by detonation is naturally larger in
case of wet preparation.

The structural phase transition was achieved by ann
ing ultradisperse-diamond samples in an argon flow at te
peratures varied within the 720–1400 K range. The qua
crucibles containing ultradisperse diamond powder w
placed into a graphite cassette mounted in a quartz rea
Following evacuation and reactor purge with argon, the m
terial was heated and maintained at the prescribed an
temperature for three hours. The temperature was mainta
constant to better than 0.5 K. After the annealing, t
samples were left to cool with the furnace turned off.

The fractal structure of nanoclusters was studied in
© 1998 American Institute of Physics
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traditional approach8 by analyzing the dependence of sma
angle x-ray scattering intensityI on wave vectorq in the
range 0.036,q,0.8 Å21, which corresponds to scatterin
angles 0.5°,4uBr,10° ~in Ref. 3, the experiment was ca
ried out in the range 531023,q,331022 Å21). As this
will be shown later, the position of the maximum in theI (q)
curve permits determination of the characteristic probed
of the scattering clusterL, and the slope of the curve, th
fractal dimensionD. The scattering intensity was measur
in the single-crystal mode in (u, 2u) geometry on a
RIGAKU Dmax-B/RC diffractometer equipped with a sp
cial collimation arrangement limiting the divergence of t
primary beam. Copper radiation was used (l51.54183 Å!.
Besides the small-angle scattering, x-ray characterizatio
the samples was performed within a broad angular rang

2. EXPERIMENTAL RESULTS

Typical x-ray diffraction and scattering curves are d
played in Figs. 2 and 3. The broad symmetrical diffracti
maxima~Fig. 2! at 2uBr543.9° correspond to the~111! re-
flection from diamond lattice. At 2uBr'17° one observes
diffuse scattering~a halo! and a progressive increase in sc
tered intensity as one approaches the primary beam. By a
ogy with the origin of the halo observed9 in glasses, we pu
forward a suggestion1 that this halo is due to scattering from
structural elements similar to benzene rings.

X-ray diffraction curves obtained on samples after a
nealing at 1400 K exhibit satellites at the~111! diamond
reflection, a halo at 2uBr'39° ~Ref. 1!, and features corre
sponding to the diffraction pattern from onionlike carb
structures10.

FIG. 1. Phase diagram of carbon and kinetics of detonation product coo
for two idealized cases: rate of cooling substantially higher~1! and substan-
tially lower ~2! than that of pressure decrease.
e
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-
al-
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3. EXPERIMENTAL DATA TREATMENT AND DISCUSSION

By traditional theory11 assuming the scatterer to have
smooth surface the scattered intensityI (q) is a power-law
function of wave vectorq with a negative integer exponen

I ~q!;q2a

whereq5(4p/l)sinuBr , andl is the scattered wavelength
For scatterer with a smooth spherical surface the exponea
is exactly four, and for a scattering sphere it is three.11,12

It is known that in the case of a fractal cluster expone
a may serve as a characteristic of the scatterer.12,13 If a is
within 3–4, the scatterer is a cluster with a fractal surfa
and fora5023 it is a bulk fractal. Note that fractal dimen
sion for a fractal surface is given by the relationD562a,
whereas for a bulk fractalD5a. At the same time the posi
tion of the maximum in theI (q) relation determines the
characteristic size of the scatterer,L'2p/qmax.

14

As seen from Fig. 3 plotting small-angle scattering i
tensity on a log-log scale, within 0.2,q,0.8 Å21 these
graphs can be well fitted by a power-law function f
samples prepared by the dry technique, with a maxim
appearing forq<0.2 Å21. For wet-preparation samples th
fit is also good, with the exception of one annealing tempe
ture. It was found that the value ofa determined by the
above method is not an integer, and that it indicates the s
tering cluster to be a fractal, irrespective of the type of pre
ration and of annealing temperature.3,12

Generally speaking, a noninteger value ofa may appear
for a certain size distribution of ultradisperse-diamo
clusters.13 It has, however, been pointed out more th

g

FIG. 2. X-ray diffraction from ultradisperse diamond samples.1 — dry-
prepared sample before anneal;2 — wet-prepared sample before annea
3 — dry-prepared sample after anneal at 1400 K in argon;4 — wet-prepared
sample after anneal at 1400 K.
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once3,15 that ultradisperse-diamond clusters have a de
shaped distribution in size with a peak at about 43 Å, a
therefore in our opinion the nonintegera argues unambigu
ously for the fractal nature of these clusters.

Table I presents the parametersD and L which were

FIG. 3. Small-angle x-ray scattering from ultradisperse-diamond sam
subjected to different anneal temperatures.~a! Dry-preparation sample be
fore ~1! and after annealing at~2! 720 K and ~3! 1400 K. ~b! Wet-
preparation sample before~1! and after annealing at~2! 720 K, ~3! 850 K,
and ~4! 1400 K.
-
d

derived from the relations shown in Fig. 3.
As seen in Table I, ultradisperse-diamond clusters

fractal objects, with the type and dimension of the frac
depending on the preparation technique employed.

Wet preparation favors formation in the starting mater
of clusters possessing fractal scattering surface (D52.53)
enveloping a core 44 Å in size, which corresponds to
coherent scattering region for ultradisperse diamond.
samples prepared by the wet technique these scatterer
proach most closely in shape the ultradisperse-diam
nanoclusters studied in Ref. 3 and representing sphe
grains with distinct boundaries. In our case, however,
particles were not exactly spheres, because the fractal dim
sion D is not an integer andDÞ2. This implies that the
clusters prepared by the wet technique have a dee
scratched surface forming a sharp boundary between the
mond core and the amorphous phase.

By contrast, in ultradisperse diamonds prepared by
dry technique scattering occurs from fractal clusters w
D52.8 andL>20 Å. The fact that the fractal object is large
than the coherent-scattering region for ultradisperse
monds is a consequence of the fractal nature of the scatte
In this case scattering takes place from fluctuations of e
tronic density in the volume of the fractal cluster. Observ
tion of such scattering means that in samples prepared
this technique there is no sharp boundary between the
mond core and the amorphous phase.

The appearance of such scatterers in samples prod
in different conditions results from different amounts of t
amorphous phase formed on diamond cores through the
verse diamond-graphite transition during the cooling of
detonation products. As for the diamond cores themsel
they differ neither in structural parameters nor in size fro
one another. Hence the radiation is scattered off the s
enveloping the diamond core and consisting of the am
phized phase. A comparison of diameters of the fractal s
terers with the size of the diamond core shows the s
thickness to be different for samples prepared by differ
techniques. Estimates of the shell thickness yield about
for a dry-preparation sample and on the order of atomic se
ration for a sample produced by the wet method.

Annealing affects not only the size of the fractal but

es
TABLE I. Cluster parametersD andL.

Item No. Anneal ambient

Anneal
temperature

T, K
Type of
fractal

Fractal
dimensionD

Cluster
sizeL, ~Å!

1 2 3 4 5 6

Dry technique
1 Before anneal Vol 2.84 52
2 Ar 720 Vol 2.57 52
3 Ar 1400 Vol 2.2 30

Wet technique
1 Before anneal Surf 2.53 44
2 Ar 720 Surf 2.2 35–40
3 Ar 850 Vol-Surf 2.94 15
4 Ar 1400 Vol 2.8 >50
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type as well; moreover, scattering in samples anneale
certain temperatures is determined not by ultradispe
diamond clusters.

The fractal in a sample prepared by dry technique
comes more loose~the fractal dimension decreases! while the
size of the scatterers does not change. When the~111! planes
of the diamond core become involved in graphitization,
scatterer size decreases too (L530 Å at 1400 K!.

The pattern observed in ultradisperse diamonds prep
by the wet technique is more complex. Annealing redu
the dimension of the fractal surface, and the type itself of
scattering fractal cluster changes at 850 K. After annealin
this temperature, scattering occurs primarily from anot
object, namely, spherical grains with clearly defined bou
aries~fractals withD52.94), about 15 Å in size. It may b
conjectured that these particles are aggregated, because
tering is observed at wave vectors smaller thanqmax50.4
~i.e., for L.15 Å! as well. This suggests formation of
network of dense carbon spherical particles enclosing
lated ultradisperse-diamond clusters.

Above 1400 K, the fractalsp2 shell takes active part in
graphitization of ultradisperse diamond grains, which res
in formation of bulk fractal clusters (D52.8,L>44 Å for
T51400 K!.

Irrespective of the type of the starting material~type of
scatterer!, after anneal at 1400 K ultradisperse diamo
transforms into bulk fractal scatterers with a well develop
periphery~i.e. with fractal dimension!. This correlates with
the observation1 that the phase transition at this temperatu
involves already the~111! planes of the diamond core. Th
structures thus formed do not have a crystallographic lat
with three-dimensional symmetry and strong chemical bo
ing to the diamond planes of the core~the onionlike form of
carbon!. This is why these structures are described in ter
of fractal geometry as loose bulk fractals. The apparent
ference in scatterer size between the samples obtained b
dry and wet techniques at 1400 K,L530 Å andL>50 Å,
can be attributed to different electronic density distributio
i.e., different degrees of looseness of the fractal clus
(D52.2 andD52.8, respectively!. Indeed, as follows from
the definition of fractal dimension,D1 /D25 lnL1 /lnL2

~where index 1 refers to dry, and index 2, to wet prepa
at
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e
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tion!. But then the scatterer in a wet-prepared sample sho
be, after the annealing, 75 Å in size, which corresponds
wave vectorq,531021 Å21 and is in accord with the data
in Table I.

Note that the plots in Fig. 3 exhibit a slight deviatio
from a power-law relation for samples with low fractal d
mensions. This may be associated with the deviation of
scatterer distribution in size from thed function setting in in
the course of the phase transition.
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Electrical, galvanomagnetic, and thermoelectric properties of PbSe in the void
sublattice of opal
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A study of transport phenomena, namely, electrical resistivity, thermopower, Hall coefficient, and
magnetoresistance ofp PbSe synthesized in opal voids has been carried out in the 4–300 K
range. The parameters of the semiconducting material have been determined at different void
filling levels. An anomalous behavior of the hole mobility associated with surface scattering
from insulating opal-matrix walls has been observed. ©1998 American Institute of Physics.
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Fabrication of three-dimensional regular semiconduct
and superconducting nanostructures with a periodic
modulated thickness of the conducting material has con
erable potential both for development of devices of a n
type1 and for investigation of low-dimensionality cluste
crystals. Among promising directions in production of su
structures is filling with a conducting material the regula
distributed voids in an insulating opal matrix, which may
considered as a closely packed array of spherical particle
amorphous silica SiO2.2 When studying the properties o
semiconductors incorporated in the opal matrix it is essen
to separate the changes in these properties associated
uncontrollable doping of the material from those due to s
quantization effects. Lead chalcogenides are a conven
material for studying the latter, because carrier concentra
in them is dominated by intrinsic defects3, and depends to a
much weaker extent on foreign impurities than it does
III-IV compounds and other classical semiconductors.

This work deals with the electrical, thermoelectric, a
galvanomagnetic properties ofp PbSe synthesized in void
of the opal matrix. The opals were filled by the followin
technique. First the sample was impregnated with a lead
trate solution, which was subsequently thermally deco
posed in air down to the oxide. This procedure was repea
cyclically to obtain the desired opal filling by PbO. Afte
this, the sample with PbO was treated with hydrogen
lenide. The PbSe thus obtained exhibited a distinct crys
line phase, whose lattice constant practically coincided w
that of single-crystal bulk material. No impurities were d
tected in the opal matrix voids.4
7191063-7834/98/40(4)/3/$15.00
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The parameters of the two samples studied are liste
Table I. Figure 1 plots the temperature behavior of the re
tivity r of the opal samples with PbSe, and Fig. 2, that
thermopowera. We readily see that despite the difference
magnitude, ther(T) relation of both samples follows th
same pattern, and thea(T) dependences are linear and clo
in magnitude. The Hall coefficientsR of the two samples
differ by an order of magnitude~see Table I!. At the same
time R has the same value in each sample atT577 and
300 K, which implies that the carrier concentrationp;1/R is
practically independent of temperature. The expressions
the thermopower and carrier concentration in the case of
bitrary degeneracy can be written5

a52
k

eF r 12

r 11

Fr 11~m* !

Fr~m* !
2m* G , ~1!

p5
4p~2m* kT!3/2

h3
F1/2~m* !, ~2!

where

Fr~m* !5E
0

` xrdx

ex2m* 11

is the Fermi integral, andm* 5m/kT is the reduced chemica
potential. Assuming the scattering parameterr to be known,
we can now extract the hole concentration in PbSe froma.
The effective mass of the density of states for PbSe w
assumed to bem* 50.043m0 ~Ref. 3!. Information on the
TABLE I. Calculated and experimental characteristics of opal samples with different lead selenide filling.

Measured sample parameters Calculated parameters of incorporated material

Sample Filling R~77 K, 300 K!, r~77 K! Rp~77 K!, rp~77 K!, p5e/Rp , a ~77 K!, pa,
No. % cm3

•C21 V•cm cm3
•C21 V•cm 1018 cm23 mV•K21 1018 cm23

1 82 40 79 3.9 7.8 1.6 57 1.6
2 63 500 1010 38 76.5 0.16 67 1.2

Note: The void filling is the ratio of the volume of incorporated material to the total void volume and is determined gravimetrically.
© 1998 American Institute of Physics
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character of scattering can be derived from the tempera
behavior of mobilityu5R/r ~Fig. 3!. We see that the mo
bility is the same in both samples, and that forT,80 K,
u(T)}T1.3. In nondegenerate semiconductors a depende
of this type (u}T1.5) is characteristic of scattering from im
purity ions (r 52). Settingr 52, Eqs.~1! and~2! yield con-
centrationspa which are close for the two samples~Table I!.
The difference between the values ofr and R for the
samples could be explained by different degrees of fill
their voids. We shall estimate the intrinsic parameters of
material in the voids. In the simplest case, one can expec
conducting material to cover uniformly the surface of t
channels and voids. The 3D lattice of voids in the opal c
be presented as an array of alternating spheres of two d

FIG. 1. Temperature dependence of the resistivity of opal samples
PbSe. Opal void filling by lead selenide~%!: 1 — 82, 2 — 63.

FIG. 2. Temperature dependence of the thermopower of opal samples
PbSe. Same notation as in Fig. 1.
re

ce

g
e
he

n
m-

eters interconnected by cylindrical tubes.6 The size of the
voids can be expressed through one parameter, namely
radius of the SiO2 spherer 051000 Å~the radii of the spheri-
cal voids used to simulate the octahedral and tetrahe
pores arer 150.414r 0 andr 250.23r 0, respectively; the cy-
lindrical channels alternately connecting the spherical vo
have a radiusr 350.155r 0 and lengthL50.586r 0). We
simulated the void system with a cubic lattice made up
spheres of radiusr 1 interconnected by tubes 2L12r 2 long
and 1.5 r3 in radius. After such an increase in tube radius,
total void volume amounts to 26%, which corresponds to
void volume in the case of closely packed silica spheres~and
is confirmed experimentally!. By comparing the known vo-
lume percentage of void filling with the size of the void
proper, one can calculate the thickness of the uniform la
on the void walls and the total cross sectionSj of the con-
ducting material determining the current density. The tr
parameters of the void filler,Rp and rp , will now be ex-
pressed through theR and r of the sample:Rp5R(Sj /S)
andrp5r(Sj /S), whereS is the measured cross section ar
of the opal sample. Under these conditions, the mobilityu
5R/r will not depend onSj /S. The values ofRp and rp

calculated in this way, as well as the hole concentratio
pp5e/Rp , are presented in Table I. We see that the h
concentration calculated by this model for a sample w
82% filling is close to the value of concentration deriv
from thermopower measurements. At the same time fo
sample with a smaller filling~63%! these values differ by a
factor of six. This suggests that, at low fillings, the model
uniform void coverage is inapplicable because of disrup
current paths in some of the conducting tubes. For th
conditions, the true areaSj becomes smaller than the calc

FIG. 3. Temperature dependence of the mobility of opal samples with P
Same notation as in Fig. 1. Curve3 — mobility for bulk PbSe.7
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lated value. The measuredR and r of the sample increase
whereasa and u remain unaffected by the change in th
number of conducting links.

Figure 3 presents also the temperature behavior of
mobility in bulk PbSe~Ref. 7!. We readily see that the mo
bility of PbSe filling the opal voids is several orders of ma
nitude less than that of the bulk material and that it gro
with temperature throughout the temperature range stud
The low mobility leads also to very small values of positi
magnetoresistance. As seen from Fig. 4,Dr/r5@r(H)
2r(0)#/r(0)}(uH)2. A decrease of mobility by a factor thre
to four compared to the bulk material was observed in le
chalcogenide films and was attributed to the contribution
scattering from point defects and grain boundaries.8 Rela-
tions of the typeu(T)}T1.5, where mobility grows up to
room temperature, were demonstrated in very thin (,500 Å!

FIG. 4. Magnetoresistance of sample 1~see Table I! at 77 K.
e

-
s
d.

d
f

semiconducting films of Te.9 To explain such an unusua
behavior in nanometer-scale objects, one has to invoke,
sides scattering from ionized impurities, diffuse scatter
from the surface of the insulating matrix as well. Nonunifo
mities in carrier concentration over the layer thickness due
band warping at a charged surface are capable of contri
ing to this scattering.10 This specific mechanism of carrie
scattering in opal voids, which results in a sharp drop
mobility, apparently predominates over other mechanis
~including the one involving phonons, which determines m
bility decrease with increasing temperature in bulk samp!
throughout the temperature range covered here.
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