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The EPR of paramagnetic impurities &dand Mrf* was studied in nonmagnetic Kondo system
La, ,CeCug containing in the 1.6—200 K range. The exchange interaction parameters of
gadolinium and manganese ions with conduction electrons, of cerium ions with conduction
electrons and with one another, the Kondo temperature of cerium ions, and the temperature
behavior of cerium-ion spin-fluctuation rate have been determined. A pseudogap in the density of
states at the Fermi level has been detected in the Ceggular system, which is apparently

due tos-f hybridization. This pseudogap can be destroyed by introducing an aluminum impurity,
which induces strong conduction-electron scattering. It was also found that RKKY interaction
among manganese ions in CeCyMn, is considerably stronger than it is in LagCyMn,, which
implies enhancement of nonlocal spin susceptibility due td &and contribution to
conduction-electron states. ®98 American Institute of Physid$$1063-783@8)00104-X]

In the early stages of investigation of concentratedLa; ,CeCug, containing a small amounif the order of
Kondo systems it was believed that the formation of a heavyene per centof gadolinium and manganese as a spin probe.
fermion band is a result of Kondo centers having transla-
tional symmetry, while RKKY-type exchange interactions
betweenf electrons interfere with it by depressing Kondo
fluctuations. Recent theoretical studiesf., Ref. 1 and the
existence of heavy-fermion systems with a magnetic ground  Polycrystalline samples of La,Gd,Cus, Ce,_,Gd,Cus
state show, however, that this concept is only a crude sim¢y=0.02; 0.05; La;,CeCus_yMn, (x=0; 0.005; 0.02; 1;
plification, and that exchange interaction among Kondo iong/=0.02; 0.05; 0.1% and CeCy_,_,Mn,Al, (y=0.02; z
apparently plays an active part in the formation of heavy-=0.02; 0.1 were prepared in an induction furnace in a pure
fermion liquid. In view of these ideas, the traditional condi- helium ambient. The purity of the starting components was
tion Treky<<Tk for the existence of a nonmagnetic Kondo 99.90 wt. %. The crucibles were made of molybdenum. X-
lattice appears too stringent. It would be useful, therefore, teay diffraction showed all samples to be single phase and
know the scale of the RKKY exchange, in order to be able tchave orthorhombic structutevith lattice constants=8.11
compare it with Kondo energy. A, b=5.10 A, andc=10.17 A. The volume per lattice site

EPR is a particularly convenient method to study ex-wasv,=15.02 &. Small concentrations of gadolinium and
change interaction parameters. Kondo fluctuations make dimanganese served as probes. EPR measurements were per-
rect observation of the EPR signal produced by spins oformed with a B-ER 418S radiospectrometer at a frequency
Kondo centers impossible because of the large resonanceft 9400 MHz within the 1.6—200 K temperature range.
line width. Therefore as a spin probe one conventionally useSamples doped both with gadolinium and manganese exhib-
a small amount of a dopant having a localized magnetic moited a single EPR line. The EPR line had an asymmetric
ment (gadolinium, manganes€eThe spin of the probe inter- shape typical of bulk metals and represented a sum of
acts with the surrounding electrons. The effect of this cou-equally weighted dispersion and absorption Lorentzigfls (
pling on the EPR resonant-absorption line provides+ x"). The signal/noise ratio was not less than 100.
information on the density of states in the conduction band  Figure 1 presents the temperature dependence of the ga-
and cerium-ion spin fluctuation rate and permits one to estidolinium EPR linewidth AH(T) for La, ,Gd,Cus and
mate the parameters of various exchange interactions. Thise, ,Gd,Cus with y=0.02. Lg ogGthy cLUs exhibits a lin-
method was used, in particular, to study such compounds asar relation typical of normal metals. When all*l'aions are
Y1-x-yC&GdAl, (Ref. 2, Ce _,Gd,Cu,Si,, Ce_,Gd,Al;  replaced by C¥, the Gd* EPR linewidth increases, the
(Ref. 3, and La _,_,CegGd,InCu, (Ref. 4. AH(T) relation becomes nonlinear, and its initial slope

This work makes use of EPR to study the Kondo system5(AH)/ ST increases.

1. EXPERIMENT
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FIG. 1. Temperature dependence of 3GdEPR linewidth in (1)

La, ,Gd,Cus and (2) Ce;,Gd,Cus for y=0.02. FIG. 3. Temperature dependence of ¥n EPR linewidth in

La, _,CgCus_yMn, for x=0 and(1) y=0.02,(2) y=0.05,(3) y=0.14;(4)
x=0.005,y=0.14; (5) x=0.02,y=0.14; and forx=1 and(6) y=0.02,(7)

N : =0.05,(8) y=0.14.
Shown in Fig. 2 is the temperature dependence of thé ®Yy

Gd®" EPRg factor for the above compounds. The error in

measuring the position of the resonance line is determined bIYnearAH(T) relation, as for G3* EPR in La Gd,Cu
its width. In connec.tion With this, the observed Iargg WidthsThe high—temperaturé slope of this relation aécreaseé con-
of the resonance line, which grow as lanthanum ions ar%nually with increasing manganese content and increases

replaced by cerium ions, result in considerable errors in de- . . .
P y ~“when cerium is injected into the sample. At low tempera-

tgrminingg. _Nevertheles_s, the experimental data displayed N res AH of the Mr2* line passes through a minimum. For
Fig. 2 permit a conclusmn_th_at the &dEPR g factor for x=0.1, the EPR signal broadens considerably, to become
!‘al‘VGd?’CUG IS constanfc within the.temperatu.re range S'{Ud_unobservable in the temperature region chosen. At high
ied and is 1.970.02. With all L&* ions substituted for by (0.8<x=1) cerium contents, however, the RInEPR sig

+ . - . = ] ’ -
Ce’" ions, t_h.eg factqr er_en(_js In a c_ompllcated way ON Lol is narrow and strong. The position and width of the
temperature; indeed, its initial increase is followed by subseMnH EPR line practically did not change witk in this
quent(for T<4 K) decrease. This behavidior T<4 K) is cerium concentration range at any fixed temperature. For

due to the Iow-temperature orgienng of gadolln'|um on Splnshigh X, the temperature dependence of linewidth coincided
In our subsequent interpretation of the experimental resu“aualitatively with the behavior oA H(T) observed at low

we are going to limit ourselves to the temperature region,_ - N
T>4 K, where the effect of ordering on &t EPR is insig- cerium contents, but its high-temperature slogyH)/oT

. : . h .=6 Oe/K fory=0.02, in CeCy s substantially smaller than
nificant compared to other mechanisms considered in th'ﬁwat for LaCy (~40 Oe/K. It decreases weakly with in-
work. '

Figure 3 presents the temperature behavior of mangac_reasing Mn content.
nese EPR linewidth for La ,CeCli_,Mn, . Forx=0, as Figure 4 presents the temperature dependence of the

well as for low cerium contentsx& 0.02), one observes a
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FIG. 4. Temperature dependence of ¥Mn EPR g factor in

FIG. 2. Temperature dependence ofGEPRg factor in(1) La; ,Gd,Cug La; ,CeCu;_yMny for x=0 and(1) y=0.02,(2) y=0.05; and forx=1
and(2) Ce,_,Gd,Cuyg for y=0.02. and(3) y=0.02,(4) y=0.05,(5) y=0.14.
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FIG. 5. Temperature dependence of ¥n EPR linewidth in
La, CeCus_yMn, for (1) x=0,y=0.02; (2) x=1,y=0.02, and in
CeCy_y_,MnyAl, for y=0.02 and(3) z=0.02,(4) z=0.1.

Mn2* EPRg factor in La 4CeCus_yMn, . For low cerium
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y=0.02) at which it is observed to shift relative to its value
for LaCus_yMn, are lower than those for CeguMn, (6
~40 K for y=0.02).

2. DISCUSSION OF RESULTS

The Gd* EPR results for La,GdCu, and
Ce,_,Gd,Cuys are qualitatively similar to those obtained for
G in the systems Y., ,CeGdAl, (Ref. 2,
Ce_,Gd,Cw,Si, and Ceg_,GdAl; (Ref. 3, and
La; _«—yCegGd,InCu, (Ref. 4 and can be interpreted within
the same concepts. In La,Gd,Cus, where no Kondo impu-
rities are present, the temperature dependence of the EPR
linewidth (Fig. 1) is described by the relation typical of nor-
mal metals

AH=a+bT. (1)

The constant contributioa~600 Oe is determined by fine-
structure effects and dipole-dipole interactions between ga-
dolinium ions. The part of the linewidth which depends lin-
early on temperature originates from exchange interaction of

contents ¥<0.02), g does not depend on temperature andthe gadolinium ion spin with thermal fluctuations in the

concentrationsx and y within experimental error, and is
1.92+0.03. At x=1, in the low-temperature domain, the
Mn?* EPR line broadens considerably, andgtsactor in-
creases relative to its value for small(see Fig. 4. The
AH(T) relation for CeCy_,Mn, reaches here a minimum
(Fig. 3), with the minimum in the MA" EPR linewidth for
CeCy lying at substantially higher temperatures-~60 K
for y=0.05) than that for LaCGy1 ,Mny, (6, ,~10 K).

Figure 5 shows the temperature dependence of the"Mn
EPR linewidthAH(T) for CeCy_,_,MnyAl, (z<0.1). The
high-temperature slope[AH(T)]/6T grows continually
with increasing substitution of aluminum iomsfor copper
[8(AH)/6T=6 OelK forz=0 but 23 Oe/K forz=0.1].

The temperature dependence of the?NMEPRg factor
for this compound is shown in Fig. 6. Doping CeCyMn,

conduction-electron spin densifiKorringa relaxation The
expression for the temperature sldpdepends on how close
the system is to the electron bottleneck redinTéis regime
comes into play when the rate of spin-lattice relaxation of
conduction electrong,, is small compared to that of Over-
hauser relaxationd,gq~Yy caused by their backscattering
from gadolinium spins. In this case the Korringa relaxation
does not fully manifest itself, and constdnstarts to depend

on the relative magnitude of the Overhauser and spin-lattice
relaxation of conduction electrons.

We established that the high-temperature slope
S6(AH)/ 8T practically does not change with increasing ga-
dolinium concentrationup to y=0.05) in La_,Gd,Cus.
This warrants a conclusion that the 1L.§Gd,Cus system
(with y=0.02) is far from the electron bottleneck point, and

with a small amount of Al does not affect qualitatively the that the temperature dependence of the linewidth is deter-

behavior ofg, but the temperaturesd&20 K for z=0.1,
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FIG. 6. Temperature dependence of ¥n EPR g factor in
La; CeCus_yMn, for (1) x=0,y=0.02; (2) x=1,y=0.02, and in
CeCy_y_,MnyAl, for y=0.02 and(3) z=0.02 and(4) z=0.1.

mined solely by the Korringa relaxation of gadolinium ions.
Presenting the Hamiltonian of-f exchange interaction of
the conduction-electron spiB, with the impurity moment]

in the form

HS'= —T¥JcaSe . 2
we shall have for the constaht
b=bo=mkn{ T ZN(sF)}*/doaue - &)

HereT'Y, is the integral describing exchange interaction of
the conduction-electron spin with the impurity moment,
N(eg) is the density of states of conduction electrons per
atom and per spin direction. The experimental vabue7

+2 Oe/K permits us to find the produdi"S/N(eg)|
=0.017+=0.004. The sign of the exchange integral can be
determined from the Knight electronic shift

Agn=T¥N(ep). 4

The large error of resonance-line position measurement does
not permit one to determine with a high accuracy the gado-
linium EPRg factor. At any rate the shift af relative to the
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value go=2.00 (the dashed line in Fig.)2characteristic of The shiftAg is proportional to the static magnetic suscepti-
the free gadolinium ion is negativA,ge,,= —0.03+0.02. It bility xcdT) of the cerium ion in CeCy
thus follows that the exchange integral for gadolinium has an ~ We thus obtain the following final equation for the tem-
antiferromagnetic charactdrs',<0. The experimental value perature dependence of the Gd EPR linewidth in
of the condu%c,ion-band density of states at the Fermi level irCe, _,Gd,Cu:
LaCu; derived from electronic heat capacity measurements
is N(eg)=0.24 (eV-spin-atom)~*. Knowing the value of AH(T)=a+boT+AHq(T), (1D
I'EN(ee), we come ta'&~—0.07 eV. where the quantitieb, andAH;,(T) are defined by Eqg3)

The main source of Gd EPR line broadening in the and(8), respectively. This equation can be used to estimate
Ce,_yGd,Cus Kondo system compared to the L §Gd,Cus  the spin fluctuation time- of the cerium ion.
matrix is the indirect exchange interaction of Ce and Gd ions  The temperature dependence of the static magnetic sus-

mediated by conduction electrons ceptibility of cerium ions, xcdT), was found
. experimentally as the difference between the magnetic sus-
e G — E I Jsadce- (50  ceptibilities of CeCy and of the matrix LaCyl It was domi-
]

nated by Stark splitting of th@é=5/2 state of the cerium ion

In the RKKY model the exchange integral can be written in the orthorhombic crystal field into three doubldt§->2)
ox w0 5 [the excited doublet¥{? andT'® are separated from the

I =T ce-o 0COS 2Kerj)/Tij , ®  ground-state doublef'l) by energy gaps\(t2~60 K and
whereu, is the volume per lattice sitd is the Fermi mo- A¥=~120 K, respectively(Ref. 5], as well as by Kondo

mentum, and the constant screening of the cerium ion spins. F6100 K, the tem-
0 st perature behavior of cerium-ion susceptibility is fitted well
I'ce.cd™ el aaN(£F)/87. (7) by the relation
. The contribution of interaptiorﬁs) to gadolinium EPR Xed T)=CI(T+6), (12)
linewidth comes from relaxation of the & moment by _
spin fluctuations of the Ce ion. It can be written where C=0.77+0.02 CGSM unitsK/mole Ce, andf=10
+1 K.
— (1) . . i . .
AHq=ATxcdI'7 )7, ®) The static magnetic susceptibility of the cerium-ion
where ground statd™{") entering Eq(8) is given by the expression

r'My=cOi(T+ob). 13
A=2kg(goe=1)? 2 (T goddterih, xedtv) ( ) , 9
] For temperaturesT(< 10 K) substantially lower than the
and xcd{I'Y) is the static magnetic susceptibility of the €Nergy gapd(?~60 K, the susceptibility of the cerium ion
cerium-ion ground state in the crystal field, which is a doublylS dominated by the Kramers doublé§” . Therefore, in this
degenerate Kramers levELY . The quantityr in Eq. (8) is  témperature domaifce~ xcd I'$"). Accepting this assump-
the spin-fluctuation time of the cerium Kondo impurity. The tion, & comparison of E¢(13) with xc{T) measurements
dependence of thaH, contribution on temperature is de- Yields C=0.77-0.02 CGSM unitsk/mole Ce, and¢

termined by the temperature behavionef(T'$")) and of the =10=1 K. ) ) ox 2
7(T) parameter of interest to us. The unknown in Eq.(11) is the parametei;(I';;")%,

Besides the broadening of the &dEPR line, interac- whfich is proportional to the square of the exchange integral
tion (5) brings about its shift. This is due to the appearance irf ce Of the cerium moment with the conduction-electron spin.
an external field of a nonzero polarization of cerium mo-We shall estimate it later using Mh EPR data obtained for
ments(JZ.), which is proportional to the magnetic suscepti- the La,C&Cus_yMn, system. After this, having made an
bility of cerium and creates a static exchange field at théStimate of the above lattice sum, we will be able to deter-
gadolinium ion occupying théth site on the cerium sublat- Mine from Eq. (11) the CE* spin fluctuation rate in

tice: Ce-,GdCle,
Let us turn now to MA" EPR data for the
Hi:_<che>; FﬁX/ZMB- ) La; CegCus_yMny system(Fig. 3. The increase of the

high- temperature slopé=5(AH)/6T with decreasing
manganese impurity-probe content and increasing cerium

: blatti valent. th f h_ﬁtontentx, which acts as conduction-electron scatterer, indi-
flum subiatlice are equivaient, tn€ resonance-trequency Sty qq yat the system is in the electron-bottleneck regime. In
associated with(8) does not have spatial dispersion and,thiS cash

while not producing additional inhomogeneous broadening

of the G EPR line of the type discussed in Ref. 8, shifts 4 _1[  Oemn

the g factor with respect to its value for La,Gd,Cus (Ref. b= (x,y)=Dbqo St doca 1
2):

Since in the regular CeGsystem any two sites on the ce-

, (14

where 8., is the spin-lattice relaxation rate for conduction
Ag:XCez F-e-xlgéeué- (10) electrons, andqy, and d.c are the Overhauser spin relax-
i ation rates of conduction electrons caused by their scattering
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from magnetic moments of the Mn and Ce impurity ions, It was attributed'® to the existence of a pseudogap in the
respectively. The Overhauser relaxation of conductiondensity of states of conduction electrons at the Fermi level.
electron spins by type magnetic impuritie$Mn, Ce) inthe  Our Mr" EPR data suggest the existence of a similar

La, _,CeCus_yMn, system can be writtén pseudogap, possibly of hybridization origin, at lattice sites

o occupied by manganese ions. It is known that*Aions
5ei=—(I‘i5f)2N(gF)Ji(Ji+1)Ci, (15) destroy the Kondo lattice coherence and, therefore, they
214 should destroy this pseudogap. Indeed, doping the

where ¢; is the magnetic impurity concentrationcd,  Cer-yGd,Cus system lightly with aluminum increases the
=X,Ccun=Y), andJ; is the total moment of the given impu- high-temperature slopeb~N(eg) (b=23 Oe/K for
rity. z=0.1,y=0.02 in CeCy_,_,Mn,Al, (Fig. 5).

For x=0, spin-lattice relaxation of conduction electrons ~ The main result of our M~ EPR measurements on
by their spin scattering from cerium ions does not exist inCeCu—,Mn, is that the broadening and shift of the magnetic
La;_4CeCus_yMny, i.e., Sece=0. As the concentration of resonance line indicating magnetic ordering of inmo-
Mn2* ions increases, the rate of the reverse relaxation ofents in this compound are observed at a substantially
conduction-electron spins by the ion moments increasedligher temperaturec.~60 K for y=0.05) than those in
Semn~Y, and thereforen(0y), according to Eq(14), de- LaCus—yMny [0, ,~10 K (see Figs. 3 and)4 The small
creases continually. The experimental values of the highresidual width and high magnetic ordering temperature imply
temperature slopef(AH)/6T=b of the Mr?* EPR line- enhanced RKKY interaction between kM moments in
width in La,_,Gd,Cus_,Mn, can be fitted by the following CeCts_,Mn, compared to LaCyL Mn, . This enhancement

relation as a function of manganese concentration: of nonlocal spin susceptibility of conduction electrons is ap-
parently a consequence of the fine structure in conduction-

b™*(0y)=0.012K/Oe) +0.67/(K/O®). (16) band density of states at Fermi level originating frenfi
A comparison of this relation with Eq14) yields by=80  hybridization.
Oe/K. Recalling Egs(3) and(15), we come tqrﬁ,,fn =0.24 The disappearance of the gap in the conduction-band
eV, Seun(y)=0.55x10%y 571, 5, =1.0x 102 s 1, density of states at the Fermi level observed when aluminum

Adding a small concentration of cerium into the sampleis injected into CeCy Mn, results in a weakening of
increases the spin-lattice relaxation rate of conduction eledRKKY exchange between manganese ions. This manifests
trons through the appearance of an additional channel fatself in a shift of the magnetic ordering point of ¥ mo-
their spin relaxation with a ratéece~x. This results, fora ments in CeCy, ,MnAl, (6~20 K for y=0.02,
given manganese concentratigg in a continuous increase z=0.02) compared to CeGu,Mn, (#~40 K for y=0.02)
of b(x,y,) with cerium contenk in the system. The experi- (see Figs. 5 and)6

mental values of the high-temperature slojpés,0.14) for Let us estimate now the spin fluctuation time of the
La, ,CeCus_yMn, (yp=0.14), as a function of cerium Cée** ion in Ce _,Gd,Cus, for which purpose Eq(l1) can
concentration X<0.05), fit onto the relation be used. The unknown in this equation is the parameter

N EJ-(Fﬁ-X 2.0n having estimated in E¢6) the Fermi momen-
b/(0y—b)=0.13+23.1x. 17 tum kg in the free-electron approximation and calculated the
Equation (14) yields now SecdX)=1.79x10" s 1,  corresponding lattice sums, we recall E@) and our previ-

whence, using Eq15), one comes t0I'S|=0.4 eV. When ous estimates dfi"$f| and|T'$/] to obtain finally

operating in the electron-bottleneck conditions, the shift of

the Mr?™* EP_Rg factor relative to its magnitude fqr a free z Fﬁx :|Fge-G(J 2 vocos(2kFrij)/rﬁ ~0.37K,
manganese iongy=2.00, also depends on the ratio of the j j
Overhauser and spin-lattice relaxation rétes 19
S 2
Ag= ﬁﬂ Agy. (18) EJ) (T292=(I24.09° 2 vicog(2ker)/rf| ~0.9K2.
e eCe
(20)

Since the experimental value of thg shift is negative,
AQexp= —0.08+0.03, we haveAgy<0. Recalling Eq.(4), Since the experimental values of the’6EPRg factor shift
we come to a conclusion that the exchange integral for manAg(T) in Ce _,GdCus with respect to its value for

ganese has an antiferromagnetic charad’té};;<0. La; -,Gd,Cus are positive(see Fig. 2, we obtain from Eq.
For x=0.1, no Mrf* EPR signal is observed in (10) 3;I';*>0. The exchange integril g, J~0.4 K.
La, _,CeCus_yMn,, because suppression by Leions of The temperature dependence of the GEPR g factor

the electron bottleneck broadens considerably the EPR linesbtained with the lattice sum estimated using E#0),
width. Therefore observation of a narrow RhEPR signal Ejl“iejx>0, and with experimentalvalues of the susceptibil-

in the regular CeCyL Mn, system(Fig. 3) was quite unex- ity xc{T) [see Eq(12)], is shown by a solid line in Fig. 2.
pected. The linewidth and its high-temperature slopeThis temperature dependence does not disagree with the cor-
S5(AH)/ 5T (~6 OelK fory=0.02) are substantially smaller responding experimental values of the 36dEPR g factor

than those for LaCy1 \Mn, (=40 Oe/K. Such a decrease in for Ce;_,Gd,Cu.

slope b= 8(AH)/ST was observetf to occur in regular Although estimation of the parametérj(l“?j 2 within
mixed-valence Ce systems £gla,0Os, and Ce_,La,Pd.  the free-electron approximation has led us to results which
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spin density. As the temperature decreases(T) saturates

because of the quantum Kondo fluctuations and tends to in-

creasing with temperature approaching zero. The minimum
value of the fluctuation rater '~13 K, may serve as an
estimate of the cerium-ion Kondo temperature in the

] Ce,_,Gd,Cus alloy.

The temperature dependence of the 3Cespin-
. . fluctuation rate calculated by us agrees with 1(T)

. obtained! by NMR. In absolute magnitude, however, our

values are smaller by at least a factor of 20. While the reason

for this disagreement is unclear, it could be pointed out that

20 30 our estimates of the fluctuation rate are substantially closer to

the acceptable valdeof the Kondo energyTy~3 K in

FIG. 7. Temperature dependence of cerium-ion spin fluctuation rate iceCu.

Ce,_,Gd,Cus for y=0.02. Our estimates of the exchange integrals can be used to
extract information on the RKKY interaction constant be-
tween the moments of nearest-neighbor Céons in the

agree semiquantitatively with experiment, the procedure emCeCy Kondo systemI &% e I'ag.cd Ty T o) ~—2.3 K.

ployed to find this parameter cannot be considered satisfad-he sign of this constant corresponds to the antiferromag-

tory. Indeed, the fact thak;cos(2r;)/r;<0 implies that netic coupling between €& moments.

I'2, <0 [see Eq.(6)], and, sincel'$ <0, Eq. (7) yields To conclude, our EPR study of the nonmagnetic Kondo

I'$L>0. This result, however, is obviously at odds with thesystem La ,CeCus containing paramagnetic impurities

existence of the Kondo effect in the £gGd,Cus system, in Gd®* and Mrf* has yielded the exchange interaction param-

other words, the exchange integral should have negative siggters of gadolinium and manganese ions with conduction

(antiferromagnetic interaction of cerium spins with conduc-electrons and with one another, the Kondo temperature of

tion electrons cerium ions, and the temperature behavior of the cerium-ion

The reason for this contradiction lies in the strongly os-spin fluctuation rate. A pseudogap in the density of states at
cillating character of the function cos2;)/r;, as a result the Fermi level has been found in the regular system GeCu
of which the estimate of the lattice sum should be very senwhich is apparently due te-f hybridization.

sitive to the true form of the Ge ,Gd,Cug band structure, in Support of the Russian Fund for Fundamental Research
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The empirical relatiorﬂgll p=akK (where g, is the limiting angle of the parabolic component in

the angular distributions of annihilation photons in metglsis the integrated contribution

of this componentK=1, 2, 3, ... is an integer, aralis a constant independent of the type of
meta) observed earlier has been tested on magnesium, aluminum, copper, zinc, lead, and
bismuth samples. The validity of this relation has been substantiated. The value of the
dimensionless constart has been determined and was found to coincide within

experimental error with the result obtained in previous measurements. It is shown that the value
of K for the same metal but for different samples may be different. It is conjectured that

this may be due to different defect concentrations in samples1988 American Institute of
Physics[S1063-783%8)00204-4

Positron annihilation is presently enjoying wide use dueThis can be illustrated most conveniently by considering
to the simplicity of interpreting of the information it pro- positron annihilation in polycrystalline metals, where any an-
vides. For example, by measuring the angular distributiongsotropy in electron distribution is absefsveraged oyt
of annihilation photons one can determine the momentum Electrons in metafscan be divided into two groups, viz.
distribution of electrons in a solit? If the experiment is conduction(free) and core(bound electrons’ Conduction
capable of detecting photons in parallel-slit geometry, theslectrons have the following momentum distribution
momentum density of electrons, is related to the angular

distribution of annihilation photong(6) in the substance B p%2m—eg -t
n(p)=|exp —————|+1| , 3
under study through kgT
b+ 1Apz +Ap, +o0 wheree is the Fermi energykg is the Boltzmann constant,
f(ﬁ)ZAof 27"dp, B dpyﬁw Ne(Px, Py, PPy, andT is absolute temperature. At low temperatures this dis-

_ = A . . . .
Pz~ 24Pz Py tribution is close in shape to rectangular. Therefore the an-

@) gular distribution of annihilation photon§ #) should con-

where A, is a normalization constanf\p, and Ap,, the tain a parabolic component

instrumental resolutions in electron momentum projections f ‘(3|p/403)(0§_ 6?), forlalsb’p
p =

py andp,, satisfy the conditions _
0, for|6]> 6,

4
Apy>>2 , Ap,<< , . . o .
Py Pmax P2==Pmax This is actually seen in the distributions obtained for all met-

PrmaxiS the maximum electron momentum in the substasce, @S, ven at room temperature. Figure 1 presents angular dis-
is the deviation of the annihilation photon escape angle fronfributions of annihilation photons for some polycrystalline

180° metals studied in this work. The dependence left after sub-
traction of the paraboldg(6), is usually fitted quite well by
p,= 6mc, a Gaussian
m is the effective electron mass in the substance,cisdhe fg(0)=(lg/V2mbg)exp(— 92/295)- )

velocity of light. Therefore the electron momentum density
in an isotropic substancez (component can be extracted
from experimental data on the angular distributions of ann
hilation photons

Therefore the angular distributions of annihilation photons in
i polycrystalline and amorphous metals are described by a
sum of a parabola and a Gaussian

A, df(6) f(0)=1,(0)+1f4(0).

Ne(P2)= 5 g @ Due to normalization

1063-7834/98/40(4)/3/$15.00 549 © 1998 American Institute of Physics
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FIG. 1. Angular distributions of annihilation photons in samplegapimag-
nesium,(b) aluminum,(c) copper, andd) indium. The dashed lines show
their deconvolution into a paraboli@) and a Gaussia(®) component. The
solid line is a sum of these components.

2
f f(6)do=1
/2

the condition
lpt+1g=1,

Grafutin et al.

TABLE I. Specific number of free electrois and Fermi energies of the
metals studied.

Theory Experiment

Metal Z. e, eV Z.£AZ, er+xAeg, eV

Mg 2 7.12 2.10%0.012 7.370.03
3.10+0.02 11.92+0.05

Al s 11.66 2.98+0.02Ref. 4 11.60+0.05Ref. 4
1.01+0.03 7.04+0.12

Cu L 701 20-0.02Ref. 4 8.92+0.12Ref. 4

Zn 2 9.40 1.76:0.02 8.62-0.08

In 3 8.62 2.450.04 7.53:0.07

Sn 4 10.22 3.56:0.06 9.44:0.11

Pb 4 9.45 2.7%0.07 7.40:-0.13

Bi 5 9.89 4.18-0.07 8.770.09

and the specific number of free electranember of conduc-
tion electrons per metal atom

Z.= 3

. o3 @)

8mw/mc\® A
pNa P
HereN, is Avogadro’s numberA is the mass numbep, is
the density of the substance, ands Planck’s constant.

It should be pointed out that the specific number of con-
duction electrons, according to current concepts, is deter-
mined by the number of the group of the periodic table, and
the Fermi energy is a constant of a substance

_h2 3NA . 2/3
CFT8m\w AP

Experiments showed, however, that the Fermi energy found
from experiment differs strongly from its theoretical value

®

relating the relative contributions of the parabolic and Gausst®): Besides, the specific number of conduction electrons

ian components is met.

Using the parameted,, derived from experiment, one
can obtain the Fermi momentum for a given metaf,
= 0,mc, the Fermi energy

mc
EE= 02_,

- (6)

varies from sample to sample. This is usually attributed to
the fact that part of electronand positronsare captured by
defects in metals and, thus, do not contribute to the angular
distributions of annihilation photons. This explanation ap-
pears reasonable and does not evoke any objections. Table |
contains the values &, andeg for the metals studied in this
work.

TABLE Il. Parameters of deconvolution of the annihilation-photon angular distributions of the studied metals

into a parabolic and a Gaussian component.

Parabola Gaussian
Metal 0p, mrad Iy, % 0y, mrad Iy, %
Mg 5.370+0.010 71.720.5 4.63-0.05 28.0:0.5
Al 6.830+0.015 62.9+1.3 4.36+0.05 36.6+1.3
6.738-0.015Ref. 4 85.1+0.6(Ref. 4 6.4+0.4Ref. 4 14.9+2 4Ref. 4
Ccu 5.25+0.04 22.0+0.8 5.36+0.04 77.2-0.8
5.566+0.025Ref. 4 38.4+0.9Ref. 4 6.31+0.16Ref. 4 59+5(Ref. 4
Zn 5.81+0.03 34.:1.3 4.64-0.04 65.71.3
In 5.43+0.03 34.7-0.9 4.43-0.03 65.0:0.9
Sn 6.08-0.03 53.6:2.1 4.77-0.11 45.8-2.0
Pb 5.38-0.05 25.2:1.4 4.23:0.04 74.6:1.4
Bi 5.86+0.03 38.3-1.8 4.33:0.05 61.1-1.8
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TABLE Ill. Values of parameteK for the metals studied.
o
K=+ AK
4
Lt Metal This work Ref. 4.
Q’“ D) Mg 1.00+0.08
[ sk Al 4.8+0.4 2.94-0.06
o Cu 2.8+0.3 2.06-0.08
Zn 3.4+0.3
1 1 i L L In 2.2+0.2
0 1 3 5 Sn 2.8-0.3
X Pb 2.9-0.3
Bi 3.2+0.3

FIG. 2. Plot of Eq. (9). The straight line was drawn with=3.3x 10",
The experimental points foK=3 are shifted for convenience from their
true positions.

Table 1l lists the parameters of this deconvolution, as well as
A recent stud§ revealed a new feature in positron anni- gata taken from Ref. 4 for aluminum and copper. Note that
hilation in polycrystalline metals. Namely, the parameters ofihe values ofg,, I,, 65, andl obtained in this work and
the parabolic component derived from experiment can beaken from Ref. 4 differ substantially both for aluminum and

combined into a quantizable relation for copper. Since these two studies dealt with different
g6 samples of the metals, these differences can be attributed to
I—pzaK, (9 different amounts of defects in the samples.
P The data of Table Il were used to check the validity of
where K=1,2,3, ... are integers, ana is a parameter relation(9) (see Fig. 2 We see that9,‘f,/lp does indeed fit

which does not depend on the type of metal. It waswell to a linear dependence ¢t Figure 3 presents graphi-
conjectureithat it is the quantity rather tharZ, that gov-  cally the dimensionless parametefrom Eq.(9), which, as
erns the specific number of free electrons in a metal. Thisn Ref. 4, does not depend on the choice of the metal. Its
work is an attempt to check relati@8) on another setup and average valuea=(3.3+0.2)x 10 ** coincides, within two
with other metal samples. measurement errors, with the valua=(3.74*=0.05)

The angular distributions of annihilation photons were X 10”'* obtained in Ref. 4.
measured on a setup at the ITEP which detects annihilation Table Ill presents the values of parametefrsee Eq(9)]
photons in parallel-slit geometry. The setup was upgraded tobtained in this work and the data of Ref. 4 for aluminum
computerize experiments and to provide counting the outputand copper. We see that all valuestkofare integers within
of both detectors simultaneously with the coincidence?rate experimental error. It was also found that for five metéla,
which permits one to introduce corrections into the angulaZn, Sn, Pb, and Biout of eightK = 3. Note that the values of
distributions for photon absorption in the sample underZ. for these metals lie within 1—8heory and 1—4(experi-
study. The positron source was the isotgla with an  men.
activity of 100 mCi. The coincidence rate at the maximum  Note also the different values & for aluminum and
was~20000. The~10x 20X 10-mm samples were cut from copper obtained on different samples and different setups,
metal blocks and were not processed in any way. We chosalthough they are integers in both cases. This suggests that
for the study Mg, Al, Cu, Zn, In, Sn, Pb, and Bi. Two metals while the value oK may change with a change in properties
from this list (Al and Cu were studied in Ref. 4, but with of a given metal samplée.g., in defect concentratipnit
other samples. always remains an integer.

Figure 1 shows angular distributions of annihilation pho-  Thus the experiments discussed in this work support the
tons measured in magnesium, aluminum, copper, and invalidity of the empirical relatior(9). Its physical nature re-
dium, and their deconvolution into a parabolic and a Gaussmains, however, unclear. This stresses the need of continuing
ian componentdashed linegs The solid line is a sum of the investigation of positron annihilation in metals, including
these components. It is seen to fit well to the experimentsamples with defects of different nature and present in dif-

ferent concentrations.

4 i SR
= - 3 !Positrons in Solidsedited by P. Hautojai (Springer, Berlin, 1979 255
3 pp-
2Yu. A. Novikov, M. K. Filimonov, and V. P. Shantarovich, Prib. Tekh.
2 s 1 L | Eksp. No.3, 43(1988.
7 3 5 3S. V. Vonsovski and M. I. Katsnel’'sonQuantum Physics of Solidin
K Russian, Nauka, Moscow(1983, 336 pp.

4Yu. A. Novikov, A. V. Rakov, and V. P. Shantarovich, Fiz. Tverd. Tela
FIG. 3. The values of parametarfor differentK. The experimental points (St. Petersbung36, 1710(1994 [ Phys. Solid Stat&6, 935 (1994].
for K= 3 are shifted for convenience from their true positions. The solid line
corresponds to the average value, and the dashed lines flank the error limifranslated by G. Skrebtsov
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Enhancement of fluctuation effects in superconductors with singularities near the Fermi
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It is shown that the existence of certain topological features on the equipotential surfaces of seed
charge carriers near the Fermi level in a superconductor can have an effect on the character

of the temperature anomalies in the fluctuation corrections. An expression is obtained for the
fluctuation correction to the conductivity in a superconductor model, in which high values

of the transition temperature are caused by an increase in the density of states of seed charge
carriers in the region near the Fermi surface, where the interaction constant is nonzero.

An anomaly in the density of states leads to nonanalyticity of the frequency dependence of the
Cooper-pair propagator and to alteration of the fluctuation relaxation time relative to the
classical value in the BCS theory. This situation is responsible for enhancement of the role of
fluctuations in raising the power of the singularity in the temperature corrections. Possible
interpretations of the experimental data available in the literature are discussed from this point
of view. © 1998 American Institute of Physids$S1063-783@8)00304-9

1. The significant role of fluctuation phenomena in un-~72£2~9 (Ref. 5 the impurity corrections to the paracon-
derstanding the processes occurring in the new class of sauctivity oy~ 7&*79.8 The corrections to purely thermody-
perconductors known as high- superconductors was namic quantities, such as the static susceptibility and the spe-
pointed out already back in Ref. 1. The main contributions ofcific heat, do not containr in a lower order and are
the long-wavelength fluctuations near the transition temperaProportional tog*~%.* The nonanalyticity of” can be a con-
ture T, are determined by the behavior of the vertex gart sequence of the specific form of both andg(k, k'), the
which describes pairs with small values of the frequeficy €ffects on RE and InT" being different. We shall examine
and the wave vectdt. In this region the spatial and temporal the situation in which a topological feature of leads to a
parameters characterizing the fluctuations are the correlatioingularity in the density of states, which primarily affects

length & and the relaxation time. Their temperature depen- the dynamic part of’, while the static part remains analytic.
dence is specified by the quantiy(T)=T"%(T, Q=0, 2. The energy spectrum of the Cooper pairs in the nor-

k=0), andT, is determined by the condition(T,)=0. The mal phase near, is specifieq by the é)oles of the vertex part
possible situations for the space-time evolution of ﬂuctua—(relaxo') I'=—g/(1+gll) with g>0," where

tions depend on the form of the quasiparticle energy spec-

trum, which is assigned by the poles B{(, k), and, in M(w,,q)=-T> fde(w,k)G(wn—w,q—k)
particular, on whether the dependence(biandk is analytic

in the region where they are small. The typical situation in ]

the BCS theory is analyticity with respect to bathandk, :f dk tanh(e— u)/2T[i 0y = (eq—k— 1)

I I~a+6k2+iyQ, &é=(8la)? r=vyla, and = 1

=(yo/8)&%. In the general case the coefficients in such an —(ex—w)] 7 w@p=27nT. (1)

asymptote are expressed in terms of the seed-particle Gree
function G '=iw+ u—e¢, and the interactioy (w is the
frequency, which takes discrete valués' In the BCS
theoryT" can be calculated exactly,=/8T,* and the as-
ymptote ofI" is actually a Landau—Ginzburg expansion. As
for the classical result for the paraconductivity it depends IMIT(Q)= — (i 7/2) tanh Q/AT)N(Q/2), )

on the singularities of and r, as well as on the dimension-

alitesd=3, 2, and 1 in a varying manner: all the results arewhere N(&) is the density of states anf=e,— u. In this

~ 7, but the power of depends orl: o~ 7¢2~% The tem-  |imiting case the damping is proportional 4, and the
perature anomaly is characterized by the appearance gburce of its nonanalyticity is the nonanalyticity Nf The
integer powers of the “smallest” singularity 2 In this  real part of(1) is related toN in a more complicated manner
context, the other fluctuation corrections also contain thighrough integration, which preserves the analyticity with re-
parameter, although they behave differently with respeet to spect to g. When N=const, we have the BCS result
and &. For example, in the low-temperature asymptote I[1=(—im/2)NtanhQ)/4T) ~ —iN(#/8T)Q.

r]I'%e damping is given by the imaginary part of the retarded
functionII(Q, q). If we are not interested in the dispersion
of the damping with respect tq, the main contribution to
the long-wavelength asymptote can be written simply as

1063-7834/98/40(4)/3/$15.00 552 © 1998 American Institute of Physics
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It is known that singularities can appear in the density of  The value ofy depends only on the modulus 6f, and
states for a definite topology of an isoenergy surfage I has poles in the lower half-plane of the complex plane of
=const. Some of them have been studied in detgi(lg:md have:
been the subject of a fairly large number of studieskor L _ B
example, the presence of flat or cylindrical areas points to the Q=—iag/¥( Qo).  aq=Qo¥(o), [QA=0o. (5
possibility of some of the charge carriers having one- orThe equation forw, gives the fluctuation relaxation time
two-dimensional motion with root and logarithmic singulari- rq=QO(aq)‘1 in an implicit form. The temporal develop-
ties, respectively. In the general case, the source of a singurent of the process is given by the Fourier component
larity can be a deviation from the quadratic dependenag of T'(t)=JdQ/27T (Q)exp(—iQt)=—iR(agyexp(—t/7,), where
(“nonparabolicity”) in the vicinity of the Fermi energy R is the residue of () in its pole. Therefore, the main
(or a deviation from the linear dependence with respeét to contribution to the evolution of a fluctuation is contained in
relative toKg). We note that the saddle points contained inthe expressiod’=R/(Q+i{)y). This is a reflection of the
the cosine dispersion fat=2 can also be attributed to vio- fact that excitations are specified by the poles of the Green’s
lation of the parabolicity, since the energy surface has radifunction. We note that, in principle, the equation fog can
of curvature with different signs. In accordance with scalinghave more than one solution, in which case the temporal
ideas, a generalization of the form of these singularities igrocess is characterized by several parameters. We also note
described by expressions of the fol{&) =Ng(W/|€|)® or  that such an approach is also used for Green’s functions of a
N(&)=NcIn\W/g, !> where 0<s<1, Ng and N, are nor- different nature, for example, in the description of excita-
malization factors, andV has the meaning of the effective tions in an interacting Fermi g&sin the case of a logarith-
width of the conduction band. After normalization to a whole mic singularity, the equation fof, is transcendentaly,
number of states in the ban®l;=(1—s)27°Ng, and N, =0o7y0In|2WIQy|, and the analytic solution can be estimated
=In"1(2e)N,, whereNy,=1Mu, andu, is the unit-cell vol-  approximately, if the logarithmic dependence is approxi-
ume of the crystal. The power of the density-of-states singumated by a power-law dependence with a suitable small ex-
larity s is related to the exponent of the deviation from para-ponent. For a power-law singularity, E() gives
bolicity m, if the energy surface has, for example, a _ ri1 . . r
discontinuity of the forme,~ Sgré|k|™ nearp. In this cases Qo=(aq/y0)" "(2W)"",  R=(i/70)(ag/2Wy)",
depends on botm and the dimensionality. Sinces is also r=s/(1-s). (6)
related to the temperature singularity of the fluctuation cor- . . R
rection, it might provide definite experimental information 3. The correction to the electrical conductividy in the

not only on the character of the density of states, but also OHormaI phase of a superconductor due to the fluctuation cur-

the structure of the energy surface near the Fermi energy. [ent of fCt%oper palrtchan b'e ffourlqc&mai n tlﬁefs;[ ? anld 6, in
For the coefficient in front of the linear power 6f in erms of the current oreen's tuncliah. For the static elec-

ImIT, we have from(2) trical conductivityo=—ImD(Q)/Q as()—0. In the lower
' order, without consideration of the interaction of the fluctua-

Ys(0)= Yo 2WIQ[ or  yo(Q)=yeln|2W/Q|. (3)  tions, we have

The presence of a frequency dependence afters the re- D(w,)=—(45€)°T>, j dag?T(w,, ) (@, + o,q).
laxation time of the long-wavelength fluctuations, for which ‘
I' is now approximated by the expressioﬁ‘1=aq (@)

—iy(Q)Q, whereag=a+ 59% anda=1II(T)—II(T.). The  Following Ref. 6, we obtain the general relation for
quadratic dependence af; is a consequence of the expand-
ability of IT into a series irg, and is written directly from a=2T(25e/y0)2(2Wyo)‘2’f daaZed Qo(a) % (8)
(1) in terms ofG:
Equation(8) was derived using the high-temperature asymp-

5=(TI2)>, fd§[2N<1>(§)G3(w,g) tote rT<1, where
o s =7 (q=0)=(70/a) " }(2W)". ©
+N¥(6)GY(w,8)]G(~w,$§), 4 . . :
The high-temperature asymptote was discussed in Ref. 5. In
where addition, the parameted, whose relationship to the spectrum

is given by(4), appears instead of the mass of the seed car-
riers. Ford=3.2 we present the results following frof@)

N§,~“=f dk(de /dk))(de, /dk) S(E— &),
3= (2A4/373) (/) Tr&7 1,

N;Jg):f dk(d2e, /dk dk), 0= (2A,/m)(€2/h) T, (10)

where the Ay are numerical multipliers,Ay=fduu'*¢
and thed(¢—&,) are weighted density of states. They are X (1+u?)~G*" and the limits of integration are from zero
expressed in terms & with the ¢, indicated above. Sincé  to infinity. Thus, the general form of the correction expressed
is nonsingular, the explicit expression for it is not written outin terms of the fundamental parameterand& remains clas-
here. sical to within numerical multipliers, as in the BCS theory,
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i.e., a scaling law appears, whereby significant variations arexponent values=0.2 and 0.13. In such an interpretation
caused only by the nature of the behavior of the fundamentdhis attests to the three-dimensional character of the critical
parameters themselves. In the present case this applies orlyctuation in the presence of a weak singularity in the den-
to 7, whose temperature dependen@ differs from the sity of states of the seed charge carriers.
BCS result and transforms into the latter wren0. As the
dimensionality is lowered, the power of the temperature sin-

. . E. —(1/2 .
gularity increases by the same quantity,o;~a (2tr), L. N. Bulaevski, V. L. Ginzburg, and A. A. Sobyanin, Zh.k&p. Teor.
op~a” D, andoy~a” (320, This is clearly due to the Fiz. 94 (7), 355(1988 [Sov. Phys. JETR7, 1499(1988],

; _ A. A. Abrikosov, L. P. Gorkov, and |. E. DzyaloshingkiMethods of
fact that ,the tenjpl)/ezrature depeqden@(séf) remains un Quantum Field Theory in Statistical PhysidBrentice-Hall, Englewood
changed, i.e.{~ a4, but the relationship betweenand ¢ Cliffs, N.J. (1963; Moscow (1962, 443 pp.
is more complicated heré?=(8/y,) 7t~ S(2W)S. p. G. de GennesSuperconductivity of Metals and Alloys/. A. Ben-

4. When experimental data are interpreted, the critical jamin, New York—Amsterdant1966; Mir, Moscow (1968, 280 pp}.

ind is f d f h d d f th A. A. Abrikosov, Fundamentals of the Theory of MetaElsevier, New

index n is foun rom.t e tempsirature ependence of the v, (1988: Moscow (1987, 520 pp.

paraconductivity contributiono~t~", wheret=AT/T. and SN. V. Shchedrina and M. 1. Shchedrin, Sverkhprovodimost: Fiz. Khim.

AT=T-T.. Some difficulty is associated with the width of 6L6$-2h51h(1d§’93 [S“(ﬁ\;cc’l”ds-hp:yj-_cgm- ;ﬁcmﬁ*'gs (15:9'521- ‘i
) . . . . . V. chedrina an . chearin, sverknprovodimost: Fiz. m.

the transition regiorieven without a magnitude fieldT., Tekh.5, 1614(1992 [Supercond., Phys. Chem. Techril1562(1992].

which produces a range for the estimatelgf The range of  7L. F. Mattheiss, Phys. Rev. Lef8, 1028(1987.

fluctuation effectsAT should be small compared with,, 8V. N. Antonov, VI. N. Antonov, V. E. Bar'yakhtar, A. I. Baglyuk, E. G.

; Maksimov, V. V. Nemoshkalenko, A. Ya. Perlov, S. Yu. Savrasov, and
but 6T, angl_AT are often of the same orc_ier of magmtude. YU, A. Uspenski, zh, Eksp. Teor. Fiz95, 732 (1989 [Sov. Phys. JETP
We can utilize, for example, the results in Ref. 12, which gg 415(1989].
presents the temperature dependence of the paraconductivity. A. Moskalenko, M. E. Palistrant, and V. M. Vakalyuk, Usp. Fiz. Nauk
ona Iog_arithm_ic scale in Fig. 3. The classical exponent 1/2is ppys. Rev. Lett69, 2134(1992. T ’ ’
correct in the interval 08 AT<9 K for the former system N. V. Shchedrina and M. I. Shchedrin, Fiz. Tverd. TéBt. Petersbuig
and in the interval 0.5 AT<7 K for the latter. The value of ~ 36 2201, 3079(1994 [Phys. Solid State6, 1200, 1637(1994]; Fiz.

. . S Tverd. Tela(St. Petersbupg37, 2238(1995 [Phys. Solid Stat&7, 1223
oT. is estimated as 10 K. Bearing in mind the departure from (1V9S;5)]- ( rsburg (1999 [Phys. Sol
this range and taking into account the enhancement of th€N. E. Alekseevskj A. V. Mitin, E. P. Khlybov, G. P, Kuz'micheva, V. I.
fluctuation effects in the model under consideration, we ex- ’Z\“Zhi”kOVSki I \éifkhl“’;[% an1d4A- 1G”eVSRi Zh. Exsp. Teor. Fiz97,
pandAT to 30— 40 K. Then, linearization is possible on the 2831990 [Sov. Phys. JETRO, 148(1990 .

plots indicated fon=0.75 and 0.65. This corresponds to the Translated by P. Shelnitz
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61Ccu(®INi) and **Ba(**3Cs) Mossbauer emission spectroscopy of Tl ,Ba,Ca,_1Cu,05, 44
V. F. Masterov, F. S. Nasredinov, N. P. Seregin, and P. P. Seregin

St. Petersburg State Technical University, 195251 St. Petersburg, Russia
(Submitted October 2, 1997
Fiz. Tverd. Tela(St. Petersbuigd0, 606—608(April 1997)

The parameters of the electric-field gradient tensor at copper and barium sites in the

TI,Ba,Ca,_ ;Cu,05n4 4 (N=1,2,3 lattice have been determined BYCu(®'Ni) and **Ba(*3%Cy
Mossbauer emission spectroscopy, and calculated in the point-charge approximation. The
calculated parameters can be reconciled with experiment if one assumes that the holes produced
as the valence state of a part of thallium atoms is lowered are localized predominantly on

the oxygen sublattice lying in the same plane with copper afamthe Cy2) plane in the
TI,Ba,Ca,Cu;04 lattice]. 13Ba(**3C9) Mossbauer emission spectroscopy data agree qualitatively
with the proposed models of charge distribution in theBB,Cg,_,Cu,0,,, 4 lattices.

© 1998 American Institute of Physids$1063-783#8)00404-3

TI,Ba,Ca,_1Cu,0,,44 (N=1,2, 3) compounds have graphically nonequivalent sitéswo multiplets(with the 1:2
high superconducting transition temperatufes and there- ratio of the areas bounded by theare due to two states of
fore determination of the charge state distribution on atomghe Massbauer probe at the Qi and Cy2) sites, and the
in these lattices is possible. This work reports on the use ofhird multiplet (its relative intensity was-0.8) corresponds
Mossbauer emission spectroscopy on fi€u(®Ni) and to the probe at the copper sites of the additio(2212
13385(13%Cy) isotopes to determine the charge states of atomphase. This was taken into account when treating the
in T1,Ba,Ca, ;CU,0,,. 4 (TIBaCaCuO. 61Cu(®'Ni) spectrum of the(2223 compound. Figure d

Tl,Ba,Ca,_1°1Cu,0,,,. 4, MOssbauer sources were pre- Shows the quadrupole triplets duebitNi?* centers sitting at
pared by diffusion doping of FBa,CaCu0;, (2223  the Cul) and Cu2) sites of the(2223 lattice, and the quad-
samples T.~120 K), TI,Ba,CaCyOg (2212 (T,~60 K),  fupole triplet corresponding fINi2* centers at copper sites
and ThBa,CuGQ; (2200 (T.<4.2 K) by the technique de-
scribed elsewhete The **8Ba isotope was introduced into
the above compounds during their preparaticiBa(*3>3Cs)
Mossbauer spectra were measured at 4.2 K witi%ascCl
absorber, an§'Cu(®'Ni) spectra, at 80 K with a NV 14
absorber. Typical spectra are displayed in Fig. 1, and the
results of their treatment are given in Tabl¢quadrupole
coupling constantsC(Ni) and C(Cs for the 5Ni?* and
13%cs' probes, respectively, wher€=eQU,,,eQ is the
quadrupole moment of the probe nucleus, ang is the
principal component of the electric-field gradient tensor
(EFG) at the probg

It was assumed that, during diffusion doping, fi€u
parent isotope occupies the copper sites in the lattice, and
that the daughter isotop®Ni does not leave them. Since
copper atoms occupy in th@201) and (2212 lattices the
only site availablé;® it was expected thdt'Cu(®'Ni) Moss- c
bauer spectra would correspond to the only state of the
61Ni2* probe. Indeed, as evident from Fig. 1a and b iy
(®INi) Mossbauer spectra of both ceramics are quadrupole
multiplets that can be identified with the only state of the

T (2212)
™ Cu(f)

r'r'—r]Cu(Z)

Relative count rate

8INi2* center. , \ \ \ . \
The spectrum of thé2223 sample was expected to be -3 -1 1} 1 3
more complex. In its treatment, we used data obtained in a V,mm /s

study of the (2223 compound by®’Cu(®Zn) Mossbauer euN M
[ ; FIG. 1. u(®*Ni) Mossbauer spectra qB) (2202, (b) (2212, and (c)
emission spectroscoﬁywhere the experlmental spectrum (2223 compounds. The position of the quadrupole multiplet components

was a superposition of 'Fhree quadrupo_le multiplets. Becausgresponding t§INi2* centers at copper sites in TIBaCasCuO ceramics is
copper atoms occupy in thé2223 lattice two crystallo- identified.

1063-7834/98/40(4)/3/$15.00 5565 © 1998 American Institute of Physics
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TABLE |. Parameters of'Cu(®™Ni) and **3B8a(*33%Cs) Méssbauer emission C(Zn),MHz
spectra for TJBa,Ca,_,Cu,0,,. 4 cCOMpounds. 12 % 20
T T
Probe - i 1
612+ 13 a0 1B 1A %
Ni Cs* 1 a o
Compound Site C(Ni), MHz C(Cs), MHz T, mm/s
Tl,Ba,CuQ; Cu —48(3) 2 28 a2A
Ba <40 0.911) 4 480\ ©4A
Tl,Ba,CaCyOq Cu —43(3) ] ~401 4-40 v
Ba <40 0.921) s £
TIBaCaCu0y  Cu(l) —30(5) > -~
Cu2 —43(3) 2 3
Ba <40 0.941) 'xy ©
Note: C(Ni) andC(Cs) are quadrupole coupling constants for i’ and - 3
13%Cs* probes, respectively' is the FWHM of the experimental a0 335“‘ 190
13385(133Cy) spectrum; for all centers, the EFG tensor asymmetry parameter 4
7<0.2
- . a b
of the (2212 phase. The position of the lines of the latter
triplet was prescribed based on #8212 spectrum, and the a0 0I6‘ . 0'8 L 1'0 -20
ratio of the areas bounded by the spectra was taken as * Y
1:2:0.8. Yeare/A

The 133C_S+ probe QCC”P'eS barium sites m_ the Com' FIG. 2. (@) C(Ni)-vs-C(Zn) (b) C(Ni)-vs-V,, diagrams for divalent copper
pounds studied and, since in all the above lattices bariurBompoundgsolid lineg. The points refer tol — Cu in (2203, 2 — Cu in
atoms sit in the same sftd the 1*Ba(*3%Cy Mossbauer (2212, 3 — Cu(l) in (2223, 4 — Cu(2) in (2223. IndicesA andB relate
spectra relate to the only probe state. The experimental spef-the models used to calculai,.
tra are single lines whose width tends to increase in the
order(2201)-(2212-(2223 (see Table)l

To obtain information on the charge distribution in the and deviations from it may be due to errors in EFG tensor
cuprate lattices, we performed a combined analysis o§gvio calculations stemming from a wrong choice of the ionic
bauer emission spectroscopy data on fA@u(®Ni) and charges. Therefore the position of the corresponding points
87Cu(®’zn) isotopes. In a general case, the measured quantity the C(Ni)-vs-C(Zn) andC(Ni)-vs-V,, diagrams drawn for

C is a sum of two terms: the same copper site can be used to select the appropriate
B charge distribution versions in a lattice.
eQU,=eQ(1~¥)Vzrt eQ(1~Ro) Wy, (1) We calculated crystal-field EFG tensors for the copper

whereU,,,V,,,W,, are the principal components of the to- and barium sites in TIBaCaCuO compounds, with the lattices
tal, crystal-field, and valence-electron EFG tensor, qari, represented as superpositions of several sublattices:
are the Sternheimer coefficients for the probe atom.

The EFG at thé'Ni?" probe is generated by both the [TL]B&]CulO1)][02.[OB)]
lattice ions and the valence electrons of the probe itself. AfTI,][Ba][Cal[Cu,][O(1)4][O(2),][O(3),],
61> ~2+ H . .
Fioure 25 chows BN vsoin) tagam soaiieted ve.. [TIBATCATCUIICU2,TTOWTO@.IO@,T0M,].
ing the values of the quadrupole coupling constant for thdn the (2201 and (2212 compounds, @) atoms lie in the
6INi2* [C(Ni)] and®7Zn [C(Zn)] probes at copper sites of same plane with copper atoms, and (@223, O(2) and
the same cuprates, which were derived from sstmauer Cu(2) atoms share the same plane. The structural data needed
emission spectroscopy data obtained WitiCu(®Ni) and  for calculations were taken from Refs. 2,3. Figure 2b pre-
67Cu(®7zn) isotopes’ Because the&c(Ni)-vs-C(Zn) diagram  sents our results obtained with two models of crystal-field
in Fig. 2a is a straight line, this implies, according to Ex, EFG tensor calculation. The data for TIBaCaCuO ceramics
constancy of the valence-electron contribution to the quadrudo not fit onto theC(Ni)-vs-V,, straight line ifV,, was cal-
pole coupling constar®(Ni). Also presented in Fig. 2a are culated assuming standard ionic char§BS™, B&", C&™,
data obtained for the TIBaCaCuO compouffitte values of CW?", O?7) (modelsA). The deviations of the TIBaCaCuO
C(Zn) were taken from Ref. 4; we see a good agreementlata from the linear relationship should be obviously attrib-
with the data for all known cuprates. uted to a wrong choice of the model to calculatg,. To

One can obtain additional information from the bring the data obtained for th201) and (2223 systems
C(Ni)-vs-V,, diagram(Fig. 2b. Plotted along the horizontal onto the linear relation in Fig. 2b, one has to localize holes at
axis of this diagram are the calculated principal componentthe oxygen atoms lying in the Cu-O plane. In the case of the
V,, of crystal-field EFG tensor for the copper sites for which (2223 ceramic, holes should be localized at the oxygen at-
C(Ni) was measured byCu(®'Ni) Mossbauer emission oms in the C(2) plane. Holes may appear in these ceramics
spectroscopy. The C(Cu)-vs-V,, relation is a straight line, as part of thallium atoms become stabilized in univalent
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state® As seen from Fig. 2b, modeB assuming localization Support of the Russian Fund for Fundamental Research
of holes at oxygen atoms provide satisfactory agreemerfiGrant 97-02-16216is gratefully acknowledged.
1 I 1 0,
W|th-the linear rglatlor{modelsB assume also that 10% of 1V, F. Masterov, F. S. Nasredinov, Ch. S. Saidov, P. P. Seregin, and O. K.
thallium atoms in the(2201) and (2223 compounds, and  Shcherbatyuk, Fiz. Tverd. Telideningrad 34, 2294(1992 [Sov. Phys.
12.5%, in the(2212 compound, are univaleht 2502;1 State%4,M12§8(19_92%. ohys. B76, 413(1989
13 13 . . . . Yvon an . Franois, £. yS. ) .
3Ba.( 3CS) Mos;bayer emISSK_)n spectroscopy data do3A. W. Hewat, E. A. Hewat, Y. Brynestad, H. A. Mook, and E. D. Specht,
not permit any quantitative conclusions on the parameters of Physica C152, 438(1989.
the crystal-field EFG tensor at barium sites in the compounds V- F- Masterov, F. S. Nasredinov, N. P. Seregin, and P. P. Seregin, Fiz.
Tverd. Tela(St. Petersbung38, 2331(1996 [Phys. Solid Stat&8, 1282
under study. It should be stressed, however, that the small jgqq),
value of C and the tendency to an increase Iofin the 5k s. Nasredinov, P. P. Seregin, V. F. Masterov, N. P. Seregin,
(2201)-(2212-(2223 order obtained for thé33cst probe at (Ol.gg\épnkhodko, and M. A. Sagatov, J. Phys.: Condens. Matt&x339
barium sites are in agreement with the values/gf calcu- 8yu. I. Zhdanov, K. N. Mikhalev, B. A. Aleksashin, S. V. VerkhovskK.
lated for barium site§modelsB yield V,,=0.01, 0.03, and  A. Okulova, V. I. Voronin, L. D. Shustov, A. Yu. Yakubovskiand A. I.
0.07 e/R for the (2201, (2212, and (2223 ceramics, re-  ~kimov. SverkhprovodimostiKIAE) 3, 194 (1990.

spectively. Translated by G. Skrebtsov
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Features of the twin structure of YBa ,Cu30-_, epitaxial films
I. K. Bdikin

Institute of Chemical Physics, Russian Academy of Sciences, 142432 Chernogolovka, Moscow Region,
Russia

A. D. Mashtakov, P. B. Mozhaev, and G. A. Ovsyannikov

Institute of Radio Engineering and Electronics, Russian Academy of Sciences, 103907 Moscow, Russia
(Submitted September 15, 1997; resubmitted November 18,)1997
Fiz. Tverd. Tela(St. Petersbuig40, 609—611(April 1998)

X-ray diffraction is used to investigate YBau0;_, (YBCO) films on NdGaQ(110 and a

(100 Ce(,/(1102) Al,O4 heterostructure. Symmetric, asymmetric, and axial geometrieg éod

0/26 scans are used to obtain diffraction spectra from different crystallographic planes. The
orientational and quantitative twinning characteristics of the films are determined. While the
crystallographic parameters of these two types of filhe films arec-axis oriented with

c=11.67 A are similar, there are differences in the twin structure. In particular, the features of
the NdGaQ structure lead to the appearance of an angle differing from(90220°)

between the possiblgd10 and(110) twin planes in a YBCO film and a different number of

twin components in each system of twins. It is concluded from an analysis of the broadening of
reflections, which are sensitive to twinning, that there is not twinning in a 60% film of

YBCO on ALO; with a CeQ buffer layer. ©1998 American Institute of Physics.
[S1063-783%8)00504-9

The modern technology for depositing Y®axO,_,  for the films investigated wera=3.8271) A, b=3.8891)
superconducting thin films permits the formation of films A, andc=11.674(2) A anch=3.830(2) A,b=3.880(2) A,
with a crystal structure differing only slightly from the andc=11.670(2) A for the films on NdGagand on(001)
single-crystal structure. Just as in single crystals, twinningCeQ,/(1102) Al,O3, respectively. The values ofpoint out a
occurs in the films according to{d10,/(110) scheme with  high degree of saturation of the film with oxygen for both
twinning angles of about 1*2 This paper presents the re- films.*
sults of comparative investigations of twin structures for two ~ The diffractogram obtained by scanning the sample
c-axis oriented YBCO films with similar crystallographic pa- a@bout thew axis with the detector in the position correspond-
rameters. ing to the(113) reflection of the YBCO film(Fig. 1) reflects

The YBaCuO,_, films were grown by cathodic sput- the chgrac'geristic picture of tyvinning iq YBCO. Curvés
tering at a constant curreftBlock-free NdGa@110 and ?ndAt\’ I;thgif)(;anl belong ':jo d'ffegngt\ll\/m COTP?nenttShfﬂa-

. . Py ive to the plane, and curvé8 belongs to two other
R orered SSppEA/OH1102) seried 2 Sy component elave o (610 pane herlore ey

ui .
. L 0 not have splittings. Curv€ corresponds to thé020
oxide (Ce.OZ) bgffer. layer to prgvent the supercondu.cuwty— plane of NdGagz ThgJ relative positionsp of the pealfsorel)‘lect
suppressing d'ffF‘S'O” of aIummym from the sgpphlre SUD%he misorientation of the respective planes; therefore, the val-
strate into the film. The conditions for depositing cerium

. h he f i ; ues of the twinning angle and the angle between the NdGaO
ox_lde were chosen to ensure t € ormation of(G01) and YBCO atomic planes can be indicated on the basis of the
oriented buffer layer. The YBCO film growth process was yigtractogram. These angles are determined using the rela-
optimized by varying the substrate temperature, the pressurgq,

and the discharge current.

The x-ray diffraction investigations were performed on 0=« cogy)+ B sin(y), N
Siemens D500 and DRON-3M diffractometers with Ku \yhere 5 is the measured misorientation angle between film
radiation. The symmetric, asymmetric, and axial recordingyrains, o and 8 are the misorientation angles between the
geometries were used. To investigate twinning-axis ori-  same grains in assigned mutually perpendicular planes, and
ented YBCO films, reflections from crystallographic planesy is the angle between the planes corresponding and «.
inclined relative to th¢001) plane must be obtained. In this |n the present casg=0°, §=1.39° (it is determined from
work we recorded th€103) and(113) reflections in the axial the distance between peaksandA’ in the diffractogram in
geometry(see the inset in Fig.)1These are among the most Fig. 1), y=35° [the angle between thél13 and (110
intense reflections in the YBCO structure. planes in the YBCO structuteand « is twice the value of

The lattice constants of the films were determined fromthe twinning angle sought. This gives a twinning angle equal
the (0013), (3010), and (03 10) reflections. The valuedo 0.85°.

1063-7834/98/40(4)/3/$15.00 558 © 1998 American Institute of Physics
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Intensity,arb. units

e TR WD 2w oy

1.5

FIG. 1. Diffractogram obtained by scanning about éhexis of the(113) reflection in the axial geometry foraaxis oriented YBCO film ori110) NdGaQ.
Inset — diagram for recording x-ray diffraction in the axial geometry.

Similarly, Eqg. (1) can be used to determine the angletributed to the fact that in the mixed state wihandc-axis
between the twin planes of YBCO from the relative positionsoriented film components the contribution of theaxis ori-
of peaksA, A’, andB. This angle equals 90.20°. The pres- ented component is the contribution of the untwinned phase.
ence of such an angle was also noted in Ref. 2 for a YBCO The presence of an untwinned phase in a 1098%«is
film on NdGaQ. The appearance of an angle between twinoriented film can be attributed to the following reasons.
planes that is not exactly equal to 90° does not contradict the 1) Extended twin boundaries, in which the transforma-
symmetry of the NdGa@lattice. Since the twin-structure tion from one twin orientation into the other can occur
components do not differ, the size of te component is through a phase with a small twinning an§le.
greater than the size of th& component, because the mag- 2) The grain size of Ce§) which determines the size of
nitude of the mismatch between the positions of the film andhe YBCO grains. The twinning of YBCO takes place in
substrate atoms is smaller for tAecomponent. This is also
observed experimentally.

The twinning in YBCO films on AJO; with a CeQ
buffer layer is not manifested by characteristic splitting into
twin componentgFig. 2). In addition, the diffraction lines
have a smaller width than for the YBCO films on NdGaO
An analysis performed on the basis of diffraction orders from
the same plane shows that the width of the reflections does
not vary. This indicates that the broadening is related exclu-
sively to misorientation, rather than the twin size or diffrac-
tion effects stipulated by the presence of defects in YBCO.

The diffractograms obtained were analyzed on the basis
of the assumption that there is a mixed state of twinned and
untwinned YBCO phases in the film investigated. The rela-
tive quantities of the twinned and untwinned phases, the de-
gree of misorientation of the film grains, and the degree of . \ N
orthorhombism were varied. The best fit was obtained for the -15 0.5 0.5 1.5
lattice constantsi=3.830 A,b=3.880 A, andc=11.670 A, 48,°
broadening of the reflections with misorientation amounting
to 1.1° (this parameter also takes into account the instrumenFIG. 2. Diffractograms obtained by scanning about éhexis of the(103)
tal broadening and a concentration of the twinned pmlst_:.reﬂection in the axial geometry foraaxi; oriented YBCO film on110
equal to 40%. A decrease in the concentration of the twinne Zgzaﬁ]ffz)r’ ;';dezcb)a)gz ;ign;e:dEBéggig‘oﬂglttofzvﬁlgﬁ;r‘ft'g: Oan(slg?th .
phase calculated in such a manner was observed for filMgins in the (110 and (110) twin planes, and peak corresponds to the
containing ana-axis oriented component. This is easily at- position of the NdGa®(112) plane.

Intensity, arb.units
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grains with an already given size. The division of grains into *T. Schere, P. Marienhoff, R. Herwig, M. Neuhaus, and W. Jutzi, Physica
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SEMICONDUCTORS AND INSULATORS

Investigation of dc hopping conduction in TIGaS » and TlInS , single crystals
S. N. Mustafaeva, V. A. Aliev, and M. M. Asadov

Institute of Physics, Azerbaidzhan Academy of Sciences, 370000 Baku, Azerbaidzhan
(Submitted May 22, 1997
Fiz. Tverd. Tela(St. Petersbung40, 612—615(April 1998)

It is established that variable-range hopping conduction takes place between states localized near
the Fermi level in layered TIGa%nd TIInS single crystals both along and across their

natural layers in a constant electric fieldTa& 200 K. The densities of states near the Fermi level
and the hopping distances at different temperature are estimated. The occurrence of
activationless hopping conduction is established in TiGa® TlInS single crystals in the
temperature range 110-150 K. ®98 American Institute of PhysidS1063-78348)00604-3

Single crystals of TIGaSand TIInS are layer-chain temperature-stabilization systefthe stabilization accuracy
A"B"'CY' semiconductors. This class of crystals has beemwas within 0.02 K.
investigated fairly thoroughly, but dc hopping conduction  Figure 1 presents plots of the temperature dependence of
has not been studied in them, with the exception of TIGaSethe electrical conductivity of a TIGgSsingle crystal. The
crystals! dependence of, . on 1G/T clearly exhibits the presence of

Layered single crystals of TIGaSnd TlinS have a @ long exponential segment with a slope equal to 0.31 eV in
fairly high resistivity at room temperaturep€2x10'—7 the temperature range 200-293 K. As the temperature is de-
% 10° and 5x10°—7x 10 Q - cm, respectively as well as a  creased further below 200 K, a continuous decrease in the
small concentration of free charge carriers in the allowed?ctivation energy foro, . is observed, andr, . ceases to
band, and are also characterized by a high density of states figPend on the temperature in the range 115-150 K. The
the band gap® The observation of hopping conduction tgmperature dependence @f ., which cha}racterlz'es an ac-
should be expected in just such materials. The ac hoppin%\"”ltlon energy that decreaseg monotonlcallxl\ﬁlth the_ tem-
conduction in TIGagand TinS single crystals was studied Perature, has been replotted in log; versusT = coordi-

in Refs. 2 and 3, and the density of states near the FernﬂateS and is presented in Fig. 2. It is seen that all the

level was determ;ned\l —9x 1018 ev-L.cm 2 for TIGaS, experimental points lie close to a straight line in these coor-

single crystai andN '_F6 5 10% eV-1. cm-2 for TIINS,.3 dinates. This allows us to state that charge transfer along the
F=0. : 2:

layers of a TIGagsingle crystal in this temperature range is
The purpose of the present work was to study the con Y 2sing Y P 9

. : : . effected by hopping conduction between states lying in a
duction between Iocallz_e_d states in TIGa®d TlInS single narrow energy band near the Fermi leéog o~T Y. The
crystals under dc conditions.

: o _ _slope of the linear plot of log, . versusT Y*is T,=2.7
As we know, hopping conduction is observed in semi-w 107 K. We used the relatiéh

conductors at low temperatures, at which it is dominant over

the conduction of thermally excited charge carriers in the 16

allowed band. NF:$=

. o-K-a

The results of a study of the charge-transfer processes in

layered TIGa$and TlInS single crystals in a constant elec- wherek is Boltzmann’s constant and is the localization

tric field at low temperatures are presented below. The conradius, to determine the density of localized states near the

ductivity of the samples was determined both along )  Fermi level in the TIGag single crystals:Ng=2.5x 10'8

and across((-uc) the layers of the crystals. The contact ma- eV~ 1.cm 3. The value taken for the localization radius was

terial used to prepare the samples in both configurations wad= 14 A (Ref. 5 in analogy to Gas single crystals.

fused indium, which provided an ohmic contact with Tigas ~ The relatiof}

and TIInS. The samples for the measurements had a thick- 3

ness of the order of 40—5@m for the TIGa$ single crystals R(T)= gaTé"‘T‘l"‘ 2

and 80-13Qum for the TIInS single crystals. The strength

of the constant electric field applied to the samples rangedas used to determine the hopping distaRcef the charge

from 2x 107 to 2.7<10° V/cm for different samples. The carriers at different temperatures. The mean hopping distance

conductivity of the samples was measured in the temperatuii@ the temperature range studied wad00 A, which is 7

range 110-296 K. The samples for performing the measuraimes greater than the mean distance between the localization

ments were placed in a UTREX helium cryostat with acenters of the charge carriers. The localization centers are

()
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FIG. 2. Low-temperature conductivity of a TIGaSingle crystal alond1)

FIG. 1. Temperature dependence of the conductivity of a TjGasgle ~ and across?) its layers in logr versusT ~ coordinates.
crystal along(1) and across2) its layers.

presence of structural defects, such as vacancies, interstitials,

separated along the energy scaleAfy. As the temperature and dislocations, in the crystals. The coinciding valuell pf
is lowered,R increases, whileAE decreases. As we have apparently provide evidence that the defects in the TiGaS
already noted, a temperature-independent conductivjty  crystals are distributed in approximately the same way along
is observed, i.e AE becomes equal to zero, in the tempera-and across the natural layers. In the TIGaSg/stals the
ture range 115-150 K. This experimental finding attests tovalues ofNg along and across the axis differed by almost
the occurrence of activationless hopping conduction alon@n order of magnitude, i.e., the anisotropy was more pro-
the layers of the TIGaSsingle crystals, i.e., the hops of nounced in these crystals than in the TIGa6stals. Further
charge carriers within the localized band take place withevidence is provided by the fact that, while the maximum
phonon emission in the temperature range 115-180 K. conductivity anisotropy o /o was ~5X 10? in the

Figure 1 also presents the temperature dependence of ti¢Ga$, crystals,o, ./o|c reached a value of:910’ in the
conductivity across the layers of a TIGaSingle crystal. TIGaSe crystals.
Two exponential segments with slopes equal to 0.5 and 0.25 It is interesting to compare the values Nf that we
eV, which cover the temperature range 220—284 K are disealculated from the results of measurements of the dc con-
played here. The experimental results on the conductivityuctivity of TIGa$S with the value ofNg calculated from the
below 220 K plotted in logrc versusT Y4 coordinates are results of measurements of the ac conductivity of these
presented in Fig. 2. The slope of this dependence isrystals®’ As we have already noted above, a value of
T,=3.5x 10’ K. The value obtained for the density of local- 9% 10'® eV~ !.cm~2 was obtained foNg in Ref. 2. How-
ized states near the Fermi level N=2x10"® ev™!  ever, Darvishet al? seta=8 A in their calculation ofNg.
-cm 3. The hopping distances of the charge carriers acroskocalization radius values of such an order are usually taken
the layers of a TIGaSsingle crystal wereR=105 A at  for amorphous materiafsput it is more prudent to use the
217 K andR=112 A atT=170 K. Unfortunately, measure- valuea=14 A, for a single crystal of TIGaS which was
ments ofo. could not be performed at lower temperaturesobtained experimentally for gallium sulfidewWe used the
due to the small values of the currents in the samples; howrelatiorf
ever, oscillations and reversal of the current were observed. 2 9 _5

It is noteworthy that the values of the density of local- NE=6.4x 100 (w)a ™", )
ized statesNg calculated from the experimental results onwhereo(w) is the conductivity at a frequency of 461z, to
the conductivity, both along and across the layers of thecalculateNg from the experimental values of(w) obtained
TIGaS single crystals, practically coincide. As we know, the in Ref. 2 for TIGa$ crystal crystals. Substituting the value
existence of localized states in the band gap is caused by tlee=14 A into this expression, we obtained .20' ev1!
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FIG. 3. Temperature dependencesrof (1) andoy (2) for a TlInS, single
crystal.

We note that the conductivity anisotropy was smaller in
-cm? for Ng, which neaarly coincides g/wthitlhe V§|3UGS ob- the TIInS, crystals than in the TIGaSand TIGaSg crystals.
tained aboveNg=2.0x 10'® and 2.5¢10"* ev~t.cm™2. Figure 4 shows the temperature dependence of the conduc-

7 . . .
Thus, both at” and dc hopping conduction take place in tivity anisotropy o, ./ oy in TlinS,, whence it is seen that

TIGgSQ single crystals, anq the results of these measurementgsiclanc does not depend on the temperature in the tempera-
are in good agreement with one another.

Figure 3 presents the temperature dependences, of ture range 110-220 K and that it increases shafipjy~3

and oy for a TIInS, single crystal. The high-temperature fold) at 260-293 K', .
branches of these plots have an exponential character, and 1huS the experimental results obtained have shown that
their slopes are equal to 0.7 and 0.4 eV, respectively. It jvariable-range hopping conduction between states localized
noteworthy that levels with an energy of 0.5-0.7 eV werenear the Fermi level takes place along and across the layers
also discovered in the band gap in the photocurrent specti@f TIGaS, and TlInS single crystals al <200 K.
of TIInS, single crystal$:® After the exponential decays, .
and o) begin to increase and pass through a maximum at
~220 K. Such an anomalous courseaf, andoy is prob-
ably caused by a phase transition, whose occurrence in
TlinS, single crystals at such a temperature was also estab*s. N. Mustafaeva and S. D. Mamedbeili, Abstracts of the 9th Interna-
lished in Refs. 10 and 11. Both, . and Oc decay very tional Conference on Ternary and Multinary Compounds, Yokohama, Ja-
slowly after the maximum. The approximate value of the zia?w(A;gr‘fi; r]gl:égé’?kﬁ- 82h801v~ V. 1 Tadirov. Fiz. Tekh. Poluoro.
activation energyAE in this temperature range is less than vodn. 11 780('19.7‘0 [Sov_yphys_’ Semicond.L %158£197;0]- - roup
1072 eV. In the temperature range 110-140 K, the temperasg . Mljstafaeva, M. M. Asadov, and V. A,. Ramazanzade, Fiz. Tverd.
ture dependence of, . and o) vanishes entirely. The  Teja(st. Petersbung3s, 14 (1996 [Phys. Solid Stat@8, 7 (1996].
temperature-independent conductivity can be attributed to'N. F. Mott and E. A. DavisElectronic Processes in Non-crystalline Ma-
the tunneling of carriers in a strong electric field from local- terials [Clarendon Press, Oxford1971); Russ. trans., Mir, Moscow
ized states into the allowed band. However, in our case the (1974, 472 ppl. _ - _
experimental conditiongthe relatively weak field&=2.7 \C/'i::r?fo'“égé '\g;r;f(rfg?%" R. Murri, R. Piccolo, and L. Vasanelii, Nuovo
X_103 Viem and the distance from the breakdown flellk o5 | “gryiovski, Fiz. Tekh. Poluprovodné, 2335 (1972 [Sov. Phys.
dicate that the activationless conduction in TYr®the tem- Semicond6, 1964(1972].
perature range 110-140 K is mediated by localized carriers?a. E. Bakhyshov, S. R. Samedov, Safuat Bules, and V. I. Tagirov, Fiz.
i.e., is essentially hopping conduction. To observe such con- Tekh. Poluprovodni6, 161(1982 [Sov. Phys. Semiconds6, 98 (1982)].
duction, the potentia] energy drop in an electric field over theSS. N. Mustafaeva and M. M. Asadolnhomogeneous Electronic States
hopping distanc®, eFR must be comparable to the energy [in Russian, Inst. Neorg. Khim. Sib. Otd. Akad. Nauk SSSR, Novosibirsk
spread AE of the localization centers.Knowing that 9(5199])' pp. 198-199.

_ 8 —1 3 . 3 . N. Mustafaeva, M. M. Asadov, and V. A. Ramazanzade, Izv. Ross.
Ne=6.5x10"" eV~ t.cm™® in TlinS,° we evaluated the  Aaq nauk, Neorg. Mate31, 318 (1995,
hopping distance of a charge carrier under dc conditions: fors, g. vakhrushev, V. V. Zhdanova, B. E. Kvyatkovski. M. Okuneva,
example, al =110 K the value oR was equal to 95 A. The K. R. Allakhverdiev, R. A. Aliev, and R. M. Sardarly, JETP Le3g, 291
mean hopping distance in TlipSinder ac conditions is 117  (1984.
A2 Our evaluations showed thaFR~2.6x10"3 eV, i.e., K. R. Allakhverdiev, N. A. Bakhyshov, T. G. Mamedov, and A. I.
this value is comparable to the value HE that we deter- Nagzhafov, Fiz. Tverd. TeldLeningrad 28, 2243 (1986 [Sov. Phys.
mined from the slope of the dependence ofdam 1G/T at Solid State28, 1258(1989].
low temperatures. Translated by P. Shelnitz
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Low-temperature photoluminescence, exciton reflection, and multiphonon resonant Raman
scattering spectra of Ni- and Co-doped;ZgMn, Te crystals were investigated. Intense emission
occurs in a broad spectral regi¢h100—-17 000 cm') in the crystals containing Ni atoms.

It is caused by intracenter transitions involving #rions and transitions between the conduction
band and a level of the doubly charged acceptor. The features of the exciton
photoluminescence and multiphonon resonant Raman scattering involving longitudinal-optical
(LO) phonons at various temperatures are investigated. The insignificant efficiency of

the localization of excitons on potential fluctuations in thg ZMn, Te:Co crystals is established.
A temperature-induced increase in the intensity of the 5LO multiphonon resonant Raman
scattering line due to the approach of the conditions for resonance between this line and the ground
exciton state is observed in these crystals. 1898 American Institute of Physics.
[S1063-78348)00704-1

Among |I-VI semiconductors, ZnTe crystals are very optoelectronics. It is also noteworthy in the case that the
promising materials for use as active elements in optoelednvestigation of the influence of impurity atoms on the basic
tronics, since they have a high emission efficiency. The forphysical properties of SMSC's is in its infan&y**
mation of substitutional solid solutions with Mih ions Low-temperature optical investigations are very effec-
markedly expands the scope of their practical applicatioriive in providing detailed information on the structure of the
owing to the fundamentally new properties of such materialsenergy levels of impurities and defects, the mechanisms of

The Zn_,Mn,Te crystals investigated in the presentradiative recombination, and the dynamic properties of el-
work belong to a new class of materials, viz., semimagneti@Mmentary excitations in such materials.
semiconductor§SMSC’s, which have been studied inten-  For the purpose of obtaining information on the mecha-
sively in recent years. The most thoroughly investigated maliSms of the luminescence of these crystals over a broad
terials among these semiconductors arg GMIn, Te crys-  SPectral rangg11 000-20 000 le? at various tempera-
tals. As for zn_,Mn,Te crystals, the literature contains {Ures(4-5-293 K, we investigated in the present work the
information mainly on their magnetic and magneto-opticaleXCIton reflection, photolgmmescen@%l_), and mqltlphonon
properties:® As far as we know, the investigation of the resonant Raman scatteriiPRRS spectra of Ni- and Co-

optical properties of these crystals has been the subject Of%oped 2B.98MNo.0sT€ SMSC's.

small number of papers:! which presented the results of

low-temperature  measurements of the intracenteEXPERIMENTAL METHOD

absorptiot® and luminescenéé spectra of the MA" ions, We investigated single crystals of ZnMn,Te (x

as well as the exciton reflectiénabsorptiont® and IR ~0.05) grown by the Bridgman method in quartz ampules,
absorption spectra. _ which were evacuated to 2302 Pa to eliminate the for-

The physical properties of semiconductor crystals, espemation of impurity complexes containing oxygen in the crys-
cially their energy structure, are very sensitive to the presiais grown. The doping was carried out during crystal
ence of various crystal-structure defects in them. This pergyrowth. The concentration of Ni and Co impurity atoms was
mits regulation of their physical properties by introducing calculated from the amounts introduced into the original
assigned sets of impurities into the crystals. mixture and amounted to ¥Ycm 3. To eliminate the inter-

There is special interest in the study of impurity atoms ofaction of the impurities with quartz and the wetting of quartz
the iron group, which form deep levels in [I-VI semiconduc- by the material being synthesized, a graphite coating was
tors, alter the number and type of intrinsic structural defectsapplied to the inner walls. Freshly cleaved surfaces were
and thereby control many optical, electrical, and photoelecused to measure the photoluminescence and exciton reflec-
tric properties of the semiconductdrs. tion spectra.

The study of the physical properties of semiconductors The PL spectra were measured with excitation by an
doped with the impurities indicated opens up the possibilityargon laser. The principal excitation line corresponded to
for broader application as promising materials for photo- anch =488.8 nm. The PL spectra were recorded using a Spex

1063-7834/98/40(4)/5/$15.00 564 © 1998 American Institute of Physics
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FIG. 2. Luminescencél—-6) and exciton reflectionl( —6’) spectra of Co-
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FIG. 1. Photoluminescence spectra of Nia) and Co-doped (b)
ZNg oMng osTe crystals alf=9.0 K (N=10'° cm™3).
respectively; the positions of the exciton reflection bands are

marked by arrows It is noteworthy that aT =4.5 K the line

1403 double monochromator and an RCA C31034 photoat A=514.5 nm is almost in resonance with the<(1) ex-
multiplier operating in the photon-counting mode. The pho-citon transition. As we see from Fig. @urves1-3), the
tomultiplier was cooled to improve the signal-to-noise ratio.long-wavelength wing of the laser line is protracted because
The exciton reflection and photoluminescence spectra weref its overlap with the excitoh, line, the position of whose
measured in the exciton region of the spectrum using amaximum practically coincides with the position of the
SDL-1 spectrometer. The spectral slit width for these meamiddle of the exciton reflection dispersion curve .{
surements did not exceed 2 chn The temperature measure- =515.2 nm. In addition, the PL spectrum recorded at
ments were performed using an UTREX system, which perT<20 K also displays weak emission of &0 exciton-
mits stabilization of the temperature to within 0.01 K. impurity complex, which is marked by arrows in Fig. R (
=516.2 nm).

An increase in temperature leads to an increase in the
detuning of the line alh=514.5 nm relative to excitonic

The PL spectra of Ni- and Co-doped ZnMn,Te crys-  resonance as a consequence of the long-wavelength shift of
tals atT=9 K are presented in Fig. 1. It is seen that thethe exciton reflection band. The manifestation of the exciton
luminescence of these crystals covers a broad spectral regiop PL line, which is located between the linexat 514.5 nm
(11 000—20 000 cmt). In the case of Zp ,Mn,Te:Ni crys-  and the line at\=520.0 nm becomes clearer @t=50 K
tals, the most intense emission, which consists of severdturve5). It is seen that an increase in temperature causes
overlapping broad bands, is located in the long-wavelengtlappreciable broadening of the PL line, but its position
region (11 000-17 000 cmb), while the most intense emis- relative to the exciton reflection band remains practically un-
sion for the Zn_,Mn, Te:Co crystals is located in the short- changed. It should also be noted that the intensity of the line
wavelength regior{18 000—20 000 crmt) of the spectrum.  at A =520.0 nm undergoes a strong increase as the distance

The energy position of the emission line with the short-between this line and the exciton reflection band decreases
est wavelength in the PL spectra of the crystals investigatedith increasing temperature. For example,Tat 70 K the
corresponds tan=514.5 nm. The low-intensity satellites intensity of this line is commensurate with the intensity of
which are observed near this line in the case of thehe line at\=514.5 nm, while aff=100 K (curve 8 in the
Zn, _,Mn,Te:Co crystals and are equidistant from it at dis-inset to Fig. 2, under the conditions of resonance between
tances equal to the energy of an LO phonon in a ZnTe crystahe line atA =520 nm and the exciton transition to the
(205 cm' ) attest to the appearance of MPRRS processes iground state, this line becomes the most intense line in the
these crystal&®~18 PL spectrum. AfT=100 K this line is superimposed on the

Figure 2 presents the emissi¢curves1-6) and reflec- |, PL line.
tion (curvesl’ —6') spectra in the exciton region of the spec- The position of the exciton reflection band for the
trum for Zn,_,Mn,Te:Co crystals at various temperaturesZn; _,Mn,Te:Ni crystals atT=9.0 K corresponds to\g,.
(T=4.5—-70 K). The inset in Fig. 2 presents the emission =512.9 nm(Fig. 3). The difference between the positions of
spectra of these crystals Bt 80 and 100 K(curves7 and8,  the exciton reflection line for the Co- and Ni-doped crystals

EXPERIMENTAL RESULTS AND DISCUSSION
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is due to the slight difference between the concentrations oIIIG 4. Luminescence spectra of Nidoped ;zMngcdle crystals at
Mn ions in the two crystalgthe valuex=0.05 was deter- 115 1) 60.0(2). 130.0(3), 220.0(4), and 2930 K(OS“;f

mined from the amounts of the components introduced into

the original mixturg. At low temperatures <60 K) an

intense line is seen at=514.5 nm in the region of excitonic T=130 K no such band is displayed in the PL spectrum. In
resonance in the PL spectrum. At<60 K on the short- the case of the Zn ,Mn,Te:Co crystals the fine structure of
wavelength side of this line there is a weak line at the disthe band just indicated is not observed in the PL spectrum
tance of an LO phonon, whose intensity decreases as theven atT=4.5 K, and the temperature dependence of its
temperature rises. At>60 K the most intense line in the PL intensity is similar to the dependence obtained for the
spectrum is thé, line, whose energy position is close to the Zn; _,Mn,Te:Ni crystals.

maximum of the exciton reflection band. The excitgrline Figure 4 presents the PL spectra of,;ZpgMn,Te:Ni in
broadens appreciably a>80 K. At T<130 K it remains the long-wavelength region of the spectrgixi 000—-17 000
symmetric, but its short-wavelength wing then becomesm™Y) at various temperatures. The shape of the broad PL
strongly protracted at higher temperatures. It should be noteldand observed and its temperature dependence are quite
that an equidistant fine structure consisting of LO phonorcomplicated: 1 on the long-wavelength wing of the band
replicas of the exciton PL band is displayed on the longwith a maximum athw=13 500 cm? there is a hump at
wavelength wing of the exciton band in the temperaturehw=16 000 cmi, which is clearly caused by overlap with
range 86<T=<190 K (it is marked by arrows in Fig.)3 another broad band of smaller intensity; ®hen the tem-

As we see from Fig. 1, the PL spectra of the crystalsperature is raised to 60 K, the hump on the short-wavelength
investigated display a broad PL band on the long-wavelengtiving of the band vanishes) &n increase in the temperature
side of the line atA\=514.5 nm. In the case of the from 9 to 293 K causes displacement of the band maximum
Zn,_,Mn,Te:Ni crystals, this band has a fine structure atby 200 cm* toward shorter wavelengths) 4t T= 293 K the
T=4.5 K (Fig. 3). An increase in the temperature to 15 K band becomes practically symmetric.
leads to obliteration of this fine structure, and the form of the  In the case of the Zn ,Mn,Te:Co crystals the PL inten-
band has a doublet character. A hump is observed on itsity in the long-wavelength portion of the spectrum is very
long-wavelength wing at a distance of about 200 érftom  weak (curve 2 in Fig. 2), and two broad bands can be iden-
the position of the maximum. The intensity of this band de-tified here with maxima ahw=13 500 and 15 700 cnt.
creases fairly rapidly in comparison with the exciton PL The intensity of these bands varies only slightlyrat 50 K,
band as the temperature rises. For exampld,=a80 K its  but atT=100 K they are scarcely observed in the PL spec-
intensity becomes less than that of the line, and at trum.
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The crystals investigated in this work are semiconductotine should lead to an increase in its intensity. Since a
solid solutions. Unlike ordinary binary compounds, semicon-<temperature-induced increase in the intensity of the 6LO line
ductor solid solutions are characterized by a chaotids observed experimentally, it must be assumed that the pre-
potential-energy relief in the crystal lattice. The interactiondominant factor in this case is the decrease in the detuning of
of excitons with such a field determines the features of thehe 6LO line and the maximum of tHe PL line.
exciton states and their appearance in the optical spectra. An analysis of the PL spectra of Zn,Mn,Te:Co crys-

According to Ref. 19, there is a characteristic excitontals points out the weak influence of the localization of ex-
localization energye,, which depends on the parameters of citons on fluctuations of the crystal-field potential, since the
the crystal and characterizes the obliteration of the spectrummaximum of thel | PL line of such crystals at both helium
at the bottom of the exciton band. The value Bf is a and higher temperatures is near the middle of the exciton
measure of the broadening of the exciton reflection bandgeflection dispersion curve, i.e., it corresponds to the emis-
The long-wavelength maximum of the exciton reflection dis-sion of free or delocalized excitons. In semiconductor solid
persion curve corresponds to the energy of localized excisolutions, thd | line is usually located near the maximum of
tons, while the middle of this curve corresponds to the enthe exciton reflection band and, at low temperatures, it is
ergy of delocalized or free excitons. caused mainly by the radiative recombination of localized

The observed structure of the PL spectrum of theexcitons. The insignificant role of the localization of excitons
Zn;_,Mn,Te:Co crystals points out the effective role of the in these crystals is also evidenced by the appearance of the
MPRRS processes involving longitudinal-optical phononsemission of excitons bound to neutral donors in the PL spec-
In this case the PL spectra of the crystals investigated arga at T<<20 K. The twofold broadening of the exciton re-
excited by the line of an argon laserXt488.8 nm. Thus, flection bands for the Zn ,Mn,Te:Co crystals in compari-
interband excitation of the crystal takes place under the exson with the binary compound ZnTe &&=4.5 K is clearly
perimental conditions indicated. caused by the elastic scattering of free excitons on potential

An analysis of the energy positions of the lines observedluctuations, intrinsic defects, and impurity centers contain-
at low temperaturesT(<70 K) in the PL spectrum of the ing Co atoms. In the case of the ZnMn,Te:Ni crystals the
Zn;_,Mn,Te:Co crystaldFig. 2) provides evidence that the efficiency of the localization of exciton states is significantly
very intense line ak =514.5 nm is the 5LO phonon replica greater. This is indicated by the fact that the maximum of the
of the exciting laser line at =488.8 nm. The matching of excitonl PL line is near the maximum of exciton reflection
the energy positions of this line and the argon laser line aband. The appreciable broadening of the exciton reflection
A=514.5 nm is accidental and is characteristic of the crystalband in comparison to the band for undoped or Co-doped
investigated in this work. The low-intensity satellites ob- crystals is inhomogeneous because of the formation of exci-
served on the long- and short-wavelength sides of the line abn density-of-states “tails. 2
A=514.5 nm correspond to the 6LO and 4LO phonon repli- The presence of an equidistant fine structure on the
cas of the laser line a=488.8 nm. The strong increase in short-wavelength wing of the highly broadengdPL line at
the intensity of the 5LO MPRRS line is a manifestation of its T=80—190 K (Fig. 3 attests to the effective role of the
resonance with the ground exciton state, as was previousipteraction involving several LO phonons in the radiative
observed for ZgCd, _,Te crystals in the case of the 1LO and recombination processes of excitons. For example, only one
2LO MPRRS lineg® As the temperature rises, especially in LO phonon replica of the, line is observed af =80 K,
the rangeT = 30— 70 K, where the measurement conditions while the emission of excitons involving three LO phonons
(signal amplification and spectral slit widthemained un- is observed af' =190 K. Thus, the interaction of localized
changed, a decrease in the intensity of the 5LO MPRRS linexcitons with LO phonons at<80 K is an effective mecha-
and an increase in the intensity of the 6LO line are observechism for their transition to delocalized or free states. The
They are unequivocally tied to changes in the resonance comstrong short-wavelength asymmetry of the exciton band ob-
ditions of these lines with the exciton state as a result of theserved afl >200 K (Fig. 3) is caused by such processes. The
temperature-induced decrease in the band gap width and, a@bsence of an equidistant fine structure is attributed to its
cordingly, the displacement of the bottom of the excitontemperature-induced obliteration.
band toward lower energies. At The PL spectrum of Zn ,Mn,Te:Co crystals contains a
T=100 K, the 6LO line becomes the most intense line in therelatively broad, intense bandrig. 1). An analysis of the
spectrum due to its resonance with the ground exciton stat@osition of this band relative to the position of a free exciton
as well as the excitoh_ PL line. Resonant enhancement of and a comparison of the results obtained with the PL spec-
the 5L0 MPRRS line is also observed for the trum of ZnTe crystafs provides evidence that the emission
Zn;_,Mn,Te:Ni crystals. An absence of the 6LO line is at- in this region is caused by transitions involving the acceptor
tributed to its weak intensity and overlap with the short-energy level aE,+0.05 eV and the donor energy level at
wavelength wing of the broad PL band. E.—0.01 eV or the conduction band. Similar emission is

It should be noted that the intensity of the 6LO MPRRSalso observed for Zn ,Mn,Te:Ni crystals. The presence of
line in the case of cobalt-doped crystals is determined by twa fine structure in this region of the spectruffig. 3 is
competing factors. The shortening of the exciton lifetimecaused both by the appearance of these two types of optical
with increasing temperature should lead to a decrease, whikeansitions and by the presence of LO phonon replicas of the
the simultaneous decrease in the distance between the magBrresponding zero-phonon lines.
mum of thel, PL line and the position of the 6LO MPRRS The appearance of an intense broad band in the PL spec-
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trum with a maximum neahwo =16 000 cm! is character- line relative to the maximum of the excitdp line as a result
istic of Mn-doped ZnTe crystdls and zn_,Mn,Te ©f temperature-induced displacement of the bottom of the

SMSC's? The appearance of this band is associated witfEXciton band. The broadening of the exciton reflection band
emission as a result of intracenter transitions betweefithe  for these crystals is mainly a result of elastic scattering by
and®A, states of the MA" ions®° As is seen from Fig. 1, fluctuations in the crystal-field potential, defects, and impu-
the Zn_,Mn,Te:Ni crystals exhibit a second band on the lity centers containing cobalt atoms. It has been established
Short_wave'ength W|ng of the intense broad bamm)rgax in the Zq,anxTe:Ni CryStals that the EXCitOhL Iine iS
—13 500 cmY), whose position on the energy scale providesdetermined by the emission of localized excitons and thus
evidence that it is caused by intracenter transitions of thétests to their effective localization.
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Microphase separation and magnetic Jahn—Teller polarons in LaSrAl 1—xCUO4_5
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An EPR study of the solid solutions LaSrALCu,0O,, which are isostructural to LEUG;,

shows that microphase separation of the structure occurs already at small copper concentrations
(x~=0.01). A phase enriched with Cu appears along with a phase #0g, which

contains isolated Cufcenters. It is established that the nature of the states and the deformations
of the CuQ centers is determined by internal Jahn—Teller factors. Whe.1, EPR

signals are detected for new dynamic centers, which are identified ag Zalm@—Teller centers

with a hole delocalized among the four in-plane oxygen i@he total spinS=1). When

0.1=x<1, local Cu@Q hole centers transform into magnetic Jahn—Teller polarons, which include
five or more Cu@ fragments, in the copper phase of the structure. Their transformations

and the conditions for observing them are discussed.1998 American Institute of Physics.
[S1063-783%8)00804-1

While investigating the EPR spectra of the ceramics  The oxidation statéthe mean valence statef copper in
LaSrAl;_,Cu,0O,4, which are isostructural to L&uQ,, we  LaSrAl,_,Cu0,_ s was studied for several values rfby
discovered magnetic centérsshich were identified as CuQ  iodometric titrations The deviation of the oxygen content
centers with a hole delocalized among the four in-plane oxyfrom stoichiometrys was also determined. The values of the
gen ions, i.e., Cu@ Jahn—Teller centers with spB=1. A formal valence an@ are listed in Table I.
microscopic model of these centers was proposed in Ref. 2, The EPR spectra of LaSrAl,Cu,0,_ 5 were recorded in
and they were compared to the magnetic quasiparticles stuthe X (»=9.46 GH2 and Q (»=37.1 GH2 bands in the
ied in hole-doped LgCuQ,.3~° temperature range 4.2-300 K on an ERS-230 radio-

In this paper the results from Refs. 1 and 2 are developeftequency spectrometer. The parameters of the experimental
and analyzed on the basis of further experimental investigaspectra were determined by optimizing model spectra.
tions of the LaSrA|_,Cu,0, system: the previously discov- Copper was introduced from a compound in the’Cu
ered effects are studied in other series of samples, and ttatate. All the EPR signals observed should be assigned to this
EPR data are supplemented by the results of investigationsxidation state of copper. A typical spectrum is shown in
employing other methods. The occurrence of microphasé&ig. 2. It consists of signals of two types.
separation of the ceramics investigated into aluminum and The signals of type | are typical of isolated €ucenters
copper microphases is established. The interrelationship bé a polycrystalline matrix. They are described by a spin
tween the electron-phonon properties of the hole centers iklamiltonian of axial symmetry with the parameters
these phases is demonstrated. g;=2.320:0.002,g9, =2.069-0.003,A;=(150+1) X 1074

1. EXPERIMENTAL RESULTS

Various series of the solid solutions
LaSrAl;_,Cu,O,_5, which were synthesized both by de-
composing the nitratésand by a solid-phase method from
the metal oxides, were investigated. X-ray power diffraction
analysis, which was performed on a DRON-2 diffractometer,
showed that the samples belong to théNiK-, structural type
at all copper concentrations €#x=<1). Figure 1 shows
the variation of the unit-cell parametesisandc as the cop-

per concentration increases. Whi& remains unchanged “or

(a=3.758 A atx=0 anda=3.759 A atx=1) to within the 112.4
experimental error(0.003 A), ¢ increases monotonically i a

from 12.64 to 12.97 A. >-e ~—o—

The diffuse reflectance spectra of the samples with 1 1 1 L n
x=0.01-0.10 were recorded on a Perkin-Elmer LAMDA9 0 a4 08 =
spectrophotometer. The expectiet d transitions could not g, 1. concentration dependence of the lattice constantnd ¢ of
be detected. LaSrAl, _,Cu,0, solid solutions.

1063-7834/98/40(4)/7/$15.00 569 © 1998 American Institute of Physics
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TABLE I. Values of the formal valence of the €& ions in

LaSrAl,_,Cu0,_ s and deviation of the oxygen conteéittrom stoichiom- 7 I
etry.

X m ) a

0.2 247 0.05

0.4 2.46 0.11

0.6 2.46 0.16

0.8 2.46 0.22

cm !, and A, <10x10 * cm ! For x=0.01 we have

AH! =6 mT in the X band atT=300 K. In the parallel

orientation of the constant m?gnetic fieidand theOZ axis FIG. 2. EPR spectrum of LaSrALCLO, T=300 K. »=356 GHz

of tr|1e centerl, the IlneW|d.thHH equals 7 mT. The values of x=0.04 (), 0.10(b), and 0.40(c). LN

AH| andAH| increase in the&Q band and decrease as the

temperature is lowered. Signals of type | are observed over

the entire range of values afup tox=0.8. Their intensity number of centers detected in a sample weighing 50 mg is

reaches a maximum at=0.04 and then decrease as the cop-estimated as 18 spins. We previously observed a similar

per concentration is increased furtfander a statistical dis- picture for La,Sr aluminates with Rif and CF*.2°

tribution the largest number of these centers should be ob-

served forx=0.08. The linewidth increases asincreases.
Signal Il is observed at practically all concentrations of

added copper. It is positively detected»at0.02, but it is The EPR parameters of the centers of type | are typical

also present in the spectra of the samples witt0.01 inthe  of Ci?" ions in a tetragonally elongated, octahedral ligand

form of a single, practically symmetric line with environment. It hence follows that the €uions in the

g"=2.123+0.003. Its widthAH", measured in th@ band at  LaSrAl,_,Cu,0, solid solutions under discussion replace

T=300 K, increases successively from 18.5 mT forAl®* ions and form oxygen octahedrons elongated along the

x=0.01 to 21 and 37 mT fax=0.04 and 0.60. The value of [001] axis with nonlocal charge compensation.

AH" is smaller in theX band. For exampleAH"=10 mT The magnitude of the tetragonal component of the crys-

for x=0.02 atT=300 K. The value oAH decreases some- tal field in the AIQ; octahedra does not remain constant: it

what as the temperature is lowered. The relative content differs for different combinations of La and Sr ions along the

centers of type Il in comparison with the content of the cen{001] direction and reflects the changes in the lattice forces

ters of type I(Kn) increases with increasing(Fig. 39. The  acting on the Me site as/a increasegFig. 1) due to in-

total number of centers of types | and Il is maximal for creases irx.

x=0.04 (Fig. 3b and, in some series, for=0.02. We note These changes in the crystal fields at the site of the metal

that signal 1l was also observed in the isostructural soliddo not, however, lead to changes in the parameters of the

solutions LaSrGa ,Cu,0, with x=0.02 and 0.04, in which, copper EPR spectra. There is, in fact, no dependence of the

unlike the series of the gallates L.3Sr, _,Ga _,Cu0, in-  factors of C4" on the copper concentration. No diversity is

vestigated in Ref. 10, the charge stoichiometry is violated. observed for the Cufcenters, although such diversity was
The temperature dependence of the intensity of signal Il

in the samples withx<0.10 (Ila) and x>0.10 (Ilb) was

unexpected. The intensity of signalb ihcreases as the tem- 1.0H

perature is lowered, precisely as the intensity of signal I, 5

obeying Curie’s law. For example, for=0.4 we obtained 1

Kip(293 K)=0.61 andK; (4.2 K)=0.68. These values can

be regarded as coinciding within the experimental errors.

The intensity of signal B increases with decreasing tem- &

perature toT~30 K and then decreases sharply. For ,}. ‘1

i [
10.970 11.970 HT

2. DISCUSSION OF RESULTS

x=0.10, K;;4,(>30 K)=0.41, while K; (4.2 K)=0.09. In
the sample withx=0.02 signal I& is scarcely detected at

The integrated intensity of the observed EPR spectrum  /
was also measured. It was determined by a comparison with :’
the signal of the reference BaMpFThe measurements re- 0
vealed an unexpected result: EPR is observed for no more z
than 10% of the copper |o_ns_|ntroduced into the mamx n theFIG. 3. Concentration dependence of the relative content of centers of type
range 0.0&x=<0.1. Asx is increased, the fraction of Cu  in comparison to the content of centers of typdal and of the total
ions observed decreases. For example, wker0.6, the  number of centers of types | and (b).

4
>
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the Jahn—Teller distortions that they are experimentally in-
distinguishable from them. The observed temperature dy-
namics of the complexes and their EPR spectrum depend on
the magnitude of the distortion of the site and the tempera-
ture. If the energy differences between the minifia; and
AE, are so small thakT>AE,,AE, over the entire mea-
surement range, we have a pulsating configuration with
=(r)syandg;=(g). If KTSAE,,AE,, the parameters of the
complex and its EPR spectrum depend on the temperature in
accordance with the Boltzmann factor of the excited states:
ri=ri(T), gi=g;(T).}* If KT<AE;,AE,, the complex is
stabilized in the lower state. Its distortions are enhanced in
comparison to the distortions of the corresponding site in a
crystal lattice(a Jahn—Teller complexVariations of the te-
tragonal(or orthorhombi¢ component of the crystal field up
to certain limits lead only to variation of the differences be-
tween the minima, but the degree of distortion of the com-
plex and the parameters of the spectrum observed for the
ground state do not depend on the magnitude of the defor-
mation. In the linear approximation this limite,/28<3 .12

The centers of type | clearly have a relationship between
FIG. 4. Adiabatic potential of CupJahn—Teller centers with small tetrag- the tetragonal component of the crystal field and the vibronic
onal and orthorhombic distortions in the Tusite (a) and of dynamic constants for which the magnitude of the deformations of
Cu_Og hple centgrgb). The difference between the possiblg forms of the CUO6 is determined by the interaction Witbg vibrations
adiabatic potential is caused by the spread of local crystal fields in the Cu . . !
site ¢ — Jahn—Teller deformations of complexes at the minima of the@Nd the magnitude of the “tetragonal” lattice component of
adiabatic potential. the crystal field does not exceeg@@®r ~1500 cm * (~0.2

eV). Changes in this component lead only to changes in
AE; ; and have practically no influence on the magnitude of

observed for Ni@ centers in a similar ceranfi@s a conse- the distortions of the complex or the values of théactors.
quence of statistical disordering of the®’'aand Sf* ions. It Using the data for the Al-O distances in LaSrAlQ2
was also found that the EPR parameters of the centers 0f1.997 A and 41.898 A, i.e. Ar=0.099 A and taking the
type | in LaSrAl_,Cu0, coincide to within the experimen- linear vibronic coupling constant=10 000 cm /A, we
tal accuracy with the parameters of the Guenters in the find that AE~1000 cmi! in the CuQ Jahn-Teller com-
closely related solid solutions kLa,Sr;_,Ga_,Cu0,°  plexes in LaSrAl_,Cu0,. This means that there are excited
while the values ofa and c for the latter differ from the |y?—x?) and|z2—x?) states corresponding to Cy@onfigu-
corresponding parameters for aluminates and vary fromations that are elongated along th@ndb directions of the
a=3.84 A andc=12.70 A forx=0 to a=3.798 A and crystal~1000 cm ! above the groun{k®—y?) state. Under
c=13.154 A forx=0.8. The Cull) ions “do not feel” the the influence of small deformations they can approach the
accompanying changes in the crystal fields. ground state and have a significant influence on the processes

Such behavior, which is unusual for tetragonal centers, isaking place. A 0.01-A change in a Me@istance(here we
easily explained within the Jahn—Teller effect for’Cuons.  are referring to the distance to an apical oxygen in the origi-
As we know, the vibronic interactions in an octahedralnal matrix that has not yet been distorted by Jahn—Teller
Cu(ll) complex results in spontaneous distortion of the octadeformationy lowers these levels by 100 ¢, and the re-
hedron along one of the fourth-fold axes. In the adiabatigplacement of LA™ by SP* causes approximately the same
approximation the three equivalent minima on the potentialchange in the crystal field at a neighboring copper ion lo-
energy surface separated by barriers of height\@here 28  cated on the same fourth-order axis as does axial compres-
is the anharmonicity parameter of the ligand vibrati¢th®  sion of the complex by 0.015 A.
solid line in Fig. 4B, correspond to tetragonally elongated Thus, the Cu@ centers are Jahn—Teller complexes. In
configurations of the complexes. The magnitude of the deether words, the nature of their distortions is determined by
formations of the isolated Jahn—Teller complexes and thé¢he internal vibronic forces, and lattice perturbations are
distortions of the crystal lattice in undiluted Jahn—Tellermanifested only in the features of their dynamics. The con-
crystals are determined by the vibronic interactions. clusion that there is strong electron-phonon coupling in

If the site of a Cu@ complex has small tetragonal or LaSrAl,_,Cu0, suggests that such coupling exists in the
orthorhombic distortions, the minima of the adiabatic potencuprates La_,Sr,CuQ, as well. This would account for the
tial become energetically inequivalent with the energy differ-significant elongation of the CuyQOoctahedrons along the
ences between the minim&E,=AE, or AE;#AE,, re- [001] direction in these compounds: in jJ@uQO, the
spectively(Fig. 43. Experience and theoretical evaluations Cu—O distances are equal tx2.46 A and 4< 1.905 A, and
show that forAr=r,—r, ,=0.01-0.15 A the distortions of in La, gSK, ;<CuQ, they are equal to 22.41 A and
the complexes in the ground and excited states are so close4o<1.89 A1314
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Proceeding to an analysis of the nature of signal Il, we  The appearance of a hole delocalized over the in-plane
bear in mind two points: the conditions for the appearance obxygen ions of a Cu@octahedron in the immediate vicinity
the signal(it appears under the conditions of an electronof the Cif *ion leads to a decrease in the tetragonal compo-
deficiency in Al _,Cu,0, layerg and its shapéit is a single  nent of the crystal field to the point of possible reversal of its
symmetric signal sign. It also leads to the appearance of spin-spin interactions

The requirement for charge neutralization in between the unpaired electrons ofJO and Cd*. When
LaSrAl,_,Cu0,_ s suggests the existence of either®Cu the exchange parametdrhas the typical value in oxides
ions, O oxygen ions, or oxygen vacancies along wittPCu  |J|~10°* cm™1,'® signal Il can be observed only if the ex-
ions in the stable oxidation state. An iodometric titration change interactions are ferromagnetic in nature. They should
confirmed this expectation by establishing that the effectivédbe such because of the orthogonality of the states of the
charge state of copper is equal+®.47. Oxygen vacancies interacting hole and Cd spins. At the same time, these
can be encountered in various places in the structure: in thateractions do not disturb the orbital energy structure of the
apical positions of AlQ and CuQ octahedrons whem is  CuG; center and do not suppress the vibronic effects inher-
small, in an A[Cu)O, layer, and in a LEéSnO layer. Apical  ent in it; the center is still a Jahn—Teller complex, but unlike
vacancies would preserve the axial symmetry of the EPR static Cu@ center with a predominantly tetragonal defor-
spectra of the centers, would leave these centers static, anghtion, a copper-hole center is dynamic.
would not disturb the antiferromagnetic character of the in-  Isolated Cu@ centers containing a hole have three ap-
teractions in the Cu®layer. In the case of in-plane vacan- proximately equally probable configurations with tetragonal
cies, Cu@Q centers with fairly strong orthorhombic distor- axes parallel to the, b, andc directions of the structure.
tions would appear, but they are not observedTheir adiabatic potential is shown in Fig. 4b. The crystal-
experimentally. Therefore, signal Il cannot be associatedield perturbations due to the statistically disordered arrange-
with oxygen vacancies. Also, it cannot be assigned td'Cu ment of the La and Sr ions in distant coordination spheres of
(3d®; S=1) ions. In this case a single EPR line can bethe Cu ions smooth the pattern of minima by an ama\iat
observed only from cubic centers. There are no sites of cubiof the order of+ 100 cm ! and cause lowering of orfelon-
symmetry for copper ions in LaSrAlO Only centers with gation of CuQ along thez axis) or two (elongation along
O™ remain. At the same time, the experimental data allow usnd y) minima of the adiabatic potential. Two stable posi-
to conclude that the electron vacancy must be bound to #ons for in-plane and apical oxygen ions, which are dis-
CW™" ion, since the observed valge=2.123 can be under- placed by~0.2—0.4 A relative to the center, appear along
stood only in this case. In the matrix under consideratioreach direction of the Cu—O bonds. At low temperatures the
there are no other ions with a sufficiently large spin-orbitsystem is localized in one of these positions. In this case the
coupling constant. In the general case, the possibility of conEPR spectrum exhibits great anisotropy because of the pres-
tamination of the nonstoichiometric solid solutions ence of a fine structure, whose lines are broadened by the
LaSrAl,_,Cu0, by some foreign impurity that includes dispersion of the crystal fields and are not detected in the
paramagnetic centers cannot be ruled aytriori. This im-  disordered samples. When the temperature is raised, the fre-
purity can go undetected by the fairly rough diffractometricquency of the jumps of the complex between the minima of
method, but is manifested in EPR. However, the good reprothe adiabatic potential increases. When this frequency
ducibility of the results in repeated syntheses with variationw>D/gh and AgBH/h, a dynamic(single symmetrig sig-
of the conditions allows us to disregard this possibility. nal of type Il is observed. The appearance of this signal

In Ref. 1 we assumed that an oxygen-ion electron vacorresponds to a change in the wave function of the state and
cancy is not localized on one site, but is distributed among change in the character of the motion of the oxygen ions of
the four in-plane oxygen sites of the Cy©Octahedron. We the complex. While these jumps between two stable posi-
shall utilize the scheme of molecular orbitals in a solitary,tions occur with a frequency. 10’ Hz at low temperatures,
tetragonally deformed CufD, octahedron. The orbitals that the system is delocalized between these positions above a
are closest to the orbitals witly,, by, a;4, andb,q; sym-  certain temperature.
metry consisting predominantly of copper orbitals are Moving on to an analysis of the signals of typé,l|
filled molecular orbitals formed from only the in-plane which are characteristic of the solid solutions with0.1
ayg(m)=(1/2)[py1—pX,—PYs+pXs and out-of-plane and do not vanish at helium temperatures, we first turn to the
by (7)=(1/12)[pz;,— pz,+ pzz3— Pzs] OXygen 2 states. The data from the measurements of the concentration of para-
ayg(m) and by, () orbitals are written here in the coordi- magnetic Cd" centers. There are two possible reasons for
nate system of a CufQOcenter. They are orthogonal to the the observation in the EPR spectrum of only a small fraction
alzq and b,4 orbitals, which include the coppde?) and  of the copper ions introduced into the matrix: dither the
|x?—y?) states. The nonbondirap,(7) andb,,(7) oxygen  bulk of the copper iong>90%) in the AR* sites are in the
states are located in a free complex below the orbitals with 8+ oxidation state, and the EPR signal is not observed be-
d character, but the interactions in the condensed matrixzause of the large zero-field splittings of the spin levels and
particular the Madelung effects, render the bands of thesbecause of the strong anisotropy of the spectrum of the pow-
states indistinguishable with respect to their energies, and waer and the broadening of the fine-structure lines;)daly
assume that the holes in the CuOcomplexes in large agglomerates of Cy@nd CuQ centers, whose para-
LaSrAl ,Cu0, occupy oxygen states of tha,y(7) and  magnetic resonance is not detected, appear already at small
b,,(7) types. values ofx as a result of the nonuniform distribution of the
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copper ions among the Al sites(as is shown below, only ~ -

weak EPR signals are observed in some defect)sitdse // \\ /\ ,/ \\

x-ray structural data indicating an increase in the value of K.+ R - '(\ + ,>

for the structure of LaSrAlL,Cu0, with increasingx lead N \ N4

to a conclusion that the second hypothesis is correct. More- /’\\ /\ AN

over, the replacement of Al by Ci** would not lead to an o+ M — - X + 9

increase inc, because their ionic radii are clo$e.54 and \\ / \ \\ //

0.535 A, respectively It can be attributed only to a continu- )K

ally increasing fraction of structural fragments containing _ _

CU?" Qg octahedrons that are tetragonally elongated by the / TS >

Jahn—Teller effect. v f / -
The early clustering of paramagnetic centers is not spe- VAR \ /N

cific to Cu oxides. We also observed it in the solid solutions (\\ + ,)‘\"/ \-/'(\ +/>

LaSrAl, _,Me,O, with Me=Ni®" and CF*, and it was dem- A4 > > N

onstrated by direct observation of the corresponding EPR S N\ ,/ ‘\

exchange signal in the case of*Crions in Ref. 9. The K+ >‘ )

presence of one type of structure in the x-ray diffraction N \/ N

experiment attests to the microscopic character of the inho-
mogeneity appearing. It can be stated that aluminum phas%G_ 5. Deformations of a fragment of a Cy@lane generated by Jahn-
(or microphases at large values @) and copper mi- Teller distortions of a Cu@ center(which is shown as thick lines at the
crophasegor phases at large values xf exist in the com-  center of the figure “Snapshot” of a magnetic Jahn—Teller polaron.
pounds investigated. In an aluminum phase, th8'Cions
form CuQ; centers, which are observed as centers of type |,
and Cu@ centers(centers of type H). Taking into account In LaSrCuQ the concentration of holes is large, al-
the constancy of the structural type for all valuesxofn  though it is less than the 47% of the copper introduced that
LaSrAl,_,Cu0,, which has been confirmed by x-ray dif- would be expected for Cd4’*, which was identified on the
fraction, we can logically assign the formula LaSrGutd  basis of the iodometric-titration data, since there are oxygen
the copper microphase. The presence of a microphase withvacancies. As was noted above, the increasean(Fig. 1)
high copper concentration is also evidenced by the absena@dlows us to claim that the structure of LaSrCuebnsists
of observabled—d transitions in the optical spectrum of mainly of octahedra elongated along tbeaxis. Following
LaSrAl; _,Cu,0, even at small values ofranging from 0.01 the ideas developed, we can assume that holes in, GuE
to 0.1. In fact, according to Ref. 10, the optical spectra of theers containing such octahedra will form in the broad band of
isostructural solid solutions La,Sr;_,Ga_,CuO, with  oxygen D states:®!’ which overlaps the region of the cop-
x~0.01 exhibit a charge-transfer band with an energy ofperd states® At the same time, the nonstatistical distribu-
~27000 cm?. As x increases, this band shifts toward tion of the heavy ions and oxygen vacancies leads to an
smaller energies, at=0.4 it reaches the region af—d inhomogeneous distribution of the holes in a layer. The re-
transitions, and ax=1 it stretches to energies of 3000 gions depleted of $f are also depleted of holes; such a
—4000 cm' L. The broad and intense charge-transfer band oflistribution of the St ions is possible when a CyOfrag-
the copper microphase suppresses the low-intercsityd ment, in which delocalization of the hole is confined to the
transitions of the Cu@centers in the aluminum microphase four in-plane oxygen ions, appears among the gaoGahe-
of LaSrAl; _,CuO,. dra. With respect to the Jahn—Teller dynamics, such a;lCuO
As the copper concentration in LaSiALCu,O,_s in-  center in an environment of copper Cyi@ctahedra is simi-
creases, the fraction of the aluminum phase in the solid sdar to the hole centers in the aluminum phase of the structure.
lutions decreases, while the fraction of the copper mi-Their distortions in the ab plane become
crophase increases. Accordingly, the content of solitanantiferrodistortive® and ferromagnetic clusters containing
CuQs centers and isolated CygOhole centers(lla) de- 5-13 copper ions appeéfig. 5).
creases. As was noted above, this decrease outstrips the de- The difference between the dimensions of the hole mag-
crease expected for a statistically averaged distribution of thaetic structures in the aluminum and copper phases is not the
impurity Cu ions. At the same time, solitary centers of type lonly difference between them. Other differences are related
with a resolved hyperfine structure are observed up tdo the nature of the oxygep states in which the hole is
x=0.4. This is totally atypical of the EPR spectrum of solid found and to the value of the total spin of the Gu@ag-
solutions and directly points out the preservation of the Alment. In addition to the in-plane and out-of-plane oxygen
microphase up to large valuesxfAs is seen from Fig. 3a, states there are alsp, states in thep band of cuprates.
the relative content of the centers of type Il increases inAccording to Ref. 16, holes occupy in-plane oxygep or
comparison to the content of the centers of type Kkas- p,. orbitals in cuprates. X-ray photoelectron spectros¢bpy
creases, and while they are predominantly solitary hole cerdid not permit lending preference to either of these orbitals.
ters of type la up to x=~0.10, they are subsequently ex- A theoretical treatment of the exchange coupling between
change clusters containing a hole center of tyge With  the oxygen and copper electrons led to a singlet ground
different temperature-dependent properties. state!® These states have been termed Zhang—Rice singlets
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in the literature. However, it is important to stress that, re-considered in Ref. 23. We assume that the model of a Jahn-
gardless of whether the spin-spin coupling in the gueag-  Teller polaron proposed in our investigatitsee also Ref.)2
ment is ferromagnetic§=1) or antiferromagnetic§=0), reflects the real situation in LaSrAl cuprates and correlates
this fragment remains a dynamic Jahn—Teller complex. Evewith the magnetic centers havirg=2.120+0.02 andAH
when the spin of the Cupfragment has a zero value, the =35 mT (Ref. 6 observed in LaCuQy s under the condi-
antiferrodistortive distortions of the neighboring Gu@cta-  tions of the experiments in Ref. 5. The ambiguities in the
hedra preserve the ferromagnetic character of the interactiorsppearance of the signal with=2.12, which are associated
and the nonzero magnetic moment in the exchange clustsvith the conditions for creating holes in cupratbey saturat-
formed. ing them with oxygen or by replacing some of the’t.@ons
Thus, in the copper phase, along with the regions oby SP* ions) and depend on the type of samgée ceramic
octahedra containing holes in the oxygep Band that are or a single crysta)** can be caused by structural imperfec-
elongated along the axis there are also ferromagnetic clus- tion of the material, a nonuniform distribution of the heavy-
ters of finite dimensions in regions depleted of holes. As formetal ions in the lattice, different conditions for diffusion
their magnetic behavior, the regions of octahedra elongateand localization of the magnetic centers observed{&ns,
along thec axis are characterized by short-term antiferro-SP* agglomerates, structural defects, boundary conditions,
magnetic spin correlations, which prevent the observation oétc).
EPR in, for example, LaSrCuQand LgCuQ,. Ferromag- Thus, the experimental investigation of
netic clusters should be observed in the EPR spectrum, andliaSrAl; _,Cu,O,_ s solid solutions has shown that the intro-
would be natural to attribute the signals detectedxfe0.2  duction of C&™ ions and several other ions of the iron group
to the appearance of such clusters. At the same time, thato LaSrAIQ, leads to a sharply nonuniform distribution of
ferromagnetic cluster appearing upon stabilization of thehe iron-group metalMe) among the Al sites and is another
structure of the compound during its synthesis is essentially Blustration of the phenomenon of phase separation in mag-
magnetic Jahn—Teller polaron. Because of the equivalence ofetic materials, which has been studied intently in recent
the copper sites, there is a finite probability that a hole willyears*? Specific phenomena develop when®Alions are
jump to another Cu@center, and the small differences in the replaced by divalent copper ions. The appearance of a copper
crystal fields on the Cu ions up to a certain limit do notmicrophase LaSrCuf) s along with the aluminum phase oc-
prevent this process. Migrating along a layer, a hole wandersurs already at small copper concentrations. The aluminum
together with lattice strains caused both by static Coulomiphase contains CuyQcenters that are tetragonally distorted
deformation and by deformation of vibronic origin. The ef- by the Jahn—Teller effect without local charge compensation.
fective mass of a Jahn—Teller polaron is large, and the freThe distortions of these centers, like the cooperative distor-
guency of walks does not exceed a time interval of the EPRions in the copper phase, are specified by internal vibronic
scale, i.e.<10'° GHz. Encountering other Jahn—Teller clus- factors. Cooperative Jahn—Teller effects determine the struc-
ters or joining regions with the LaSrCy®@tructure and holes tural parameters of LaSrCyOs and LgCuQ, and the
in the oxygen » band, the magnetic Jahn-Teller polaronsstrong electron-phonon interactions in them. On the other
transform and do not produce an EPR signal. hand, restoration of the charge neutrality of the compound
As for the ferromagnetic Jahn—Teller clusters observedeads to the appearance of hole centers, i.e., copper octahe-
as signal Ib, they are either located in regions of the struc-drons with a hole delocalized among the four in-plane oxy-
ture from which it is less advantageous for them to diffusegen ions(CuQy), in both the aluminum and copper phases
(for example, regions where 3r ions are surrounded by of the structure.
La®>") or are associated with some structural imperfections  In the aluminum phase these Cgi@enters are isolated
of another nature. In general, the motion of a polaron isand have Jahn—Teller dynamics. The possibility of the exis-
impeded by any structural defect which disturbs the dynamtence of dynamic Cug Jahn—Teller centers in the copper
ics of the central fragment. For example, the disturbances athase depends primarily on the hole concentration and the
the boundaries of microphases and crystals are systematicharacter of the distribution of the heavy La and Sr ions.
Inducing an axial crystal-field component directed along théVhen the number of holes is not excessively great, a{CuO
in-plane Cu—O bonds, a boundary or other defect isolatesenter in the copper phase induces antiferrodistortive distor-
one of the minima of the adiabatic potential of the seed fragtions of fragments of the CuQOayer near it which are at a
ment and localizes a magnetic Jahn—Teller polaron. distance of one to three coordination spheres from it, while
The magnetic quasiparticléferrong appearing as a re- remaining a dynamic Jahn—Teller complex. The ferromag-
sult of the self-trapping of an electron in a ferromagneticnetic cluster formed is a magnetic Jahn—Teller polaron and
region within an antiferromagnet were predicted bycan migrate within the crystal lattice. In LaSrCu@e con-
Nagae?® back in 1967 and were investigated in subsequententration of hole centers is large. Under these conditions the
years by him and othefs.The magnetic quasiparticles in Jahn—Teller polarons are caused by the nonstatistical distri-
hole-doped LaCuQ, were treated theoretically by Hizhnya- bution of La and Sr and vanish by joining regions with the
kov and Sigmund and were studied by Krereeml. > The  LaSrCuQ structure and holes in thep2oxygen band. The
ferrons in antiferromagnetically ordered Cu@yers were EPR spectrum exhibits Jahn—Teller polarons stabilized on
investigated in connection with superconductivity by structural defects.
Gor’kov and Sokof? and models of the magnetic clusters in The single Jahn—Teller nature of the Guéznters in all
La,CuQ, containing a hole and five or four €l ions were  the cuprates with the #NiF, structure renders our investiga-
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The photogeneration and recombination of charge carriers in poly-N-epoxypropylcarbazole films
with additions of a polymethine dye are investigated irradiation of films with blocking

contacts by light both within and outside the absorption range of the dye. The kinetics of the
accumulation and relaxation of electron-hole pairs, whose lifetimes exceed tens and

hundreds of seconds, are studied. It is postulated that an increase in the recombination
luminescence intensity occurs in an electric field as a result of an increase in the efficiency of
the bimolecular radiative recombination stimulated by trapped electrons from
photogenerated excitons. ®998 American Institute of PhysidsS1063-783#8)00904-§

Experimental investigations of the bimolecular recombi-1, 3, 3, 1, 3, 3’-hexamethylenedicarbocyanine tetrafluoro-
nation of charge carriers and the electroluminescéBtgof  borate? PEPC was selected as the hole transport layer, be-
amorphous molecular semiconducté¥S’s) based on poly- cause effective hole transport takes place in it along the car-
mer films~3 usually employ samples of the “sandwich” bazole ring systensThe selection of polymethine dye mol-
type, in which the electrical contacts are selected so thagcules as recombination and photogeneration centers is
there would be sufficiently efficient electric-field injection of specified by the fact that dyes of this class have absorption
charge carriers from the contacts into the bulk of the MSand luminescence bands in the visible and near-IR regions of
film. In the case of recombination electroluminescénce the spectrum, depending on their molecular structure, and the
charge carriers which leave the contacts into an electric fiel@nergies of upper valence orbitals of these dyes and of car-
and drift into the bulk of the MS film encounter recombina- bazole are close Therefore, holes can pass from carbazole
tion centers and recombine with the emission of light. In this"iNg systems in PEPC into valence molecular orbitals of the
case the recombination centers are molecules, which difféfy® molecules and in the opposite direction.
from the molecules among which transport of the charge
carriers takes place. The efficiency of such recombination. SAMPLES AND EXPERIMENTAL METHOD
electroluminescence depends both on the conditions for the . .
N . o The samples were prepared either in the form of struc-
injection of carriers from the contacts and on the conditions . .
for the passage of carriers from transport molecules to mol’gures with a free surface, viz., quartz substrate—PERC

. o wt % PD and quartz substrate—PN wt % PD, or in the

ecules which act as recombination centers, as well as on the o - X

: e .. 1orm of “sandwich” structures, viz., AlI-PEPEN wt %
ratio between the probabilities of radiative and nonradiativ

q dati £ th £ th ited state of th ePD—SnQ and AlI-PS-N wt % PD-SnQ, where PS is a
cegradation ot the energy ot the excited state of the recom(Eopolymer of styrene with butyl methacrylate, whose mol-
bination center formed. In addition, recombination EL can be

) . ) ecules have a high ionization potential and do not create a
influenced by the history of the sample. In particular, as Wa%ole-transport energy bafidThe concentrationN) of the

discovered in the present work, recombination EL with thepolymethine dye was varied in the rane=0.1—15. For
emission of visible light can be enhanced significantly by, MS films based on PEPC, the Al and Sné@ntacts are
preliminary irradiation of the sample with light in the UV blocking when the polarity of the voltage on Al is positive.
range. The MS films were obtained by drying solutions of PEPC
Therefore, to understand the physical processes occut:n wt % PD or PS-N wt % PD in dichloroethane, which
ring upon EL in samples with MS films and to control these\yere poured onto quartz substrates either with a layer of
processes, it is important to separate the contact and bugnoZ or without a layer of Sn@ The thicknesses of the
effects. For example, to investigate the bulk effects, the ingried films werel =0.5—2 wum. The Al films were deposited
jecting contacts can be replaced by blocking contacts, angy thermal sputtering in a vacuum chamber, and the Al
recombination EL can be simulated by creating a nonequithickness was 300350 A.
librium concentration of charge carriers by photogenerating  The samples with a free surface on the polymer film
them in the bulk of the MS film. were used to record the optical spectra of the absorption
In the present work we investigated the photogenerationgoefficient» and the photoluminescence intendify in the
recombination, and enhancement of the radiative recombinavavelength ranga =400—1200 nm. In the samples of the
tion of charge carriers in poly-N-epoxypropylcarbazole “sandwich” structureslp, , the photocurrent densitypy,
(PEPQG films doped with the cationic polymethine dy@D)  the concentratio® of charge carriers which form in a short-

1063-7834/98/40(4)/6/$15.00 576 © 1998 American Institute of Physics
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FIG. 1. Absorption(1-3) and photoluminescendd—3') spectra of PEPEN wt % PD films forN=0.1 (1, 1'), 1(2, 2'), and 15 wt %(3, 3').

circuited sample during a tintg of irradiation by monochro- the dark, and,(t) is the current for charging the electrical
matic light and reach the collecting contacts upon the applicapacitance of the sample following preliminary irradiation
cation of an electric field after a time intervgl following  in the short-circuited state by monochromatic light during
completion of the light pulse, and the intensity of the the timet, followed by holding in the dark during the time
recombination luminescence emitted from the sample during,. In addition, the relation
the measurement d® were measured as functions of the o .
electric field strengttE and the intensities of the monochro- QO ={io() =iy (O}/aSL @
matic light at the wavelengths; =380 nm(the intensityl;)  was used to determine the variation @ffrom the moment
and\,=540 nm(the intensityl,). when the electric field is switched on.
A KSVIP-23 spectrum-computing system was used to
measurex, |p , andlg, but the value oflg was recorded
using an FE-100 photomultiplier without a monochro-
mator. A hydrogen lamp with a glass filter served as the  Figure 1 presents plots of(\)/ .y (Curves1-3) and
source of the light at;, and an incandescent lamp with | (\)/I 5 .y (curves1'=3') normalized to the maximum
a glass filter served as the source of the lightatThe light  yalues in the range of investigated for PEPEN wt % PD
intensity was varied by neutral filters in the rangesfims. The electronic absorption spectra of the polymethine
1,=0.01-0.5 W/nf and1,=0.2-20 W/n?. The electric gye in liquid solvents contains the narrow intense band that
field strength was varied in the ranfe=1x10"-3x10° s characteristic of this class of dyes with a vibrational struc-
W/m. All the measurements were performedlat293 K. tyre on the short-wavelength edge of the spectrum. For ex-
The steady-state photocurrent was recorded in a photgymple, in 1, 2-dichloroethane the values of the optical wave-
resistance regime using a storage oscillograph during irradigengths of the vibrational N,) and fundamental N;,,)
tion of the sample by light from the side of the Sp€lec-  maxima are equal to 518.5 and 550.5 nm. When the polyme-
trode. Along withjp, Ip. was measured simultaneously, thine dye is introduced into PEPC and PS, its absorption
andAlp /lp, i.e., the relative change irp, in the fieldE,  hands undergo a bathochromic shift,E528 nm, A pax
was determined from the relatiom\lp /1p ={lp(E) =566 nm due to the larger values of the refractive indices of
—1p(0)}/1p(0), wherelp, (E) is the value ofip_after the  the polymers in comparison to 1, 2-dichloroethane. The val-
electric field is switched on, anih,(0) is the value ofip.  yes ofa, and\ ,in PEPC and PS are equal to 528 and 566
before the electric field is switched on. nm and to 526 and 559 nm, respectively. Mss increased,
The method for determinin@ that was previously de-  the absorption increases more strongly athan at\ pay. In
veloped and described in Refs. 5 and 6 involves calculatinghe photoluminescence spectra an increass iesults in a

2. EXPERIMENTAL RESULTS

Q from the relation bathochromic shift of the band and a decreasépin The
o Lambert—Beer law is not obeyed. These data attest to the
Q:fo dtfio(t)—iy(t)}/gSL, (1)  formation of H aggregates of the polymethine dye, which

absorb light at shorter wavelengths than do monomeric dye
where the timet=0 corresponds to the moment whEnis  polymethine? i.e., at\,. The | p (A)/lp max CUrves for the
switched ong is the charge of an electro§,andL are the samples irradiated at; are similar to the curves obtained for
area and thickness of the MS film between the contagts)  the samples irradiated ab, but exhibit a slight hypsochro-
is the current for charging the electrical capacitance of thenic shift. Similar laws are observed in P8I wt% PD
sample in the short-circuited state during the timet, in  films.
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FIG. 2. Dependence gfpy (1, 2) andlp_ (3) on E in an AI-PEPC-0.5
wt % PD-SnQ sample {=1.2 um) for 1,=0.3 W/n? (1) and |,=8
W/ (2).

All the AI-PEPC+N wt % PD—-SnQ films display pho-
toconductivity at the wavelengths, and\,. The photocur-
rent exhibits sublinear dependencesignl,, andL. The
plots of jp4(E) are linear in logpy— EY? coordinates

(curvesl and2 in Fig. 2), and this dependence can be rep-

resented in an analytical form by the expression
j pH(E) ~exp( — (Wopr— BEYHK Tep), )
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FIG. 3. Kinetics of the appearance of recombination luminescéhe8)

and kinetics of the escape of the photoinduced space charge into the contacts
(1'—3’) for an AI-PEPG-N wt % PD—-SnQ sample {=1.3 um) follow-

ing irradiation at\, for t;=30 s, holding in the dark fot,=30 s, and
application of an electric fieldE=2.8x10% (1, 1), 1.7x10° (2, 2'), and
7Xx10° Vim (3, 3').

ment of | . @and Qymax toward larger values df and to an
increase in the duration of the emission and the measurement
of Q. No manifestations of EL were detected in the AI-PS
+N wt % PD-SnQ samples, and under any experimental
conditionsl =0, andQ=0.

The experimental results presented in Fig. 3 were ob-
tained on a sample which was first irradiated\atfor 30 s
and was used to measurg and Q with illumination atX,
only after the electric field was switched on and then

which is similar to the expression for the photoconductivity switched off. The duration of the set of measurements with

characteristic of amorphous MSsyhereWypy, is the acti-
vation energy for photogeneration wh&=0, k is Boltz-
mann’s constant, Tjz= 1/T—1/Ty, andT, is the character-
istic temperature, which amounts td=490+20 K
for PEPC. The slope of linear dependericin Fig. 2 gives

B1=(4.3+0.2)x107° eV-mY%Vv*2, and the slope of linear

dependence2 in Fig. 2 gives B,=(4.6+0.2)x10 °
eV-mY4V2 These values of3; and 3, are close to the

illumination at\ , following irradiation at\; did not exceed
an hour. After 24 h, the value @ for this sample scarcely
changed, but the value bf decreased by more than an order
of magnitude.

In Fig. 4 curvel is a plot of the dependence of lbghax
on E~%, which was measured on a sample that had not been
irradiated at\; for more than 24 h. Curv@ is a plot of the
dependence of lofgy., on E~1 for a sample which was

corresponding values of measured in other amorphous irradiated at\; before the electric field was switched on.
MS’s based on PEPC. Curve 3 is a plot of the dependence of logy,, on E~1

In the AI-PEPG-N wt % PD-SnQ samples, quench- measured on the same sample after c@wes recorded, but
ing of the photoluminescence of the polymethine dye is obwith irradiation ath,. It is seen from Fig. 4 that preliminary
served simultaneously with photoconductiomat As E is irradiation of the samples at; provides for a significant
increased, the value of, decreases. The plots of the depen-increase in g for the subsequent cycles involving irradiation
dence ofAlp /1. on E can be approximated by straight of the samples ak, and the measurement bf. Here we
lines in log(Alp, /1p])—E~?! coordinates, as follows from note that the experimental plots bf(E) in the coordinates
Fig. 2 (curve3). We note that the slope of linear dependenceselected can be approximated by straight lines. Figure 4 re-
3in Fig. 2 equals (1.950.05)x 10° V/m. Photoconduction veals the equality between the slopes of curteand 3
and an influence o on I, were not detected in the [(1.2%=0.05)X 10% V/m] and the small value of the slope of
Al-PS+N wt % PD-SnQ samples.

When an electric field was applied to the unirradiated
samples investigatedly = 0. After preliminary irradiation of
these samples at, followed by application of an electric
field, EL appeared. It also appeared after preliminary illumi-
nation at\,. However, if the sample was irradiated first at
N1, the value ofl ¢ after illumination at\ , increased by more
than an order of magnitude in our experiments.

Figure 3 presents plots of the dependencd gfl .y
(curvesl—3) andQ,/Q;max (curvesl’—3') on the timet after
application of an electric field normalized to the correspond-
ing maximum values for the particular value ef It is seen

that thel g(t) andQ(t) curves Corre_late- An increasle inat  FiG. 4. Dependence oL(E) in an AI-PEPG-0.5 wt % PD—Sn@sample
a constant value dE or a decrease ik leads to the displace- (L=1.1um) for t;=30 s andt,=10 s.

Lq (e gy » @rb.units)
-~
J

0
w0l v om
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cate that not all the mobile holes formed as a result of dis-
sociation of the photogenerated electron-hole pairs can reach
the collecting contact and that the trapping and bimolecular
recombination of charge carriers take place efficiently in the
samples investigated.

The fact that photoconduction and EL are not observed
in the samples with PSN wt % PD films allows us to con-
clude that the electroluminescence effects induced by pre-

FIG. 5. Dependence ad (1, 2) andlg (1, 2') ont, in an A—PEPG-N liminary irradiaFion ath; or A, in the sgmples with PEPC
wt % PD—SnQ sample [ = 1.3 um) following irradiation at\, (1, 1) and ~ +N wt % PD films have a recombination character and are
N2 (2,2). not associated with the influence Bfon the rate of intramo-

lecular electronic transitions of the PC molecules. Since the

curve2. At E>5x10" V/m the slope of curve is equal to _spef:tr_al composition of the recomp_|nat|on Iummescemg}s (
is similar to the spectral composition of the photolumines-

\/ 4 H
(5.65*0.05)x10° V/m, and aE <3x 10" V/m this plot can cence(Fig. 1), it can be concluded that the recombination

be approximated by a straight line with a slope equal to
(7.8+0.1)x 10° V/m. centers are dye molecules.

Figure 5 presents plots of the dependencaé®, on However, as was discovered in the present work, the
9 P P P ! -, efficiency of the radiative recombination of the charge carri-
Int, (curvesl and2) and of | gax/lEmaxt ON Ity (curvesl

and2’), whereQ, and| g, ; are the values 0® and| g ers photogenerated &} is enhanced in samples which were

for t,=1 s. The experimental results can be approximated bErehmmanly irradiated ah ;. There are at least five possible

straight lines in the coordinates selected, the slopes of the?‘?:j;?ict?wratg\ls Zfrﬁm}),gltm%3;§§?§|;;asng}gcfavre§ ggr?ir:ars
straight lines being close to one another. These dependenciés 1 phok . i - 9

were measured for an irradiation time interta+ 30 s, for rom _these levels upon "Ta‘?"a“on ab; 2) filling .Of Qeep
which theQ(t,) andI(ty) curves have a saturation region. S0 B 0 AR BL ST SRR R
TheQ(t,) andlg(t,) curves are similar and can be described P

by a simple exponential function with a constant rise time for)\z; 3) an increase in the probability of the photogeneration

Q andlg up to the saturation levet=15+3 s, andr does of electron-hole pairs by light with , following preliminary

o depend on andl The expermertal esufs presented *(EL0 S1s 0 nresee, e phooseneraten o
in Fig. 5 were obtained on a sample which was preliminarily 9 y

irradiated ath.. Ii_ght with )\1_; an_d 5 an increase in the probability of radia-
tive recombination.

The repeated use of these samples for measuring increas-
ing values ofl c becomes possible after they are irradiated at

The possibility of approximating thg(E) curves(Fig.  \; and then subjected to an external electric field. The value
2) by the analytical expressiof3) in interpreting the results of | does not vary significantly, if,, t;, andt, are constant.
allows us to use known models of the photogeneration offherefore, it can be assumed that the first of the possible
charge carriers in amorphous M3and to assume that elec- causes just enumerated does not significantly influence the
trostatically bound electron-hole pairs are photogeneratedffects under discussion.
when the investigated samples with PEPCwt % PD films We found that prolonged irradiation of the sample& at
are irradiated ah,. In an external field, aE increases, the with the application of an electric field leads to a decrease in
probability of dissociation of the electron-hole pairs in- the photoconductivity of these samplege Fig. 6. The pho-
creases due to the increase in the mobility of the holestoconductivity recovers when short-circuited samples are
which move away from the electrons, leaving them in theheld in the dark, the recovery time being relatively insensi-
photogeneration centergpy increasegcurve 2 in Fig. 2),  tive to irradiation at\,. Therefore, there are no sufficient
and the probability of germinal recombination decreases. Ifjrounds to assume that the space charge accumulated during
geminate recombination is accompanied by the emission dfradiation at\ ; effectively recombines with the charge car-
light, the photoluminescence intensity can decrdaseve3  riers photogenerated when these samples are irradiated by
in Fig. 2). However, it should be noted that the decrease idight with intensity|,.
| o, with increasingE can be associated not only with a de- Since the measurements Qf and | ¢ following irradia-
crease in the probability of geminate recombination, but alsdion of the samples at; and\, reveal thalQ does not vary,
with an increase in the probability of the photogeneration ofwhile | ¢ increases, it can be assumed that after irradiation of
electron-hole pairs in the electric field, as was previouslythe samples ah, there is no increase in the number of
theorized in Ref. 7. Here we shall only point out the quench-charge carriers or recombination centers photogenerated at
ing of photoluminescence by an external electric field, and\,, but the radiative electronic transitions in the recombina-
the nature of this phenomenon in PEPR wt % PD films  tion centers are intensified. We attribute the enhancement of
will be additionally investigated in a separate study. radiative recombination to the formation of new active cen-

The sublinear nature of the photocurrent-intensity charters in the MS film, which appear after irradiation of the
acteristics, the decrease jpy with increasingL, and the samples ah; and contain the electrons remaining after the
correlation between th@,(t) andlg(t) curves(Fig. 3 indi-  decay or dissociation of the excitons photogenerated by that

3. DISCUSSION OF EXPERIMENTAL RESULTS
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into account the tunneling of the charge carrier under the

Y

g
.,: 2 potential barrierAU,, since the plots of the dependence of
o m T Gy log Iz on E~* can be approximated by straight lindsg. 4),
s 0 60 120 180 T 3600 3660 t,s and the variation of ¢ in the field E can be represented,
= g4f I—_—I r—l according to Refs. 3, 8, 9, and 11 in the analytical form
$0.2" 1 1 ” 1 l_l Py . *\1/2 32
w U 0 @ 7w J600 3660 t,s le~exp{—8m(2m* ) “AU“/3ghE}, ®)

= 32 :r—l I—I [_l wherem* is the effective mass of the charge carrier and

bl 1 1 L 1 1 1 [ [Py | 1 ol 1 ] H H H H

~ g W 2 10 60 t.s Planck’s constant. The linearity and identical slopes of the

¢

———————————— plots of Q/Q andl gyax/l emax 1 @S functions of Irt, (curves2
and?2’ in Fig. 5 allow us to conclude that irradiation ab
leads to the formation of long-lived electron-hole pairs in the
amorphous MS'’s, in which the electrons and holes are dis-
tributed in space in the form of isolated pairs and that the
variation of their concentration can be described by an equa-
0 60 120 180 J600 3660 t,s tion similar to (4). In an external electric field the charge
carriers in such pairs become mobile and can recombine with
the emission of light. The dependence of the intensity of this
emission orE can be described by an analytical expression
similar to (5), but with a different value\U, for the height
of the potential barrier.
||ght ThIS hypOtheSiS iS based on the fO||0Wing experimental Using the Va|ues Of the S|opes Of |inear dependemes
findings. and3 in Fig. 4 for thel z(E) curves and relatiofs), we find

The wavelength\ ; is in the transparency window of the thatAU,/AU;=1.7+0.1 for 5x 10'<E<3x 108 V/m and
dye and is close to the absorption edge of PER@@ nm). AU,/AU;=6.2+0.1 for 1X10'<E<3x 10’ V/m. These
When films of the amorphous MS's investigated are irradi~g|yes allow us to presume that, upon the radiative recombi-
ated at\;, mobile excitons are photogenerated. Diffusingnation of charge carriers in an electric field in amorphous
among the carbazole fragments of PEPC, these excitons efts’s which were preliminarily irradiated at;, the holes
counter monomeric molecules or aggregates of the dye. Exjass into recombination centers by overcoming a lower po-

citon decay near monomers or aggregates of the dye is agntial barrier than in similar MS’s which were subsequently
companied either by the transfer of energy to the dye and itgradiated ath,.

degradation or the formation of free holes in an electric field e do not rule out that the difference betwekbd; and

and the appearance of a photocurrémirve 1 in Fig. 2. AU, can be due to the difference between the energies of the
However, even ifE=0, after excitons decay, not all the ypper valence orbitals of the H aggregate of the polymethine
holes and electrons recombine, and some of the charge cafye and the monomer. There is no contradiction here, since
riers have a lifetime amounting to tens and hundreds of S€Gn our proposed recombination model holes pass from an
onds(curvelin Fig. 5. upper valence orbital of a carbazole nucleus in PEPC to a
The linearity and identical slopes of the plots@Q;  valence orbital of a recombination center, in which there is
and | g max/lemax 1 @s functions of Irt; (curvesl and1’ i gjready a trapped electron, and the valence orbital of an H
Fig. 5 allow us to conclude that irradiation &{ leads to the aggregate of the polymethine dye is separated by a smaller
formation of electron-hole pairs in the MS films, in which energy gap from the analogous orbital of the carbazole
the holes and electrons are distributed in the form of isolatedcleus than is the valence orbital of the monomeric dye
pairs with the distances between the charges and the dis- molecule? Therefore, it can be assumed that upon exciton
tribution functionf(r). According to Refs. 810, the varia- gecay the electrons pass more efficiently into free molecular
tion of their concentration with time is described by the grpitals of H aggregates of the polymethine dye than into

-2

jp,. 210 Am
-

)

-2

FIG. 6. Duration of the electric field and light pulses in photocurrent mea-
surements in an AI-PEPE0.5 wt % PD-Sn@ sample (=1.1 um).

equation monomeric dye molecules. However, we still consider this
w question open, and it calls for additional research.
Q(t)/Q1= f lf(r)exp( —vt exp(—2r/a))dr, 4) To test the validity of the hypothesis regarding the accu-
r

mulation of electrons in the bulk of an MS film during irra-
wherev is the frequency factor for the passage of a mobilediation at\; and their long lifetime, we performed special
charge(hole) into a recombination centeg is the hole lo- investigations of the influence of the prolonged irradiation of
calization radius, and, is the distance between the chargesAl-PEPC+ N wt % PD—-SnQ samples ak; on jpy andl¢.
in the electron-hole pairs that recombine in the first second’he procedure used in these investigations is illustrated in
after light irradiation. If an electric field is applied to such a Fig. 6, which shows the forms of the pulseskfl;, andl,
sample after a time interva), following completion of the and the photocurrent in a PER®.5 wt% PD-Sn®
irradiation, the charge carriers in the electron-hole pairs besample, which was preliminarily held in the dark for a long
come mobile and can recombine with the emission of lightime. As is seen from this figure, irradiation of the samples at
(curvesl andl’ in Fig. 5. Here it turned out that the radia- \; with an applied electric field leads to a decrease in the
tive recombination process is similar to processes which takphotoconductivity of the MS films, which does not recover
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for a long time. The recovery rate pf, does not depend on combination product is a particle in a singlet spin state, only
the polarity and strength of the electric field or irradiation of pairs in theS state recombine, and recombination of the trip-
the samples ax, following irradiation atx ;. let pairs can occur only after alteration of the spin state. The
However, irradiation of the samples &{ with an ap- rate constant of thé&—T transitions ks_1) can be influ-
plied electric field promotes a simultaneous increasézin €nced by external magnetic fields and the fields of paramag-
with the decrease in the photoconductivity upon subsequeritetic particles. In particular, it was previously shown in
irradiation of the same samples)af. Curve4 in Fig. 4 isa  amorphous MS’s thats_ can increase when the recombin-
plot of Iz(E) measured on the same sample on which théng charges of electron-hole pairs interact with photogener-
dependence dfz(E) represented by curv@ was measured, ated excitong? In the case of the germinal radiative recom-
but after curve3 was measured, an electric fielE€2 bination of charges in photogenerated singlet electron-hole
X 10° V/m) was applied to the sample and the sample wagairs, an increase in the concentration of paramagnetic par-
irradiated at\; for 60 s (;=0.5 W/n?). It is seen that the ticles in the amorphous MS leads to reversible photolumines-
irradiation of MS films ai, in an electric field leads to even cence quenching’ In the case of bimolecular recombination
greater enhancement of radiative recombination than in thef the charge carriers, all four spin states of the recombining
absence of an electric field. This is because the mobility opairs are populated with equal probabilities, but only the sin-
the holes increases in an electric fieléland the decay of the glet pairs recombine. Therefore, an increasé&dny due to
excitons that were photogenerated\atis accompanied by the presence of carriers trapped in deep traps should be ac-
the escape of holes into the collecting contact and the acc¢ompanied by the enhancement of radiative recombination.
mulation of electrons in the MS film, which create negative
space charge. The accumulation of considerable spac% L. Burrouches. D. b. C. Bradiev. A. R. Braun. R. N. Marks
gharge, wh|(_:h diminishes the internal ele_ctnc field in the MS v Mécka% R_gH_ Friend, P. L. Burn, ar’"('j A B. Holmes, NatG#S 539
film, is manifested both by a decrease in the photoconduc- (199q.
tivity of the MS films (Fig. 6) and by a decrease in the slope 2D. Neher, M. Remmers, and V. Cimrova, Biectrical and Related Prop-
of the Ig(E) curve (Fig. 4). erties of Organic SolidsR. W. Munnet al. (Eds), Kluwer, Netherlands

- . (1997, pp. 79-99.
Refl_nement of the m_echanlsm fqr the enh_ancement OfsJ. Kalinowski, ibid., pp. 167—206.
recombmaﬂ_on e|eCt_r0|Ur_n|n_escence d|§C0Vered_ In th_e presenia A ishchenkoStructure and Spectral Luminescence Properties of Poly-
work following the irradiation of MS films by light in the  methine Dyegin Russian, Naukova Dumka, Kiev1994, 232 pp.
UV range requires additional investigations of the causes of N: G- Kuvshinski, N. A. Davidenko, and V. M. Komkd?hysics of Amor-
the formation of the long-lived electron-hole pairs, the P1oUS Molecular Semiconductofén Russiaf, Lybid, Kiev (1994,
mechanisms of the trapping of electrons following decay ofén. A Davidenko and N. G. Kuvshinsky, J. Inf. Rec. Maté1, 185
the photogenerated excitons, and the influence of these eIec7(1993- _ _
trons on the probability of radiative recombination of the 2\11'9921; Davidenko and N. G. Kuvshinsky, J. Inf. Rec. Mat@2, 149
charge carriers. However, even on the basis of'the results ofi | Zamaraev, R. F. Khautdinov, and V. P. ZhdanoElectron Tunnel-
the present work, we can assume that the irradiation of ingin Chemistryin Russia, Nauka, Novosibirsk1985, 317 pp.
PEPC+N wt % PD films with |ight in the near UV range is °V.L Gol'ganski, L . Trakh_tenberg, and V.N. FleuroWunneling Phe-
followed by the formation of active centers which contain &ZTE;‘&N:ZSS:&T&% F;g)ésg)‘];ordon and Breach, New Yorl989;
trapped eIeCtron_S. from pho_togenerated e.XC_'tonS and '.nﬂuwA. K. Kadashchuk, N. I. Ostapenko, N. A. Davidenko, N. G. Kuvshifjski
ence the probability of the bimolecular radiative recombina- and N. V. Lukashenko, Fiz. Tverd. Te(8t. Petersbuig39, 1183(1997)
tion of the charge carriers. The mechanism of this influence [Phys. Solid Stat@9, 1047(1997)].

; ; ; ; 1J. Gruner, P. J. Hamer, R. H. Friend, H.-J. Huber, U. Scherf, and A. B.
can be associated with alteration of the rate of the singlet Holmes, Adv. Mater(Weinheim, Ge. 6, 748 (1994.

triplet trans_itiogs in the recombining nongeminate pairs ofizy; pope and C. E. Swenberglectronic Processes in Organic Crystals
charge carriers® We shall now explain the grounds for such  Clarendon Press, Oxford982, 725 pp.
a hypothesis. 13N. A. Davidenko and N. G. KuvshinskiFiz. Tverd. TelaSt. Petersburg

. Accordlng toa gen_erally a<_:cepted m_O]dQﬁ the recom- _14i?’IVlI.Oéglgigg\? [Rp.rgséasg;)(ygeitﬁgfjﬁlf gl?fr?a?éhenapjn Polarization
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Surface plasmon-phonon polaritof8PPP’$ of types 3 and 4 are investigated in doped

anisotropic single crystals of hexagonal silicon carkigld-SiC) in the orientation corresponding

to KL C andxyL C. It is shown that a dispersion dependence of the type-3 SPPP’s

bounded byK appears in 6H-SiC when the plasmon frequency increasesg, ts 350 cm L At

vp =400 cm 1, v(K) exists for type-4 SPPP’s in the frequency rarig§< v<w.

When the concentration of free charge carriers is increased, the dispersion curves are displaced
toward higher frequencies. The conditions for the existence of type-3 and type-4 SPPP’s

in 6H-SIiC are determined. @998 American Institute of Physids$$1063-78348)01004-1

Optical investigations of the surface phonon polaritonsare specified predominantly by the anisotropy of the electron
of isotropic solids were begun back in the nineteen seventiesffective mass in 6H-SiC.
(c.f. Refs. 1 and R Bryksin, Mirlin, Agranovichet al. shows In the present work we investigated the dependences of
that surface modes of type 1 appear in solids in the presendbe frequency 7(K)] and the ATR spectrum of the SPPP’s
of long-range forces. In the monograph by Agranovich andbf hexagonal silicon carbidéhe 6H-SiC polytypg on the
Ginzburg? all the kinds of surface excitations of type 1 are wave vectorK with variation of the electron concentration
termed surface excitons. Surface modes whose amplitude dever a broad frequency rangelasmon frequencies equal to
creases at distances from the surface close to the lattice coh80—2500 crm?) in the existence region of SPPP’s of new
stant are called type-2 surface modddeasurements of the types: type-3 and type-4. The mutually consistent parameters
dispersion of type-1 surface plasmon-phonon modes in aof the model of 6H-SiC in Ref. 8 were used.
isotropicn-InSb single crystal by a modified attenuated total ~ Single crystals of 6H-SIC have the wurtzite structure
reflection (ATR) method were first reported in Ref. 3. The with space groupCéV(P63mc) and are characterized by
interaction leads to the appearance of two branches of sustrong anisotropy of the properties of the plasma subsystem,
face plasmon-phonon modes. The first investigations of thenlike ZnO® The anisotropy of the effective electron mass
spectra of surface phonon polaritons in anisotropic crystaland the phonon and plasmon damping coefficients has been
were performed by Agranovich, DubovskBryksinet al* It thoroughly investigated for 6H-Si€ However, investiga-
was shown that anisotropy leads to the existence of surfad#ons of the influence of the anisotropy of the plasma sub-
modes in two cases. Type-1 surface phonon modes exist aystem on the dispersion dependences of SPPP’s and their
any values of the wave vector, and type-2 polaritons areumber in 6H-SiC have not yet been performed.
bounded by the frequency and the wave vector. The SPPP’s observed in the orientation corresponding to

The surface plasmon-phonon polarito(@PPP’$ in a KL C andxy||C are characterized by a relation, under which
uniaxial semiconductor have dispersion relations, whos¢he dispersion of the surface waves is determined by the
number depends on the concentration of charge carriers artielectric functione, (v). Thex andy axis lie on the surface
on the orientation of th€ optical axis of the crystal relative of the sampleg, (v) is the dielectric function of 6H-SiC
to its surfac€. Gurevich and Tarkhanyan showed that theperpendicular to th€ optical axis, and’ is the frequency of
regions for the existence of SPPP’s are determined by ththe radiation(in cm™1). Only nonradiative surface plasmon-
anisotropy of the crystal and the strength of the electronphonon polaritons for whickK>w/c (w is the angular fre-
phonon interaction. However, the theory of SPPP’s was deguency are considered in this paper. Two branches of
veloped without consideration of the anharmonicity and thusSPPP’s are observed. The high-frequency branch) (be-
did not permit the investigation of the spectra of SPPP’sgins at the poinb=v,, , and the low-frequency branch ()
Experimental dispersion curves and spectra of SPPP’s ihegins at zero. AK increases K—o), the frequencies as-
highly doped hexagonal silicon carbide 6H-SiC were ob-ymptotically approach the values of the frequencies of mixed
tained in Ref. 6. The differences between these dependencssarface pIasmon—phonon@*,_',;,:

1063-7834/98/40(4)/4/$15.00 582 © 1998 American Institute of Physics
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V;I-'p%: V0-5{; tzl +v pzui[(; t2J_+7} |2)J_)_4; tzj_; ’ZJL]1/2}1/2' o = 7
Vi =i [(T+eo)(L+e.)],

~2 _ .2

VpL_VpL[SOOJ_/(l—’—SOOJ_)]! (1)

wheree.., | andeg, | are the principal values of the high- 400

frequency and static dielectric tensors in directions perpen- a

dicular and parallel to th& axis, v, | and v, | are the
frequencies of the transverse- and longitudinal-optical
phonons, and,; andvp are the plasmon frequencies.

In the case oKL C andxyl C, the SPPP’s are charac-
terized by the dispersion relation

-1

E
Xi=Le|(v) =2 (e (NV[L-e.(v)e(¥)], d
H001-
xx=Kclw (2
and by the inequalities 5
£, <0, K>wlc, eg(xi—e))<0, 3)
7600 -

whereeg|(v) is the dielectric function of 6H-SIiC parallel to

the C axis. If g(v) ande, (v) are interchanged, the depen-
dencevy(K) for the orientation corresponding #||C and -
xy||C can be obtained usin(®). These dependences corre-
spond to extraordinary SPPP. Ordinary type-1 SPPP’s appea 00 \ . N ) .

in the orientation corresponding L C andxy|C, and(2) 0 2 5 0
transforms wherg|(v) is replaced bye, (v). This case is Ke /o
characterized by two branchesmafK): »* . In contrast to

the isotropic case, when <0 andg> x2, new branches of FIG. 1. Dispersion curvesi{(K)] of type-3 and type-4 SPPP's of 6H-SiC

SPPP’s appear. Their number and ranges for existence d?—r KLC andxylC. a — type-3 SPPP;sb — type-4 SPPP's. Plasmon

o : i =400 (1), 500 (2), 740 (3), 1000 (4), 2250(5), and 2500
pend on the electron concentration in the conduction bandriqlfe(g)cllesum @ @ ® @ 5. an
and on the relative positions of the frequencigs, v,

Vo, Vi »andQ] ", which are specified by the relations

TH

The inequalitiesyy <wv;, <w;<w|, are characteristic of

e (v]'7)=0, gy )=0, : .
L I 6H-SiC (Table ). The electron plasma frequencies, and

=y =y v of 6H-SIC are related by the expression
e (Rr)=1 (@ )=1, =pE(mIsml)/(mﬁ‘swu)]l/zvm. For 6H-SiC we havevpliH
+,-_ 2 2 (.2 2 N2 =2.682,, since the effective electron mass perpendicular
Vi =0 v Lo ) to theC Fz):!xis m} =0.25m, andmf = 1.75m,, wherem, is
—avy o 1Y3Y2 (4) the mass of a free electrdnAccording to Ref. 5,
L Yy~ ~y o~ =vp e /mL]llz_, and Vi:VtZH[Sooi Vt2\|_801_ VtZL]/[/-LJ_(]itzL
QLH' = \/E{V tL||+ 14 pLHi[(V tLH+ 14 DLH) — Vtu)] For 6H-S|CV0:l.276ﬁ/pl , and V1:4766.3 cm 1,
~0 ~2 umip i.e., the inequalityro<v; (v~ <wy) holds, indicating the
—4v v puy 22, existence of surface modes in a bounded interva{ dfig.
~ 1a).
v tzj_H: VIZJ.II[(SOJ-,H_ Di(eer= DI, When there are no free charge carriers in 6H-SiC single
- 5 crystals v, <10 cm 1), only the high-frequency branch
Vpr) = VpujlEer/(ex = D] ) 1¥(K) beginning atv= v, =797 cni’ and asymptotically

approaching the frequency of the plasmon-phonon modes
Voph=945.8 cm* at Kc/wy=578.6 is observed. The de-
pendencer] (K) corresponds to extraordinary type-1 SP-

The maximum number of the brancheg(K) corre-
sponding to solutions of Eq2) is equal to four (=1—4).
The SPPP frequencies(K) lie in regions of the ¢, K)
plane where conditiofB) holds, and aK> w/c they asymp-

totically approach the frequencies of the surface plasmon‘l"ABLE I. Parameters of the model of a 6H-SiC single cryStal.
phonon modes obtained by solving the equator=1.

Figure 1 shows the dispersion curveg(K)] of the SP-  6H-SiC &g &u v, cm ! v, cmt
PP’s in §H—S|C obtained in a _calcu!atlon_ fagL C and. 10.03 6.7 788 964
xyL C using parameters of 6H-SiC which faithfully describe g ¢ 9.66 6.52 797 970

the experimental data in Refs. 7 and 8.
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TABLE Il. Results of a calculation of the parameters of the type-3 and type-4 SPPP’s.

Sample

number PSE-3B S-5 SC-1

Vol cmt 400 500 740 1000 2250 2500

VI ,emt 999.7 1018.9 1094.7 1234.7 2325.7 2566.8
Kc/th 1.323 1.594 2.280 3.0545 6.673 7.618
QH* ,em !t 996.7 999.6 1009.3 1024.9 1207.8 1269.4
KC/th 1.265 1.268 1.281 1.301 1.533 1.611
VH+ ,emt 968 977.9 990.2 1138.5 1190.8
v',om ! 955 959.6 970.9 985.5 1135.8 1188
KC/th 153 681.6 464.5 374.7 228.7 182.5
v, cm?! 318.9 391.1 538.7 645.5 771 776
KC/th 1.228 1.537 2.287 3.128 8.548 10.22
QH’ ,em b 127.8 159.3 2335 310.8 593.4 627.3
Kclwy 0.1622 0.2022 0.2964 0.3944 0.7530 0.7961
VH’ ,em 121.4 222.3 296.7 580.6 616.8
v, cmt 121.3 151.3 222.2 296.5 580.5 616.7
Kclwy 18.023 39.15 38.65 34.44 104.7 62.55

PP’s. For the OZ-56 sample,, =180 cm!, and only two ~ Spectra were calculate@ig. 2@ with air gaps between the
branches ofv(K) for type-1 SPPP’s are displaye '+|-ph KRS-5 ATR element and the sample of thicknebs 90
=948 cm'?! at Kc/wy=687.98 andvy, ,,=54.7 cm‘f at (cu_rvg 1) and 4.32um (curv_e 2_) for the values of the anglg
Kc/wy=9.1303. A dispersion dependence of type-3 sppp&f mcu_jencea of .the IR radlgtlon in the ATR element indi-
with a bound onK begins to be displayed in 6H-SiC at cated in the captions to the figure. 1l'he minima _of the spectra
vy, =350 cm L. The cutoff frequencies am;l_ph: 953.3 correspond to,,=524 and §114 cm-, and the width of the
cm ! and vy ,,=106.2461 cm'. The v(K) curve for the ~SPeCtral’s=22.5 and 210 cm™.
type-3 SPPP's begins af)j =112 el and Kclwy Figure 2a(curve 3) the experlmen.tal spectrum of the
=0.142 and ends at; =281.1 cm* andKc/wy=1.075. type-3 SPPP’s of the PSE-3B sample is shown 'for the orien-
When v, =400 cnit and vy, =2.682, 6H-SiC be- tation of the 6H-SiC single crystal correspondingka C
gins to display another dispersion curifg. 1), which ex- andxyl C. The spectrum was recorded with an air gap be-
ists in a bounded interval of wave vector values. lts frequenf"Veen the KRS-5 ATR element and the sample of thickness
cies lie in the rang@)" <v<w, and it lies above the high d=80xm fora=25%in the ATR element. The minimum of
frequencyw(K) curve for the type-1 SPPP’s. Curvis6 in the spectrumills located in tr_]e region of the calculated spectra
Figs. 1a and 1b were obtained for the values of the plasmofP2>-515 cm™), but the width of the spectrumI3=600
frequency(modes perpendicular to th@ axis) v, =400, cm +, which is related to the significant damping coeffi-
500, 740, 1000, 2250, and 2500 th The frequencies 740,
1000, and 2190 cm' correspond to the parameters of the

PSE-3B, S-5, and SC-1 samples. Figure la presents the ”— a
vs(K) curve of the type-3 SPPP’s, and Fig. 1b presents the R
v¢(K) curve of the type-4 SPPP’s. In the case of the type-3
SPPP’s(Fig. 18, when v, =400 cm %, v{(K) begins at a9l
127.8 cm* and Kc/wy=0.1622 and ends at 318.9 ¢ "
andKc/wy=1.2285. = |
Whenv,, =400 cni', we have four dispersion curves, §
two of which have bounds ol (curvesl in Fig. 1). For the 2307 L L ) ]
type-1 SPPP's;, ,,=121.3 cmi %, and v ,,=955.3 cm * 5w “00 600
asKc/wy—o (Table Il). The cutoff frequencies of the dis- B 11k b
persion curves of the type-3 and type-4 SPPP’s are equal to  §
v, =318.9 cni ! atKc/wy=1.2285 and to// =999.7 cm * E 10F 1
at Kc/ wy = 1.3231, respectively.
Figure 2 presents modified internal reflectiéATR) a9
spectra of the type-3 and type-4 SPPP’s calculated using the
parameters of the PSE-3B sample for the orientation of the 08 | !
6H-SiC single crystal corresponding %1 C and xy.L C. 960 1000 w0 1120
Some of the parameters of the PSE-3B sample are presented v, e

in Table Il. In addition, the values of the plasmon dampmgFlG_ 2. ATR spectra of 6H-SIC foK L C, xyL C, and v, =740 e %, a

F A~ — 1 — 1
coefficientsy,, =155 cm  andyp =85 cm * and the pho-  (,m) anda (): @ 1 — 90 and 24.92 — 4.32 and 353 — 80 and 25
non damping coefficieng;, =y =15 cm ! were used. The  (experiment, sample PSE-88) 1 — 33 and 252 — 2.4 and 35.
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cients of the type-3 SPPP’s in the PSE-3B sample. istence of type-3 and type-4 SPPP’s in 6H-SiC have been

Figure 2b presents the calculated spectra of the type-determined. The spectrum of type-3 SPPP’s has been ob-
SPPP’s of this sample fat=33 um (curvel) andd=2.4 tained experimentally for the first time. The calculated ATR
um (curve 2). The minima of the spectra correspond to spectra of the type-3 and type-4 SPPP’s demonstrate the pos-
vmin=1009.5 and 1084 cit, and the width of the spectra sibility of detecting surface plasmon-phonon polaritons of
I'~=4 and 200 cm®. The ATR spectra of the type-3 and the new types.
type-4 SPPP’s(curve 2) are characterized by radiation-
induced broadening. We were unable to observe the spectra
_Of type-4_S_PPP’s experimentally _due to the significant damp'1V. V. Bryksin, D. N. Mirlin, and Yu. A. Firsov, Usp. Fiz. Nauk13, 29
ing coefficients of the plasmons in our samples. (1974 [Sov. Phys. Uspl7, 305(1974].

Thus, investigations of the type-3 and type-4 surface?V. M Agranovich and V. L. Ginzburgg:rystal Optics With Spatial Dis-
plasmon-phonon polaritons in doped anisotropic 6H-SiC ng;g'g”;mz”d Excitons2nd ed., Springer-Verlag, Berlin—New York
single crystals have been performed for orientations of thesy éryksir?,pb. N. Mirlin, and I. 1. Reshina, JETP Lett6, 315(1972.
SPPP wave vector relative to the surface and the optical axisurface Polaritons: Electromagnetic Waves at Surfaces and Intetfaces

of the crystal corresponding L C andxyL C. It has been V. M. Agranovich and D. L. Mills(Eds), North-Holland, Amsterdam

; ; 11982 [Russ. trans., Nauka, Moscoid985, 526 pp].
shown that a dispersion dependence of the type-3 SPPP%. E.Z(S[urevich and R. G. Tarkhan(;gln Isgiz. Tveplf)c}. Tézningrad 17,

bounded byK appears in 6H-SiC when the plasmon fre-  1944(1975 [Sov. Phys. Solid Stat#7, 1273(1975].
quency increases te, =350 cm ! At v, =400 cm'!,  ®yu. A Pasechnik and E. F. Venger, Poverkhn@t63 (1982.
there is av{(K) curve for type-4 SPPP’s in a bounded inter- "A. V. Mel'nichuk and Yu. A. Pasechnik, Fiz. Tverd. Tellaeningrad 34,

T 423(1992 [Sov. Phys. Solid Statg4, 227 (1992].
val of wave vector values, whose frequencies lie in the rang&y, " o pasechnik. O. V. Snitko. A. L. Bychkov, and V. F. Romanenko,

Q) <v<w, and which lies above the high-frequenzy(K) Fiz. Tverd. Tela(Leningrad 16, 719 (1974 [Sov. Phys. Solid Stat6,
curve of the type-1 SPPP’s. When the concentration of free9470 (1974]. _ o
charge carriers is increased, the beginning and end of theA. V. Melnichuk, L. Yu. Mel'nichuk, and Yu. A. Pasechnik, Fiz. Tverd.
dispersion curves for the type-3 and type-4 modes are diS_Tela(St. Petersbung36, 2624(1994 [Phys. Solid Stat86, 1430(1994].

placed toward higher frequencies. The conditions for the ex¥ranslated by P. Shelnitz
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Data presented on the influence of the temperature in the range 80—650 K on the spectral
kinetics of the luminescence and transient absorption of unactivated Csl crystals under irradiation
by pulsed electron beam¢H)=0.25 MeV,t;,,=15 ns,j =20 A/cn?). The structure of the
short-wavelength part of the transient absorption spectra=aB0— 350 K exhibits features,
suggesting that the nuclear subsystem of self-trapped exdrE's) transforms repeatedly

during their lifetime until their radiative annihilation 8=80 K, alternately occupying di- and
trihalide ionic configurations. It is established that a temperature-induced increase in the

yield of radiation defects, as well &andH color centers, and quenching of the UV luminescence
in Csl occur in the same temperature regiabove 350 K and are characterized by

identical thermal activation energies-0.22 eV. It is postulated that the STE'’s in a Csl crystal
can have a trihalide ionic core with either an on-center or off-center configuration; the high-
temperature luminescence of Csl crystals is associated with the radiative annihilation of an off-
center STE with the structure ((I°l "e™))*. © 1998 American Institute of Physics.
[S1063-783%8)01104-9

The luminescence of unactivated Csl crystals under thstudies:™® these two bands should be assigned to the radia-
action of ionizing radiations at temperatures near room temtive annihilation of dihalide STE's with the structure
perature is characterized by a high intensity and a short dg41, e™)* from the singlet and triplet spin states, respectively.
cay time (~ 10 n9, making these crystals attractive for use in As can be seen from a comparison of the spectra in Fig.
high-speed scintillation counters. The properties of the rapi, when the samples are heated above 80 K, the maximum of
idly decaying luminescence of cesium iodide have been studhe high-energy band shifts toward longer wavelengths, the
ied quite thoroughly, but the nature of the centers responsiblband becomes broader, and its contribution to the total spec-
for it remains unclear. In Ref. 1 this luminescence was astrum increases with increasing temperature so that the spec-
signed to an interaction between elementary excitationgyum at room temperature consists of a single broad nonele-
while Nishimuraet al? attributed it to the thermal populating mentary band with a maximum near 4.1 eV. As the
of a radiative triplet state of dihalide self-trapped excitonstemperature is increased further to 450 K, the form of the
(STE’9 with an ionic core having an on-center configura- spectra remains unchanged.
tion. In the present work the structure of the luminescence The temperature evolution of the spectra just described
centers is studied using optical absorption analysis, whiclis accompanied by the appearance of a high-energy band in
permits studying the spectra and relaxation kinetics of tranthe relaxation kinetics aT>90 K along with a fast slow
sient absorption spectra induced in crystals upon irradiatiogtage. The decay of the luminescence in this stage is de-
by pulsed beams of accelerated electrofts)&0.25 MeV,  scribed well by an exponential dependence of the intensity
t15= 10 NS, max=10° Alcm?) with nanosecond time resolu- on the timel (t)=1,exp(-t/z) with the time constantr,
tion, along with the luminescence technique in the temperawhose values in the temperature range-200 K coincide
ture range 86 550 K and the range of photon energies 1.0with the decay time of the triplet band at 3.6 eV.

—6.0 eV. As follows from the data presented in Fig. 2a, an in-
crease in the temperature in this region results in identical
decreases in the values ef for both bands(curve 1), an

increase in the initial intensity of the slow component in the

1) Luminescence. The luminescence spectra of Csl 4.3 eV band, which leads to a three- to fourfold increase in
measured at the moment of ending the electron irradiatiothe integrated amplitude of the luminescence flasirve 2
pulses at various temperatures are illustrated by cutves in Fig. 28, and an approximately equal decrease in the lu-
Figs. la—1d. minescence intensity at the maximum of the triplet band at

At 80 K (Fig. 1), the spectrum contains two bands of 3.6 eV (curve3 in Fig. 23.
approximately equal intensity with maxima near 4.3 and 3.7 These results are in good agreement with the data ob-
eV. The luminescence in the band at 4.3 eV decays rapidiyained for two-photon excitatiénand clearly attest to the
(7:<10 n9, while the intensity of the band at 3.7 eV de- realization of thermally activated transitions between the
creases considerably more slowly with a time constant STE states responsible for the luminescence bands at 3.6 and
=1.0 us. According to experimental and theoretical 4.3 eV. The temperature dependences of the integrated inten-

1. EXPERIMENTAL RESULTS

1063-7834/98/40(4)/5/$15.00 586 © 1998 American Institute of Physics
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FIG. 1. Luminescence spectra of a Csl crystal measured at the moment of ] 1 ] L
ending a pulse of accelerated electrons at various temperatures. 4 3 2 1

£,ev

sity of the flashes in the bands at 3.6 and 4.3 eV WhiCH:'G' 3. Optical absorption spectra of a Csl crystal measured during a pulse
’ ) ! of accelerated electrons of duration 15(hsand 500 ns after its completion

characterize the redistribution of the populations of these tW‘?Z). The positions of the individual bands in the spectrum are marked by
states, are illustrated by curvésand?2, respectively, in Fig. arrows.
2b.
As the temperature rises further, the luminescence inten-
sity decreases monotonically over the entire spectrum, theegion of the spectrum withiv>3.0 eV from the analysis
steepestin Arrhenius coordinatggortion of the decrease in because of the high brightness of the luminescence flash of
the luminescence vyield lying in the region above 300 K. the STE's, which is at a higher level than the brightness of
2) Transient absorption. In the measurements of the the flashlamp installed in the spectrometer for transilluminat-
transient absorption spectra of Csl, whose results were préng the samples. Using a more powerful probing light source,
viously published in Ref. 6, we were forced to exclude thewe were able to move into the region of shorter wavelengths
and to discover an additional intense absorption band with a
maximum at 3.4 eV. The general form of the absorption
spectra measured with different delay times relative to the

2 electron irradiation pulse at 80, 295, and 55 K is shown in
B Fig. 3.
B 103: It can be seen from this figure that in the temperature
5 range 80—300 K, which corresponds to considerable changes
RS in the spectral composition of the luminescence of the
102 STE's, the structure of the absorption speatfég. 3) re-

mains practically unchanged. A typical finding for the tran-
sient absorption in this temperature range is that its intensity
- dropped following irradiation at the same rate in different
parts of the spectrum, the characteristic relaxation times of
’\\‘ the optical density at all the temperature values in this range
. \ 14 coinciding with the decay times of the triplet luminescence.
w107 A X a The set of properties indicated provides a sufficient basis to
hd * - conclude that the transient absorption spectra appearing in
2 - this temperature range, like the luminescence spectra, are
107} \ 110 caused by STE's.
] | As the temperature was increased above room tempera-
10 s 5 0 ture, relatively long-lived absorption bandsefandH cen-
0°/7,677 ters appeared, along with rapidly relaxing exciton bands, in

FIG. 2. Temperature dependence of the lifetime and luminescence intensitthe structure of the transient absorptlon spectra abegs0

of STE's(a), the integrated luminescence intensity of STE’s and the opticall%- The intensity of these bands increased rapidly with tem-
density in theF absorption banéb) in a Csl crystal. a1 — Relaxation time ~ perature, and, as can be seen from Fig. 3,Rkeenter band

of the slow luminescence component at 4.3 83 — amplitude values of s the dominant feature in the spectrum at 550 K. The high-
the luminescence intensity at 4.3 and 3.6 eV, respectivélit, B — inte- femperature ascending branch of the temperature dependence
grated intensity of the flashes of slowly decaying luminescence at 4.3 an . ) .

3.6 eV, respectivelyd — intensity of theF absorption band recorded 500 ns of the optical-density values at the maximum of thévand

after the beginning of the irradiation pulse. measured with a delay of 200 ns relative to the ending of the
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irradiation pulses is illustrated by cun&in Fig. 2b. that the hole component of the self-trapped triplet excitons in
this crystal is capable of being localized not only on two, but
also on three halide ions.

Evidence of the existence of trihalide self-trapped holes

As long as an STE exists, the molecular hole core in itgn crystals of alkali-metal iodides is provided by data from
composition and the electron bound to it can undergo opticalemtosecond spectroscopy. It was shown in Ref. 16 that the
excitation and move into a state of higher energy. The abtrihalide self-trapped holes in Kl are created after a time
sorption then detected is characterized by a relaxation timemaller than 1 ps and are unstable formations. It is possible
which coincides with the decay time of the STE's in thethat the trihalide self-trapped holes in a Csl crystal with a
radiative 7 state’® The form of the absorption spectrum is simple cubic lattice are more stable because of the small
determined by the structure of the optical transitions in theelative fraction of the “empty spaceV,, [in ionic crystals
electronic and nuclear subsystems of the STE in the lowesif the NaCl typeV,,~0.74, and in crystals of the CsCl type
relaxed state. V,,~0.52 (Ref. 17].

The low-energy part of the spectra should correspond to  On the basis of the material presented, the processes of
transitions in the electronic subsystem of the STE: as wathe formation and annihilation of self-trapped triplet excitons
shown in Refs. 7-9, the maxima of the most intense longin a Csl crystal at 80 K can be described in the following
wavelength peaks of STE’s in most alkali-metal halide crys-manner.
tals are located between the absorption bands of tardM After a conduction electron is trapped by\Va center,
color centerd. On this basis the most intense peak in thedihalide STE’s with the structure (1°%e™)* form in the sin-
spectra of a Csl crystal might have been expected in thglet S or the triplet®s | states.
range between 1.7 and 1.05 eV. However, it follows from the  The STE’s in the singlet state have a centrosymmetric
data in Fig. 3 that it is apparently located beyond the redon-centey core configuration and rapidlywith 7~2 ng
boundary of the range permitted by the spectrometdriat annihilate with the emission af luminescencgin Csl the
=<1.0 eV. It is the first feature in the spectrum of the STE'smaximum of theo band is at 4.3 e(Ref. 2].
in Csl. The relaxation of STE’s to the lowest triplet state is ac-

According to existing theories, the structure of optical companied, according to Ref. 18, by some displacement of
transitions in the nuclear subsystem of STE'’s is determinethe dihalide core along its axis with the formation of an
mainly by the internal structure of the electronic levels of theoff-center configuration. This displacement is unavoidably
molecular hole ion forming the core of the StETherefore, associated with a decrease in the distance between,the |
in particular, the short-wavelength transient absorption bandsiolecular ion and the neighboring fon and the formation
caused by dihalide STE’s in alkali-metal halidesd crys- of a nearly trihalide geometric configuration of the type
tals of alkaline-earth fluoridés are virtually identical, in  (1"—1%)* —1~ in a(100) chain of anions.
their spectral characteristics to the bands of stable hole cen- It can be expected that as a result of electron density
ters of the % family (where X is a halogen atomH andV,  fluctuations caused, for example, by thermal vibrations of the
color centers. atoms, the nuclear subsystem of the STE'’s in Csl manages to

The spectral kinetic characteristics of the new band inransform repeatedly from the dihalide configuration to the
the short-wavelength part of the spectrum of the STE'’s intrihalide configuration and vice versa during their lifetime
Csl with E,,=3.4 eV take on special significance in this before radiative annihilation. The structural formula of such
context. The intensity of this band drops following irradia- a trihalide STE can be written in the form (@& (1°
tion at all temperatures in the range-8850 K synchro- —1"g))*.
nously with the absorption in other parts of the spectrum;  With consideration of the results from the experimental
therefore, it should unquestionably be assigned to selfand theoretical studies in Refs. 1-5, the transitions to the
trapped triplet excitons. The band is clearly expressed and iground state of the STE's, in the period when the hole is
at a fairly large distance in the spectrum from the bands ofocalized on two halide ions, apparently should be consid-
the H andV, centers of thej family (the maximum of the ered responsible for the emission of luminescence in the 3.6
known absorption bands of the hole centers in a Csl crystaV band at 80 K in cesium iodide.
are marked with arrows in Fig. 3, according to the data in At temperatures near room temperature, the lumines-
Refs. 12—1h At the same time, its position in the spectrum cence in the 3.6 eV band is quenched and the main contri-
closely coincides with that of the absorption band of ¥he  bution to the luminescence spectrum of the STE'’s is made by
color centers, which are among the simplest aggregate hoteansitions with an energy of 4.3 efFig. 1). This lumines-
centers of the family of trihalide ions with ag Istructure. cence is observed up to temperatures of the order of 500 K,
This is the second feature in the spectrum of the STE’s irand its quenching in the range 350-550 K is accompanied by
Csl. alteration of the spectral composition of the transient absorp-

The literature does not offer any information regardingtion due to the appearance of bands belonging tand H
the existence of centers of any other types that absorb in thisenters. The temperature dependence of the integrated inten-
region; therefore, the existence of bands corresponding tsity of the luminescence flash at 4.3 eV thus has the form of
hole centers of the two familie®oth I, and F) in the ab-  a curve with a maximunicurve2 in Fig. 2b). The ascending
sorption spectra of the STE’s in Csl should apparently beéoranch of this curve in the range 16060 K corresponds to
considered a weighty argument in support of the conclusiom decrease in the luminescence intensity in the 3.6 eV band

2. DISCUSSION OF RESULTS
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(curvelin Fig. 2b), and the descending branch in the region
above 350 K corresponds to an increase in the yieldF of
color centergcurve3in Fig. 2b. In addition, this correspon-
dence has not only a qualitative, but also a quantitative char-
acter: the values of the thermal activation energy found from
the slopes of the intersecting curves in the low- and high-
temperature regions are equal+tdb0 meV and~0.22 eV,

respectively. J3.7ev 4.5] eV Or
Thus, as a whole, the form of the families of curves

Singlet

Triplet

presented in Fig. 2 attest to the occurrence of two successive ® h
configuration transformations of the STE’s as the tempera- -—— e~
ture is increased. The STE state responsible for the emission 1 1 1 1

of luminescence at 4.3 eV should apparently be assumed to 1 2 J 4 R
have a certain intermediate configuration between the con- e O @8y e O 0%
. . . . . = Seee=t Teeaes = ~ -
figuration which the STE has at 80 K and the lattice configu- On-center OFff-center FH

ration corresponding to a defect pairefandH centers.
According to existing theoretical ideas, the displacement!G. 4. Schematic representation of the luminescence of the lowest adia-
of the halide core of STE’s, undergoing thermally activatedbatic potential surface joining the states of an STE and spatially sep&rated
. ’ . andH color centers in a Csl crystal.
transformation from the lowest relaxed state iRtoH defect
pairs, is associated with the formation of a certain quasistable

state, i.e., an “intermediate defect pait”For crystals with er dihalide STE's. If we take i he .
dihalide STE'’s such a state is usually represented as a pair8 nter dihaiice s. ITwe take into account the foregoing

F andH centers located at neighboring lattice s#& an Ideas regarding the nature of the luminescence in Csl, the

STE has a trihalide core, the structure of the intermediat(gata from those studies can be interpreted as the resultant

defect state directly preceding the dissociation of the trinalransitions of an on-center STE from the di- and trihalide

lide STE intoF andH centers isolated from one another by configurations(this is the transition between the first and

a regular lattice site, clearly should be represented in th(?econd frlmntlrtnha '? thefdmgr?mThi 2—t>'3hall'1§ 3§'?Etrfan3|_th
form of anF center and ansl trihalide hole ion occupying lons retiect the transtormation of a trihalide rom the

: : . . e on-center configuration to the off-center configuration and
two neighboring anion sites, which is an analog of an off- . - S .
center STE of type 117122 the subsequent dissociation of the trihalide STE iR{oH

- ; .. defect pairs, respectively.
According to data obtained a Csl crystal, the trihalide _
STE'’s, responsible for the high-temperature luminescence iEnOThUS’ the set of data that we obtained and the data

the 4.1 eV band should have such an off-center configura<"®¥/N from the literature on thermally activated lumines-
tion. In such a case, it is logical to assume that the state of gence and defect-formation phenomena in Csl crystals can be

trihalide STE, which annihilates at low temperatures with theadequately described within a single approach on the basis of

emission of luminescence in the 3.7 eV band and is capabilf falrI%{ S|r?ple ?cherr:fa as e:(con;ithzuence of a _szngs of con-
of passing into an off-center state upon thermal displaceme jguration transformations of an accompanied by a suc-

of the core, has an undisplaced trihalide core with a nearl)(;?sst've _mcredase Iln the degree (t)f S}P?g'alsﬁ_%par.?ﬁ?g cif the
on-center configuration. electronic and nuclear components of the wi e tem-

The laws that we revealed in the temperature evolutiorPerature'
of the luminescence and color centers in Csl together with
the daj[a on the luminescence proper.tles at temperatyres NE&L \ Beisky, A. N. Vasilev, V. V. Mikhalin, A. V. Gektin, P. Martin,
_4.2 K in Refs. 2 and 4 can be described on the basis of thec. pedrini, and D. Bouttet, Phys. Rev.4B, 13 197(1994.
idea advanced in Ref. 23 that the lowest state of an STE andH. Nishimura, M. Sakata, T. Tsujimoto, and M. Nakayama, Phys. Rev. B
the ground state of aR center in an alkali-metal halide are SE'L 5167?935-3 Rossel and E. S Bhvs. Status SoliL B0S
. . . . Lamatsch, J. Rossel, an . Saurer, yS. atus S0 y
related by a common adlabgtlc potential surface. o (1970.
The form of a cross section of that surface, which, in our 41 jiga, . Nakaoka, J. P. von der Weid, and M. A. Aegerter, J. Phys. C
opinion, corresponds to the situation in Csl, is shown in Fig.513, 983(1980. _ _
4. The generalized configuration coordin&ewhich char- Ij Eﬁ;cso' CJ:I:3|;.,. o (‘ig;g"’e'd' M. A. Aegerter, T. lida, and Y. Nakaoka,
acterizes the relatlvg position of the electro_n and holg COM<5y; A Kravchenko, V. M. Lisitsyn, and V. Yu. Yakovlev, Fiz. Tverd. Tela
ponents of an STE, is plotted along the horizontal axis. The (Leningrad 27, 2181(1985 [Sov. Phys. Solid Stat27, 1307(1985].
cross section contains a series of minima corresponding tdR. G. Fuller, R. T. Williams, and M. N. Kabler, Phys. Rev. L&§, 446
T (1970.
rbela).(Ed states O.f thehS rthtaI SyStem_ and tfhe en.ergy fSR. T. Williams and M. N. Kabler, Phys. Rev. 8 1897(1974.
arriers separating them. The geometric configuration ofsg 1 \iliams and K. S. Song, J. Phys. Chem. Sobs 679 (1990.
each of the states is shown schematically at the bottom GPN. Itoh, Adv. Phys31, 491(1982.
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Calculation of the dielectric permittivity tensor for the surface layer of a cubic crystal
S. N. Latynin

Donbass State Academy of Construction and Architecture, 339023 Makeevka, Donetsk District, Ukraine
(Submitted September 30, 1997
Fiz. Tverd. Tela(St. Petersbuig40, 645—647(April 1998)

The dielectric permittivity tensor has been calculated by the effective-field method with inclusion
of spatial inhomogeneities in the crystal surface layer. Cubic crystals have been shown to

have natural optical activity within a layer a few lattice constants thick. 1998 American
Institute of Physics[S1063-783®8)01204-0

It was pointed outthat the dielectric permittivity tensor wherey,=+/(q, + k,)2—KZ, q, is the reciprocal lattice vec-
has to be calculated throughout the volume of a boundetbr (in units of 14), andk is the wave vector multiplied by
crystal, including the near-surface region, since this woulda. The second term in Eq2) determines the additional sur-
eliminate the need for deriving additional boundary condi-face polarization of the crystal, which depends in a compli-
tions when studying the additional light wades$or ex- cated way orl; (i.e. on the distance to the surfacéddi-
ample, the additional boundary conditions were deried tional surface polarization is essential only at distances
from the constitutive relations within the dielectric approxi- within a few lattice constants. The conditian #0 in Zq,
mation by calculating the nonlocal polarizability at the sur-was introduced because of the absence in the bulk of the
face, which cannot be considered even approximately a hQrystal of waves wittk=Kk.
mogeneous function im. It was shown® that one can obtain Using the generalization procedure of Ewald for 2D pe-
the additional crystal-surface polarization within a micro-ripdic structures;® and substituting into the Hertz vector the

scopic approach with the use of the effective-field method dipole moment in the forni2), the right-hand side of Eq1)
The present work applies minOSCOpiC thécfryo calculate transforms to a sum of two expressions:

the crystal polarization and dielectric permittivity tensor of a

simple cubic lattice with 4100-type surface plane. )
We consider polarization of a semi-infinite lattice by a Ex ' (1LD)=¢u5(0,K)Pog

monochromatic waveE(®(r,t) =E{Pexp(kor —iot), where

|ko| = (walc) (ais the lattice constant, and is frequency. X exp(ikl —iwt)+ >, W, p(w,k,q,)

As in Refs. 5 and 6, the dipole mome®!t of thelth atom of L

the crystal is determined in a self-consistent way from

coupled equations

q, #0
I3—1 1 n
xBg(a)| 1+ 2 = 11 (13-m)
n=1 N! m=1

Pi(t)=a(){EV (0 +EC(D)}, @ X exp(— ygla+i(aq +k)l —iwt), (3

wherea(w) is the atomic polarizability, ang®' is the field 4

generated at th&h central atom by all the other atoms; its

Fourier amplitudes were obtained for dipole moments in

plane-wave representation in Ref. 5. For a simple cubic lat-

tice, the position vector of thelth atom I=(l, ,13)

=(l4, I, I3), wherely, |,, I3 are integers in units of the

lattice constant,;>0, and symbol. denotes projection onto % 1 p

the XY plane coinciding with the surface plane. 1—exd —(iks+ vq) 08
The dipole moment satisfying Eq§l) throughout the

crystal, and with a zero remainder on the right-hand side, can

be written in the following general form

Eg'izexp(ikol—iwt)Jr; pap(wk, ,0)
1

Bs(ql)
B
| . . q 2—exp(— vqt vqr) +
P'=Pgexpikl —iwt)

q; #0
I3—1 n ) ]
+ > B(g)|1+ > = IT as—m) X exp(— yglz+i(q k)l —iwt), (4)
q, n=1 N m=1
a0 wherea, B=1, 2, 3. The corresponding tensors in these ex-
X exp(—yglsti(q +k ), —iwt), (2) pressions can be written
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fo= f_x”exp{—xz(|lL—li|)2dx,

s 2T K, 0,0 T Yedon)
Pap™— — 3 UKL, IqLa+7q a3
B yqa3

Expression(3) is the refracted wave propagating in the
crystal. The first term in Eq(3) represents the bulk wave,
where (5) can be recast in the form of a long-wavelength

expansion

kak,B B k% 5&.3

goaﬁ(w,k)a3=—477
k2—k3

tolgwk. (@

In contrast to the results of Ref. 8, the first term in Ef),

S. N. Latynin

structural coefficients of the long-wavelength expansion in
terms of ordek?, as in the case of a semi-infinite crystsée
Ref. 7).

The second term in E@3) describes surface waves with
amplitudes dying out with depth and propagating along the
surface. In contrast to Eq7), the long-wavelength expan-
sion of tensoK6) contains terms of ordek, . This results in
a natural optical activity of cubic crystals in a thin surface
layer a few lattice constants thick.

The second term in Ed4) yields forq, =0 the extinc-
tion theorem of Ewald—Ose&Rwhich states that the inci-
dent wave is completely extinguished in the surface layer. If
g, #0, we can obtain an expression relating the dipole mo-
ment amplituded(q,) and P, by equating in Eq(4) the
coefficients of like exponentials:

B(q,)=V(w,k,q,)Po, 8
where
1 1
V(wk,q,)=2

=0 2" ex — (ikg+ ) ]—1

X[ ®l(wk,,q));
j=1

) . 1
dlwk, ,q')= , . ,
okt a) qzi ext —(vh "= vp)1-1
a) 0.0} "

hereq! , g/ *, q| denote separate reciprocal-lattice vectors
in theith or jth sum, andg®=q, .

Substituting Eq(8) in Eq. (3) and using Eq(7), we take
the definition of the dielectric permittivity ten§0baﬁ to
obtain

€ap=8ap(0,K,13)= 8 gt 4TA(0) T 5(w,K,13),  (9)

a(w)

whereA(w) = ——, andT;[} is a tensor inverse to
a

Taﬁ(wikvl3): 5aB_A(w)

X @opl@,K)+ qZ Wp(w, Ky ,0,)
4, #0
I3—1 n

x|14 2 T (a=m) [V(w.k; q,)
n=1 1l m=1
Xexd — (yq+iks)ls+ig I, ]1. (10)

To conclude, we have obtained, in a general fg8) the
dielectric permittivity tensor including spatial inhomogeneity

which is responsible for the macroscopic field, can always band optical anisotropy in the surface layer of a semi-infinite
isolated, both in a semi-infinite crystal and in a finite layer,cubic crystal. As follows from Eq(9), €4 is an inhomoge-
down to monolayer thickness, z(w,k) contains the same neous function inz varying very strongly with depttithe
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Structural characterization of opal-based photonic crystals in the visible range
V. N. Bogomolov, A. V. Prokof'ev, and A. |. Shelykh

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
(Submitted October 2, 1997
Fiz. Tverd. Tela(St. Petersbupg40, 648—650(April 1998)

For structural characterization of periodic three-dimensional systems with submicron-scale lattice
parametergoptical photonic crysta)sis analogous to the use of visible light of x-rays. It is

shown that specular reflectance and transmittance spectra of opal do indeed yield information on
the lattice period and structural perfection of photonic crystals.1998 American Institute

of Physics[S1063-783#8)01304-3

The optical properties of opals as systems whose latticéhe refractive index, the larger is the peak shift to longer
constant is comparable to the wavelength of visible lightwavelengths. The peak shift can be quantified using Bragg'’s
were studied in optically perfect samples prepared by uselation describing diffraction phenomena.
earliet?. We showed that opals are photonic crystals with a  Bragg’s relation for the optical case should include the
photonic band gap in the visible region. In these studies, th&efractive index of the medium:
optical properties were considered in terms of band structure.

At the same time investigation of the optical characteristics ~ 2dsina=kn/n. 1)
of opal also has another aspect.

The growing interest in opal-based three-dimensional ~Opal-based nanocomposites, which are optically inho-
periodic lattices witnessed in the recent two or three year§0geneous materials, can be conveniently characterized by
provides motivation for a more detailed investigation of their@n effective refractive index. We measured in this work ef-
structural properties. The parameter of the cluster lattice antgctive refractive indices of various opal-based nanocompos-
its structural perfection are among the most important charlf€S, namely, opals whose voids were filled by guure
acteristics of nanocomposites. This work attempts to estioPa), water, and glycerine. The measurements were made by
mate these characteristics from an analysis of optical progh€ Prism method and borne out by the immersion technique.
erties. Measurements carried out in the wavelength region 500—600

Since the optical properties of opals in the visible are"M Yield ner=1.27 for the pure opal, 1.35 for opal filled by

dominated by interference effects accompanying the diffrac\—Natzr’. and 1.40 for Otﬁal f|IIfe d k:‘[)'y glycderlne.fvt\/he did Iant fsllljcd
tion of visible light from a three-dimensional periodic lattice, ceel bm measultl?r? te retfrac |¥e n ZX Ot tﬁ Srl:. T]r" ,? |
these properties carry information on the structural characoPd Decause ot the strong scattering due fo the high optica

o - S . contrast(the ratio of the refractive indices of opal spheres
teristics of a sample. For opals, visible light is to a consid- . :
erable extent analogous to x-radiation for conventional crysEind sulfur-filled voids
Calculations show that the law of additivity of the re-

tals, and optical diffraction analysis to that of x-ray S . g
: . . . fractive indices of the components making up a composite is
diffraction analysis of ordinary crystals. Of the three goals of

iruct i | tablish t of the struct dapplicable to opal. Knowing the volume fractions of the
structure analysis, namely, establisnment of In€ Structure, omponents, one can readily calculate the effective refractive
termination of the lattice parameters and of crystalline per

focti I the | h omifi ; LIt index. In the case of opal we have to take into account its
ection, only the latter two have significance for opal. Itis .o jex structure, namely, the presence not only of voids

known that synthetic opals have close-packed cubic StrUGsetween spheres which can be reached by a wetting liquid,
ture, i.e., they have an fcc lattice. It is determination of they, 4150 of the array of voids inside the spheres themselves,
parameters of this lattice and of its perfection that is the goalich are inaccessible to a liguidThe volume fractions of
of the optical diffraction analysis of opals. silica, liquid, and of the air remaining in the voids inacces-
Specular reflectance spectra from the opal surface mayipje to a liquid can be determined by measuring the sample
serve for the simplest structural characterizatiomrve1in  gensity before and after void filling by the liquid.
Fig. 1. These spectra were obtained by measuring the signal  kKnowing the refractive indices of opal samples, we can
reflected from the opal surface at the specular—reflectiom]ow use Bragg's relation to assign the peaks in the reflec-
angle. The light was incident at 8° to the sample surfac@ance spectra. Obviously enough, the various peaks result
normal. The spectrum reveals several peaks. Also showftom Bragg reflections from various crystallographic planes
with dotted lines are the spectra of the same opal sampl the opal lattice. We found that these peaks change position
whose voids are filled by glycerin@) and sulfur(3). We see  with a change of opal crystal orientation with respect to the
that their peaks are shifted to longer wavelengths. The peakacident beam.
are obviously of interference nature, and their shift is due to  Electron microscope studies of the opal sample whose
a change in the refractive index of the medium. The larger ispectrum is presented in Fig. 1 showed it to consist of
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spheres about 250 nm in diameter. In the case of point coH:-'G- 2. Optical transmittance spectrum of opal with voids filled by water.

tact between spheres, the fcc lattice constant for this sample

is 354 nm, with a spacing of 205 nm between {41

planes. Substituting these data and the valsd.27 into Eq.

(1), we obtain that reflection from th€l11) planes under more comprehensive optical diffraction analysis should ob-

nearly normal angle of incidence2°) should produce a yjously be performed in another, more complex arrangement.

maximum athk of about 520 nm. This agrees satisfactorily one should look for maxima in reflected intensity throughout

with the position of the main maximum in Fig.(&urvel).  the hemisphere. This requires making measurements with a

Thus the peak at=530 nm is due to reflection from the sets position-sensitive detector.

of (111 planes. . There is a certain correspondence between the reflec-
The po_smons of peaks in the reflectance spectr_um _calfance and transmittance spectra. The position of the main

culated using Eq(1) for other planes of an fcc lattice iS ayimum in a reflectance can be identified with that of the

shpwp n Fig. 1 by yerucal bars. We see.that' these barTc‘hinimum in the transmittance spectrum. Figure 2 presents a

_comc@e in position with the observed maxima in rEerC'[(Edtransmittance spectrum of an opal whose voids were filled by

Intensity. water to reduce the optical contrast, thus increasing light

e Lt “ansmision hough he samil s reson the -
9. mum is slightly shifted away fromx =530 nm. The dip in

positions of the intensity maximum, if the refractive indices LT : . . :
for these samples are substituted in EX). transmission is nothmg;lse but the most direct manifestation
Thus a conventional reflectance spectrum offers a pOSS|Qf the photqnlc band gap
Transmittance spectra can also be used for opal charac-

bility of obtaining quantitative information on the lattice @ "'’ As alread ioned | | b
constant of an opal sample, as well as of orientingtieast, terization. As already mentioned, opal samples can be sepa-

of establishing thé¢111) direction. rated into two classes. The first can be termed “single crys-

The relative peak heights for the various fcc lattice t&lS,” in which a regular structure extends throughout the
planes in Fig. 1 was taken by analogy with the x-rayVelume of the crystal. The second class combines “polycrys-
reflection-intensity ratio for the fcc copper lattifg00% for ~ t@lline” opals having many regions with a regular arrange-
the (111) pland. We see that the peak positions coincide Ment of clusters, which are differently oriented with respect
well with those in the opal spectrum. Their intensity ratio, {0 one another. The difference between these two classes of
however, differs significantly from that of the copper x-ray Samples can be established from optical spectra. From the
reflections. The reflection intensities from planes other thaflepth of the dip in a transmission spectrum one can judge
(111) are considerably weaker. The reason for this lies probsingle-crystal perfection of the opal sample. The most struc-
ably in the geometry of the experiment. Bragg reflectionturally perfect opals prepared by us usually provide an at-
maxima from planes other thafil1l) should obviously be tenuation of transmitted signal in the region of the minimum
detected with the highest intensity in other directions. It isof about 2.5 orders of magnitude.
only due to the strong diffuse light scattering that reflection ~ Thus optical diffraction analysis is similar in some re-
from the (200, (220), (222, and others was detected. A spects to x-ray diffraction measurements. There is, however,
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Radiation-dose dependence of Ej centers in samples of quartz containing uncharged
oxygen vacancies
O. I. Shcherbina and A. B. Brik

Institute of Geochemistry, Mineralogy, and Ore Production, Ukraine Academy of Sciences,
252680 Kiev, Ukraine

(Submitted October 13, 1997

Fiz. Tverd. Tela(St. Petersbupg40, 651-652(April 1998)

EPR is used to study the generationEdf centers(oxygen vacancies that have trapped one
electron in quartz samples containing uncharged oxygen vacancies as a function of irradiation
dose. It is found experimentally that an irradiation dose of order 400 Gy is sufficient to

allow every oxygen vacancy to trap two electrons apiece in essentially all such quartz samples.
The linear segment of the dose dependences;afenters in samples annealed at 300 °C

for 15 minutes can be used to reconstruct prior radiation doses up to 60-70 Gy. If the
concentration of oxygen vacancies in the original sample is larger th&rc0?3, the

signal intensity fromE; centers in the sample can be used to detect radiation doses as low as
1-3 Gy, which is significantly lower than the minimum radiation dose detectable by

other paramagnetic centers in quartz. 1®98 American Institute of Physics.
[S1063-783%8)01404-X]

1. Despite the fact that thE; centet is one of the well- |, while the abscissa gives the irradiation tingor the cor-
studied paramagnetic centers in quartz, its structure and foresponding portion of the sample. It is noteworthy that the
mation mechanism are still in need of additional investiga-maximum value of the intensity dE; centers in irradiated
tion (a review of papers dealing with the investigation of samples is found to equal the intensity of these centers in the
quartz by EPR is given in Ref.)2lt is believed thatE; original morion, which was annealed at 300 °C for 15 min-
centers are created in strongly irradiated quartz samples aftates.

a brief anneal at 300 °€and that the dose dependence of the ~ The dose dependences shown in Fig. 1 can be used to
resulting signal from this center remains linear in the doseletermine how the concentrations Bf (oxygen vacancy
range from 0.01 MGy to 0.1 GGy These properties make without electrony E;, and E] centers(oxygen vacancies
the E; center ideal for dosimetry at these irradiation levels.that have trapped 1 and 2 electron respectjvelgpend on
However, we have found th& centers in samples of quartz irradiation dose. In fact, the distance from the straight line
containing uncharged oxygen vacancies can be used to detqmrallel to the abscissa and passing through the ordinate at
considerably lower irradiation doses. I= 1 to plotted point nea® is proportional to the concen-
2.In order to create a sample containing uncharged oxytration ong centers, the distance between curtemd?2 is
gen vacancies, we annealed a sample of quartzo-called proportional to the concentration & centers, and curvé
morion) which had received a large irradiation dose undershows the dose dependenceEdfcenters.
natural conditions at a temperature of 470 °C for 30 minutes.  The dose dependences Bf centers remain linear for
After the anneal, the EPR signal of tB¢ center disappeared doses in the MGy rangéwhereas EPR signals fropAlO,]°
in the sample. EPR signals from this center were detectedenters saturattThe charge state of gilO,]° center can
using an ERS-231 spectrometer in the three-centimeter bandhange as a result of trapping a free hole from the valence
Then the sample was divided into portions, each of whichband and loss of an ion compensator. The presence of an ion
was irradiated by an RUP-120ray tube(2 mA, 65 kV). compensator next to the paramagnetic aluminum center can
Irradiation for 60 minutes by this tube corresponds to a dosée established unambiguously by studying electric-field ef-
of approximately 290 Gy. The irradiated samples were kepfects arising from tunneling of paramagnetic holes in the
at room temperature for a month in order to allow the shortdouble-well energy potential of the aluminum centdihe
lived centers in them to decay. After this, the signal intensityion compensator distorts this double-well potential and
from the E; centers in them was measured. They then werenakes tunneling of the hole and the accompanying electric-
annealed at a temperature of 300 °C for 15 minutes and thigeld effects impossible. The saturation of the dose depen-
EPR signal measurement was repeated. dences of AlO,]° centers signals the saturation of electron

3. The values obtained of the EPR signal intensity weretraps, holes, and ion-compensators in the sample, and also
normalized such that that the saturation level for the EPRhat their excitation, trapping, and recombination have
signal from theE; centers in the annealed samples wasreached dynamic equilibrium. The linearity of the dose de-
unity. Figure 1 shows the results of these measurements. Thpendences oE; centers under these conditions is evidence
ordinate indicates the intensity of the normalized EPR signathat, under the experimental conditions discussed hira;

1063-7834/98/40(4)/2/$15.00 597 © 1998 American Institute of Physics
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* gen vacancies takes place much more efficiently than the

2 generation of the vacancies themselves, and therefore practi-
cally all the oxygen vacancies trap two electrons at radiation
doses equal to approximately 400 Gy.

These experimental results are important for retrospec-
tive dosimetry using quarfzAmong the problems this do-
simetry addresses are reconstruction of prior radiation doses
at localities and buildings that have undergone undesirable
irradiation due to accidents at atomic reactors or in manufac-
turing using radioactive materials. It is well known that ret-
rospective dosimetry utilizes quartz extracted from structural
building blocks. Experience shows that many of the quartz
samples extracted from bricks and concrete blocks contain a
large number of oxygen vacancies that have lost entirely
their electrons in the course of preparing the building mate-
rial. Consequently, such samples are analogous to those we
have investigated. It must be kept in mind that in this case
detecting an EPR signal frofa; centers in these samples

a does not indicate a large radiation dose, but rather signals a
0 60 120 high concentration of oxygen vacancies. If the concentration
t,min of oxygen vacancies in the sample is in the rangé’ 10

—10' cm3, then the linear portion of the dose dependence
of E; centers in the sample can be used to reconstruct a prior
radiation dose in the range 1-3 Gy.

This work was carried out under Project 2.4/689, fi-
diation creates oxygen vacancies that trap free electrons creanced by Minnauki, Ukraine.
ated by the absorption of optical radiatigarays.

In our experiment, the maximum intensity Bf centers 1z A weeks, J. Appl. Phy27, 1376(1956.
in samples that were annealed and then irradiated coincide&. A. Weil, Phys. Chem. MinetL0, 149 (1984.
with the intensity ofE; centers in the original sample after a 22- \é\/ieBS?kr atf/]dYD- 'B Regullab Apxl-,\;{adiat- |840M91I1<19£9-_ -
bref anneal at 300 C. Consequently, ou laboratory iadia:"s; 27k ¥, Peoada, Yu & eraziyen . | Sarouc, o
tion does not create oxygen vacancies in the sample. Thus, inselig state37, 57 (1995].
our experiments changes in the charge of oxygen vacancie®A. B. Brik, Ferroelectrics161, 59 (1994).
present in the sampl¢hat is, the dose dependences oije 6S. Toyoda, J. W. Rink, H. P. Schwarcz, and M. lkeya, Appl. Radiat. Isot.
center$ are caused by trapping of free carriers generated by 47, 1393(1996.
the absorption of x-ray energy. Trapping of electrons by oxy-Translated by Frank J. Crowne

I, arb. units

FIG. 1. Dose dependences B centers in quartz after irradiatiqil) and
after a subsequent ann€a).
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Electronic excitations of Sc  3* impurity in  a-Al,O3 crystals
B. R. Namozov, R. I. Zakharchenya, and M. P. Korobkov

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia

V. V. Murk

Institute of Physics, Tartu, Estonia
(Submitted October 2, 1997
Fiz. Tverd. Tela(St. Petersbuig40, 653—654(April 1998)

Optical properties, including luminescence, of scandium-dapéd,O3 crystals have been

studied in the VUV range. An absorption band associated with the scandium impurity was
observed at the fundamental-absorption edge of crystalline corundum. A strong
luminescence band peaking at 5.6 eV, which is most effectively excited within the 7.7-8.8-eV
interval, was found. The kinetic and polarization characteristics of this luminescence

were studied within the temperature range 6—500 K. An excitation model of the impurity
complex and the mechanism of its relaxation are discussed19@8 American Institute of
Physics[S1063-783%8)01504-4

The electronic structure of transition-metal impurities, width of the band remaining constant, which implies that the
A3%* | in white-sapphirdcorundum crystals has been studied band shifts as a whole toward shorter wavelengths. The lu-
in great detail:? Most of the A" cations have a nonzero minescence excitation spectrum is shown by the dotted curve
magnetic moment, and therefore their structure was estald in Fig. 1. As the temperature is lowered, the short-
lished by EPR. The S¢ impurity is not paramagnetic, be- wavelength edge of the excitation spectrum shifts toward
cause its outer electronic shellp3in the ground statéS; is  higher energies, while the long-wavelength wing remains
filled completely, which distinguishes the scandium ion fromfixed. This shift coincides with the shift of the exciton Ohr-
among elements in the first transition-metal row. bach tail in sapphirfk

The Al,O;-Sc crystals were grown by Czochralski, Ver- When excited to the impurity band, the steady-state lu-
neuill, and directed-crystallization methods. The typical re-minescence intensity in the 5.6-eV band remains temperature
sidual impurities in corundum are the first-row transitionindependent up to 500 K. When excited by 8.47-eV photons
metals(Ti through Cy.2 These impurities were present in the (Xe resonant ling the luminescence quantum yield is close
crystals at a level of 10°—10"° at. %. to one. Within the 300-500-K range, the degree of lumines-

These samples were used in the EPR studies. The meaence polarizationP=(l,—1,)/(I;+1,) is constant and
surements were performed on a Bruker ER220D spectromabout 30%, and the polarization vector is perpendicular to
eter (X range within the temperature range 4—300 K. De- the optical axis. The polarizatioR falls off gradually with
spite the high impurity concentration in the crystal, the EPRdecreasing temperature, so that, for instarieg, = 70%,
spectrum did not exhibit any features characteristic of a parand Pg=15%.
tially filled d shell, which supports the assumption of scan-  The independence of the luminescence band position
dium being present in the trivalent state in the crystal. from pump photon energy within the impurity absorption

A study was carried out of the optical properties of theand excitation spectra implies that the electronic excitation
Al,05-Sc* crystals. Figure 1 shows an absorption spectrunrelaxes from higher-lying levels to relaxed states, and it is
of the corundum crystals with Sc concentration in®@d of  from the latter that the radiative transition takes place. The
0.0081 at. %4curvel). Shown for comparisofcurve 3 isan  high luminescence quantum yield and its temperature behav-
absorption spectrum of a nominally pure,®; sample. The ior warrant an assumption that despite the long lifetime (
samples with the S¢ impurity are seen to exhibit additional ~170us at 80 K, see inset in Fig.) the electronic excita-
absorption at the transmission edge of the corundum crystation energy does not migrate through the crystal. The anoma-

Steady-state excitation by 7.5-9-eV photons into thdously large halfwidth of the luminescence bafud about 1
Al,05-SA* impurity band gives rise to a bright lumines- eV) and the Stokes shift of 2.5 eV evidence strong electron-
cence band peaking at 5.6 eV and having a halfwidth ofpphonon interaction of the electronic excitation. The fairly
about 1.0 eV. The room-temperature luminescence spectrutiigh polarization of the luminescence argues for the high
of Al,05-SE" is shown in Fig. 1(curve 3). At 300 K, the  stoichiometry of the luminescence centersyml ,05- SE*
luminescence has a maximum at 5.55 eV. Within 6—100 Kgcrystals. The decrease of excitation efficiency in the short-
the luminescence spectrum centers at 5.65 eV, with the halfvavelength region of the luminescence excitation spectra is

1063-7834/98/40(4)/2/$15.00 599 © 1998 American Institute of Physics
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the region of enhanced local density of states in the conduc-
2001 tion band, which is formed by admixture of the ®rbital of
aluminum (and, possibly, of the @ scandium orbital as
g well). Within this model, relaxation of an electronic excita-
B {720 tion involves creation of a localized state formed by a hole in
Jor = . a bonding oxygen orbital and a conduction electron. One
i may envisage formation of several such states, localizing and
relaxing over different configuration coordinates along the
tetrahedral oxygen bonds. This process is similar to exciton
localization near an impurify Radiative transition in such a
center produces the observed luminescence, whose polariza-
tion and kinetic parameters depend on the actual radiative
state of the complex.
The decrease of the luminescence decay timebove
160 K at a constant light sum indicates the interplay of at
least two states, which differ in by an order of magnitude
but have the same polarization. As the temperature increases,
the filling of the upper(faste) state increases too, and it is
T T A R O this state that dominates the luminescence kinetics. The ac-
J § 7 y nw tivation energy of this process was found to be 0.03 eV. The
Photon energy , eV temperature behavior of the polarization suggests that the
FIG. 1. Optical and luminescence spectra ob@¢-SE* crystals.1 — Iower. stgte also contains. two radiative levels with orthogonall
absorption spectrum of Al,O, (0.0081 at. % Sk 2 — Absorption spec-  Polarizations. The spacing between these states was esti-
trum of nominally purea Al,O;, 3 — Room-temperature luminescence mated to be less than 10 meV.
spectrum ofa A|203 (0.0081 at. % S)cat 300 K,4 — Luminescence exci- The authors are gratefu' to B. P. Zakharchenya for inter-
tation spectrum of Al,O; (0.033 at. % St The inset shows temperature o4 iy the work. Particular thanks are due to I. G. Ozerov for
behavior of the decay kinetics on the reciprocal-temperature scale.
EPR measurements.

Support of the Russian Fund for Fundamental Research
due to the competition on the part of the matrix associatedGrant 95-02-047760and of the R&D Program 5-15 of the
with the long-wavelength fundamental-absorption edge oRussian Federation is gratefully acknowledged.

a Al,O; (the exciton-absorption Ohrbach jail

. Scandium ion $UbStIFUt.eS |§omorph|cally for aluminum 11. B. Bersuker Electronic Structure and Properties of Coordination Com-
in the a-Al,0; lattice within dl_storted oxygen oc_tahgdra poundslin Russiar (Khimiya, Moscow, 197}, pp. 82—85.

with local symmetryC,. The radius of the free S€ ion is 2D, T. Sviridov, R. K. Sviridova, and Yu. F. Smirno@ptical Spectra of
0.081 nnm; and the ionic radius of &I in a Al,O4 is 0.057 Transition Metals in Crystal§in Russiaf) (Nauka, Moscow, 1976 pp.
nm (Ref. 6. Because of its larger size, the®3cion appar- 115-133.

. . . 3R. J. Brook, J. Yee, and F. A. Kroger, J. Am. Ceram. Sek 444(1970).
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oxygen-ion octahedron than the®Al ion, thus distorting lo- Fiz. Mat. 36, 193(1987).

cally the lattice structure. One may assume, therefore, théPhysical Quantities: A Handbodkn Russian, edited by I. S. Grigorev

r : : s and E. Z. Mdlikhov (Energoatomizdat, Moscow, 19911232 pp.
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the impurity, which results in a local expulsion of the oxygen v, new York, 1964, p. 4.
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tures in the luminescence excitation spectrum indicate eIec—iC'e;‘CZSv Vol'-g 822 Edggg by E. Rashba and M. Stufigerth-Holland,
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Phase competition in late stages of diffusive decomposition
V. V. Slezov, V. V. Rogozhkin, and A. S. Abyzov

Khar'kov Physicotechnical Institute, Ukraine Academy of Sciences, 310108 Khar’'kov, Ukraine
(Submitted October 20, 1997
Fiz. Tverd. Tela(St. Petersbupg40, 655—657(April 1998)

The late stages of diffusive decomposition of a supersaturated solid solution into phases
consisting of multicomponent stoichiometric compounds with a common element are investigated.
It is shown that a competition is possible between phases for the common component, as a
result of which only one of these phases survives. 1898 American Institute of Physics.
[S1063-78388)01604-9

The majority of real materials are multicomponent su-  q,>0. (4)
persaturated solid solutions. In the course of preparing and o ) .
using these solid solutions, inclusions of various phases caf Satisfied. Taking Eq(2) into account, we see that the
appear, which significantly affects the properties of the maconditionq.>0 is also necessary for the first and second
terials. It is known that initially all the phases whose super-Phases to precipitate, whereas this takes place automatically
saturation is positive will precipitate out inclusions. How- When Egs(3) or (4) are satisfied. _ _
ever, at later stages, when the material available to generate 1he equation of balance for impurity typetakes the
inclusions becomes small, competition arises both betweel?™
isolated regions of the same phase with different sizes and o)
between different phases. As a result, only some of those '
phases that precipitate out at early stages of the decomposithereQ; is the total number of impurities in solution and in
tion can survive. In Refs. 1,2 Slezov et al. formulated a geninclusions. Taking this relation into account, it is convenient
eral theory for the evolution of inclusions of such phases. Irto write Eq.(2) in the form
this paper, the methods developed in these references are

=q+¢,

used to analyze the late stage of decay of a three-component Cat Cp~Cot Q=0 ©
solid solution. where
8Q=Qa+Qp—Qc.

1. PHASES WITH SIMPLE STOICHIOMETRY , , L
Note that, in general, Eq1) is satisfied exactly only for

Consider a three-component solid solution of atomic im-values of the concentration near the surface of an inclusion,
puritiesA, B, andC in a chemically inert matrix, which can and that the chemical reaction constant depends on the radius
precipitate in two stoichiometric two-component phases conef the inclusion as well. However, at late stages of the de-
taining a common componen&,C, andB,C.. To start composition the concentration near the surface is only
with, let us consider the simplest stoichiometric phasesslightly different from the average, and the distribution func-
wherepw=v=n=1. As shown in Ref. 1, at late stages whention of inclusions has a sharp peak so that the dependence of
the excess impurity has primarily precipitated into inclusionsthe chemical reaction constant on the radius can be ne-
and a redistribution has taken place between the phases agkbcted. This approximation, as shown in Ref. 1, is accurate
the precipitates of various size, the state of the system i order of the square of the supersaturation. Thus, we will
determined by the law of mass action use the word “concentration” to mean its average value
throughout the volume and we shall treat the quantiies
as constants.
and the equation of stoichiometry The solution to the systeid), (5) gives the values of the
impurity concentration at the late stage of the decomposition:

CaCc=Ky, CpCc=Kjy, (1)

OJatdp=dc, )
wherec; is the concentration of impurityaveraged over the Ky >
volume (wherei=a,b,c), K, are chemical reaction con- Ca'b_2(K1+ K>) [V(6Q)"+4(Ky+K)+5Q], ©®
stants for the first and second phases respectively gaisl
the relative number of impurities of tygdein inclusions per 2(K;+Ky)
unit volume. Moreover, the first phase will precipitate out Cc= NG 5Q)2+4(K1+K2)+5Q' @)
when the following inequality is satisfied:

These expressions combined with E(, (4) determine the

da>0, ®) conditions for existence of the phases. Thus, the first phase

and the second when the condition (AC) exists when

1063-7834/98/40(4)/3/$15.00 601 © 1998 American Institute of Physics
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1(Ky Taking into account that three phases precipitatefor 0, it
Qp<Qc+ Q. K. Qa—Ky (8)  is easy to obtain the conditions for coexistence of all three
a2 phases:
while the secondBC) exists when
Ki+K,
1 K2 2 Qc>Qa+Qb+Coc,c_ c )
Qa<Qct 57| - Qo—Ky|. €) .
Qpl Ky
. . . . . . . Qab>K12/Cocc-
A situation of interest in applications is one where the ’ o . o
impurity precipitates strongly into inclusions, i.e., whé@® When 6Q>0, the excess of typ€- impurity is com-
>K ,. Therefore, we will analyze the results for this case inPletely absorbed by inclusions of the new phases, and as we
particular. From Eqs(6) and(7), we obtain forsQ>0 noted above, competition will allow only one of them to
survive. The competition disappears if it is possible to pre-
Cap~5Q Kz ~ Ki+K (10) cipitate a pure phas& (the case where pha&precipitates
ab KitKy,” ¢ 8Q 7 is entirely analogoys Adding the equatior,=c.,. , to sys-
while for 5Q<0 tem (1), we obtain, as before, the condition for coexistence
’ of all three phases:
Capm k2 ¢ ~|5Q| Ky) K
*oleQr T Qa>Qc—Qb+cx,a( 14| =
1/ Cxoa

The conditions for existence of phases E@, (9) take the

form Ky Ki
Qb>K_Cw,a1 QC>C
Kl 2 ©,a
Qa>K_2(Qb_ Qc)- (11)
« 3. PHASES WITH ARBITRARY STOICHIOMETRY
2
Qb>K_1(Qa_ Qo). (12 Let us consider precipitation of two phases with arbitrary

. . . stoichiometriesA,C, andB,C.. Equations(1), (2) in this
It is easy to see that whefQ> O (i.e., the number of im- case can be written in the form
purities of typeC is less than the numbers of typasandB ,
taken togethgrconditions(11) and(12) cannot be satisfied at CaCc=Ki,
the same time, i.e., the phases cannot coexist. In fact, from clci=K (13)
Eqg. (10) it follows that in the final state.<c,,c,, i.e., o
impurity C is almost completely absorbed, while impurities Jda 9 Q¢

A andB remain in solution. A competition then begins be- ; 7 vrE (14
tween inclusions of the firstAC) and secondBC) phases _
for the insufficient componert, as a result of which only L€t us introduce
one of the phases sgrvives. . . Q. Qb Q.

For 5Q<0 there is enough of impurity typ@ to prevent Q=—+——-—7, (15

e P oo vté
competition between the phases, and they exist indepen-
dently of one another. All excess impuritidsandB precipi- and, as before, consider the case where the chemical reaction
tate into inclusions, while the typ& impurity remains par- constant is small compared wigQ. Taking Egs.(13) and
tially in solution. (14) into account, let us rewrite E@15) in the form
c 1 v\ Un+§)
2. SEPARATION OF THREE PHASES 5Q= i + ;(Ca)(’” QU '9( K—g)
1

Consider the case where, in addition to the two binary ) . )
compounds, it is possible for a third phase to precipitate ouf NiS quation can be solved rather simply in two cases: when
consisting of the pure componer@s A, or B. As was shown #+v=7+¢& and ut+v=2(n+¢) (the case wherqu+v
above, whersQ<0 the typeC impurity partially remains in =~ (77+£)/2 obviously reduces to the previous cases by mak-
solution, and consequently it can precipitate in the form of d"9 the substitutiorA—B). Note that this case, although

pure phase. In this case, systéhmust satisfy the equation restrictive, still includes a rather wide class of compounds: in
the first caseAC, andBC,, AC, andB,C, A,C5; andB,Cs;,

Cc=Copc- A,Cj; and B;C,, etc., while in the second case,C, and
From this we find BC, A;C andBC, etc.
In the first case

1 1 K,z, Ut v)
—+— = .
moom\KE

Ca,b: Kl’zlcx‘c .

Herec.. . is the equilibrium concentration at the boundary  s5o—c,
plane. Stoichiometry{Eq. (2)) in this case determines the
amount of precipitate of the third pha€e

From this we obtain the condition for coexistence of the
0c=(Qc—Cc) = (Qa—Ca) —(Qp—Cp). phaseAMC,,:
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Therefore, a situation is possible where, at the initial stage of

kQa>Qp— VTnch (16)  the decomposition, the phase that precipitates out most
strongly is one that does not satisfy inequaliti@s, (9),

In phaseB, C,: (16)—(19), while the phase that satisfies these inequalities
1 P precipitates out more slowly. The@t the late stagesthe
;Qb> Q. ngQC’ (17)  first phase dissolves due to the competition, while the second

phase survives. Thus, in this case, a replacement of precipi-
where k= (K4/K§) Y=+, tating phases takes place in the course of diffusive decom-
Analogously, in the second case whetetv=2(7 position of a supersaturated solution. Note that a competition
+ &), we find that phasé ,C, exists when the condition is possible, not only between different phases, but also be-
tween inclusions of the same phase under different condi-
KQ§> Qp— U Q.. (18)  tions (for example, at a boundary and within the body of a
vt grain). Although the location where the phase precipitdies
is satisfied, and phag®, C; when the condition the body of a grain, at its boundaries, or at some nucleation
centerg can affect the kinetics of the initial stage of the
iQ2>Q _ LQ (19) decay and the expression for the chemical reaction constant
N b xa 4 g e K, it does not alter the analysis given above qualitatively,

nor the results obtained, since the only important factor is the
diffusive exchange of material between phases.

This work was partially supported financially by the
German Federation Ministry of Research and Technology
At the initial stage of the decay all phases whose supertBMBF) (Grant ROS-1995B6and the International Soros
saturation is positive precipitate out. As the supersaturationBund for the Support of Science Educatid8SEBP (Grant

decay, competition begins both between inclusions of théSSEPSPU 042062

same phase but different sizes and between different phases,

as a result of which one or several phases survive, depending

on th_e sense of i,nequa_"tiég)’_ ), _(16)_(19)’ and a univer- V. V. Slezov and V. V. Sagalovich, Fiz. Tverd. Telaeningrad 17, 1497
sal size distribution of inclusions is generafed/e note the (1958.

following interesting feature of the behavior of this system V. V. Slezov and V. V. Sagalovich, J, Phys. Chem. So88s943(1977).
with time. The rate of precipitation of a phase depends n0t3|' M. Lifshits and V. V. Slezov, Zh. Esp. Teor. Fiz.35 1401 (1958
only on its supersaturation but also on the conditions for its S0V Phvs- JET®, 980(1959].

nucleation, and the diffusion coefficients of the reagentsTranslated by Frank J. Crowne

is satisfied.

4. DISCUSSION OF RESULTS
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lon transport in the anion-deficient nonstoichiometric phases La 0.95(Ba1_,Sry)o.05F2.05
(0=x<1)
N. I. Sorokin, M. V. Fominykh, E. A. Krivandina, Z. I. Zhmurova, and B. P. Sobolev
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Institute of General and Inorganic Chemistry, Russian Academy of Sciences, 101000 Moscow, Russia
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The fluoride-ion conductivity of the nonstoichiometric tysonite phasesdBa; St o0 95
(0=x=1) is investigated by impedance spectroscopy. Electrophysical measurements are
performed in the frequency range-%Xx10° Hz and temperature range 36000 K. A
discontinuity is observed in the temperature dependence of the conductivity=at10

—430 K. The behavior of the temperature dependence of the electrical conductivity is explained
within a transport model taking into account the migration of fluoride ions between

different inequivalent structural sites. The maximum value of the conductivity at room temperature
(293 K) is 2x10°4 Q1 cm™? for the solid solution LggesSy o> 95. The fluorine-ion

conductivity in Lg o5(Bay _«St)0.0d .95 Single crystals is almost an order of magnitude larger

than the value for the commercial solid electrolyte, bEu god > 992 (@ fluorine-

selective membranéhaving a tysonite structure. @998 American Institute of Physics.
[S1063-78348)01704-3

The trifluorides RE with the rare-earth cations-RLa  tysonite phases La,M,F;_, and Ce_,M,F;_, (M=Ca,
—Nd, which have a tysonite structufef the LaF; type), are  Sr, Ba is observed at metal difluoride concentrations equal
high-temperature superionic fluorine-ion conductorsThe  to 3—7 mol %7 For the purpose of studying the influence
high mobility of the F ions in the tysonite structure is de- of mixed-valence isomorphism on the characteristics of an-
termined by the site disorder of the anion sublattice. As thdon transport in crystals of anion-deficient multicomponent
temperature rises, thermal Schottky defects in the form ofysonites, as well as finding the most conductive composi-
mobile fluorine vacancies and relatively immobile cation va-tions of the tysonite phases, we performed an electrophysical
cancies form in the compounds RF investigation of single crystals of kag{Ba,_,SK)g o205

The list of fluoride materials with the tysonite structure (0<x<1) and the commercial electrolyte
also includes the anion-deficient nonstoichiometric phasebag soEWy 0od2.992-

Ri_yM,F;_« (M=Ca, Sr, Ba; R=La—Yb, Y), which are
mixed-valence two-component solid solutions with a vari-
able number of atoms in the unit cell. The large isomorphoug- EXPERIMENTAL METHOD

capacity of the tysonite matrix for divalent cations permits Single crystals of LgodBay_Sh)o.0d 205 (x=0, 0.25,
the synthesis of materials with a high concentration of struco_s, 0.75, and 1 in the original mixtl)ra}ere 'grown by to the
tural defects. The charge appearing upon the replacement @fijqgman-Stockbarger method in the form of single-crystal
rare-earth ions in the tysonite structure by alkali-earth ions i$,,jes with a diameter of 12 mm and a length of 16 mm. The
compensated by forming fluorine structural vacancies in th@ystals were grown in a KRF-1 two-zone apparawhich
anion sublattice. In R (MyF;_ crystals the concentration \yas designed and fabricated by the Special Design Office of
of fluorine vacancies generated by the impurity Mfener-  the Institute of Crystallography of the Russian Academy of
ally does not depend on the temperature and is several ordeggiencesin a helium atmosphere. A multicell graphite cru-
of magnitude larger than the concentration of anion vacanciple, which was lowered at the rate of 8.1 mm/h, was
cies of thermal origin formed by the Schottky mechanism. employed. The original reagentshemically pure Laf and

In crystals of the tysonite compounds fRFon transport  yltrapure Bak and Srf;) were purified to remove any oxy-
takes place by a vacancy mechanism and the ion-current cagen impurity by preliminary fluoridation of the compounds.
riers are fluorine vacancies. Fluorine-ion transport processephe fluoridating agent(“cleanser”) used was ultrapure
have been found to be very sensitive to violations of thePbF,, which was added to the mixture in an mount equal to
stoichiometry of tysonite phases. The anionic conductivity in5 wt %. Lead fluoride was also added to the mixture as the
the solid solutions R_,M,F5_, is increased by two orders of crystals grew. The loss of material during the growth of the
magnitude in comparison to the RMatrices>® The maxi-  single-crystal boules amounted to no more than 2.5% of the
mum values of the conductivity of the nonstoichiometric mass of the mixture.

1063-7834/98/40(4)/4/$15.00 604 © 1998 American Institute of Physics
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TABLE I. Chemical composition of LgoyBay — 4Sk)o.0d .95 Solid solutions
from x-ray fluorescence analysis.

Srk Bak,

Composition of mixture wt % mol % wt %o mol %

Lag oBay od2.95 0 0 4.50 0.0500 <

Lay B8y 03755100124 2.95 0.87 0.0134 331 0.0367 '

Lag B89, 025510.0292.95 1.73 0.0266 2.07 0.0229 §

Lay B8y 0125519 0374 2.95 2.44 0.0375 1.14 0.0126 -*

Lap.95Sh.0d2.95 3.26 0.0500 0 0 C g
'\'\
©

*Experimental error is 5%. bt
=1

The tysonite of the single crystals tysonite structure was
confirmed by x-ray power diffraction using an HZG-4 dif-
fractometenCu K « radiation, Ni filtep. The chemical com-
position of the Lg oy Bay xSk o .05 .05 Solid solutions were 4l L L

. . . 14 2.2 10
monitored by x-ray fluorescence analysis using theK&r 07, K
and BaL « lines and a VRA-33 x-ray analyzéCr tube, 40 ’
kV and 35 mA. Deviations of the Srf-or BaF, content FIG. 1. Temperature dependence of the anionic conductivity for single crys-
in the middle portions of the single-crystal boules fromtals having the tysonite structurd. — Lag od(Bay255h.790.09 2051 2 —
the composition of the original mixture did not excee@.2 tao-%(BaO-5sr°-5)0-°5F2-95* 3 — Lao-gg(BE’OVSSrO?O-OJ: 20 4 —
mol % (Table ). The samples used to investigate the electri- Posedloood 2002 5 — LobaPo 205, 6 — LaoesSod 205

cal properties were cut from the central portions of the

single-crystal boules. Typical dimensions of the sampleg,,nqyctivity dependence on the reciprocal temperature con-

were 12 mm in diameter and 5 mm in length. sisted of two linear segments that satisfy the Arrhenius-
The electrical conductivityd) was determined from the Frenkel equation

impedance spectra of electrochemical cells with blocking
electrodegDAG-580 colloidal graphite The measurements oT=0¢ exfl —AHp, /KT],

wereilperfqrmed in a vacuum with a residual pressure Of/vhereAHm,v is the enthalpy of activation for the migration
~10 " Pain the temperature range 30000 K. The imped-  of anion vacancies. The enthalgy,,, , is determined by the
ance was recorded in the frequency 'range55<l.05. HZ  height of the potential barriers overcome by the fluoride ions
(Tesla BM 507 impedance mejeA detailed description of 55 they jump between vacancy sites in the anion sublattice.

the conductometric apparatus and the method for determinrpe values ofAH,, , andoy for the crystals investigated are
ing the volume resistance were presented in Ref. 7. The eXisted in Table II.

perimental error in volume resistance was less than 5%. Lanthanum trifluoride, which is a progenitor of the

Our investigationsand the literature dat4'® show that tysonite-structure type, and the compounds, Réich are
the contribution of the electronic conductivity is negligible in jgostryctural to them, c’rystallize in the trigonal systpace
comparison to the fluorine-ion _conductlwty in the tysonite group P3c1), and the number of formula units in the unit
solid solutions L MyFs_x (M=Sr, B3. All the electro- o ¢ equal to 671 The unit cell of Lak contains six L&"
physical measurements were performed on unoriented singr ns, which are located in crystallographic sites labefled
crystals under the assumption of pseudoisotropic behaviozgnd’18 F ions, which are distributed among three fully

for o, which h_o Ids>qU|te 290“’“3'3’ for tysonite crystals of occupied, structurally inequivalent sites labetgdd, anda
R —xMyFs—x with x=0.05. in the ratio R(g):F,(d):F3(a)=12:4:2. The F(g) atoms
belong simultaneously to four La polyhedrons, and thl}
and R(a) atoms belong to three; therefore, in interpreting
Figure 1 shows plots of the temperature dependence d¢he physical properties, thet anda fluorine sites are com-
the fluoride-ion conductivity for LgeqBay_,Sk)ood2es Pined in a single subsystem Kd+a)=F,(d) +Fs(a). The
single crystals. For comparison, we also measured the afiatio between the populations of the fluoride sites is
ionic conductivity of a commercial fluorine-selective F1(9):F2(d+a)=2:1. Thestructural investigations of the
Lag g9 U 002,992 Membrangof pale green color, from the anion-deficient solid solution logsSro 15 ¢5in Ref. 12 con-
Pyshminski Chemical Concem for which ¢=3x10"°  firmed that it belongs to the trigonal space grde®c1 and
QO lemt at 293 K. The values ofo for the that the fluorine vacancies form predominantly in the homo-
Lag of Bay St 0,092 95 Single crystals were almost an order geneous Hg) subsystem.
of magnitude higher than the value for the commercial solid ~ The results of'% NMR investigations of diffusion in
electrolyte Lg goF Uy 0od 2 992 hAViNg the tysonite structure. stoichiometric Lag and Cek crystals®'® and anion-
The plots of o(T) for LagoyBa;_«SK)of20s and  deficient R_,M,F;_, crystal$®’ point out the dynamic in-
Lag g9E Wy 00d 2992 €xhibited a discontinuity atT.,=410 equivalence of the fluorine atoms in the tysonite structure
—430 K. In the temperature range studied the plots of theand the presence of a high-mobility(|§) fluorine subsystem

2. RESULTS AND DISCUSSION
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TABLE Il. Values of oy and AH,,, for the single crystals LggBa;_,SK)ood295 (0=x=<1) and

Lag g9EUp.00d2.992-
T<T, T,
Composition ) log(og, O~ t-cm™1.K) AHp,, eV log(og, Q7 -cm™1.K) AHy,, ., eV
1 2 3 4 5
Lag o Bay - xSk 0.092.95
0 4.497)2 0.3565) 3.656) 0.2846)
0.25 4.4111) 0.3438) 3.464) 0.2664)
0.5 4.5Q9) 0.3417) 3.5405) 0.2615)
0.75 4.6010) 0.3437) 3.824) 0.2774)
1 4.6511) 0.3448) 3.436) 0.2446)
La; ,EuF; , (commercial solid electrolyje
0.008 4.088) 0.3596) 3.022) 0.2702)

@The standard deviations of the values are given in parentheses.

and a low-mobility y(d+a) fluorine subsystem. A com- Laggs(Bay_4Sr)o.082.95 (0<x=<1). As the Srk content in-
bined analysis of the temperature dependence of the fluorinereases along the series of solid solutions, the anionic
ion conductivity and the NMR data allows us to state that theconductivity increases and reaches a maximum value of 2
transport of the fluorine vacancid4 takes place initially x10 % Q~l.cm ! at 293 K for the crystal of
within the homogeneous,Fg) fluorine subsystenfin the  LaygsSKy od . 95(X=1). The value of the conductivity for the
range T<T.). As the temperature is increased, fluoride-two-component solid solution LasSr o> g5 Studied in the
vacancy transport encompasses the entire anion sublattice pesent work, which is an end member in the series of the
a consequence of the exchange of ion-current carriers behree-component solid solutions J@(Bay _«Sk)o.0d2.95,
tween the homogeneous,(§) and the combined J5(d  closely coincides with the value af for a crystal of the
+a) fluorine subsystem@n the rangeT>T,). This leads to same composition previously grown during the investiga-
a decrease in the value afH,, , on the portion of ther(T) tions of the nonstoichiometric phases;LaSrF;_, (0=<Xx
curve atT>T,. <0.15)18

Figure 2 presents the concentration dependence of the The observed behavior of the concentration dependence
isothermal  conductivity for the solid solutions of the anionic conductivity can be explained in the following
manner. The concentration ¥f structural vacancies gener-
ated by Srk+BaF, in the solid solutions investigated re-
mained unchangetb mol %). However, the mixed-valence
replacements of matrix °4 ions by Sf* or B&" ions lead
to alteration of the geometry of the crystal lattice and to the
appearance of structural and energetic distortions of the basic
LaF, tysonite matrix. The replacement of {aions by Sf*
ions clearly causes smaller distortions of the tysonite crystal
lattice than do LA™ —Ba’* replacements. This is attributed
to the closeness of the ionic radii;s+=0.13 nm and g2+
=0.14 nm. For the barium iongz+=0.156 nm. The values
of the ionic radii for a coordination number of 8 were taken
from Ref. 19. This assertion is also consistent with the varia-
tion of the structural characteristics of the solid solutions
studied. The unit-cell parameters for Jg@Bag o> o5 are
a=7.21 A and c=7.38 A, while the parameters for
Lag ¢:Sty od2 o5 area=7.18 A andc=7.36 A. The increase
in ¢ upon L&"—B&" replacements, in comparison to
La>"—Sr* replacements, is accompanied by an increase in
the distance between the fluorine ions of the homogeneous
F1(g) subsystem, which leads to the generation of high po-
tential barriers along the diffusion paths of thgd) fluorine

1 L subsystem(Fig. 3).

o 0.5 0 =z According to the value of the fluorine-ion conductivity,

FIG. 2. Concentration dependence of the conductivity at 293 K for theCrystals of nonStOiChiome_triC I9@5(Bal—><Sr><)0.05|:2.s_)5_ are
single-crystal solid solutions ka{Ba;_,Sr) o o2 o5- moderate-temperature solid electrolytes. An additional ad-
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of the divalent impurity cations to the ionic radius of the

®L: rare-earth cation. This calls for continuation of the investiga-
tions of ion-transport processes in tysonite phases using the
OF, single-crystal solid solutions agCa; _,SK)god .95, Since

@Fz 5 the ionic radius of C&" is equal to 0.126 nm.
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The character of the behavior of the electric field created by a charged impurity in an ionic
crystal is studied on the basis of both cluster and analytical approaches. In the cluster approach
about 30 000 ions surrounding the impurity are taken into account. These ions are described

in a model of polarizable sites. A direct calculation shows that the asymptote of the electric field
of a charged impurity at lattice points can differ strongly from the one given by the

Coulomb equation written for a homogeneous polarizable medium. The behavior of the electric
field at intermediate distances, where the asymptotic behavior cannot yet be used, is

studied in detail. It is found that the electric field is increased significantly in comparison to the
Coulomb field in the region near the defect. The size of tkieongly polarizegiregion

increases as the dielectric constant increases. These data are in qualitative agreement with the
results obtained by Vikhniet al. and account for the results of recent experiments

designed to investigate polarization in reduced virtual ferroelectrics19@8 American Institute

of Physics[S1063-783%8)01804-9

Charged impurities are easily obtained in ionic crystalsterpreted as results of the enhanced interaction between di-
by doping samples with atoms whose valence differs fronpolar impurities and, therefore, as results of enhancement of
the valence of the host elements. For example, the replacéhe electric field of the dipole.
ment of TH in SrTiO; by FE" leads to the formation of a A similar effect with enhancement of the electrostatic
charged impurity with a charge equal t@.JAtomic vacan- field can also occur for monopolar impurities. In fact, it was
cies can also be charged. For example, an oxygen vacansphown in Refs. 3 and 4 that the asymptote of the electric field
can be singly or doubly charged. Finally, charged impuritiesof a charged impurity in a simple cubic lattice is{2)/3
can be found in an interstitial space. times greater than the Coulomb fiefere and below the

The electrostatic field which a charged impurity createsCoulomb field refers to the field which appears in a uni-
is the sum of the field of the unscreened impurity and thdormly polarizable medium with the same macroscopic di-
field due to polarization of the medium. At small distanceselectric constant This assertion was based on several trans-
from an impurity the electric field due to polarization is es- formations of Coulomb sums, which have not hitherto been
sentially determined by the geometry of the crystal and theverified in a direct numerical calculation.
polarizability of the individual atoms. The local field in this In the present work we calculate the local electric fields
region can be determined only by direct calculation. How-created by a charged impurity in a cluster consisting of
ever, at large distances the electric field should apparently be 30 000 atoms. It is found that the asymptote of the electric
given by some general asymptotic expression, which is defield of the charge coincides exactly with the results of an
termined only by the dielectric constant. Just such a hypothanalytical calculation. A new calculation scheme, which re-
esis underlies the widely used Mott—Littleton model. places the Mott—Littleton model, is proposed on this basis.

In this model, the crystal is divided into three regions. InGeneral expressions, which describe the asymptote of the
the first region, which is near the defect, the local fields areslectric field of a charge in a crystal with arbitrary geometry,
determined in the framework of one of the exact calculatiorare obtained. The general laws governing the behavior of the
methods, viz., the density-functional formalism, the shellelectric field at short distances from an impurity are investi-
model, the model of polarizable point ions, etc. In the secgated. It is found that the local dielectric constant in that
ond, more distant region, the electric field of the chargedegion exhibits nonmonotonic behavior. As a result, a region
impurity is given by the Coulomb equation written for a where the local electric fields are considerably stronger than
continuous medium. In the third, outer region, the continuunthe Coulomb fields forms near the impurity. Analytical ex-
approximation is used, or it is assumed that there is no popressions which permit estimation of the thickness of this
larization in it. region are derived. It is shown in the analytical and numeri-

At the same time, it has been found in investigations ofcal approaches that the thickness of the polarized layer near a
dipolar impurities in oxides of the perovskite fantifthat a  charged defect increases as the dielectric constant increases.
soft ferroelectric mode creates enormous electric fields ator this reason, especially strong effects should be expected
lattice points. The interaction of dipolar impurities with thesein ferroelectrics and virtual ferroelectrics. These data are in
fields leads to lowering of the total energy and, consequentlyexcellent agreement with the model of Vikhrénal.,® which
to phase-transition phenomena. These phenomena can be atcounts for the results of experiments performed to study

1063-7834/98/40(4)/6/$15.00 608 © 1998 American Institute of Physics
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FIG. 2. Dependence of the electric field enhancement factor on the distance

FIG. 1. Dependence of the local dielectric constant on the distance from aprom an impurity. The notation is the same as in Fig. 1

impurity. e=5 (1) and 2(2).

the polarization of virtual ferroelectrics in the low-

temperature region. It is seen from Fig. 1 that the dip on thg(na) curve
increases as increases. The width of the dip also increases
1. RESULTS OF THE DIRECT CALCULATION in this case. It is shown in the next section that the same

result can be obtained in the analytical approach. It is note-
As in the Mott—Littleton model, we divided the crystal worthy that the minimum value of,,(na) is less than 1

into three regions. In the first region the model of polarizableyhen < =5. This means that the local electric field at these
pointions was used. The equations of this model were solvegites s even larger than the unscreened electric field. Inter-
numerically. The radius of this sphere was set equal 8 15 pojating these results, we can theorize that at even larger
wherea is the lattice period. In the second region we used aRg|yes ofs it should expected that,,(na) will have values
analytical expression which describes the asymptotic behavsjgse to 0 over a broad region. Several possible conse-
ior of the electric field'see Sec. 8 The radius of this region guences of this hypothesis are discussed in Sec. 6.
was set equal to 20 In the third region the polarization of For convenience, Fig. 2 presents the enhancement factor
the crystal was not taken into account. The radii of theyf the electrostatic field relative to its asymptotic behavior.
spheres were chosen on the basis of a natural conditiof accordance with the foregoing presentation, this factor at

which states that the final result should not depend on therst increases and then decreases, but it remains greater than
values of the radii. It was found as a result of the numerica|;njty over the entire range of values.

calculations that this condition holds with high accuracy for
=2 and 3.
The results of the calculation of the local electric fields

on the(00)) crystallographic axis are represented in the form
2. THICKNESS OF THE POLARIZED REGION

_ g
€nz

=—— (N The following method is utilized to estimate the thick-
gloc(Na)

ness of the polarized region. We expand the electric field of
whereq is the charge of the impurity labels the atoms on the charged impurity into a series inRLfor large values of
the z axis, ande,. is the local dielectric constant. R. HereR is the distance from the impurity. We take the
Figure 1 presents the values of the local dielectric consatio of the second term in the expansion to the first, and
stant obtained in the calculation. As we see, at small disfrom the condition that this ratio be equal to unity we find
tances its value at first decreases and then increases. At lartfee characteristic thickness of the polarized region.
distances from the impurity it asymptotically approaches The field is expanded into a series irRlésing several
3el/(e+2), which is +2)/3 times smaller than the mac- mathematical results obtained for the analogous expansion of
roscopic dielectric constant. Thus, in accordance with théhe electric field potential in Ref. 6. We note that the electric
results of the analytical analysis performed by otherfield at a lattice point cannot be found by taking the deriva-
investigators:* we found that the asymptotic behavior of the tive with respect tdR, sinceR is not a continual variable in
local electric field created by a charged impurity at the pointghat case. The final result has the form
of a simple cubic lattice isg+2)/3 times larger than the
Coulomb field. We shall discuss this result in more detail inenZ:
Sec. 6. 3¢ (na)?

e+2 1 (e—1)(e—3/5 1
1+21100————— 5+ ... | (2)
€ n
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As we see, the first term in the expansion coincides with thgvherek is a unit vector directed parallel fo, andA;; is a
asymptote of the electric field which we obtained as a resultensor, which gives the difference between the local field and
of the numerical calculation and which was previously foundthe mean field(it is easily calculated by Ewald’s methpd
analytically>* The second term in the expansion decreasegve note that the tensok;; does not depend ok. The sus-

as 1R* because of the centrosymmetric character of a cubigeptibilities, which can be found using this expression, cor-
site; however, the expansion coefficient dependsdn a  respond to the long-wavelength limit.

more complicated manner. From the equality between the Now the integration in(5) can be partially eliminated
ratio of the second term to the first and unity we obtain using the relation

(e—1)(e—3/5 %
R=a\/2.1108—- 3 f f exp(—iklt)kf(t)dtdk=—iIzzf'(O)- 9)
-1J0

In particular, for large values of we have
We note that at largkthe integration over the Brillouin zone
R=ay2.11G. @ in (5) can be replaced by integration over all reciprocal
Thus, in accordance with the results of the numerical calcuspace.

lation, the thickness of the polarized region increases with ~ The next difficulty involves finding the derivative of the
increasinge. integrand. To calculate it, we utilize the definition of suscep-

tibilities, from which it follows that
3. ASYMPTOTE OF THE ELECTRIC FIELD OF AN IMPURITY '’ (K
Xt =~ X (K,0)x. (10
IN AN IONIC CRYSTAL WITH ARBITRARY GEOMETRY

The asymptotic behavior of the electric field created by alVe note that the derivative of the dipolar int_eraction tensor
point charge in an ionic crystal is determined by inversed0€s not depend on the labels of the sublattices.
Fourier transformation. The unique feature of our treatment 1 he final result can now be represented in the form
is that the result will be valid for crystals with an arbitrary 1 (on
geometry. To achieve this goal we take advantage of the fact e(r)= 2—f wi (@,r)F(e)de, (12)
that large distances in direct space correspond to small wave mJo
vectors in reciprocal space. As a result, the existing integral&,r1ere
over reciprocal space can be taken analytically, at least with
respect to the modulus of the wave vector. N

We find the Fourier transform of the electric field of a M (SD,V):% (5im| _; $ij (1) Xjm( @)
point charge co¥=0

(12)

eni(r)zi d3ke—ik(rni+r)a(k, r, (5) q/ - R
QJuc F((p)zl_z(kt,_iEj d’t,Xijk) . (13

where() is the volume of the Brillouin zone,,; is the radius co=0

vector of theith atom of thenth cell, the integration is car- | the special case in which these tensors do not deperd on
ried out over a unit cell, ang(k, r) is the Fourier transform  for example, in cubic crystals or in the direction of one of

of the electric field in theth sublattice, which can be found {pe principal axis of a rhombohedral crystahe final result
from the relation takes the form

a(kr)=e’(kr) =2 ¢k xjn(KeNk,0). (6) et
< i in eze(r)=ezm+(r)|;2 - (14
Heree,o(k,r) is the Fourier transform of the unscreened field,
¢ij(k,r) is the Fourier transform of the dipolar interaction Here
tensor, andyj,(k) is the susceptibility tensor defined by the

; 2 (27, N
equation 811=1——J (kz Xijk) de (15
vJ/o ! cos9=0
> Lo 85+ i (K,0) 1xjm(K) = Sy o . o
i is the reciprocal dielectric constant.
wherea is the atomic polarizability tensor. The result obtained has a simple interpretation. It is seen

At large distances from the impurity only smalimake from (14) that the electr_ic field c_>f the charge at large dis-
contributions to the integral5). The following simplifica- tances from the defect is described by Coulomb’s formula

tions can accordingly be made. First, the dipolar interactiofnultiplied by u,,. We shall next discuss the nature of this
tensor can be replaced by the asymptotic expression fdpultiplier.

k—0 At large distances from a defect the electric field in a
small region near a lattice point can be considered uniform.

¢>--=4—WRR+A-- ) When a crystal is polarized in a uniform external field, the
b v Lorentz correction, which leads to enhancement of the polar-
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ization, must be taken into account. The Lorentz-Lorenz exlattice, in this context. Instead of tens@), we use the cor-
pression for a simple cubic lattice is known, and accordingesponding tensor obtained with the consideration of retarda-

to it tion
a -1 47 K Kg— 8, g(w?/C?) 4
4r—=3 . 16 — a8 Tap i
T "e+2 (16) bap=, 2 3y Ot (21
As we see, the coefficient(+2)/3 produces enhancement | the limit k—0 we have
of the atomic polarization and, consequently, of the local
field at a lattice point due to the local effects. _4_775 3 4_775 _8_775 22
Similarly, in our case, due to the deviation of the local Pap= v B 3y BT 3y Tk

field at a lattice point from the mean field, the resultant field
created by a charge is larger than the Coulomb field. In

simple cubic lattice the enhancement factor is equaleto ( q.The use of(21) does not alter the conclusion drawn

+2)/3 for the reasons cited above. In the general qase ) o : .
gives the ratio of the local field at a lattice point created byf"‘b°"e- the asymptote of the electric field of a point charge is

uniform polarization to the mean field. This factor is easilymcreased by a factor ok(t2)/3 in comparison to the Cou-

calculated by known methods. It is not even necessary tlo_mb fielpl. However, the asymptote of t_he electric fiel_d of a
. L - %lpole differs from the asymptote which was previously

perform the complicated calculation of the electric fields cre—found by other investigators without taking into account
ated by a point charge for this purpose. retardatior?

According to the determination made, the field enhance- It was éhown in Ref. 8 that the asymptote of the electric
ment factor has the following general properties: field of a dipole is incréased by a factor of £2)2/9 in

A comparison to the Coulomb field. However, in deriving this

TE. aipizA0)=e—1, (7 factor it was essentially assumed that the dipolar interaction
tensor has different values for the longitudinal and transverse
components. We are devoting a separate study to a discus-
sion of this question, in which we shall examine the electric

i , , . field created by a microscopic dipole in an ionic crystal.
The first property gives the general relationship between the

enhancement factor and the macroscopic dielectric constan. ~qNsIDERATION OF THE EINITE DIMENSIONS OF THE
The second, normalization condition shows that when the\tous
electric field is averaged over a unit cell, the resultant field

coincides with the mean field, which, in turn, coincides with ~ APove we used the model of polarizable point ions. Ac-
the Coulomb field. tually, atoms have finite dimensions. This fact can be taken

into account in a systematic quantum-mechanical or semi-
empirical approacf.An additional parameter appears in the
latter approach, viz., the characteristic dimension of the elec-
Back in the early nineteen sixties, Tolpygaointed out  tron cloud participating in electron polarization.

that an ambiguity appears in the determination of electric ~ Let\ be the reciprocal of the characteristic dimension of
fields in the limitk—0. In fact, uniform polarization leads to an atom. Then the dipolar interaction tensor which takes into

This relation is valid for any direction of the vectér If
(19 is used, a different result is obtained.

%fu.cmzz(r)d% =1. (18

4. CONSIDERATION OF RETARDATION EFFECTS

a macroscopic field of the form account the finite dimensions of an atom takes the form
3
(Pk)k 4\ 41 (4, TG (dst+Gp)
E=4 . 1 wg=——= 00— —
T 2 (19 ¢,3 3\/; By = |q+G|2
Whenk— 0, formula(19) gives different results, depending |q+G|?
on whether the vectok is parallel or perpendicular to the xexp — e (23

field vector. It was proposed that this problem can be elimi-
nated by utilizing retardation effects. When these effects ar@/hen the value ok is exceeds the lattice period in recipro-
taken into account, we have cal space, the results of the calculation employing this rela-
PIIK— P( w2/c2 tion differ from the results obtained in the model of polariz-
77( ) (w/c )' (20) able point ions. IfA is smaller than the lattice period, the

k?— w?/c? local effects vanish, and the final result does not differ from
the equations of macroscopic electrostatics in media.

Now, allowingk to tend to zero, we obtain the correct result:
47P.

Disregarding the retardation effects can, in principle,
lead to incorrect results, especially if everything occurs inthe A systematic study of the electrostatic field of a charged
region of smallk, as in our case. This raises the problem ofimpurity in an ionic crystal was performed in this work. One
reformulating the problem for the case of a variable field. Letof the simplest models, viz., the model of polarizable point
us consider one of the simplest cases, viz., a simple cubions, was used to obtain some highly general results. Within

6. DISCUSSION OF RESULTS
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this model we were able to elucidate the general laws govpolarization of the medium it is energetically more advanta-
erning the behavior of the electrostatic field of an impurity atgeous for the electron to be drawn away to one of the cations
both small and large distances from the impurity. adjacent to the vacancy than to be delocalized equally among
At large distances, the electrostatic field tends to deall the neighboring cation_s. _
crease to the asymptotic value previously found by other It was recently discovered by second-harmonic
investigators in an analytical approach. This asymptoticgeneratioﬁ that reduced strontium titanate contains of the
value is & +2)/3 larger than the Coulomb field, i.e., the field order of 18° dipolar impurities. These impurities form
obtained from the Coulomb relation written for a homoge_nanometer-scale polarized regions, which are forerunners of

neous polarizable medium. The facter{2)/3 is valid only ~ & phase transition of the crystal into the ferroelectric state.
for cubic sites in cubic crystals. At other points in the unit Vikhnin et al. attributed the results of these experiments to

cell (or in crystals with a different geomeirshis factor can enhancement of the polarization of the crystal by impurities.

be arbitrary. The only restriction is that the factor averagearc()e l;LI?:ta are in excellent qualitative agreement with these

over a unit cell is equal to unity. This means that the mean - : .
electrostatic field in the cell coincides with the Coulomb One deﬂuepcy of Fhe n_10de| used is that the dlsplage-
. ment of atoms is described in the model of polarizable point
field. i i i _ions, i.e., that the atomic polarizability contains both an elec-
At short distances from the impurity we used a NUMEN"4onjc component and polarization caused by the displace-

cal cluster approach. It was found that the number of polarien of jons. This approximation works well, if the displace-

ized lattice points which must be taken into account in theyents of the atoms are small. However, it has also proved
calculation should be very large. For example, the requiregself in the description of ferroelectric phenomena, where
number of lattice pOintS reached 30 000 for the values of th@he disp|acements can reach tenths of an angstrom. In de-
macroscopic dielectric constant=2 and 5. The cluster must  scribing real displacements it is better to use the shell model
be even larger for larger values of the dielectric constantio take into account the interaction of the polarization with
However, there is an alternative approach based on integranechanical strains, but in this case it will hardly be possible
tion in reciprocal space for these cad®s. to obtain analytical results. It is apparently better to use the
As a result of the cluster calculations we discovered theshell model in the first region and to employ the results of
nontrivial behavior of the electrostatic field of an impurity at the analytical calculation presented in this paper in the sec-
small distances. It was found that this field has nonmonoond region.
tonic behavior. The local dielectric constant at first decreases The deficiencies of the model used also include the fact
(at large values of it can even be less than unitgnd then  that it does not take into account the Debye screening or the
increases, smoothly approaching the asymptotic value. sudRfluence of the covalent component of the chemical bonding
behavior indicates that there is a region in which the polar@n the screening of the electrostatic field of an impurity. For
ization is increased considerably in comparison to the Couthis reason, the results obtained are valid for purely ionic
lomb level near a charged impurity in an ionic crystal. weCrystals, which do not have free electrons. These factors

note that such behavior is a consequence of the inhomogdUSt e taken into account when the theory is developed

neous, cellular atomic structure of a crystal. In other Wordsfurther' This approximation is correct only at very small im-

it is a result of the deviation of the local field from the mean purity concentrations. If the polarized regions created by dif-
value ferent impurity particles overlap, the polarization must be

. - . escribed in another way. In particular, the appearance of
One ur_1expet_:ted result is that the d_'p m_the pehawor 01Sollective phenomena should be expected in such a case.
the local dielectric constant, as well as its width, increase a

h ic dielectri : h h uch behavior of dipolar impurities was previously studied
the r_nacroscopu:_ lelectric constant increases. . us, the efy the soft-mode modét? In polar lattices, especially in fer-
fect is strongest in polar crystals, for example, in ferroelec-

. ) P ) ) roelectrics, impurities are apparently inclined to exhibit col-
trics. This nontrivial finding was obtained here in both the o tive effects, but they are not included in the continuous

direct numerical and analytical approaches. An expressioedium model. Therefore, the development of a theory of
relating the thickness of the polarized regionetavas ob-  impurities in polar lattices with consideration of the differ-
tained in the analytical approach. ence between the local field and the mean field should be
Enhancement of the polarization near charged impuritiegonsidered promising.
can definitely lead to instability of the centrosymmetric po-  We thank I. Osipenko and A. Ryabchinskbr their as-
sition of an impurity. This can be manifested both by dis-sjstance in performing the calculations.
placement of the impurity from the centrosymmetric point
and by redistribution of the electron density. The former con-
sequence is well known, but the latter is still inadequately
un,derStOOd' The Case, of a glngly Charg_Ed oxygen vacancy ImV. S. Vikhnin, Fiz. Tverd. TelaLeningrad 26, 906 (1984 [Sov. Phys.
oxides of the perovskite family can be cited as an example. It sojid State26, 552 (1984].
was shown in Ref. 9 that under certain conditions this defectzB. E. Vugmeister and M. D. Glinchuk, Rev. Mod. Phg, 993 (1990.
can become a dipolar center. The reason for this is the inter;E- R: Smith, J. Phys. A: Math. Get3, L107 (1980.
. . . . P. Wielopolski, J. Phys. A: Math. Gefi4, L263 (198)).
action of an electron bound to the vacancy with polarizationsy, s vikhnin, p. Voigt, and S. Kapphan, Beventh Europhysical Con-
of the surrounding medium. It turns out that as a result of the ference on Defects in Insulating Materials (EURODIM-94hstracts,
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Formation mechanism for nanodefects on surfaces of loaded metals
V. |. Vetergren’, V. L. Gilyarov, S. Sh. Rakhimov, and V. N. Svetlov
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Tunneling profilometry is used to investigate the shape and orientation of defects that form at the
surfaces of Cu, Au, Mo and Pd under loading. The defects have the shape of an indented

prism. The value of the angles at the tip of the defects coincide with the angles between glide
planes, while the orientation of the walls coincide with the orientation of these planes.

At the edges of the defects there exist “swellings” caused by expulsion of material at the surface.
Based on these results, the creation of these defects is explained by the exit of dislocations

as they burst through barriers formed at intersecting glide planesl998 American Institute of
Physics[S1063-7838)01904-3

In Refs. 1 and 2 we used tunneling and interference misamples, which remained after washing with acetone and al-
croscopy to begin a systematic study of defects that forntohol.
under loading at the surfaces of Cu, Au, Mo and Pd. We  Topograms of the surfaces of Cu, Au and Pd reveal that
observed that the shallowest of these have the form of thewo walls of the defects ABG and CDF, Fig. 19 were
imprint of a prism with nanometer dimensions. With time, parallel to the axis of elongation and perpendicular to the
the dimensions of the defect increase and attain values afample surface. The dihedral angle at the tip of the defects
severalum before rupture of the metal. This process is dis-(i.e., the angle between plan&<FG andDBGF, Fig. 19
continuous in nature: for a certain tim&t, the dimensions was equal to 76 10°, while the angle between their axes
of the defect are practically unchanged and then within dthe linesFG, Fig. 19 and the direction of extension of the
time =~0.1At they change by several tens of nm. This allowssample was~60°. The defects can be separated into two
us to classify all defects in two groups, with quasistationarygroups. For the first, one of the wallDBFG, Fig. 13
i.e., long-lived defects in the first group and short-lived de-formed an angle~90°, while the opposite wallACFG,
fects in the second. It turns out that the “depth’ of the  Fig. 19 formed an angle o&~20° with the plane of the
guasistationary defects is smaller than the ddipghof de-  surface. For the other group of defects, the corresponding
fects which, for convenience, we will refer to as “primary angles were=70 and=40°.
defects”:H=nH,. The question that interests us is: whatis At the surfaces of loaded foils of Mo we also observed
the formation mechanism of the primary defects? two groups of defects with dihedral angles at the tips-&0

In order to answer this question, we carried out a deand~90°. In contrast to Cu, Au and Pd, we were unable to
tailed investigation of the shape, orientation and dimensionsbserve the primary orientation of the defect walls at the
of primary defects. surface of Mo relative to the elongation axis of the sample.

We used a scanning tunneling profilometer RTP-1, de- The lengths(distances between walkGB and CDF,
veloped at the the Institute of Physics, St. Petersburg Statéig. 13, the widths(distance between lineAC and BD),
University’ and manufactured by the industrial cooperativeand depth(the length of linesDB andBG) of the primary
“Era.” defects are given in Table I.

We studied the surfaces of rolled foils of 99.99% pure  Previously, analogous “triangular” defects with dimen-
Au and 99.96% pure Cu, Mo, and Pd. The thicknesses a$ions 60—100 nm were observed on the rupture surfaces of
these foils ranged from 30 to 60m. The samples were cut single crystals of MgO by KehAller,®, and Landford using
along the direction of rolling using curved knives. In order to scanning tunneling microscopy.
localize the points of rupture, we made semicircular cuts of It is known that the shape and dimensions of defects on
radius 1.5 mm at the edges of strips of width 6 mm. Thetopograms can be quite distorted due to the shape and dimen-
length of a working portion of the sample was 12 mm. Thesions of the measuring tipTherefore, rather than continuing
samples were polished using GOI paste and washed in acur discussion of the experimental results, let us address the
etone and alcohol. To load the samples we used a springjuestion of how much correspondence there is between the
loaded apparattisonstructed in our laboratory. geometric parameters revealed by topograms and the true

The chemical structure of the surfaces before and afteparameters of the primary defects.
the measurements was monitored by Auger spectroscopy, As an example, we show schematically in Fig. 1b the
with spectra recorded by a LH-10 spectrometer. It turned outross section of the prism imprint obtained using a point in
that the surfaces of Cu, Mo, and Pd were coated by oxid¢he shape of a conical column with a dome-shaped tip. It is
layers and carbon to a thickness of 1-2 nm, while atoms oflear that the geometric parameters of the defect in the illus-
carbon and oxygen were present on the surfaces of the Atmation are smaller than the true dimensions, the angle at the

1063-7834/98/40(4)/4/$15.00 614 © 1998 American Institute of Physics
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FIG. 1. Schematic illustration of a defe@) and the distortion in its shape FIG. 2. Sections of topograms with isolated defects at the surfaces @ Cu
(b) caused by the shape of the probe tip. Au (b), Mo (¢) and Pd(d).

vertex of the defect is smoothed out, and the vertical wall isof dimensions and angles at the vertex for the images of
converted into a sloped wall. The slope angle of the lattegefects and, in what follows, we will not take them into
equals the apex angle of the cone, i.e., the tip, while theccount.;
radius of curvature of the curve described as we sweep As time passes, the dimensions of the defects incredase,
around the right angle at the intersection of the right wall ofand before rupture we observe “large- scale” defects, which
the defect on the surface equals the radius of curvature of thier Cu, Au and Pd most often resemble trenches, at the sur-
dome of the probe tip. face in addition to the shallow primary defe¢Eg. 3). Their
Unfortunately, the shape of the tip depends on the untength exceeds 1m, their width is ~2 um, and their
controllable conditions under which it was prep&ré@nd  depth is 500~700 nm. In a cross section parallel to the axis
changes continuously in the course of the tHiflTherefore,  of extension of the sample, the form of the “trenches” is
it has not been possible previously to take into account dissimilar to the form of primary defects and is a triangle with
tortions caused by the shape and dimensions of the tip. Howgn angle of 76:10° at the vertex. This similarity leads us to
ever, we can estimate these parameters based on the shaggert that the mechanism for formation of “large-scale” and
and dimensions of defects in the topograhdss an example, “shallow-primary” defects are identical.
consider the illustration of a primary defect at the surface of  |n order to bring their nature to light, we turn to Fig. 4,
Cu (Fig. 2a. Having measured the slope of the right-handwhich demonstrates the evolution of two defects on the sur-
wall in the illustration, and its height and radius of curvatureface of a Au sample under a load of 350 MPa. One of the
at the intersection of the defect with the surface plane, we
find that the radius of curvature of the tip is 60— 100 nm, the

apex angle of the column—the tip—is less than 10°, and the RENFINrem) ~g AN
width of the tip is more than 15 nm. \\;\%\’%@Q@M:
Using these parameters, we can estimate the true dimen- ,%f’\\\,%rs@\’%,%\'~t!
sions of a defect from its image. It turns out that the width \ﬁﬂé\é\‘%@%@%‘*
and length of a defect at the surface of Cu~i$0 nm, the N 2
depth is=17 nm, and the angle at the vertex is smaller by %
~5° than it is on the topogram. ﬁ%:@'%ié@ ==
Analogous calculations show that true length and width ;:\“\"\\:\.\\\Q:._ Ne—— V-
of primary defects at the surfaces of the other metals we “ﬁ s e — =
stuzied Wire 5-10 nm lar - §§\V@ .\@@A
ger, the depth was 2—3 nm larger, ﬁ%\ﬂ\ e r\w\ =V
and the angle at the vertex approximately 5° smaller than in &_\é\‘\‘/\ %@ ;’}ﬁ ."—\\\\.‘.’a\
the images. These values are smaller than the random scatter = = %ﬁﬁ\% Y

TABLE |. Dimensions of primary defects in loaded metals ‘ﬁ% ~_ﬁ§f§ ‘-‘_\ X
Metal Length Width Depth = — )
etal ength, nm idth, nm epth, nm 500 nm Q%W%\M/
Cu 50+ 10 50+ 10 15+3 k. o hﬁa‘%-@h
Au 60+ 10 100+ 10 22+3 500 nm ' A
Pd ~20 ~10 5+3
Mo 60+10 50+ 10 18+3 FIG. 3. Section of a topogram with “trenches” that form at the surface of

Au under a load of 350 MPa.
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a load of 350 MPat(s): 1—20,2—600,3—1400. The measurements began
70 hours after the load was applied.

defects(the left ong grows, while the secon(the right ong
relaxes. It is clear that, during the time the defects are grow-
ing, the surface of the metal swells out at their edges, while
as they are re-absorbed the “swelling” disappears. Analo-
gous “swellings” are observed at t_he e(_jges_Of defects at th%IG. 5. Section of a topogram with clusters of defects that form at the
surfaces of Cu, Mo and Pd. Their height increases as thgurface of Mo 80 hours after application of a load of 800 MPa.

depth of the defect increases and decreases when they are re-

absorbed. Consequently, during the generation of defects the

metal is carried out of the volume onto the surface, and durttriangular trenches” oriented along the axis of extension at
ing their re-absorption it enters back in. the surfaces of Cu, Au and Pd.

As is well known! Cu, Mo and Pd have the FCC lattice, The model we are proposing for formation of defects is
and the angle between easy-glide plafiekl) and(111) in qualitatively illustrated by Fig. 6. Under the action of an
these metals is=70.5°. The angle at the vertex of defects applied stress, dislocations exit at the surface along intersect-
formed at the surface of these metals has the same valuiég glide planes. In this process, as head dislocations merge
Therefore, the expulsion of material at a surface can be exa new dislocatiorA forms, which hinders the motion of the
plained by the exit of dislocations along easy glide planes. remaining dislocation:***After the dislocation punches

This explanation agrees with the orientation of walls ofthrough the surface a primary defect forms. This model is
the defect with respect to the axis of elongation. Actually, asainalogous to models for the formation of cracks proposed
we already noted above, the metal foils we studied wergreviously by Cottrelf?® Viadimirov,** and Keh?
subjected to cold rolling, and then were loaded along the The energy advantage of this latter mechanism, in our
rolling direction. It is well known from the literatutéthat a  view, is due to the closeness of the source of generation of
texture is formed in cold-rolled samples of metals with FCCthe defects to the metal surface. In fact, as follows from the
lattices in which the directioki112) is parallel to the direc- topogram, the distance from the surface at which the vertices
tion of rolling, while the plang€110) is parallel to the plane
of rolling. The angles between families ¢f11) and (110
planes are 35.3 and 90°. The values of the angles we mea-
sured between the surface plane and defect watiéQ and
90°, see aboveare close to these. The angle between the
direction (112 and the line of intersection of the planes
(111 is 54.7°. This value is also close to the angle between
the axis of the dihedral angle and the direction of extension
of the sample £60°).

These coincidences show that the orientation of the de-
fect walls is given by the orientation of easy glide planes in
cold-rolled samples of Cu, Au and Pd.

On the other hand, in metals with BCC lattices, one of
which is Mo, the glide planes arfl10 and {112}. The
angles between them are48.2, ~54.7 and 90! These
values are also close to the angles at the tips of primary
defects on the surface of Me<( 50 and~90°). Probably the
defects are formed by the exit of dislocations in this metal as
well.

However, in metals with this type of crystal lattice there FIG. 6. Sketch of the mechanism for formation of defects at the surface of
are no well-defined easy glide planes. It is probable that foPEt’?"S under a load. a—dislogation moving towarc]s the surface, b—cross

. section of defect. The dashed line shows the position of the surface before
this reason the “large-scale” defects at the surface of Moormation of the defect , the arrows indicate the direction of motion of the
have the shape of formless clustéfgg. 5) in contrast to the dislocation.
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The dislocation structure of strained single crystals ofG¢ with various orientations is

investigated by electron microscopy. The evolution of the dislocation structure parameters is
studied as a function of the degree of strain, temperature, and orientation of the single

crystals. Analysis of the experimental dependences of the yield stress on the density of dislocations
leads to certain conclusions about how various mechanisms for dislocation drag make
temperature-dependent contributions to the deforming stress, and about the nature of the thermal
hardening of NjGe. © 1998 American Institute of PhysidsS1063-783%8)02004-§

Ni;Ge alloys belong to the class of intermetallic com- sheets 0.3—0.4 mm thick from strained samples along planes
pounds having the 1, superstructure, which exhibit changes of type{100;, {110}, and{111}, from which we made foils to
in mechanical properties with increasing temperature that arstudy in a UEMB-100K electron microscope. For each ori-
unusual compared to pure FCC metals: in the majority ofentation we studied the evolution of the dislocation structure
cases, the yield limit, yield strength, and coefficient of strainas a function of the straia and temperature. We chose five
hardening increase in temperature ranges that differ for diftemperatureg77, 293, 523, 673, and 873)Kfor each of
ferent alloys. which we performed a qualitative and quantitative analysis

Mechanical properties as a function of orientation of theof the dislocation structure with respect to the degree of
strain axis in different alloys with thiel, superstructure as a strain (up to approximately 5% relative strain according to
function of orientation of the strain axis are rather fully the yield curve.
treated in the scientific literatute! However, experimental Due to its high resolution, diffraction electron micros-
studies of the dislocation structures in these alloys are inactopy is the most effective way to investigate the dislocation
equate. Despite the obvious success of the authors of Refsgructure in detail. However, there are ambiguities regarding
8—12 in their studies of the fine structure of individual dis- the degree to which the dislocation structure observed in the
locations, the systematic studies of the evolution of dislocag|ectron microscope corresponds to the structure of the
tion structures with temperature and strain that are needed rained material. With regard to the materials we studied,
understand the nature of mechanical phenomena are lackinge can say the following. The primary reasons why the dis-
nor are there quantitative data on the changes of varioUgcation structure could differ strongly from the original
parameters of the dislocation structure. Such studies havgycture are a thinning strained crystal region and redistri-
been madeafor the alloy hfre, which possesses a low order- y tion of the dislocations which may occur after it is un-
ing energy? and single crystals of NGe with h|.gh—13nergy loaded. We expect that in both situations, the more signifi-
antiphase boundaries oriented in ##91] direction.” The cant the resistance to dislocation motion and the lower the

subject of this paper is a comparative analysis, both qu"""taﬂeld of long-range stresses are, the smaller these changes

tive ta?d c;usp(tzl‘tatlvs[:r,] ?:1 the d'.SIOtC atljtlor%ggr]ctérg 4]°f S'dnglemust be. The alloys we studied are in this sense ideal objects,
crysta’s of Toe Wi ree orientations ' an since very large frictional stresses cause a high degree of

[139]. The choice of this alloy is not accidental, since this o : . .
. T stability of the dislocation structure. The absence of pileup
material possesses clearly marked anomalies in its mechani-

: : : ) and the high degree of resistance to dislocation motion
cal propertiesithe yield pointr, increases by more than a should ensure minimum redistribution of dislocations durin
factor of 10 with increasing temperatiirand, in contrast to 9

other alloys with thelL 1, superstructure, it exhibits strong ;mliadmg and tthmnnj(;;] of th?hs?mplesa N?vertheless, V\(j
orientational dependence of its thermal harderithg. OOk measures to avoid errors that arise due 1o Some possivie

change in the position of the dislocations in the foil. In the

[234] orientation, we studied the dislocation structure at each

point corresponding to a fixed value of temperature and de-
Our methods for fabricating single crystals and carryinggree of strain in three cross sectiofapproximately(001),

out mechanical trials were described in detail in our papef11l), (011)), each oriented differently with respect to the

Ref. 16. Using a spark cutter with a goniometer, we cut ouglide elements. Once we had sufficient observation statistics,

1. EXPERIMENTAL METHOD

1063-7834/98/40(4)/8/$15.00 618 © 1998 American Institute of Physics



Phys. Solid State 40 (4), April 1998 Starenchenko et al. 619

FIG. 1. Dislocation structure of NGe alloy with [534] orientation.T=77
K. (111) foil cross sectiong=10%.

we were able to monitor some of the effects of redistribution
and exit of dislocations at the surface connected with taper-
ing of the crystal, since these phenomena manifest them-
selves differently at different cross sections for dislocations
of different types. In thg139] orientation we studied the
dislocation structure in foils parallel to the slip planes.

-

2. QUALITATIVE REGULARITIES IN THE EVOLUTION OF A FIG. 2. Dislocation structure of NGe alloy with orientatior[E?A]. T=293
DISLOCATION STRUCTURE K. a—(111) foil cross sectiong=7%, b—001) foil cross sectiong=10%.

Based on information on the crystal-geometric peculiari-
ties of the deformation of single crystals ofJ&ie with ori-
entation[234] obtained from analysis of surface and shapeindicates that the nature of edge dislocations formed at cryo-
changes in samplé€we customarily divide the temperature genic temperatures may be different from what is observed at
range into segments over which the crystal deforms via ochigher temperatures.
tahedral T=77-293 K and cubic [=293-953 K slip. Room temperature corresponds to the descending por-

Let us first consider the qualitative features of a dislocation of the first peak in the temperature dependenge), at
tion structure observed at=4.2—-77 K. At the very begin- which a mixed slip is observed along both octahedral and
ning of the strain we identify two systems of dislocations incubic planeg. Figure 2 shows images of dislocation struc-
various cross sections on the electron-microscope patterrigres obtained at 293 K in foils cut parallel to the acting slip
(Fig. 1. It will be clear from our analysis of the patterns of planes. There is an observable difference between disloca-
slip traces and changes in crystal shape that these correspatiohs of a cubic glide system and dislocations that lie within
to_the following coplanar slip systemg101](111) and the planes of the primary octahedron: long rectilinear thread-
[110](112). For sufficiently large straing>10%), three sys- ing segments of superdislocations whose splitting cannot be
tems of dislocations appear in the structure, which are a sigresolved are characteristic for an octahedral slip system,
that a latent glide system is acting. whereas superdislocations of a cubic system are strongly

According to Ref. 18, the dislocation structure can besplit and warped. It should be noted that even though room
classified qualitatively as mesh-chaotic. The basic elementemperature corresponds to the descending portion of the
of the dislocation structure are edge dislocations which exfirst peak of the anomaly, cubic slip is less developed than
tend along close-packed directions suc B50). Along the  octahedral slip. This is evidence that a replacement of the
dislocations are many kinks and reacting segments. Also olslip system is taking place gradually throughout a certain
served are dipoles with various configurations, although théemperature range in the neighborhood of the first peak. We
fraction of these is comparatively small. As a whole, theobserved the first dislocations of the cubic slip system at
evolution of the dislocation structure with strain in the tem-room temperature.
perature range 4.2-77 K differs from what is observed at Further increases in temperature lead to complete disap-
higher temperatures. We have remarked that the fraction giearance of the octahedral slip system, and at temperatures
edge dislocations at cryogenic temperatures has a tendendy=523, 673, 953 K the strain takes place exclusively
to increase with increasing strain, whereas at 293 K andhrough the cubic slip system. In order to obtain a clear pic-
higher, as already noted in Ref. 19, the fraction of edge disture of the distribution of dislocations throughout the crystal,
locations decreases strongly as the strain develops. In thee observed the orientation of screw and edge dislocations
4.2-77 K temperature range, just as for 60| orientation  separately. Distinctive features of the geometry of a cubic
at 77 K, there is a preferred development of one system aflip system for crystals with this orientation allowed us to
long edge dislocations as the strain increases, which are l@btain images of the dislocation structure with preferred
cated along one primary direction. This behavior probablyresolution of dislocations of either edge or screw orientation.
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(o013

[100]

FIG. 3. Sketch of positions of primary_cubic glide systé@@l)[lTO] ina
crystal with strain axi$234] and faceg858), (332).

FIG. 4. Dislocation structure of NGe alloy with orientatior[334]. Foil

The sketch in Fig. 3 shows quite clearly that foils cut paraIIeIcross section858), s—15%. T 523 (a) and 953 K(b).

to the (858) facet contain primarily edge dislocatiofsince
the direction of shear is approximately perpendicular to the
plane of the facet while in foils parallel to the(331) facet

. . . observed at this temperature in other orientations. In keepin
we expect screw dislocatiorisince the plane of the facet is P ping

with our choice of orientation, the development took place

close to the plane where the shear vediii0] lies). We o|preferentially for one slip system, although traces of a second

isolate(_j the screw and edge components ofadisl_ocation lo Bss-developed system were present. The fundamental ele-
?ccordl?gStZ%th;?ethodd ;vse3h2veA(tje55é:élbsd at t”gl tem%ere}hents of the dislocation structure were edge dislocations
ures of 523, 673, an j . we ObServed &, densityp,, which made up roughly half of the structure
layerlike dislocation structure: long dislocations whose Ofi- hen e=5%. We also observed bent dislocations. narrow

enttaélc;)ns aref_clgse tp that C:L tlhe eéjgle catgse dbunsc(:h_e N se%%oles and dislocation loops. The fraction of linear disloca-
rated by rarefied regions with low dislocation dens#g. tions increased with strain. As we mentioned previously in

4a. This dls_loc_:auon dlSFI’IbutIOh IS how mamtamed untllithe discussing the orientatiof234], this is atypical at higher
rupture strain is reachdde., e~20%). A similar structure is temperatures

encountered at a temperature of 673 K as well. However, the At room temperature the dislocation structure in the

layerlike qual_lty described above is he_re Iess_ marked. As th 39] orientation has a number of features that distinguish it
temperature increases to 953 K, the dislocation structure u ;

d anificant litati h A b ; om the corresponding structure [B01] orientation, nota-
ergoes significant qualitative changes. As can be seen romy a high density of dislocations but relatively small fraction
Fig. 4b, the dislocations are practically unconnected with

o . ) of linear dislocations compared to th@01] orientation(Fig.
their glide planes. It is probable that diffusion processes arg b heot) (Fig

so intense that superdislocations, even as they mediate creep)f, Glide along a latent system is obviously in evidence:
may themselves become the mechanism for plastic flow. In

cross sections cut so as to reveal screw dislocations we ob-
serve protruding dislocations or very short dislocation seg-

ments.  __

In the [139] orientation we studied the evolution of dis-
location structures at five temperatur@s, 293, 523, 673, o
873 K) in planes close to the slip planes for various degrees [+
of strain. The orientations we studied were characterized by a J3
sharp peak in the temperature anoriaBt a temperature of N
~ 620 K. Therefore, we will analyze the distinctive features
of the dislocation structure individually fof<620 K and
T>620 K.

We investigated three temperatures in the temperature
range 77-620 K: 77, 293, and 523 K. The structure we obg|G. 5. pislocation structure of M&e alloy in[139] orientation.(111) foil
served at a temperature of 77 K was similar to the structuresoss sectionT=293 K, s=7%.
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40} a - b

FIG. 6. Dislocation structure of iGe alloy in orientatior{??;g]. (119 foil 0 0 2'0 0 70 20 30
4

cross sectionT=673 K, e=2.5%. %
9 o

FIG. 7. Dependence of the average dislocation density on degree of strain

despite the fact that glide in the primary octahedral plane#r orientationd139] (a) and[234] (b). T (K): 1—4.2,2— 77,3— 293,4—
dominates, practically all the microphotographs we observed?3:5— 673,6—873.
showed dislocations of two other glide systems. We assume
that the deformation starts with primary octahedral slip, but
because of the strong hardening of the first glide system the For the [234] orientation, the curves that describe the
hidden g||de system begms to act even at 5% deformanrp_lependence of the dislocation denS|ty on strain have a com-
This is probably why a tendency to form a cell-like substruc-mon outline and shap@vith one exception at 953 K, which
ture is observed for strains that are pre-rupture- (20%) we discuss in more detail bel()y\at all the temperatures we
An anak)gous p|cture app“es =523 K. Here the disloca- StUdied these functions can be described by quadratic pa-
tion structure is even more dense, and once again two mof@bolas both for octahedral and cubic glides, ieskoe?
systems of dislocations are observed although the dominarit K1, wherek, depends on temperature. The exception is the
glide system is in the primary octahedral plane. Further inhigh-temperature region, where the dislocation dengaty
creases in the deformation lead to enhancement of glidé =953 K) saturates even at=10%, remaining unchanged
along hidden systems. Characteristic elements of the disloc&0r even decreasings the strain is increased further. This is
tion structure linear dislocations, whose fraction decreasegbviously related to activation and intense evolution of the
with increasing strain. processes that annihilate dislocations at these temperatures.

At temperatures 673 and 873 K, along with dislocationsThe way these curves(e) change with temperature corre-
of the octahedral glide system we observe strongly split dislates with the behavior of the hardening curvds),'® a
locations, which are probably dislocations belonging to thdowing us to assert that the shape of the yield curve is deter-
cubic glide system as it enters into the strain pro¢Bgs 6.  Mined by the change in the dislocation component of the
It is characteristic that the cubic glide replaces the octahedrgihear stresses. Nevertheless, the cup(eg obviously be-
glide gradually, as it does in the case of [#84] orientation. have differently for octahedral and cubic glide: increasing
The glide is mixed in character both at 673 K and at 873 K the temperature while other conditions are kept the same,
The dislocation structure becomes noticeably nonuniform al¢ads to an increase in the dislocation density for octahedral
the temperature increases to 873 K. Qualitatively differenglide, whereas the reverse is observed under cubic shear, i.e.,
structures are observed on microphotographs obtained frof decrease in the dislocation density. The intensity of dislo-
various places on the film, both patterns that are typical ofation pileup is anomalous in its temperature dependence for
low-temperature octahedral glide and patterns that qualita?Ctahedral glide: instead of the expected decrease in disloca-
tively recall the structure of high- temperature cubic and oction pileup intensity occurring in pure metals, increasing the
tahedral glides. A similar structural nonuniformity may be temperature causes the pileup intensity to incrébig 7b),

the origin of the complicated hardening curves obtained atvhereas cubic glide exhibits the normal dependences that are
T=873 K16 characteristic of pure metals. A common feature of all the

orientations is the fact that, despite the considerable effect
temperature has on the magnitude of the dislocation density,
the overall strain dependence of the density and rate of dis-
location pileup over various temperature ranges intervals is
described by curvep(e) that vary with temperature in a

In Figs. 7a and 7b we plot the change in average dislosimilar manner, although the rates of change of these curves
cation densityp versus temperature and strain for;8e (as well as the hardening curves; see Ref) #iépend
single crystals witH139] and[234] orientations. Compari- strongly on orientation. Under octahedral glide, the most
son of plots ofp(e) obtained for the different orientations rapid change in the curves(e) is observed for thg139]
shows that the microstructural parameters of the alloy undeorientation(Fig. 73.
study are senistive to a considerable degree to changes in the There is a traditional point of view that associates ther-
orientation of the strain axis. mal hardening with interlocking of screw dislocations, which

3. CHANGES IN THE DISLOCATION PARAMETERS OF THE
STRUCTURE WITH TEMPERATURE AND STRAIN FOR
NI;GE CRYSTALS WITH VARIOUS ORIENTATIONS
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orientations under discussion B&523 K. Measurements of

the length of edge dislocations were made using 15 to 20

photographs of dislocation structures obtained from foils par-

allel to the glide planes. It turned out that the rate of decrease

of the length of edge dislocations in orientations with mul-

tiple glide was considerably higher than for single glide,
1 which can be related to the fact that the length of interlock-
4t ing screw segments is determined by the length of free dis-
location segments bounded by obstacles formed by interdis-
location interactions.

P/ps%

4. ANALYSIS OF CONTRIBUTIONS OF VARIOUS

A ) 2 1 1 ) 2 1 MECHANSIMS TO THE RESISTANCE TO STRAIN
0 400 800

T,K A multitude of experimental data show that the connec-
. . _ __tion between the shear stresgor a given rate of strain and
FIG. 8. Temperature dependences of the fraction of rectilinear d|slocat|onfh . . . . . .
for orientation[001] (1) and[139] (2). e=5%. e density of (_j|slocat|0n;a can be described satisfactorily
by the expression

_ 12
is accompanied by the creation of edge dislocations. A dis- 7=7e+ aGhp™ @
tinctive feature of dislocation structures of strained orderedvherer¢ is a frictional stress unrelated to dislocations and
alloys is long interlocked edge segments with screw orientais the interdislocation interaction parameter. Relatibncan
tion. Let us compare the distinctive features of pileup of edgdye used to analyze how various mechanisms that arise during
dislocations in[001]-oriented NiGe single crystals with strain contribute to the yield stress. Changes in the yield
pileup in single_crystals of the same alloy oriented for astress can be due to several factors.
single slip (the [139] orientation. In the [234] orientation 1) A change in the resistance to motion of dislocations
this kind of measurement is not made, because cubic glide at is unrelated to interdislocation interactions which, in
present even at 293 K; we only observed pure octahedrdlrn, can be written as two terms:
glide in this case at 4.2 and 77 K, when the formation of _ 0 s
edge dislocations is probably unrelated to the generation of e =7e(D+7&(T), @
Kira—Wilsdorf barriers. In Fig. 8 we plot the fraction of rec- where 72(T) is the dislocation-independent friction resis-
tilinear dislocations versus temperature for 5% strain andance, connected with intrinsic lattice frictiqgthe depth of
crystals oriented along the directiof801] and[139]. It is  the Peierls valley interaction of gliding dislocations with
clear that the fraction of edge dislocations in {i89] ori-  atomic impurities, antiphase domain boundaries, antiphase
entation is approximately twice as small as in [081] ori-  boundaries of strain-related origin, and nonuniformities of
entation. For both orientations, plots of the fraction of edgethe crystal structure related to it, whilg(T) is the self-
dislocations versus temperature share a common feature: theaking stress of superdislocations defined by specific
presence of a maximum at roughly room temperature, folmechanisms that are characteristic of tHg superstructure.
lowed by a decrease, despite the fact that shear stresses afe first group of mechanisms has a negafiverma) tem-
the yield limit continue to grow. perature dependence, while the second has a positive depen-
The way the lengtH of edge dislocations varies with dence(anomalous
strain also has its peculiarities under conditions of single or  2) A change ina(T), which can occur for several rea-
multiple glide. In Fig. 9 we plot the dependence of the lengthsons. The first of these is traditionally associated with a de-
of edge dislocations versus strain for single crystals with therease in the thermally activated component of the interac-
tion with the dislocation “forest.” The second, which is not
S0 obvious, is connected with entrainment of other systems
3r of the cubic and octahedral glide during plastic strain and,
accordingly, with changes in the spectrum of the interdislo-
i cation interaction. The latter, in principle, can lead to a non-
l\E monotonic variation of the parameta(T). Finally, anoma-
'S 2F lous effects on the parametex(T) maybe possible
~d

connected with the creation of Kira—Wilsdorf barriers. Let us

- clarify this with more detail. Kira—Wilsdorf barriers can ap-
pear and disappear during strain, creating an additional resis-
Ll S S ) tance to dislocation motion. The number of places at which
0 8 o 16 thermal activation can occur is proportional to the number of
€, % obstacles generated by dislocations of the “forest” in the

FIG. 9. Dependence of the average length of edge dislocations on the degr§$‘e§r Zonéi-e-: t.he number of |engths of free segments of a
of strain for orientation§001] (1) and[139] (2). T=523 K. moving dislocation that appear on it as it “hovers” at ob-
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(keeping the first terms of the expansion in a Taylor s¢ries
in the form

T
Q
|
=2

500

1 Ap 1
Ari=A7e+ = a(T)Gb —— +tAaGbp2(T)), 3
p2(Ti)

whereA 7i¢ is the change in frictional stress, the second term
- - 4 A7, is the contribution connected with changes in the inten-
§ ¢ sity of dislocation pileup, and the third termvr, is the
i W S o S change in stress caused by changes in the interdislocation
g 4 43 20 0 4 12 20 interaction parameter. These contributions can be determined
/11/2, 10°m™’ from the experimental functiom(p'?). Then the resistance
to strain can be written as

T, MPa
| e\

FIG. 10. Dependence of the reduced shear stressgsthe square root of

the average dislocation densitp for deformations with the following axis

orientations{ 234] (a) and[139] (b). T, (K): 1—77, 2—293, 3—523, 4— T= T(To)+2 Ar= T(To)+2 ATie
673,5—873.

+2 Aaiebp%(Ti). (4)
pZ(T) '

stacleg, N= (D/p_%) (D/p_%) =D?p, whereD is the size  Figure 11a shows the results of this analysis for [(®4]
of the shear zone anglis the dislocation density. The num- orientation. As a starting temperature we u3ge-77 K; the
ber of successful activations that lead to the appearance ofsrain for this analysis was 5%.
virtual barrier(i.e., one that appears and then is destrpyed  Consider a diagram of how the contributions to the de-
will be proportional toD?p exp(—ukT). In this case the forming stress change with temperat(Fég. 113. All three
work that the external stress will do i8A=D?p exp  of the abovementioned contributions increase in the tempera-
ture range 77-293 K, i.e., they exhibit an anomalous tem-
perature dependence. The largest change in the resistance to
) ) ) ) 1 dislocation motion £80%) comes from the increase in the
for generating the Kira—Wilsdorf barrier, andp™ 2 is ;he parametere, while the remaining~20% of the increase in
length of the Kira—Wilsdorf barrier. The sheaa=D"b;  yeforming stresses is connected with an increase in the fric-
consequently, the reS|stance to destruction of Kira-Wilsdorfj; 4 stress £15% and the rate of dislocation pileup
barriers 7= (5A/Aa) = 2><exp(—u/k'DAU/b A compo- (=5%). Increasing the temperature up to values that exceed
nent of the resistance to motion of superdislocations appearsom temperature qualitatively changes the temperature de-
that is proportional to the square root of the dislocation denpendence of these contributions: up to a temperature of 550—
sity, which leads to an effective anomalous increase wittb70 K, they all decrease with increasing temperature. In-
temperature of the parameter The other component of the creasing the temperature further decreases the contribution
shear resistance, which is not associated with the density aonnected with the dropoff in interdislocation interaction pa-
the dislocation “forest” (the appearance of Kira—Wilsdorf rameter and the rate of dislocation pileup, whereas the fric-
barriers and their destruction by free superdislocajions tional stress {g) increases, reaching values f150 MPa.
gives a contribution to the change af. Because of this anomalous increaserin the total function
3) The shear modulu§& decreases linearly with tem- 7(T) exhibits a second washed-out extremum in the neigh-
perature, and its change does not exceed 25% in this tenporhood of the cubic glide.
perature range. By analyzing the contributions to the deforming stresses
4) Finally, a contribution that turns out to be important is as we did for thg[139] orientation, see Fig. 11b, we can
one connected with the pileup of dislocations, which in con-establish the following facts. In the temperature range where
trast to the case of pure metals can be anomalous. anomalous increases in the deforming stresses are observed,
The plots of the experimental shear stresses versus thibe contributions connected with changes in the frictional
square root of the dislocation densitfp'?) shown in Fig. stresses and intensity of dislocation pileup increase anoma-
10 for various temperatures other than cryogenic turn out téously. In this case the main contribution comes from
be linear with reasonable accuracy. At cryogenic temperaehanges in the frictional stress, which greatly exceed the con-
tures the functionr(p*? can be approximated by two line tribution from changes in the rate of dislocation pileup.
segments, indicating the presence of two stages of strai@hanges in the contribution connected with the temperature
hardening in this case. dependence of the parameteare also nonmonotonic; how-
Equation(1) allows us to separate the contributions of ever, their maximum value does not coincide with the maxi-
these mechanisms using the following considerations. Letnum of the anomaly and occurs at room temperature. The
the temperature change fromto T, ;. Then neglecting the parametera, and accordingly the contributions connected
change in the shear modulus, the change in deformingyith it to the deforming stresses, increase only in the range
stresses for a preset strain can be approximately writte@7—293 K and decreases when the temperature is increased

+2 5a(T)Gb

1
(—wkTAUwp™ 2, whereAU is the energy to destroy a unit
length of Kira—Wilsdorf barrieru is the activation energy
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400 |- deformation was mediated by octahedral glide over the entire
a temperature range studie@£77—-293 K. Under these con-
ditions, the thermal hardening is related primarily to anoma-
200 A & lous changes in the friction stress, which increase monotoni-
3 cally in all temperature interval§77—-963 K. For the
[ intensity of dislocation pileup anomalies appear beginning
g 7 1 only at room temperature, and in the temperature range 77—
293 K the pileup intensity decreases only slightly or does not
[ . increase. The parametes is anomalous at the initial stage
600 1+ ;';'4'.'. (as it is in other orientationsonly at temperatures below
A '-Z". room temperature, whereas at temperatures above room tem-
i P \: perature a normal decrease with temperature is observed.
400+ ) The second peak in the functian(T) is not observed, and
in the temperature range 600—-700 K the curvature of the
i function 7=(T) is observed to decrease, which could indicate
the hidden presence of a second peak and its indirect effect
(= on the functionr(T).
i | The regularities we have observed in our study of the
dislocation structure of NiGe single crystals with various
orientations, and their analysis, lead us to certain conclusions
[ and assumptions regarding the mechanisms for thermal hard-
fook ening in alloys withL1, superstructure.

Most importantly, this involves the Kira-Wilsdorf
mechanism, which is traditionally assumed to be the primary
and most often the only mechanism for thermal hardening.
The facts we have observed require critical examination of
this mechanism. First of all, there is the impossibility of
understanding the evolution of a dislocation structure in the
y regime of high-temperature thermal hardening, where the
':'3'0'0'0'0'0;:;0;0;0;0'0'0' BRI R IR a_nomah_es prodqce th_elr strongest effects evgn_as the _edge

% o | dislocation configurations that are characteristic of Kira-

T, MPy.
[\
8
1

20.0202020.‘:2:. 40‘2:2620?0?0’0‘ ?:?0.’«90
g 200 600 1000 Wilsdorf barriers are being displaced by bent dislocations: in

TK some cases, the fraction of linear dislocations does not ex-

FIG. 11. Diagram of the temperature variation of contributions to the de-C€€d 5% in the range where the temperature anomaly has its
forming stresses for various orientations of the strain g#234] (a), [139] maximum. This compels us to view arguments that the Kira-
(b), and[001] (). 1—shear stresses corresponding to the temperature ofA/ilsdorf mechanism plays the decisive role in the high-

boiling nlt_rogen (the temperature—lndependent part Qf the shee}r str)esses[emperature region skeptically. In contrast, the low-
7.(Tg), €=5%, 2—contribution caused by changes in the friction stress : .
A7, 3— contribution connected with the temperature variation of the in- t€Mperature region of thermal hardening, and also the range

terdislocation interaction parametdrr, , 4—contribution connected with Of medium temperatures where diffusion processes have not
the change in dislocation pileup intensityr,,, 5—total resistance to strain yet developed, give evidence that effects connected with the
73 =7,(To) + A7+ A7, +A7,. The points indicate the experimental de- formation of Kira-Wilsdorf barriers are operating. Here an
pendences of the deforming stresses on temperature. . . . . . . .

increase in the density of linear dislocations is observed,

along with an anomalous change in the interdislocation in-

teraction parameter, and the intensity of dislocation pileup
further. A part of the decreasing functien(T) falls within ~ can be explained by the process of forming Kira-Wilsdorf
the region where octahedral glide takes plate=293-600 barriers.
K), while the rest falls within the region of cubic glide In order to understand the evolution of a dislocation
(T>600 K). structure in the high-temperature region it is necessary to

Note in particular that in this casg-(T) has no maxi- take into account the effect of temperature as a factor that
mum. The reason for this is that the temperature of the se@ctivates the processes of diffusion and self-diffusion, and
ond maximum is close to that of the first, so the two maximaconsequently the processes of interaction of point defects
are not resolved. This probably is correct, since at a temperavith dislocations. Only by viewing the processes of edge
ture of 973 K the quantitied 7 approximately coincide in dislocation creep as processes of diffusive self-interlocking
the [234] and [139] orientations under conditions of cubic of superdislocations can we understand such facts as the ab-
glide. sence of linear dislocations in the neighborhood of the high-
We did not investigate thg@01] orientation in this work; temperature peak of the anomalies, the low mobility of edge

however, the data given in Ref. 14 are enough for us talislocations under cubic glide, and the anomalous depen-
analyze by analogy with what was said abdf@. 119. A dence of the yield stress and dislocation pileup intensity un-
distinctive feature of the experiments in Ref. 14 is that theder cubic glide in the high- temperature range.
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Changes in the discontinuous creep of a polymer composite brought on by weak stress
and magnetic fields

N. N. Peschanskaya, P. N. Yakushev, and A. B. Sinani

A. |. loffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
(Submitted October 23, 1997
Fiz. Tverd. Tela(St. Petersbuig40, 681—-683(April 1998)

Using precision interferometric methods, we were able to record changes in the characteristics of
discontinuous creep of glassy polymers brought on by preliminary treatment with weak

external fields. For the example of a polymer composite we have shown that the long-period
application of small loads and a constant magnetic field greatly reduces the nonuniformity of the
creep rate at large stresses, i.e., it decreases the suddenness of abrupt deformations. After
separating the effects of the magnetic and force fields, we concluded that the effects resulting from
not only stress but also magnetic fields have partially reversible character. Our data confirm

that a constant magnetic field affects the local potential barriers that inhibit strain in nonmagnetic
materials. ©1998 American Institute of Physid$$1063-783%8)02104-3

In recent years interest has revived in the question of The goal of this paper is to estimate the degree to which
how constant magnetic fields affect the mechanical propemweak stress and magnetic fields change the discontinuous
ties of nonmagnetic materials such as polyntegich ef- creep of a polymer composite.
fects are explained by the high anisotropy of the diamagnetic
susceptibility of polymer chains. In Refs. 2—4 it was demon-1. SAMPLES AND METHOD
strated that a constant magnetic field can affect the creep-rate

characteristics of linear polymers at temperatures below thgompression of a composite consisting of epoxy resin and

glass temperaturé<T. _The results of _Ref. 2 imply that at diabase powder. The average diameter of a diabase grain was
T=300 K, when relaxation processes in polymers are SIOW0.315 mm. The samples had a height of 6 mm and a diameter
the magnitude of the creep ratechanges under the action of of 3 mm. The test temperature of 290 K lies in the relaxation
a weak magnetic fiel@ kOg only if the magnetic field acts range, which is most sensitive to changes in the structure of
on the sample for a long time. For some polymers the mosghe adhesive layers in analogous compositéée recorded
sensitive characteristic is the nonuniformity of the fiateée.,  the creep process using laser interferometet8y applying
its degree of scatter under small strain increments. Wheg strain having a sinusoidal time dependence, we can mea-
other conditions of the test are kept the same, the effect of gure the creep rate based on the beat frequency and its
constant magnetic field on the degree of rate scatter is difehange, with an accuracy up t91% on a base strain of 0.3
ferent for different polymers and depends on the magnetigem. Before being loaded, i.e., before the creep begins, the
susceptibility of the materidt? It is assumed that the con- sample is compressed by a die, which is used to test how
stant magnetic field smooths out local magnetic fields apreliminary exposure to a weak stress fieiglalong with the
those physical lattice sites which interrupt the motion of de-constant magnetic field affects the creep. A DC magnet is
fects, thereby giving rise to discontinuous creep or a scattencorporated into the apparatus such that a sample placed
of creep rates.As a rule, a constant magnetic field acts tounder the die is located between the magnetic poles. The axis
suppress the nonuniformity of the creep rate. A similar effecof the sample was perpendicular to the direction of the mag-
is observed, especially for large bodies, after preliminary exnetic field intensityH. Creep was observed when the com-
posure to small mechanical stresses. It is reasonable to agosite was loaded by a large stressfor a certain time
sume that any decrease in suddenness of strain jumps in(&=20 or 10 min; the overall deformation did not exceed
sample caused by fields of any nature corresponds to small@r5%. The last 20 beats on the diagram were used to calcu-
scatter in the hardness and longevity of the material. late the rate, and then the rate functierwas constructed

In previous studies of the effect of a magnetic field onfrom successive 0.g3m strain incrementae.
creep, the systems investigated were linear polymers in the Previous work has established that polymer creep is dis-
glassy staté~* However, the systems that find most wide- continuous in character, connected with the nonuniformity of
spread application in practice, composites based on hardenge supramolecular structute’ In this paper,e —Ae plots
resins with a network-like structure, are more complicatedare used to calculate one of the characteristics of discontinu-
In such systems, a large role is played by adhesive layersus creeph=3M_,(¢™s™"m), wheres™> and ™" are
between the bondingresin material and the filler. These the maximum and minimum values of the rate within the
materials are distinguished by nonuniform structure both ah-th period of its change. The value bfis defined as the
the molecular and premolecular levels. average of various trials over five periods on the same strain

We studied changes in the creep rate under uniaxial

1063-7834/98/40(4)/3/$15.00 626 © 1998 American Institute of Physics
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FIG. 1. Dependence of the creep raten the strain incremenie for the

composite ED+ diabaseg =47 MPa,e =3%,t=20 min.1— H=0, g,=0. FIG. 3. Dependence of the degree of nonuniformity of the hate the time

2 — H=2kOe,0(=0.4 MPa,ty=4 days. to after removal oH anda,=0.4 MPa(1) and on the timé, in which only
0 acts(2). 0=60 MPa,e=3.5%,t=10 min. 1 is for preliminary exposure
to the constant magnetic field7 days. The scatter in values df is de-

interval. The value ofh is investigated for creep under duced from 5 measurements

stresses ofr=47 and 60 MPa after various timeg for

preliminary exposure to constant magnetit<2 kOe and

stress fields ¢o=0.4 MP3. function of strain for loading after 17 days exposure to a
constant magnetic field ang,. It is clear that the scatter in
2. RESULTS AND DISCUSSION the rate is small. After this test, the samples were unloaded

Figure 1 shows dependences of the creep rate on straf'd the procedure was repeated for the sanimit a differ-
for an initial composite sample and for a sample subjected t&"t €xposure timé, during which the sample was without a
oo andH. It is clear from Fig. 1 that although the average Magnetic field t1=0) but still subjected taro. Curve2 in
creep rates of the two samples are roughly the same tHeld- 2 Shows that the rate is more nonuniform than on curve
original sample exhibits strong oscillations in the creep ratel: Which indicates relaxation, i.e., partial recovery of the rate
The effects of the constant magnetic field anglwere nonuniformity after the constant magnetic field is removed.

further examined in more complicated tests and at largef-Urve3in Fig. 2 corresponds to creep after the material has
stressesr, sometimes on the same sample in order to ex€laxed for a day without either the magnetic fieldogr the
clude random differences in the rate. Creep was observed fienuniformity of the rate has become even more marked
the initial stages of the strain, where damage to the structurdan for the ongmal QOmDOSIl(GFIg. 1. We used curves such'
takes place only in local volumes and a large part of the®S t_hose shown in Figs. 1 and_2_obta|ned over the same time
strain (to accuracy of 0.1%is reversible upon unloading. In periods and on the same strain intervals to calculate the av-

Fig. 2 (curve 1) the change in the creep rate is plotted as &£r29€ valuéh, which characterizes the degree of rate scatter
quantitatively.

It is clear from Fig. 3(curve 1) that during the time in
3 which the sample is kept &1=0 after exposure to the con-
stant magnetic fieldbut with oy#0), the value ofh first
increases and then saturates, i.e., the magnetic field reduces,
although slightly, the scatter in the rates. Preliminary expo-
sure to only the stresg, for a long time also decreases the
nonuniformity of the ratén (curve2), but not as much as the
combined effect of the two fields does Fig.t3=0).

Thus, curved and?2 in Fig. 3 can be used to distinguish
the effects of the fields, and allow us to conclude that both
the constant magnetic field amg)<o decrease the nonuni-
formity of the strain rate under subsequent loading
(o>0() and that the effect of botlr, and the constant

0.02 0.06 a.70 magnetic field is relaxational in character.
4e,% The structure of the composite is nonuniform not only at
_ the micro- but at the macroscopic level, due to granularity,
FIG. 2. ‘Dependen‘ce of the creep rat®n the strain incremems for the the presence of pores, and defectiveness of the diabase-resin
Egg,p;:':t%_f?ﬁgﬂiiﬁe;ﬁg:’wf_ e _?"aoi’bitimnﬁﬂlp;o'iz boundaries. It is possible that the mechanism by which the
days,h=1.35,3— H=0, 0;y=0, t,=1 day,h=2.2.2 s after regimet, 3is _ fleldsH and o affect the composite structure are different.
after regimesl and2. For example, a long preliminary exposure to small stresses
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that do not cause growth of harmful cracks can result instrain in the composites did not exceed 3—3.5%, i.e., within
“healing” of microcracks and pores as a result of local the reversible viscoelastic region. Since viscoelastic defor-
shears, whereas the magnetic field acts to smooth out andation is connected to localized plastic shears which do not
decrease the nonuniformity of local magnetic fields thatinteract with one another, our results prove experimentally
make up part of the strain potential barriers. In both caseghat local potential barriers at the initial stage of deformation
loading with a large stress causes motion of defects accordre changed by the influence of a magnetic field and that the
ing to a mechanism whereby physical sites are replaced bkinetics of local shears can affect mechanical characteristics
more uniform sites, and consequently the strain discontinuiat the macroscopic level.
ties become less shafp’ It is assumed that strain processes ~ The authors are grateful to Yu. Khristou®ulgarian
take place essentially in the adhesive layers of the polymerAcademy of Sciencedor providing the samples.

The changes we have discussed in the creep rate affect
not only strain but also crack formation during creep, which
is slowed by preliminary loading. In fact, the longevity of a yu. P. Rodin, Mechanics of Composite Materials No. 3, 48991 [in
composite loaded with 60 MPa without preliminary exposurezsu?\lsi?éschanska V. YU Surovova. and P. N. Yakushev. Fiz. Tverd
to eitherH or oy was 50 minutes, whereas the total longevity Téla'(l_enmgrad 31’1’ '2111 (1992 [50\/’. Phys.- Solid Stai@d 1127
of a sample loaded by the same stress of 60 MPa was 1701995
minutes after a preliminary loading with small stresses. Pre-N. N. Peschanskaya, Fiz. Tverd. Tef@t. Petersbupg3s, 3019 (1993
vious studigs of the longevity of polymers have yielded simi- 4E\lphl\)llsi3§(s)£ga?1tsaktgsé ;‘rl]24P(19N9?(]ékushev Fiz. Tverd. [zPetersbug
lar results>® Hence, a prgllmmary loading with stresses that 39, 1'690(1997) [Pr):ys. Solid Stateo, 1509'(19937)]. '
are roughly a hundred times smaller than the rupture stressy . peschanskaya, P. N. Yakushev, Yu. Khristova, and A. Tl
significantly increases the longevity of the material due to its High Molecular Weight Compounds 85, 1493(1993 [in Russian.
hardening in local volumes. An analogous effect on the ma-°V- A. Stepanov, N. N. Peschanskaya, and V. A. Shen,Hardness and

. . Relaxation Phenomena in Soliddseningrad, 198%[in Russiarn, 245 pp.
terial can be EXDECted after exposure to a constant magnetlff‘. N. Peschanskaya, P. N. Yakushev, L. P. Myasnikova, V. A. Marikhin,

field as well. A. B. Sinani, and M. Yakobs, Fiz. Tverd. Tei8t. Petersbung3s, 2582
Thus, our data confirm the possibility, in principle, that (1996 [Phys. Solid Stat@8, 1416(1996)].

e 8 .

not only small stresses but also magnetic fields can affect theV- V- Zhitkov, N. N. Peschanskaya, and V. A. Stepanov, Polymer Me-
. . . . . chanicsl, 176 (1972 [in Russian.

generation of kinetic features in the deformation of macro-

scopically nonmagnetic polymeric materials. In our tests theranslated by Frank J. Crowne
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Thermal effects and anomalies in the low-temperature plasticity of crystals
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(Submitted October 31, 1997
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This paper discusses theoretically the mechanism that causes the temperature dependences of the
yield point and yield stress, along with their rate coefficients, to deviate from behavior
characteristic of thermally activated plastic strain at low temperaiur&9 K). At this time the
existence of such deviations, e.g., anomalous decreases in the values of these characteristics

in this temperature range, is explained by arguing that the process whereby dislocations overcome
local barriers has inertia. It is shown that the observed anomalies can be caused by the
development of thermal instability in the plastic strain at low temperatures. In contrast to inertia-
related effects, thermal effects allow us to explain the plasticity of crystals at low

temperatures without contradiction and within the framework of a single mechanism, including

the unstable, discontinuous character of plastic strain that is characteristic of these

temperatures. ©1998 American Institute of Physids$1063-783#8)02204-7

Studies of plastic strain in crystals at low temperatures It is clear that if they existed, quantum and inertia effects
(<30 K) have found that the temperature dependences ofiould have to appear even at the earliest stages of plastic
yield stressesr and yield points;# along with their rate strain, when individual dislocations interact with obstacles,
coefficients g7/ In £~ are often anomalous when com- but experiment shows that they are not found in the micros-

pared to normal plots of thermally activated plastic strainfain range. It is the temperature dependences of the yield
(curves1 and 1’ in Fig. 1). Observed deviations from the point and yield stress that exhibit anomalies, i.e., regimes of
standard Arrhenius form of these functions have been usetense multiplication of dislocations and the formation of
as evidenc®” that the plateaulike anomaligsurves2 and  SIiP lines and slip bands in the crystal, .

2') on these curves are signs that dislocations are using ANOther important fact that challenges the proposed

athermal quantum mechanisti&to overcome local barriers, guantum athermal charact@nd dislocation-induced inertial

whereas inertia of the process by which dislocations OVerg:haracte)r of plastic strain in crystals at low temperatures is

come obstacles with short-range forces can explain only th
sharp dropoffs that appear on these curfeesves3 and3')8.

e unstable nature of the strain at these temperatures: strain
iscontinuities develop within precisely those temperature

<14
Like the quantum effects, inertia gives rise to a rate of plasti({"’:gggff éyﬂgﬁgzre itgir:g d ir?lﬁgggfnfn erg:ur:r:jzm:rl\?jiices
deformation that is higher than that associated with therma P P P

) . . .of the yield stress and its rate coefficients. At present, there is
fluctuations, and a corresponding decrease in the deformmgonvincing experimentih78and theoreticAP-2proof that
stresses. . o . he instability of low- temperature strain is caused by thermal

Although these phenomena can, in principle, be invoke

¢ lain th | p f the t ‘ q nstability as the crystal is heated by moving dislocations.
0 explain the anomalous form ot the temperature depefyp;q a0t is not very compatible with proposed quantum

dences of the yield stress at low temperatures, there eXiSteﬁhermaI mechanism for the appearance of plateau-shaped
number of factors which cast doubt on whether these mechag, s nents on the temperature dependences of the yield point
nisms are actually present in an experiment, thereby giving, i1 temperature range under discussion.
rise to controversy. The doubt is based on the following |, giscussing inertia effects as the cause of anomalies,
facts. ) like the sharp dropoff in the magnitude of the yield stress as
Athermal plateaus are observed in the temperature dpe temperature decreases, it should be noted that the mag-
pendences of yield points, but are absent in samples stressglyde of this dropoff observed in experiments is tens of
below the yield poinf. The situation is analogous for anoma- percent: 41518 |n quantitative terms this is in poor agree-
lies such as the abrupt decrease in the magnitude of the yielgent with, e.g., the decrease in the yield stress as a result of
point as the temperature is decreased starting with some criti transition of a metal from its normal to its superconducting
cal value of the temperaturgurve 3 in Fig. 1). In Ref. 10  state, which is well studied today and known to be connected
the authors compared the temperature dependences of tfgth dislocation inertia, since the magnitude of this decrease
macroscopic yield poift and shear stresses at small plasticdoes not exceed one percént.
strain (<10 %, trials based on internal frictidh in single These facts compel us to look for other mechanisms to
crystals of aluminum. The temperature dependence of thexplain the appearance of anomalies in the low-temperature
shear stresses has a normal form, whereas the macroscopiasticity of crystals. The goal of this paper is to clarify the
yield point exhibits an anomalous decrease below 20 K. role of thermal effects arising from heating of the strained

1063-7834/98/40(4)/5/$15.00 629 © 1998 American Institute of Physics
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FIG. 1. Low-temperature anomalies in the temperature dependences of the YA
yield stressr (2 and 3) and sensitivity coefficient of the yield stress to the - ald
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crystal by plastic strain as a possible reason why the tem- p = o =
07 10 107 w0*

perature dependences of the yield stress and its rate coeffi-
cients exhibit deviations such as the rapid decrease in their &,5
values after a certain critical temperature is readicedves3 _
and3’ in Fig. 1). In this paper we show that these deviationsF'G' .2. Dgpgndence of the bulk heating’ of the crystal on the rate of
could be caused by thermal instability of the low- temperzal-‘()";;t":z;"a'rE for 0.8-4.2K.1—2n (Ref. 23, 2— Al (Ref. 24, 3—Csl
ture strain. Previously it was demonstratethat the appear- T
ance of plateau-shaped segments in the temperature depen-
dences of the yield point and its rate coefficieffsg. 1,
curves2 and2') is connected with heating at places where oT h )
the strain is localizedslip lines and slip bandsThis heating CoE= " 5 (T-To)+Bre, @
does not lead to the appearance of thermally unstable strain,
but it anticipates its appearance once the deforming stressése heating of such a crystal depends significantly on the
have increased furthéf. deforming stress and the coefficient of surface heat transfer
h as well®® In Egs.(1) and (2), T and T, are the tempera-
tures of the crystal and the cooling medium respectivelg,
time, c is the heat capacity3 is the conversion coefficient of
the work of plastic strain into heat, amtlis a characteristic
The usual objection to the idea that thermal effects playtransverse dimension of the working portion of the crystal.
any significant role in the appearance of low-temperature The magnitude of the steady-state heating of the crystal
anomalies in the hardness properties is that the average bukT is determined by the equilibrium between the rate of
heating of crystals strained at low temperatures, as measurgissipation of energy of plastic strain and the rate of relax-
by any experimental method, are quite small. Figure 2 showation of heat into the cooling medium. For a thermally acti-
experimental data on the heatidd =T— T, of single crys- vated type of strain, violation of this balance leads to thermal
tals of Zr?® and AP* strained at different rates in liquid ~ instability,'*-* which affects the thermal activation param-
He® at temperatured,~0.8— 1.2 K. The magnitude of the eters for low-temperature strain determined in the experi-
heating is determined from the shift of the critical transitionMment and can change the form of their temperature depen-
temperature of the deformed crystal from superconducting tgl€nces.
normal state with respect to the critical temperature of an  The criterion for thermal instability of the strain is a
unloaded sample. In the case of Csl cry$fadsrained at 4.2 negative value of the effective coefficient for rate sensitivity
K in liquid He?, the magnitude of the heating was measurec®f the yield stres?
by a thermocouple. The straight lines in Fig. 2 bound the
scatter region of the experimental points. Their slope is ar _ k_T
unity, which agrees with the theoretical estimate of the mag- dlne \%
nitude of steady-state heating of a sufficiently thin crystal To
strained with a constant rate whereV=—dH/d7* is the activation volumeH (7*) is the
: activation energy,m™ =7— 73 and 7, are respectively the
Bred ) |
= (1)  thermal and athermal components of the yield stressydad
2h the pre-exponential factor in the expression for the rate of

In accordance with the equation of heat balance thermally activated plastic strain=» exp(~H/KT). The de-

1. THERMAL INSTABILITY OF THE STRAIN

In -
&

: ()

8|nT> v

dline
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pendence of the activation energy on the effective stré&ss

can be written in the following very general forfh:
H(T*):Hc[l_(T*/Tc)p]qv (4)

where the constantd. and 7. and exponentp andq de-
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It is also necessary to include the temperature dependences
of the heat capacity and heat transfer coefficients:
c=7eT+Cn(T/Tp)3, h=h,T", (10)

where y, and c,, are the coefficients of the electronic and

pend on the magnitude and nature of the local barriers thgthonon components of the heat capacity, respectively, and

control the rate of thermally activated dislocation motion.
When the temperature of the crysfiais independent of

the strain rates, according to Eq(4) the temperature depen-

Tp is the Debye temperature. The coefficidnt and the
exponent depend on the phase state of the cooling medium.
According to Eq.(7), the temperature dependences of the

dences of the yield stresses and coefficient of rate sensitivityarameters, andh, are determined by Ed5), the change

of the stresses are given by the expressions

r=ro+ 1, F=r[1—(TITH)Yp T =—°
0 c[ ( c) ] c K |n(V/8)
5
1-p
(a(r/fc) kT 1 T\Y T\" 7
dlne | V7 pqgln(vie)\ Te Te
(6)

Whenevere depends onT, i.e., whenever the crystal is

of the stressr with temperature, and the coefficient of tem-
perature sensitivity of the stresses
Te E L]
T

1
= —_— 1—
. quc( (

With no loss of generality in the results, and in order to
compare them with experimental data of Ref. 7, in what fol-
lows we will assume that in Eq$4)—(6) and (11) we have
q=3/2,p=1.

In that case, substituting Eg®), (6), (10), and(11) into
Eq. (9), we obtain the dependence of the coefficient of rate

q 1-p
Te T o

Te

aT

o7 (11)

heated by plastic strain, thermal softening of the crystal caggpgitivity of the yield stresses on the crystal temperature

exceed its rate hardening E@). This will lead to a negative
value of the effective coefficient of rate sensitivity )

and to a relaxation of the deforming stresses, i.e., to the
appearance of a jump in the load on the stress-strain dia-

grams.
Taking into account the heating instability, the condition

for loss of strain and thermal stability E() can be written

in the form'®

e,

or B kT h/hk+C/Ck_1

ainsl V. hhoo
BT arT Bred v
Ck_K+X(_(9_T)‘8' hk_ T In (;) (7)

Here y=dr/de is the coefficient of strain hardening akd

is the effective modulus of the system crystal-loading appa
ratus. According to Eq(7), the rate coefficient becomes
negative if

h+C<1

8

Condition(8) for thermal instability of the strain is well con-
firmed by experiment/=2°

2. THERMAL ANOMALIES OF HIGH-TEMPERATURE
PLASTICITY IN CRYSTALS

For a quantitative analysis of the temperature depen
dence of the coefficient Ed.7), it is more convenient to
express it in the form

el N

aT c

Ck

kT
T V|

- ©

dlne

t=T/T, in the form
( ) 2t2/3
To

a(7lTe)
dlne

3In(vle)

3 _ 12/
olq l_aet+amt s (179 .

1_t2/3 ahtl+r

(128

The dimensionless parameters
3yeTe [K+y 3 Te[ Te\¥(K+x
ae_m T )’ m= 2B, ﬁ e |’
2h, THF"
an, e (12b)

 Breed In(vle)

determine the characteristic temperature at which the tem-
perature dependence of the rate coefficient first deviates from
its normal form, and the magnitude of the deviation. The
normal form of this dependence is shown by the culva

Fig. 3a, which is plotted using the expression inside the curly
brackets in Eq(12g atT=T,. Curve2 in Fig. 3a showsfor
T~T,) how the character of this dependence changes ac-
cording to Eq(12) if, at temperatures below poidt the heat
capacity of the crystat becomes smaller than a critical
value ¢, and begins to satisfy the adiabatic criteriorc,

for thermal instability of the strain according to E¢8) and

(9).

_ A consequence of the rate coefficient’'s deviation from
the normal temperature dependence is the appearance of
anomalies in the temperature dependences of the activation

volumeV and the parametéﬁ/kTozln(v/é). The tempera-
ture independence of the latter results from the thermally
fluctuating nature of dislocation motion. In a thermal-
activation analysis of plastic straffithe activation energi
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FIG. 3. Temperature dependences of the rate coeffica@nalid yield stress
(b) under conditions of stabl@l) and thermally unstabl€) strain. Experi-
mental points—data from Ref. 7

and activation volumé&/ are found from expressions whose

denominators contain the coefficient for rate sensitivity of-l-k T
the yield stress Eq9). Therefore, the sharp decrease in the
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FIG. 4. Dependence of the temperatdrg of the onset of discontinuous
strains in Ti—O solid solutionéRef. 7) on the yield pointr, as the oxygen
content increases.

3. COMPARISON WITH EXPERIMENT

The points in Fig. 3a show experimental results for the
coefficient of rate sensitivity of the yield point in polycrys-
talline titanium containing 0.96 at. % oxygémccording to
Eq. (129, with the following parameter valuea,=1.1 and
an=3.2X10° (7,=3.6x10? I} m 3.K 2, ¢,=2.1x1C
Jm 3K Tp=415K*, T,=600K, 7.=660 MPa, y
<K, K=1.6x10° MPa, 8=0.6), the critical temperature
T,=0.082T. at which this dependence deviates from its nor-
mal course(point d in curve 1, Fig. 39 is primarily deter-
mined by the phonon component of the heat capacity,
ITe~a, ¥~ 725 A decrease in the content of oxygen
atoms lowers the value of the stress,” which causes a

value of this coefficient due to heating causes an anomaloy$,responding decrease in the critical temperature down to

increase in the experimental values of these parameters,
the temperature at which the strain occurs decreases.

The next critical point is poina on curve2 in Fig. 3a
where, according to Eq$8) and(9), the kinetic criterion for
thermal instability of the straih<<h, begins to be satisfied.
For temperatures to the left of this point the coefficient of

sensitivity of the yield stress to the rate of strain become®

negative, and the strain becomes unstable and discontinuo
in character. According to Eq&8)—(10) and(12) the critical
temperature for the onset of unstable strain equals

1
e
T.= .

From relation(13) it follows that the value of the yield stress
7 at which plastic deformation ceases to be stable shoul
decrease with decreasing temperature

( 2h,.To )”’
Bed In(vle))

14

&

Bred

—th In

13

14

#~1 K and oxygen concentrations of 0.06 at’%t these

low temperatures, the critical temperatufig/T.=a, >

~ 732 depends on the electronic component of the heat ca-
pacity.

Curve 2 (Fig. 33 was plotted using Eq(12) and the
arameter valuea,=11 corresponding to values=1.4
><510*4 s1d=4%x103m,r=0,h=50W-m 2-K~ ! (he-

HGm gas blowing over the sample, see Ref).ZBhe values
of the remaining parameters are the same as above. Clearly
the agreement between the thermal mechanism and experi-
ment is quite satisfactory. Unfortunately, no data was given
in Ref. 7 for negative values of this coefficient, but the ex-
istence of an unstable discontinuous strain in the temperature
range where the latter becomes negative is specifically men-
H’oned in the paper.

From Eq.(13) it follows that whenr =0 the temperature
at which the rate coefficient becomes zépointa on curve
2) should increase linearly as the deforming stresm-
creases. Figure 4 shows that within the scatter of experimen-
tal data this does in fact happen. The increase in deforming

Curve2 in Fig. 3b illustrates the deviation of the deforming stress(the yield point7y) is caused by an increase in the
stresses from the normal course of the temperature depenencentration of oxygen atoms contained as interstitial im-
dence of the yield stregsurve 1) due to this fact (=0). purities in Ti/ Up to a coefficient of order unity, the slope of
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a b experiments at very low temperatures can be explained by a
16} 2.6+ thermal mechanism, and do not require the inclusion of spe-
A cifically inertia-related effects for this. In addition, a natural
explanation has been found for the close connection between
& 14k o4F the anomalous decrease in deforming stresses, along with
< ;_ their rate coefficients in the temperature inter¢ad0 K, and
b ne the development of unstable strain at these temperatures.
AL
v 1.2F / a2k
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Nonmonotonic creep in LiF crystals containing Mg
V. V. Shpeizman, N. N. Peschanskaya, and B. |. Smirnov

A. I. loffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
(Submitted November 3, 1997
Fiz. Tverd. Tela(St. Petersbupg40, 690—693(April 1998)

Precision measurements of the creep rate using interferometric recording of the process in LiF
crystals containing 0.002 to 0.03 wt % Mg using interferometric recording of the process

show that nonmonotonic episodes in the form of alternating segments with relatively high and
low creep rates periodically appear against a background of overall creep attenuation.

The accumulation of creep strain takes place mostly on the segments with increased rates, which
causes kinks to appear in the creep curve that are noticeable when shifts are resolved at a

level of fractional microns. Measurements were made of the height of ktéjased on “rate-

strain increment” curves for stresses smaller and closer to the yield point. Increasing the
stresses causes the valuelofo fall off, while increasing the Mg content causes it to increase. It

is proposed that the nonmonotonic behavior of creep is connected with structural
nonuniformity of the material, which is determined by the impurity content and the nonuniformity
of the strain process itself. For small strains in the neighborhood of the yielding area, where
strain comes about as a result of a broadening of a pre-existing slip band, the impurity atoms
enhance the nonuniformity of the straibh {ncreasep As the strain(stres$ increasesl

decreases, which corresponds to a smoothing out of the nonuniformities. It is emphasized that
the step-like character of the strain accumulation is a general propertt998 American

Institute of Physicg.S1063-783#8)02304-1

The well-known nonuniformity of plastic strain observed tion of a mesostructural defe@lip bands, grain boundaries
in a multitude of microscopic studies is caused by nonuni-or blocks, and also any other stable dislocation clust&s-
formity of the material structure and of the strain procesdects of this kind and their contribution to the strain are suit-
itself. Traditional methods for recording strain curves orable for observation in an optical microscope. We studied
creep usually do not reveal the localized character of thdiow the characteristics of strain nonuniformity are affected
generation of displacementsther than cases of macrolocal- by the magnitude of stresses and the impurity concentration.
ization, for example, at helium temperatures, high loading~or information about the latter, we studied the behavior of
rates, etg, thereby contradicting the view that the processLiF single crystals with varying concentrations of Mg.
evolution is significantly nonuniforrhin recent years papers
havg begun to appear in WhICh _the nonun_lform|ty of thel_ EXPERIMENTAL METHOD
strain is demonstrated by using high-resolution apparatus to
measure its macroscopic characteristics. In Ref. 2, we ob- In this paper we used three LiF single crystals differing
served a manifestation of strain nonuniformity at its initial in their Mg concentrationd=0.002, 0.007, and 0.03 wt %
stages in the form of kinks on the loading curdpgaks in  The single crystals were grown by the Kiropoulos method
the rate for various materials at stresses considerably belovand annealed at a temperature of 1020 K for 48 hours with
the yield point. Here the strain rate turns out to be nonmonosubsequent cooling at a rate of 5 K/hour. From these crystals
tonic both at the yield area and close to it in the range ofwe extracted samples with dimensions 4X 10 mm along
plastic flow. In Refs. 3 and 4, Peschanskajal. demon- the {100 cleavage planes. The samples were loaded in
strated the discontinuous character of the accumulation afniaxial compression along tH&01] direction, and the ex-
overall creep strain in polymers, while in Ref. 5 Gol'denbergperiments were done at room temperature.
et al. observed a strain nonuniformity in studies of the relax-  The interferometric method used in this paper, in which
ation of stresses in whisker NaCl crystals. By using lasethe time history of the strain is recorded in the form of suc-
interferometry, we were able to record in Refs. 2—4 smallcessive beats? makes it possible to measure the strain rate
translations, thereby revealing the nonuniformity at the mi-based on small increments of sample lerdgttith an error of
cron level, and study regularities in the development of straifess than 5%. One beat on the interferogram equals a strain
discontinuities in polymerd? incrementAly=0.3 um. Figure 1la shows an example of a

In this paper we investigate strain nonuniformity of creep curve, whose ordinate=Al/l corresponds to the
short-time creep in LiF single crystals. The measurementaumber of oscillations on the interferogram. In order to
were made by interferometry, allowing us to analyze theclarify the periodic change in the creep rate, i.e., the strain
strain at the mesoscopic level, i.e., strains that are close isteps, we chose a certain segment of the creep on which the
value to the local shears that may describe a single translaate was measured at successive equal-strain increyénts

1063-7834/98/40(4)/4/$15.00 634 © 1998 American Institute of Physics
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equal to 0.15 or 0.3xm. Then dependences of the rate are
plotted from the strain incrementsnultiples of Alg). In
Refs. 3 and 4 the periods of oscillations in the rate as
functions of the strain equal the magnitudes of the strain
discontinuities (heights defined as the produdt=nAlj,
wheren is the number of measurements of the rate within the
given period. In this paper we take twice the average devia-
tion of the experimental points from a curve found by least-
squares fitting the creep behavior, i.e., the mean-statistical
strain step, as the strain characteristic of the nonuniformity.
This step is the elementary discontinuity of the deformation
at the mesolevel.

2. RESULTS OF EXPERIMENTS AND DISCUSSION

The creep curves —t taken for one sampléLiF with
0.007% Mg at three different stresses and plotted using
the “macroscale” that is customary for creep, wheiis the
time, do not exhibit any strain nonuniformity-ig. 1a. In
Fig. 1b the initial part of segmerit of the creep curve is
shown on a scale that allows us to resolve micron transla-
tions. It is clear that the accumulation of strain does not
decay smoothly, but rather decreases in a stepwise manner
with differing rates; segments with increased rate appear
0 , ] | | against a background of overall slowing-down of the creep.

10 30 50 70 This effect is even more marked when we consider the strain
or temporal dependences of the strain rate
FIG. 1. Creep curve for the LiF sample with 0.007 wt % Mg for stresses In Fig. 2 we show examples of segments of the creep
o= 6(1), 7(2) and 12 MP&?3) (a) and the initial segment of the creep in curves for various stresses in crystals with varying Mg con-
region (1) (b). tent in the form of “strain rate €)—strain magnitude4!)”
plots. The results offer striking evidence of the nonequilib-

&, 10 %57

1 ! I L 1 i L
a 2 § 0 0 4 8
4L, pm ai, pm

-
3

FIG. 2. Dependence of the creep rate on strain for LiF with 0.007% Mg at a stress of {aMieal LiF with 0.002% Mg at a stress of 6 MPa. The open
circles are experimental data; the dashed curve is averaged.
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TABLE I. Values of the coefficienB in (2) 125 47 785
Stress, MPa
Mg content, wt % 6 7 12 42 | i
0.002 2300 2830 3270 - 2
0.007 1310 1310 1590 - g B
003 - - - 1470 075t 1155
= g
.QE
- =
rium nature of the strain, i.e., nonmonotonic changes in the
rate and discontinuous time dependences of the strain mag-
nitude and strain rate. Note that the jumps in the strain rate 025 ] ! 1.125
considerably exceed the measurement error, so that their ap- 4 8 12 16

pearance is not due to methodological causes. We used the ¢, MPa

method of least squares to calculate and plot an analytic deqg. 3. pependence of the mean-statistical characteristics of the strain non-
pendence based on these experimental pdaigear rela-  uniformity L (1, 2 and ratio of maximum to minimum strain rates at a step
tion between I ande or Al), which is equivalent to the (3 on stress for LiF with 0.007% M@L, 3 and 0.002% Mg2).

assumption that the creep attenuation follows a logarithmic

law. In fact, if we follow a multitude of studies of low- o
temperature creefsee, e.g., Ref.)6 and use a logarithmic 3 shows the dependence bfon the stressr for LiF with

function for the time dependence of the creep strain 0.002 and 0.007% Mg. Since we have chosen segments of
the creep curves with roughly equal rates, the increase in the
e~gotaIn(pt+1), (1) stress shown in Fig. 3 also corresponds to an increase in the
wheres,, a, and 8 are constants, then it is not difficult to Strain (from 1.5% at 6 MPa to 7.1% at 15 MRaThe de-
obtain crease oL with increasing stres®r strain attests to equal-
) ization of the creep rates, which is probably associated with
Ine=A—Be (2 the high uniformity of the strained structure and a decrease

(hereA=In(aB)+eo/a, B=1/a). Our calculations show that in the degree of localization of the strain, i.e., the inclusion
A changes only slightly as the stress and Mg content ar8f a.Iarger anq larger number of Ioc'atio'ns in the strain. Thusl,
varied, while the coefficienB regularly increases with in- Strain hardening leads, as shown in Fig. 3, to a decrease in

creasing stress and decreases with increasing Mg concentt@€ value ofL. We obtained the opposite result when we
tion (see Table)l analyzed how doping affects the strain nonuniformity param-

In dislocation models of creep, a dependence of th&terL in the case of hardeniriig. 4. The change . with

strain rate on strain magnitude appears when we treat tHMg content was plotted under single-variable experimental
activation energy for creep) as a function of stress, and conditions: identical straifaround 4% and stresses close to

replace the latter by the product, whereh is the hardness the yield point(7, 12, aond 42 MPa for LiF crystals with

coefficient. In this case it turns out that=hV/kT (wherey ~ 0-0024, 0.007, and 0.03% Mg, respectiveljhe increase of

is the activation volume is Boltzmann’s constant, antlis L With increasing Mg concentration is probably related to the
the temperatupe The increase oB with increasing stress fact that the distribution of Mg in the crystal causes an ad-
can be connected with an increase in the mean free path gitional nonuniformity of the strain and enhances its local-
the dislocations and consequently an increas¥ ifwe can  |zation. Our picture is that depending on the type of impu-
neglect changes ih for small strain incrementsimpurities ", the way itis introduced, and the thermal processing, the

probably decrease this range. Without insisting on the expla-
nations we propose, we note that a general inadequacy of
such treatments is the use of a picture of some “average” 141
dislocation whose properties determine the macroscopic e
strain in the sample. And although the quantylisted in -,
Table | corresponds to appropriate valueshoéndV and g 10F e
agrees with those given in the literatire, creep analysis _ il
that uses characteristics at the microlevel is in this case not Ny B ° s
very informative. In particular, we do not find in it any re- P
flection of the oscillations in the strain rate during the creep o6 -
process. ° 1 ! 1 ]

Let us introduce the following characteristic of the creep 0 % 5 J2
nonuniformity: L= (2/m) 2L ,|Algp—Alg,li, where the ¢, 10 "%
summation runs over aih pomts on the curve (Al), Whl.le FIG. 4. Effect of Mg content on the nonuniformity of the strain at stresses
AlgypandAl g, are the experimental values of the strain andgjose to the yield point7, 12, and 42 MPa for LiF with 0.002, 0.007, and
those calculated from the smooth curve respectively. Figure.o3% Mg respectively
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value ofL will change and consequently we can judge from Note that the changes in the strain rate within a single
it how nonuniform the impurity distribution is and how it strain jump were rather small: the change in the ratio

affects the strain. & max/€min did Not exceed 1.65, while its dependence on stress
The values ofl. obtained in this paper lie in the range and degree of doping repeated the analogous dependences

0.4-1.2um. For LiF single crystals this number is close in for | (see curves in Fig. 3. These results are a consequence
value to the width of the boundary of the slip bandle can o the good match between the data and the logarithmic-law
assume that the strain is determined by processes in thegg oximation in our case. In other cases, for example for
near-boundary zonegfor example, broadening of the slip ¢ o0 steady-state, where our method of estimatiigpre-
pano}. In Ref_. L, Smirnov _s_howed within the_ range of varia- sumably unsuitable, we can use the methods described in
tion of experimental conditions that the strain takes place b’hefs. 3 and 4 to analyze the nonequilibrium nature of the

motion of the edge of th.e slip bar(Mdenlng_ of the banj rate, which give independent values of the ratio of rates and
while keeping the magnitude of the shear in the band con;, o L . . )
he strain-induced characteristic of the strain nonuniformity.

stant. The size of the boundary zone for these ex erimen%s . )
y P Thus, in this paper we have proposed a new method for

did not exceed Zum in the interference microscope, which vzing the strain at th i level and h
does not contradict the treatment of the results given herdayzing e strain at the mesoscopic level and a new char-

Our new strain characteristic, which describes its nonunifor2Cteristic for it—the time dependent nonuniformity of the

mity, allows us to construct a model of the strain and therebf'traim—' The latter is introduced as the average swing of the

identify the boundary itself or some part of it as an individual Strain oscillations as they deviate from the presumed linear
element of the structure and treat its translation as a wholedependence Ia—e. As a result, we have shown that in LiF
Since the sheay is constant in the slip band at the initial crystals with Mg impurities the value df decreases with

stages of the straihthe value of the axial translationl  increasing strair(stres$ and increases with increasing Mg

resulting from motion of the boundary of the band can becontent. We have assumed thatwhose value changes in

defined asys/\/2, wheres is the average displacement of the OUr experiments from 0.4 to 1.2m, is determined by the

boundary in the direction perpendicular to its plane. Usingdisplacement of slip-band boundaries as they grow broader.

this expression we can try to exp|ain Wh_yincreases with This process, which is well known from data on structural

doping. In fact,y increases linearly as we increase the yieldinvestigations, gives the primary contribution to the strain at

point by adding Mg, with a coefficient of proportionality of its initial stages.

1x10 3 MPa 1! For the crystals used in this work the

yield points(axial stresse@swere 7, 12, and 42 MPa; taking

this into account, we find thdt increases with increasing

yield point with a coefficient of X10 2MPa * (Fig. 4).

Consequently, we cannot explain the increask imith dop- 1B. I. Smirnov, Dislocation Structure and Hardness of Crystfis Rus-

ing by only one increase in the value of the shear in the slip,Sian Nauka, Leningrad1981, 235 pp. _

band. Thus, the decreaselinwith increasing streséstrain ¥é£' igﬁﬁfma”' N. N. Peschanskaya, and V. A. Stepanov, Fiz. Tverd.
. - . - > . grad 26, 2387 (1984 [Sov. Phys. Solid Stat®6, 1446

and the increase df with Mg addition(if the comparison is (1984)].

made at the yield point for similar values of the stjaimust 3N. N. Peschanskaya and P. N. Yakushev, Fiz. Tverd. (lalaingrad 30,

be connected with changes in the magnitude of the elemen;2196(1988 [Sov. Phys. Solid Stat80, 1264 (1988

tary displacement of the boundary of the shear band. The E-leé Eﬁsgﬂggizlaaya, High Molecular Weight Compound$1a 1181

influence of the degree of strain can be explained by the‘s. u. Gol’denberg.and O. D. Khlebnikov, Fiz. Tverd. Tél@ningrad 32,

convergence of neighboring bands and by equalization of the 1226 (1990 [Sov. Phys. Solid Stat2, 720(1990].

local shears along the length of the sample, whereas impuri9J. Weertman and J. R. Weertman,Rhysical Metallurgy Vol. 3, R. W.

ties obviously enhance the nonuniformity of the strain by Cahn(Ed. (North-Holland Publ. Co., Amsterdam, 196fRuss. trans.,

creating additional obstacles for nucleation and developmentF>hySIcal MetallographyVol. 3, Mir, Moscow, 1968

of slip bands. Translated by Frank J. Crowne
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MAGNETISM AND FERROELECTRICITY

Effect of stabilization processes on NMR signals from 180° domain boundaries in cubic
ferrite-garnet crystals

I. V. Vladimirov, R. A. Doroshenko, S. V. Seregin, and R. S. Fakhretdinova

Institute of the Physics of Molecules and Crystals, Russian Academy of Sciences, 450075 Ufa, Russia
(Submitted September 15, 1997
Fiz. Tverd. Tela(St. Petersbungd0, 694—698(April 1998)

Numerical methods were used to study the effect of stabilization processes on the line shape of
NMR signals from 180° domain walls in cubic ferrite-garnet crystals, taking into account

the structural change of the boundaries as they shift quasistatically in a magnetic field. The
dependences of the amplitude of absorption maxima on the induced anisotropy constants

and the amplitude of the external magnetic field are analyzed19@8 American Institute of
Physics[S1063-783%M8)02404-9

Up to now, analysis of NMR signals from nuclei local- senting derivatives in the form of finite differences, we ob-
ized within domain walls in magnetically ordered crystalstain a system of linear algebraic equations with a tridiagonal
has been done only for materials with spatially uniform pa-matrix, which is solved by the method of cyclic reduction.
rameters determining the structure of the boundary. In thiThe solution obtained is a distribution of directions for the
case it is assuméd that the domain boundary structure doesmagnetization vector in the domain wall. The directions of
not change as it moves in the radio-frequency AC magnetithe magnetization within the domains coincide with the
field, and coincides with the structure of a domain boundary111] and [111] directions respectively, i.e., the boundary
at rest. However, stabilization of domain boundaries, i.e.conditions for the problem have the form(—)=0,
pinning of domain boundaries at defects in the crystal struce(+«)=1, and ¢’'(*«)=0. Since the domain wall is
ture which disrupt the spatial uniformity, leads to a depen<{110), we must include the following terms in the energy
dence of the domain wall structure on its position in space.density of the domain wall: the cubic anisotropy energy

In this paper we investigate the effect of stabilization(K;< 0) and the uniaxial anisotropyK(,), which lifts the
processes on the line shape of NMR signals from 180° Blocldegeneracy of the cubic axdwith an axis of symmetry
domain walls in cubic crystals with mixed magnetic anisot-along [111]), the exchange energyAjf, the energy of the
ropy. We discuss the dependence of the domain-wall NMRexternal magnetic field that translates the domain wrd)
line shape on the value of the induced anisotropy constarand the induced anisotropy energi€s G):
and the amplitude of the AC magnetic field. NMR signals
from domain walls are calculated numerically, taking into siffe  code V2
account the change in domain wall structure as the wall epw/K,=-¢ 7 + 3 —?sm% COS ¢
moves quasistatically in the magnetic field.

The presence of stabilization makes it necessary to in- +sirfe—h cosp+a(e’)?
clude terms in the energy density of the domain wall that
explicitly depend on the spatial coordinates. Therefore, it is —f> aizﬁiz_gz @B, 3)
impossible to describe the structure of a stabilized domain i i#]

wall by an analytic expression. In order to calculate the

structure of a domain wall we used the method proposed iwhere q=|K,|/K,, h=h*/K,, a=A/K,, f=F/K,,
Ref. 3. The essence of this method is to expand the equatiap=G/K,, «; are the direction cosines of the magnetization
that describes rotation of the magnetization vector in a onevector, 8; are direction cosines of the magnetization vector

dimensional magnetic nonuniformities in the original domain walli.e., before stabilization and ¢
is the angle measured from the directidril] and describ-
¢"—f(y,0,9")=0 (1) ing rotation of the magnetization vector in the domain wall.

The solutions obtained allow us to determine the effect
in a Taylor series near its approximate solution in the form of induced anisotropy and magnetic field on the domain wall
structure. We will discuss two limiting cases) the cubic
(Y, @n,en) B anisotropy is small compared to uniaxial, i.€—~0 (a
A (¢n+1=en) | =0, pseudo-uniaxial crystgl and 2 the uniaxial anisotropy is
small compared to the cubig$1). In addition to the de-
where g, is an approximate solution to the equation. Reprependences on, the component of induced anisotropy with

QD:;-%—l_ f(y,(Pn !(Prl1)+

1063-7834/98/40(4)/5/$15.00 638 © 1998 American Institute of Physics
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FIG. 1. Change in the square of the enhancement coeffitlept) over the thickness of the domain wéd,d and NMR absorption line shape of a domain
wall for g=0, h=0.01 in the octahedral positiofils,e) and tetrahedral positior(s,f). Curves a—c were computed whgr0 for f=5 (1), 3(2), and 0.1(3),
curves d—f wherf=0 for g=10 (1), 5(2), 0.1(3).

constanf leads to pinning of segments of the boundary withnents at 71 and 109°, which, depending on the component of
spin direction along the crystallographic directigd€0) and  induced anisotropy, will translate differently under the action
to a lesser extenf110) during stabilization of the domain of the field. In this case the maximum change occurs at seg-
wall. Analogously, the induced anisotropy component withments of the domain wall corresponding to centers of the
constantG leads to pinning of segments of the boundarycorresponding components of the 180° domain wall.

along the directiof111). In the first cased—0) segments We now discuss the line shape of the domain-wall NMR
appear in the domain wall structure where the direction okignal domain wall for three groups of nuclei with orienta-
the magnetization vector changes more slowly.FAand G tions of the anisotropy axis of the local magnetic field along
increase, the dissimilarity in the changes of individual segthe edges of a cubic crystal lattice and for four groups with
ments of the domain wall becomes evident, as is clear fronorientations of the axis along the diagonals of a c(iben
Figs. 1a and 1d. In the second casg>(1), the structure of atoms in thed anda positions of a ferrite garngtAbsorp-

the original (unstabilized domain wall already includes a tion on a domain wall segmehy,y+dy] is proportional to
region where the orientation of the magnetization vectotthe square of the amplitude of the AC component of the local
changes slowly near the directid|[111]. The induced an- magnetic field at the nucleus. The NMR absorption line
isotropy is the primary source of change in this region. Theshape, in this case, will have the form

component of induced anisotropy with const&ntlecreases

it, while that with constanG increases it. In this case the _ tee 2 2 2

nature of the time-dependent displacement of the domain P(V)_NZ J’,w (AeDdy/TAT (vi(9) = )7, “)
wall by a magnetic field differs strongly from the previous

case. A 180° boundary can be decomposed into two compavherei=1, 2, 3, 4(1, 2, 3 for the a-position (d- position,
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N is a normalizing coefficientf(Pdv=1) ,A=10"1, vis  creases insignificantly, and decreases strongly at frequency
the frequency of the rf fieldi*, and (A ¢?) is the squared v»=—0.5(see Fig. 1%.
change in the orientation angle of the magnetization vector At fixed values of F and G (F=const andG=0,
averaged over an oscillation period during quasistatic trangs=const andF=0), increasing the amplitudes of the ap-
lation of the domain wall caused by the fididi. The aniso- plied external field leaves the ratio of amplitudes of the ab-
tropic component of the local magnetic field is small, whichsorption maxima practically unchanged. An exception is the
allows us to describe the dependence of the NMR frequencgase of large values of the paramefe(f~ 10) and large
on the orientation of the magnetic moment in the formshifts in the domain wall% ). In this case, at a position of
vi(¢)=1—3cogd;, whered; is the angle between tieth ~ domain wall stabilization, magnetic nonuniformities of the
local anisotropy axis at the nucleus and the direction of th®° domain wall type appedrnwhich can significantly change
magnetization in the domain wall, ang(¢) is the reduced the NMR spectrum. However, this case is a subject for a
frequency. separate investigation, and will not be treated in this paper.
It is knowrf* that the main contribution to a maximum in 2) g= 100.
the NMR absorption at a domain wall comes from segments @ Positions As in the pseudo-uniaxial case, increasing
of the boundary having maximum spectral density, i.e., thoséhe induced anisotropy constaritsand G for a fixed value
for which dv;(¢)/dy=0. For thea positions of the iron of the magnetic field changes the ratio of the absorption
nuclei, the primary contribution to the maximum at fre- Maxima amplitudes. For :'small values of the induced _anisqt-
quencyv=—2 occurs on segments whose direction of the"PY constant, changes in the shap'e of the absorption line
magnetization is close t111), at frequencyv=0 on seg- nave the same character: the amplitude at frequenc$
ments where the direction is close(tt00), and at frequency first increases and then decreasgs with increasing conftants
»=1 on segments where the direction is close to eifgzty ~ OF G- Despite the fact that the induced anisotropy compo-
or (112. For thed position of the iron nuclei the primary r?e.nts prodqce similar effects, the mecha_nlsms for their ac-
contribution to the maximum at frequeney= — 2 occurs on tivity are different. As we already mentioned above, the

segments with the direction of the magnetization close t&hange in the value of thg absorp'uon. maximum is deter-
(100), at frequencyr= — 0.5 on segments with the direction mined by the spectral density of the spins and the local en-

of the magnetization close #®11), and at frequency =1 hgnggment_ coefﬁment. For small valueslrgﬁherg 'S an in

. S L significant increase in the number of spins with directions
on segments with the direction of the magnetization close to o .

either(100) or (011) close to[100]. The boundary is pinned weakly, i.e., the
- S change in orientation of the spins of a domain wall segment
We have established that stabilization processes lead to a oo . )
. . . with directions close t4100] is large. All this leads to an
change in the domain wall structure and to nonuniform

han in ments of the domain wall in & maanetic f ldincrease in the amplitude of the absorption maximum at fre-
changes in segments of the domain wa a magnetic fie uencyr=_0. Increasing~ increases the spectral density of
Increasing the induced anisotropy constant leads to an abs

. . ) pins at frequency=0, but the pinning effect for this do-
lute decrease in the NMR absorption of the domain wall Anain wall segment is stronger, which leads to a decrease in

all frequencies and to a change in the ratio of amplitudes o, he amplitude of the absorption maximum at this frequency.
the absorption maxima. The absolute intensity of the sign

) o i ) “The induced anisotropy component with const&tde-
increases with increasing amplitude of the external magnetic o ces the number of spins with directions closé10]

field; the frequencies of maximum absorption in this case d@y;t i this case it destabilizes the segment of domain wall

not change and are respectively equali@, 0, 1 for the ity the corresponding spin directiofise., it increases the
a-position and—2, —0.5, 1 for thed-position. local enhancement coefficiontin the smallG range, in-

1 a= O . _creasingG leads to a slight decrease in the spectral density at

a positions Figures 1b and 1e show the NMR absorptionfrequency »=0. More important is the manifestation of a
line shape for iron nuclei im positions of the gamet crystal gestabilization of this segment of the domain wall, which
lattice. It is easy to see that an increase Fofleads 10  giso leads to an increase in the amplitude of the absorption
a change in the ratios of the amplitudes of absorptionnaximum aty=0. At larger values, increasing strongly
maxima at frequencies= 0, 1 and—2 (a decrease at fre- gecreases the spectral density, in which case the amplitude of
quencyr=0 and an increase at frequencies 1 and—2;  the absorption maximum at frequeney=0 decreases.
see Fig. 1h An increase irG (see Fig. 1gbrings about an Increasing botlF andG leads to a monotonic growth in
increase in the amplitude of the absorption maximum at frethe amplitude of the maximum at frequeney= —2. The
quencyv= 0 and suppression at frequencies -2 and 1. amplitude of the maximum at frequeney=1 strongly in-

d positions A relative decrease is observed in the ampli-creases a§ increases, and is practically unchangedGas
tude of the NMR absorption line shape of iron nucleidn increases.
positions with increasing at frequencies= 1 and—2 (see In contrast to the pseudo-uniaxial case, increasing the
Fig. 10. At a frequencyv=—0.5, the amplitude of the maxi- external field at fixed values df and G (F= const and
mum first increases and then decreases, which is connect@&k=0, G= const and==0) changes the ratio of amplitudes
with the creation of segments with slower variation of theof the absorption maxima. We considered the effect of the
direction of the magnetization vector on the domain wallfield on the NMR absorption line shape for various values of
structure(curve l in Fig. 19. As G increases, the amplitude the induced anisotropy constants ¢r g vary within the
of the absorption maxima at frequencies1 and —2 in-  range 1-10D From the obtained spectra we arrive at the
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following conclusions: increasing the amplitude of the exter-  For a constant values df (F=const, G=0) or G
nal magnetic field leads to a relative decrease in the ampliiG=const,F=0) increasing the amplitude of the external
tude of the absorption maximum at frequeney —2. For  magnetic field leads to a relative decrease in the absorption
the amplitude of the absorption maximum at frequencymaxima amplitudes against a background of absolute growth
v=0 a tendency to decrease with increasing field is alsan the signal intensity. An exception is the cdse 10,G=0
characteristic. The exception is the c&Se-10 andF=0, andG=100,G=0, where the change in the amplitude of the
for which we observed a nonmonotonic change in the ampliabsorption maxima at frequenay=—0.5 is insignificant.
tude of the maximda rather small increase and then a de-The basic tendency of the amplitudes of the absorption
creasg¢ This is connected with the fact that in small fields maxima to decrease relative to an increasing field is con-
the center of a stabilized domain walvith magnetization nected with a decrease in the enhancement coefficient of the
direction [111]) changes less than the segment of domairdomain wall segments that make the primary contribution to
wall with magnetization directions close [{b00], which cor-  the absorption maxima compared to the enhancement coeffi-
responds to effective growth of the enhancement coefficientient at the center of the domain wall.
for this segment. With increasing field, the domain wall Thus, our studies of how processes that stabilize domain
shifts as a whole, which leads to effective decrease of thavalls affect the NMR line shape show the need to include
enhancement coefficient on this segment of domain wall. Irthanges in the domain wall structure as it moves from its
the NMR absorption spectrum this corresponds to a rathestabilization position. In the NMR absorption spectra, three
small increase and than a decrease in the ampliRidg,. maxima form at frequencies 2, 0, 1 for thea position and
The amplitude of the absorption maximum at frequency—2, —0.5, 1 for thed position, which coincides with the
v=1 changes insignificantly, except for the case of largeconclusions of Ref. 5 where spectra were obtained for do-
values of the parameteFs=100,G=0, when an increase is main walls with analytically defined structure. Increasing the
observed in the amplitude,,_;. induced anisotropy constants leads to an absolute decrease in

It is also necessary to note the differences in the NMRthe intensity of the absorption over the entire absorption
absorption spectra of domain walls stabilized by differentband and to a relative change in the amplitudes of the ab-
components of the induced anisotropy. At small values of thesorption maxima. The difference in the way the induced an-
constantsG and F, the NMR absorption line shapes coin- isotropy components with constarfisandG affect the rela-
cide, and the largest maximum corresponds to frequenctive change of the amplitudes of absorption maxima is most
v=0. The agreement of the absorption line shapes is due tdearly evident for the case of a pseudo-uniaxial crystal
the unimportance of the changes in the domain wall strucq=0). For thea position an increase in the constant
ture. However, even at values of the induced anisotropy corleads to a decrease in the absorption amplitude at frequency
stants that are 10% of the magnitude of the cubic anisotropy=0 and an increase in the amplitude of the maxima at
constant, the differences in absorption spectrum become afrequenciesr=—2 and 1. An increase it gives the oppo-
preciable. The spectrum of a domain wall stabilized by thesite effect: the amplitude of the absorptiorwat O increases,
induced anisotropy component with constarttas its largest while atv=—2 and 1 it falls off. For thal position, increas-
maximum at a frequency=1, while for a domain wall sta- ing F leads to a relative decrease in the amplitudes at fre-
bilized by the induced anisotropy component with constanfjuenciesv=1 and —2. At frequencyrv=—0.5 the ampli-
G the maximum is observed far=0. tude of the maximum first increases, and then decreases,

d positions The individual changes in the absorption which is connected with the formation of segments with a
maxima amplitudes have the following characteristics:slower variation of the direction of the magnetization vector
with increasing constants or G, the amplitude at frequency in the domain wall structure. A& increases, the amplitudes
v=1 first increases and then decreases; at frequenayf the absorption maxima at frequencies-1 and —2 in-
v=—0.5 it increases strongly with increasifgand insig- crease only slightly, and decrease strongly at a frequency
nificantly with increasingG; at frequencyy=—2 it first in- =-0.5.
creases and then strongly decreases with incredsiagd In crystals with mixed cubic and uniaxial anisotropies
insignificantly decreases with increasi® The causes of (gq=100), the domain wall structure incorporates a region
the nonmonotonic change in the amplitudes of the absorptiowith slower change in the orientation of the magnetization
maxima, which are connected with peculiarities in thevector with directions close tM | [111]. The induced an-
changes of the domain wall structure during stabilization andsotropy acts to change this region: the component of in-
the action of the magnetic field, were explained previously.duced anisotropy with constaktdecreases it, and that with

At small values of the constan® andF, the changes in constantG increases it. For small values Bf and G, these
the domain wall structure are insignificant, and the shape dieatures of the induced anisotropy components are barely
the NMR absorption lines coincide. The largest maximumdetectable; however, increasing the induced anisotropy con-
corresponds to a frequeney= 1. As the induced anisotropy stants leads to an appreciable change in the domain wall
constants increase, the differences in the absorption spectstructure and consequently to differences in the NMR ab-
become appreciable. The spectrum of a domain wall stabisorption spectra. In this case the various domain wall seg-
lized by the induced anisotropy component with constant ments are not affected in the same way by the magnetic field,
(f=60) has its largest maximum at a frequeney —0.5, which leads to a change in the ratio of amplitudes of the
while for a domain wall stabilized by the induced anisotropyabsorption maxima and to a dependence on the magnetic
component with constar® (g=60) it is atv=1. amplitude unrelated to saturation effects.
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In this paper we study the phenomenon of spin reorientively. As the temperature decreases, a spin-reorientation
tation in the compound DyFk¢Ti, which has a tetragonal transition takes place af;= 250 K, and then the curves
crystal structure of ThMp type. We experimentally mea- exhibit rather small additional maxima and minima along the
sured curves for the mechanical torque that acts on singledirection[001]. From the observed curves bf §) we can
crystal samples placed in a magnetic field. Literature data ofetermine the position of the easy magnetization attis
the spin-reorientation transition temperatures in this comangle 6, which the magnetizatioh; makes with thec axis),
pound and on the character of the spin reorientation are quiteaving studied the point of intersection on the abscissa. In
contradictory*~® Thus, for example, Hstet al? observed the temperature range 125-250 K the value of the angle
that a second-order spin-reorientation transition takes placo(T) (Fig. 2 varies smoothly and the angt varies with
in DyFe,Ti at T,= 200 K and a first-order spin- the reduced temperature lik&fo=x(T—Tc)"% where
reorientation transition aT,=58 K, whereas Kudrevatykh X=0.075 K" The maximum value of the angie,=45°
et al. ' reported that the second transition occur ¢ 120 IS reached al,=122 K. From our results it follows that as
K. Only one spin-reorientation transition was observed inthe temperature decreases a second-order spin- reorientation

Ref. 3. Analysis of the other papéré also results in contra- transition occurs in the compound Dyf& from an easy-
dictory information, since the measuremefgigmarily stud- magnetization-axis state to an easy-magnetization-axis-cone
ies of the temperature dependence of the magnetic suscepiate: Whem <122 K the angled, changes discontinuously,
bility and magnetizationwere most often made on oriented which '_”d'cates a jump of the magnenc moment of the com-
powder samples by methods that do not allow an unambig _oun(_:i in the basgl plane. Similar temperature dependence of
ous answer to the question about the nature of the spi -(0) s also obtained for samples cut along &0 plane.

. . . ) . . It is known that the torque is related to the magnetic
reorientation transition. This prompted us to investigate th%nisotro ener by the following expression:(6)
spin-reorientation transition in Dyl single crystals. Py gy by g P

=—0E(6)/9(0). Values of the magnetic anisotropy energy

The technology for obtaining single crystals and the ; : . 4
method for making measurements were described previousﬂ? " the (010 plane were obtained by integrating the experi

in Refs. 7,8. For the magnetic measurements we took
samples whose crystallographic axes in single-crystal blocks
were misoriented by no more than 3°. Samples cut along the ] [1‘17”]
crystallographic planes(010 and (110 had a weight
of around 30 mg; they had the shape of disks with diameter
~4 mm and thickness- 0.5 mm. Curves of the mechanical
torque L(6), where 6 is the angle between the crystallo-
graphic directionf001] and the fieldH, were plotted for a
DyFe(Ti single crystal on a torque magnetometer in the
temperature range 78-300 K for magnetic fields up to 13
kOe. Although a magnetic fieltl= 13 kOe is insufficient
for saturation far from the easy magnetization axis, near this
axis the magnetization cun/eand mechanical torques both .
saturated in this field. The use of stronger magnetic fields \j
leads to such undesirable effects as disruption of the col- . 4 I~ 5
linearity of the magnetic moments of the dysprosium and N [\ N {\ JAN f\ N\
iron sublattices, which hinders the analysis of the experimen- \j N \j NV \j \/
tal data. B | . B

Figure 1 shows experimental curves foff) measured 1] 180 7] 160 7]
in the (010 plane at various temperatures in a fiéld= 13 8, deg
kOe. At T= 300 K the crystallographic directiod901] (L . L
~0 anddL/a6< 0) and[100] (L=0 anddL/d6> 0) Qe varous amperatned () 1 3002 2605 - 236 4. 2086
easy-magnetization and difficult-magnetization axes respea#s,6 — 125,7 — 118,8 — 78.
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FIG. 2. Temperature dependence of the arggl®f deviation of the mag-
netic moment from the crystallographicaxis in single-crystal DyRgTi.
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mental curves for the torque( 6). Figure 3 shows the angu-

lar dependences of the energy at various temperatures from
118 to 300 K. It is clear from Fig. 3 that the curve for the
function E(8) has minima on it. In the temperature range
300-125 K these are located symmetrically relative to the
ordinate and gradually approach one another as the tempera-
ture decreases, which indicates a smooth “opening” of the
easy magnetization axis cone below a temperaiyre 250

K. However, forT<125 K one minimum appears discon-
tinuously, which indicates the presence of a first-order phase
transition neai,= 122 K.

Thus, our investigation of single-crystal samples by anarg, s, Experimental angular dependences of the magnetic anisotropy en-
lyzing the temperature dependence loff) allows us t0  ergy of a DyFe,Ti single crystal in the010) plane at 30q1), 235(2), 205
clarify the complicated temperature behavior of the magnef3), 165(4), 125(5), 121(6) and 118 K(7).
tocrystalline anisotropy, and lead us to the following conclu-
sions. This work was supported by grants from the Russian

1) A spin-reorientation transition takes place as a resulFund for Fundamental Research Nos. 96-02-18271 and 3/97-
of a competition between the magnetic anisotropy of the tw2.
sublatticegthe Dy and Fe sublatticesAt high temperatures
(T>250 K) the effective magnetic anisotropy field of the Fe 1?- ’\\l/ $udrevaty'_1<_h, ’\l\;ll I Sartc’?lshe\gch.l\lf- A. Tﬂer, S. S. Sigaev, and
sublattice dominates, which orierltsalong thec axis; atlow & 5 1300 Ciz,'anstj. nﬁ.tao%eoé?}, Pr’\;ﬁ (Rgsgé’ 2221(1950.
temperatures the effective anisotropy field of the Dy sublat-sp ; oyang, N. H. Luong, and N. P. Thuy, J. Magn. Magn. Mateg
tice dominates, which orients in the basal plane. 67 (1993.

2) In the compound DyFgTi there is a smooth spin- 4K. Yu. Guslienko, X. C. Kou, and R. Grossinger, J. Magn. Magn. Mater.
reorient.atio.n tranSition of easy magnetization _aXiS_easysé?—%.gSHiflaﬁasi Li, J. P. Gavigan, J. M. D. Coey, J. Phys.: Condens.
magnetization axis cone type & =250 K, for which the Matter 1, 755 (1989).
magnetic moment of the compound rotates under cooling’X. C. Kou, T. S. Zhao, R. Grossinger, H. R. Kirchmayr, X. Li, and F. R.

away from thec axis to the plan€010), reaching a value of _de Boer, Phys. Rev. B7, 3231(1993. o
0= 45° 70. A. Zolotukhin, V. V. Zubenko, T. I. lvanova, S. A. Nikitin, V. V.

. . . . Sergeev, |. V. Telegina, and |. S. Tereshina, Bull. Moscow State Univ.,
3) At T;=122 K a discontinuous reorientation of the ser. 3: Physics and Astronong, 5, 80 (1993[in Russiai.

magnetic moment takes place in the basal planfirst-order  ®K. P. Skokov, M. B. Lyakhova, Yu. G. Pastushenkov, T. I. lvanova, I. V.
phase transition Telegina, and V. V. Zubenko, in Sci. Ann. Tver' State Un{t996 [in
. S Russian, Vol. 1, p. 138.
In conclusion the authors are grateful to S. A. Nikitin
and V. V. Zubenko for helpful discussions of the results.  Translated by Frank J. Crowne
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In this paper the influence of mechanical stress on magnetoelastic properties, i.e., magnetostriction
and thermal expansion in the neighborhood of a structural phase transition of the

Jahn-Teller crystal TmV@is investigated experimentally and theoretically. It is shown that the
magnetoelastic properties of Tmy{@r a magnetic fieldH|[001] do not change the

domain structure of the sample, which is rather well described when mechanical stresses in the
crystal are taken into account using the paramBtel0.5 cm 1. Conversely, for magnetic

fields along the direction of spontaneous stifdih0] the magnetoelastic properties are primarily
caused by reorientation of the Jahn-Teller domains and short-range order effects. It is

shown that the “true” magnetostriction of a single-domain crystalHdf 110] diverges at the

phase transition poinf = 2.15 K in the absence of mechanical stresses and is strongly
decreased by these stresses. 1898 American Institute of Physids$1063-783%8)02604-5

Rare-earth elastic materials undergoing structural phasthe ground state doublet in a magnetic field and in the pres-
transitions of Jahn-Teller type are characterized by excepence of external and/or internal mechanical stresses. In Ref.
tional sensitivity to various external perturbations—magnetid, Vekhter and Kaplan estimated the influence of mechanical
and electric fields, external pressures, etc. This is because tstress on the magnetostrictive properties of Tmvi@clud-
spectra of rare-earth ions contain low-lying quasidegeneratég experimental data foH|[110]. However, in our view
levels with large quadrupole moments, on which externatheir approach is not entirely justified, because it implies that
fields can act efficiently. The effect of a magnetic field on thethe magnetoelastic properties are determined primarily by
structural phase transition and order parameter in rare-earfigorientation of Jahn-Teller domains. On the other hand, it
compounds having the zircon structure has been studied N be predicted that wheét is oriented along the tetragonal
considerable detallMuch less work has been done to study @xis the domain state of the crystal does not change, and the
the effect of an electric field, and especially mechanicafmagnetoelastic characteristics reflect the behavior of the or-
stresses, on the magnetoelastic characteristics of Jahn-Telf@¢r parameter of the phase transition. Therefore, the goal of
elastic materials. The large electron-deformation coupling"iS Paper is to present a model that describes all the magne-
constant in Jahn-Teller elastic materials leads us to expedpelastic properties of TmvVgior a field H|[[001] with suf-

that mechanical stresses will perturb these systems strongl{fciently good quantitative accuracy, taking into account me-

at least for the rare-earth zircons investigated in this paper.Ch"’mical stresses and the demagnetization effect, which plays

It is well known that the strong electron-phonon interac-2" Important role at low temperatures.
tion in rare-earth compounds having the zircon structure
RXO, (whereR is a rare-earth ion, and=V, P)? leads to
structural phase transitions which cause large strictive effects SAMPLES AND METHODS OF MEASUREMENT
in these crystald? In this case the strictive characteristics In this paper we present the results of studies of the

are qualitatively distinguished depending on whether a maggermal expansion and magnetostriction of TmyV@ngle
netic field enhances (DyVQTbVO, TmPQ) or sUppresses  ¢rystals in a range of temperatures around the structural
(TmVO,, TmASQ,) the Jahn-Teller correlations. For TmyO phase transition. TmVgcrystals were grown from a solu-
a large value of the striction is predicted only for fields ori- tion in a melt and had an average dimension11x2 mm.
ented along the tetragonal axis at temperatures and fieldge thermal expansion and magnetostriction are defined re-
below their critical values, i.e., in the distorted rhombic spectively asAl(T)/1o=[I(T)—1o]/ly andu=AI(T,H)/l,,
phasé’ wherel, is the length of the crystal along the measurement
Our experimental investigation of magnetostriction indirection whenH=0 andT=6 K, i.e., in the undistorted
TmVO,,° revealed a number of effects that cannot be detetragonal phase.
scribed by a simple model of the Jahn-Teller effect for an  For these measurements we used a setup with a capaci-
isolated doublet, notably the large values of the striction fortive strain detector, which was included in the tank circuit of
field orientations alon§110], and also foH||[001] in fields  a cryogenic oscillatoffrequency~ 1.5 MH2).” Tempera-
and at temperatures above critical. This implies that a quartures in the range 1.7—-6 K were measured by angular resis-
titative description of the magnetoelastic properties oftance thermometry. The external magnetic field was created
TmVO, must include mixing of the first excited singlet into by two superconducting magnetic systems, which allowed us

1063-7834/98/40(4)/5/$15.00 645 © 1998 American Institute of Physics
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to apply fields parallel i < 40 kOe¢ or perpendicular 4
< 25 kO#¢ to the strain being measured.

2. THEORETICAL TREATMENT

In most theoretical papers, the magnetoelastic propertie:
of TmVQ, are calculated using only wave functions for the
ground-state, non-Kramers doublet of the *fnion as a ba-
sis, because the distance to the first excited singlet stat
A~50cml, i.e., much larger than the valukT, ¢ 4

=1.5 cm % The interaction of localized strains Bhy sym- ]
metry via the phonon field leads to a tetragonal- S
orthorhombic phase transition. In a magnetic fiel] 001], \

the doublet is split §, =0, g;=10), which decreases the
orthorhombic strainu(H) and the critical temperature 0
T.(H). At each temperatur€< T, there exists a critical field

H.(T) at which the strain reduces to zero, i.e., the tetragona
phase is recoveret .~ 6 kOe forT=0 and decreases with
increasing temperature. Note that for a basis consisting of ¢ -4
non-Kramers doublet there is no striction in a transverse fielc
H1[001], because the matrix elements of the Zeeman inter-

1 | 1 l 1 1
action withH, are zero. Since considerable striction is ob- 0 2 4 5 T,K

served experimentally in a field, , as well as in the unor-
dered phase WheHH[OOI] (T> TC(H) andH >HC(T)), an FIG. 1. Thermal expansion of a Tm\jQ@rystal along thg110] axis for

adequate description of Tm\,anust take into account the H=0. The dots are experimental values, the curves are calculated for the

- . . - echanical stress parametgrzo (1), 0.05 (2), 0.1 (3), 0.2 (4 and
admixture of first excited singlet and the presence of externaTo_02 oni! (5). The inset shows the temperature dependence of the coef-

and/or internal mechanical stresses. _ _ _ficient of thermal expansion,=(dI/dT)/I in the neighborhood of the
For the extendedE+A) basis, the single-site Hamil- phase transition for the same values of the paranfeter

tonian of the TmVQ crystal in the molecular field approxi-
mation has the form

parameteﬁz[(vsl Co) P+ 6], whereP is the external pres-

— — 1 1
H=-Ago+A7—Po— 50 usH.S,~ 50, us sure induced by the strain havip, symmetry,Vs is the
electron-strain coupling constar€, is the elastic modulus,
X(HyS+H,S)), (0] and é is the parameter of the random stresses.
where For a quantitatile description of the experiments we cal-
culated the functiomr(H,T) numerically at various tempera-
0 0 0 00 tures and magnetic fields using Hamiltonidn and the val-
o= 0O -1 0 — 0 0 O uesA=2.1 K, A=51cm?}, g= 10, andg, = 5.38 The
0 0 0 ' 00 1 ' results of these calculations are in rather good agreement
with experimental data if we assume that the crystal is sub-
0 i 00 1 jected to rather small elastic stresses, whose conBtavds
estimated from data on the thermal expansion of TmWO
s=| 'O . 5=|9 0 0}, the absence of a field.
0 0 O 1 00
3. EXPERIMENTAL RESULTS
0 O We first consider the results of measuring the thermal
S,= 0 i expansionAl(T)/l, of TmVQ, in the neighborhood of the

0 —-i O phase transition. Figure 1 shows the functidh(T)/l, for
a TmVGQ, crystal along thd110] axis—the direction of the

The first term of the Hamiltoniafl) describes the cor- spontaneous rhombic distortion of tH&,; type— when
relation of localized Jahn-Teller distortions haviBg, sym- H=0. It is clear that the functiomI(T)/l, exhibits an
metry, the second describes the interaction with the crystadinomaly; defining the critical temperature to be the tempera-
field, and the last two terms are the Zeeman interaction withure at which the coefficient of linear expansios,
a magnetic field along and perpendicular to the tetragonak[dAI(T)/dT]/l, of the sample is a maximuitsee the in-
axis. In order to include external and/or internal elasticse) givesT.=(2.15+0.05) K. This value is in good agree-
stresses in the Hamiltoniafl) we shall introduce a term ment with the value ofT. determined previously in Refs.
similar to the Hamiltonian for Jahn-Teller correlations with 8—10 by different methods.
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Above T., up to T=3T., the function AI(T)/ly in [~
TmVO, exhibits a considerable “tail,” indicating the pres-
ence of considerable rhombic strain of the lattice haBag
symmetry. Since short-range order effects, in TmVae
unimportan® in our view the observed tail oAl(T)/l, is
connected with strains oB,; symmetry induced by me-

chanical stresses. These strains could be caused by rather ‘.*Q
small uniaxial stresses, both external, arising as a result of :;
gluing the crystal into the measurement capacitor, and inter- 3

N

nal, generated during crystal growth. Actually, even insig-
nificant mechanical stresses applied to the sample Tgar
can strongly affect the physical properties of Jahn-Teller
crystals due to the pronounced softening of the elastic
moduli X

The sign of the anomaly iAl(T)/ly and its magnitude
depend on the nature of the breakup belbwof the sample
into structural(Jahn-Telley domains. These domains consist

of regions in which the tensile strain is directed along the _ .
FIG. 2. Thermal expansion of a Tm\j@rystal along thg110] axis in a

two-fold axes[110] or [110], which are equivalent in the ¢onstant magnetic field|[001] for a sample with demagnetizing factor
tetragonal unit cell of the crystab( orb’, a’<b’). Inthe  N~4#/3. The points are experimental, the curves are calculated in the
sample whose measurement results are shown in Fig. 1, th@sencédasheyiand in the presendsolid) of mechanical stressé= 0.05

b’ axis for the domains was predominantly oriented alongem * H (kO8): 1 —0,2— 3,3 — 4,4 — 6 kOe.

the direction of measurement dfl. Because the domain
state of the crystal does not change in the absence of a field.. ' :
H|[[110], the temperature dependence &If(T)/l, reflects S|t_|on by an extermnal _f|eld IS wgakened. Thus, * the
the behavior of the order parameter. Note that reorientatioﬁrlmary effect of mechanical stresses is to suppress the long

of the domains is accompanied as a rule by an abrupt anc}aII of the ‘he”'.‘?' expansion forT>T9, and _the effect .
. . ) . on the demagnetizing field reduces to increasing the strain
irreversible change in the thermal expansion and magneto-

striction curves(see curves in Fig. 1). Thus, the thermal Compared to the state with=0 andN=0 at low tempera-

expansion curves in zero field, or in a fiett][001], allow tures. In light of the nonuniformity of the mechanical

us to estimate the magnitude of mechanical stresses in ﬂ%_resses in a r_ef"‘l crystal and the indeterminacy connecte_d
TmVO, crystal. From Fig. 1 it is clear that the more the with demagnetizing effects, the agreement between experi-

. . . mental an lcul in Fig. 2 m regar
parametelP characterizing the magnitude of the mechanical ©! tal a d calculated data 9 ay be regarded as
. - entirely satisfactory.
stresses increases, the more washed out the function .
Mechanical stresses can also be expected to have an

Al(T)”‘? bet?omes abové. Fo_r the crystal whgse data is analogous effect on the magnetostriction of Tmy@igure
shown in Fig. 1, the mechanical stresses wBre 0.05
cm % this value varies somewhaby roughly a factor

of 1.5-2 from crystal to crystal. Uniform stresses

in the crystal were assumed in the calculation; nonuniform
internal stresse8, for example with a Gaussian distribution,
lead to additional washing out of the thermal expansion
curves.

The effect of mechanical stresses on the suppression of
the structural phase transition by an external magnetic field
H|[[001] is illustrated by Fig. 2. It is clear that the field
decreases the magnitude of the lattice strain in Trp@an-
siderably neaiT, and lowers the phase transition tempera-
ture, in agreement with data from measurements of the
magneti€ and elastit® properties. A comparison of the de- 1

pendences foP=0 (dashed curveésand 0.05 cm? (solid

)

Tk 77 lr

BT O Vv VY

<

u, , arb.units
]
+

curveg at various values of the magnetic field reveals that -0 ' | 1 . y
mechanical stresses give rise to considerable straiB,gf 0 0 20
symmetry abovd ;(H). The calculated curves shown in Fig. Hoxt o KOO

2 are for a real TmVQcrystal with a finite demagnetizing FIG. 3. Isoth 1 iction of TmU@|[001]
~ I . : _ . 3. Isotherms of the transverse magnetostriction of Tm s
factor N~4/3. In fact this implies that in the constant ex AII[110] for a sample with demagnetizing factie=4/3. The points are

ternal field in which the measurements are made, the Ir]tem%xperimental, the curves are calculatedfee 0.1 cmit (solid curve$ and

ﬁelq decreases with decreasing temperature due to magnegiidashest (N= 0 (1) and 4x/3 (I'). The change ofi, with temperature for
zation of the sample, and the suppression of the phase traR=0 reflects the thermal expansion of the sample.
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3 shows isotherms of the transverse magnetostrictiofor

H|[[001] and Al||[110]. For T<T, in an abrupt increase in

u,, is observed in the isotherms, which is connected

with recovery of the tetragonal phase in a magnetic

field H.(T). Note that the signs of the jump in magnetostric-

tion, as H increases, and in the thermal expansion, as

the crystal is cooled belowl., are different, i.e., the S
magnetic field causes the reverse rhombic- tetragonal phase & zf
transition.

It is clear from Fig. 3 that the phase transition in a mag-
netic field is washed out and differs considerably from the
behavior predicted by theory for the function (H) in the
absence of mechanical stress@ee the dashed curvésand
1’ in Fig. 3). In particular, forT <T, this theory predicts that
the magnetostriction coefficierid, =du, /d(H?) diverges
asH—H;andD, =0 forH>H_, andT>T,. Thus, experi- 0 ' 1;7 720
mental data both on magnetostriction and on thermal expan- T, K
sion point to the existence of strain in TmY@rystals in-
duced by mechanical stresses. The calculated curves f&iG. 4. Temperature dependence of the inverse magnetostriction coefficient

- —-1/2_ 1/2 H P
UL(H) with parameteP = 0.1 cm *and demagnetizmg fac- (smj)ctural |;r/1£;;)e trz:%rsil}?r}/i(r)ftr\?;hgrk;?e”rgclelgnlg ir?hze;;?:s:r:::c’cﬂ %fetchr?anical
tor N~4m/3 describe the experiment rather well; a rathergyessesp (cm%:1—0,2—0.2,3— 05,4 — 1.
small discrepancy is observed only at temperatures corre-
sponding to the knee point on the thermal expansion curve.
Note that demagnetizing effects shift the critical field(T)

at T=1.7K by roughly 2 kOe, as can be seen from a
comparison of curved (N=47/3) and1 (N=0) for P
=0 in Fig. 3. Thus, inclusion of elastic stresses gives us
rather good quantitative description of both magnetostrictio
isotherms and thermal expansion of TmyQdor the

i i ion H 1 | I f th . .
field orientation (001 and reasonable values of the crystal wherH||[ 110] arises only when we take into account

paramet(_arP. ) ) the mixing of the doublet with the excited singlet state lo-
For fields along th¢110] axis the magnetoelastic prop- .40 a distanca above it. In Ref. 6 it was shown that,

erties of TmVQ are dgtermined primarily by reorientatiqn qf although the gap\=51 cmi * is rather large, the striction
the Jahn-Teller domains. We observed that a magneyc f'6|9”~H2/A(T—TC) that appears should be quite significant
H|[110] has a strong effect on the thermal expansion of

! ) ) : near the phase transition wh@n-T =A/k. For T<T, the
TmVO,: cooling the crystal in a fieltH[[ 110]Al decreases  gyiction falls off rapidly with decreasing temperature, since

the magnitude of the positive anomaly &I (T)/lo, while 6 effect of the external magnetic field on the strain is weak-
cooling in a fieldH|[[110] L Al increases the anomaly, i.e., & ened as the internal molecular field is enhanced. Thus, the
longitudinal magnetic field aligns the short axes of #ie  temperature dependence of “single-domain” strictigndi-
domains along the direction of measurementAdf (for  rectly contradicts what is observed in experiment, confirming
TmVO, below T¢, xa>xp/). The longitudinal striction of our conclusions that the latter is caused primarily by reori-
TmVOQ, in the geometryH||[110]||Al attains the large value entation of Jahn-Teller domains.

?

72

H/(s)

range of temperatures where a lattice distortion exists, and
éhe function uy(H) below T, has a tendency to
r§aturate, which is characteristic of domain-induced magneto-
striction.

The “intrinsic™ striction u; of a single-domain TmVQ

uj~10"2in a fieldH= 40 kOe forT~ 1.7 K, decreases as Eliminating domain-related effects in the experiment is
the temperature increases, and has a tendency to saturaigher difficult; therefore, the “intrinsic” striction and the
belowT.. effect of mechanical stresses on it can be investigated only in

Various mechanisms can be invoked to explain the magthe tetragonal phase whdn>T,. It is known that during a
netostrictionu in TmVO, whenH|[[110]. First of all, there  structural phase transition of Jahn-Teller type, the magneto-
is reorientation of Jahn-Teller domains in a magnetic fieldstriction coefficientD“=duH/d(H2) along the direction of
whose cause is the anisotropy of the magnetic susceptibilitgpontaneous strain diverges at the phase transition point.
x in the basal plane arising from the phase transition. Sincé&lowever, this divergence is never seen in experiment, and
the magnitude of in the basal plane is not large for TmMYO one of the reasons for this is probably the influence of me-
(at 4 K we have y,= x,~0.025, see Ref. § the field chanical stresses. Actually, our calculations show that in the
needed to reorient the domains is considerably larger thapresence of mechanical stresses the value of the magneto-
e.g., in DyVQ,'* and forH= 40 kOe the sample has not striction coefficientD| for TmVO, near the critical tempera-
yet reached the single-domain state. In our view, it isture is significantly decreaseéig. 4). This decrease is ob-
this reorientation of the Jahn-Teller domains that makeserved for the majority of rare-earth zircoltshoth with
the largest contribution to the magnetostriction of Tmy/O enhanced and suppressed Jahn-Teller correlations in a mag-
when H|[110], since the striction is large only in the netic field, implying that both external and internal mechani-
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1.In recent years directed ion implantation of nitrogen inture showed that the value B is a maximum and the value
metals has become an effective method for creating metalf H, a minimum whenP=2.3x10"* Torr.
nitrides at room temperature. The inclusion of a rather small  Figure 1 plots the quantitieBg andH, for a Fe-N film
amount of nitrogen in Fe-based films makes them polycrysedeposited on a substrate at room temperature veZgus
talline, which greatly improves their magnetic softness propthe working gas. It is clear th& does not begin to decrease
erties, increases the saturation induct®y and increases until Cy >10%. H, behaves otherwise. A minimum i,
their resistance to corrosidn® is observed wherCy for the working gas is in the range

In this paper we investigate the dependence on the nitrof—12%. The decrease By for Cy >10% is caused by the
gen content of the crystal structure, saturation inductancdprmation of a nonmagnetic phase. Electron microdiffraction
and coercive field of thi40 nnm) films of Fe-N in the work-  patterns show that as nitrogen is added to the working gas
ing gas Ar-N,, the working gas pressure, and the substrataiffraction rings appear that are characteristic of various
temperaturerl . phases of iron nitride. Whe@y =15% in the working gas,

2. The films were obtained by reactive magnetron sputthe only phase that was reliably identified in the films ob-
tering of Fe targets in an atmosphere consisting of a mixturéained was the phase Jfé¢ It was not possible to identify
of the gases AtrN,. The pressure of the working gas mix- ferromagnetic phasegFe;gN,, FeN, FeN) that form at
ture during the sputtering varied from k30 “ to 1  small nitrogen contents due to the overlap of the diffraction
X 10" 2 Torr. The content of nitrogen in the mixture varied in rings. However, the increase Bf asT, increasescurvel in
the range 0—20%. The films were sputtered onto glass sull-ig. 2) is evidence that ferromagnetic phases of iron nitride
strates and cleaved faces of NaCl. During the sputtefing form. The decrease ¢ (Fig. 1) is related to the decreasing
varied from 20 to 300 °C. grain size from 7 nnfin pure iror) down to 3—4 nn{in Fe-N

The thickness of the film was monitored according to thefilms). The increase ofi. for Cy >10% is caused by inter-
sputtering timeBg was measured on an automated vibratingnal stresses and magnetostatic fields of the growing phases of
magnetometer. The coercive figh} was determined by in- iron nitride® The electron-microscope images of the film
ductance and magnetooptic methods; the structure of the filrstructure reveal “pleats” which attest to the presence of in-
was investigated by transmission electron microscopy anternal stresses. The lattice strain fephases increases with

electron microdiffraction. increasing nitrogen content and f@\=19% it equals
3. Investigation of the dependence Bf andH; on the  1.3%.
pressure of operating gas for varioDg in the working mix- The dependence @&, andH, on substrate temperature

for Fe—N films obtained a€y=10% is shown in Fig. 2.

- _ 2+ -
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- ®
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L] I"

2 —20
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/] 10 20 0 200 400
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FIG. 1. Dependence of the magnetic induct®(1) and coercive fieldH FIG. 2. Dependence @ (1) andH, (2) of Fe—N films on substrate tem-
(2) of Fe—N films on nitrogen content in the working gas. The substrateperature. The working gas pressure was<218 * Torr. The nitrogen con-
temperature equals 20°C. tent in the working gas was 10%.
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When the films are deposited on heated substr&gsn-  ited with Cy =10% in the working gas have the minimum
creases and dt;=300 °C itequals 1.9 T. The increaseBg  value of H.. IncreasingT, in the process of condensation
is connected with the formation of ferromagnetic phases ofllows us to obtain Fe—N films with high&; than for films
iron nitrides with inductions that exceed that of pure iron.of pure Fe.
Since the formation of chemical compounds of the sputtered
materials is possible only at the substrate surface, increasing
its temperature leads to an increase in the reactivity of thewx terunuma, M. Miyazaki, H. Kowashima, and K. Terazono, J. Magn.
components, and an increase in the relative quantities ofSoc. Jpn14, 257(1990.
magnetic nitride phases in the bulk of the film, and conse-zE- Ma, B. X. Liv, X. Chen, and H. D. Li, Thin Solid Film$47, 49 (1987.
quently an increase in the magnetic induction. On the otheal\\(/l'l ';?j:éa?dT'\;'l'Jj'i\éi‘;e'KJ‘MA;‘;'GU'TE{?’ ‘T’géé(#?;?s‘ MagnMAG-23
hand, increasings leads to an increase in the grain size and 3s33(1990. T ’ ' '
in the final analysis to an increase i, . 5S. Kh. Karpenko, Foreign Electro8, 3 (1993 [in Russian.

4. Thus, Fe—N films obtained by reactive magnetron 6V. E. Osukhovski Yu. D. Vorop’ev, L. _A. Chebotkeviclet al., Fiz. Met.
sputtering are multiphase and contain both ferromagnetic and™¢®10ved: No- 3, 5431986 [in Russiai)
nonmagnetic phases. Nanocrystalline films of Fe—N deposFranslated by Frank J. Crowne
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The temperatur®(T) and fieldR(H) dependences of the electrical resistance in the compound
Euy /Aq3MnO; (A = Ca, Sy are investigated in the temperature range 4.2—200 K in

magnetic fields up to 14 T. Above the antiferromagnetic transition temperajuréne function

R(T) is semiconducting in character. Application of a magnetic fl¢lthat exceeds a

certain critical valueH; changes the character of the functiR(il) for Euy 7Sty sMnO; to metallic
(dR/dT>0). ForT<T, andH<H, a jump in the resistance is observed indicating

instability of the electronic state caused by competition between charge and spin ordering of the
Mn ions of different valences. €998 American Institute of Physid$1063-783408)02804-4

Rare-earth manganite compounds doped with group-Ifields on the resistance in these compounds at fairly high
elementsA; A MnO;, 5, whereA is a rare-earth and’ is  temperatures XAR/R(H)= 17% in a field of 1 kOe at
Ca, Sr, Ba, or Pb, exhibit gigantic magnetoresistance, whici=190 K° or AR/R(H)= 60% in a field of 1.3 kOe for
has attracted much attention recently not only due to thd =100 K for the compound LgCa sMnOs) also cannot
possibility of extensive applications, but also because obe described quantitatively by the simple model of double
multitude of other physical effects that accompany or areexchange:®
caused by the giant magnetoresistance effect. Studies of the compoundé.a;_,Tb,),3Ca;;3Mn0O;,*

These compounds have the perovskite structure in which@o.7-xPkCag MnO;' reveal that cooling causes a transi-
the Mn atoms occupy thB position in an octahedral envi- tion to take place from paramagnetic insulator to ferromag-
ronment of oxygens, while atordsandA’ are located at the netic metal whent>0.91 and a transition to a state that is a
A positions between the octahedra. The Mn atoms in thesterromagnetic insulator or to a state of a spin dlassen
compounds have mixed valence, and the ratic*iin?*  1<0.91. In the compound p§C& MnO;, which is an insu-

depends on the degree of doping eleméntand on the lator over the entire temperature range, an applied magnetic
actual content of oxygen (86). The ratio of ionic radii of field causes the value of the resistance to fall by 8—10 orders

magnitude™®
There is interest in studying the properties of compounds
based on other previously uninvestigated rare-earth elements,
¢ in particular those which possess intrinsic magnetic moments
8aused by thefistates of the\ ions and which can also have
valences different from+3 in compounds.
In this paper we study the temperatu®éT) and field
) dependences of the electrical resistance and magnetic
susceptibility x(T) of the compound E4rA, MnOs;, where
A — Ca, Sr, in magnetic fields up to 14 T.
We find that these compounds undergo a magnetic trans-

the component elements is expressed as a tolerance factr
t=dA_O/\/§dMn_o, whered, g is the average distance be-
tween ionsA, A’, and O, andly,,_ ¢ is the distance between
Mn3*, Mn**, and O. This factor determines the stability o
the perovskite structure and the strength and direction of th
Mn—-O bonds:? In compounds witht>0.91 and 0.15x

< 0.5, a transition is observed to a ferromagnetic state upoR
cooling®* with a change in the character of the conductivity (H
from semiconducting to metallic. In compounds with
t<<0.91 or withx<0.15, the usual transition observed is to

an antiferromagnetic state, in which case the temperature d?drmation in which the character of the temperature depen-

pendence of the conductivity remains activated. dence of the resistance changes. Application of an external
Although this class of compounds has been studied for a ges. App

long time! and a qualitative explanation has been given formagnetic field at temperature_s b_e_Iow the magne_tic conver
o sipn temperature leads to a significant decrease in the resis-

the changes_ in the character of temperature dependence_t ity of the compound EgtSt, MnOs.

the conductivity as the compound enters the ferromagnetic A

state, based on the theory of double exchatfymore de-

tailed study of the properties of these compounds has furthey EXPERIMENTAL METHOD

shown that this explanation is incomplete. In particular, a  Ceramic samples of ByCa, MnO; and Eig ;Srp sMNnO;

single ferromagnetic transition cannot quantitatively providewere obtained by sintering powders of these compounds syn-

the change in conductivity observédRecently, it has been thesized previously af =1300 °C in air for 12 hours with

observed that the ferromagnetic transition is accompanied ban intermediate grinding and sinteringTat 1100 °C for 12

a structural transitioft® hours. Subsequently, the samples undergo an additional stay

The anomalously strong effect of rather weak magnetian vacuum atT=1300 °C for 12 hours or in oxygen at

1063-7834/98/40(4)/3/$15.00 652 © 1998 American Institute of Physics
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FIG. 1. Temperature dependence of the magnetic susceptifi(ity of X
samples of the compounds &S, MnO; (a) and Ey Ca ;MnO; (b). 1— 0k
original state 2—annealed in oxygerB—annealed in vacuum. E
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T=800 °C for 48 hours. Based on data fromray analysis, _
the samples have a distorted perovskite structure with lesgC: 2. Temperature dependence of the resist&(d§ of samples of the
. .. compound Ey;SrpMnO; (8 and EyCaMnO; (b). H(T): a: 1—0
than 5% admlxture of phases of the original components. cooled, 2—14 (heated, 3—3 (cooled, 4—1.7 (heatedt b): 1—0 (cooled,
The resistance was measured by a four-probe method,—11 (cooleg.
while the magnetic susceptibility was measured by a modu-

lation method. L ) )
transition in this case is shifted to lower temperatures and

becomes more pronouncéBig. 1b. Annealing in oxygen
leads to a negligible decrease in the resistaf@cel activa-

Measurement of the functiong(T) in the samples re- tion energy forT>T,) and to a certain washing-out of the
vealed an antiferromagnetic transition in the temperatur@ntiferromagnetic transitiofFig. 1).

2. EXPERIMENTAL RESULTS AND DISCUSSION

rangeT,= 40-60 K and a jump in the susceptibility far Applying a magnetic fieldH decreases the resistance
< 10 K, which in all likelihood corresponds to a ferromag- both below and considerably abovg (Fig. 2. WhenH
netic transition(Fig. 1). >H, (whereH. is a certain critical value of magnetic field at

In the original state, the temperature dependence of thevhich the instability inR(T) below T, disappearsfor the
resistanceér(T) in the absence of a magnetic field was acti-compound Egl;Sry sMnO; the functionR(T) beccomes me-
vated in all the samples at temperatures higher thatFig.  tallic in character §R/dT> 0) (Fig. 23. IncreasingH leads
2). For T<T, the resistance falls, and in the range20K  to a further decrease in the resistance, such that in a field of
<T<T, abrupt jumps in the resistance are observed that4 T atT= 50 K the ratio of the resistancd®(0)/R(14)
indicate instability of the state that forms. Annealing thereaches 19 however, atH=14 T a segment is observed
samples in vacuum leads to a significant increase in the réselow 10 K withdR/dT< 0 (curve?2 in Fig. 28. Jumps are
sistance, which makes it impossible to carry out low-observed in the field-dependent resistanReld) for T<T,
temperature measurements RfT). The antiferromagnetic like those forR(T) (Fig. 3.
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a tion is of the “spin canted” typg which leads to manifes-
tation of the double-exchange mechanismTerT,. Apply-
ing a magnetic field leads to enhancement of the polarization
of the spin system, and possibly, whet>H_, to a com-
pletely polarized ferromagnetic state. In contrast to com-
pounds based on Pr, the decrease in resistance observed in
these compounds beloW, in the absence of an external
magnetic field can be due to the absence of charge ordering
taking place in Ry,Ca, sMnO,.2? Jumps in the resistance in
the unstable range (26KT<T,) in Eu, ;SrpMnO; and
Euy CasMnO; could be due either to a competition be-
tween charge and spin ordering or to possible nonuniformity
of the samples under study, including the presence of mag-
i 0, . netically ordered regiongstates of a spin glass observed in
e _ the compound(La;_,Th,),+Ca;sMNnO;, see Ref. 4 in
e b s which case we may see percolation effects manifested in the
il behavior ofR(T). The observed increase in resistancélat
0°F b = 14 T below 10 K in Ey+SrysMnO; can be a manifesta-
tion of the interaction of charge carriers with magnetic mo-
- ments of the Eu.

The studies we have begun of fully single-crystal
samples of these compounds, including neutron-diffraction
analysis in a magnetic field, could lead to a more complete
understanding of the nature of the processes that occur in
Ely 7St sMnO; and El Ca sMNnOs.

The authors are grateful to G. K. Strukova for help in
preparing samples and A. E. Kovalev for help in making the
measurements in high-magnetic fields.
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FIG. 3. Field dependence of the resistaf{gd) of samples of the com-
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Electrostriction soliton as a cluster model in the high-temperature phase of a hydrogen-
containing ferroelectric
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The polarization clusters observed experimentally in the high-temperature phase of ferroelectrics
are interpreted as solitons in the microscopic pseudospin formalism. These solitons are the

result of modulation of the pseudospin interaction constant by acoustic vibrations, which represents
an electrostriction interaction from the phenomenological point of view. The influence of
higher-order nonlinearities present in the pseudospin subsystem and the damping of acoustic modes
on a soliton is analyzed. €998 American Institute of PhysidsS1063-783#8)02904-9

1. In recent experiments on the physical properties of thea transverse acoustic wave having a single nonzero compo-
paraelectric phase of ferroelectrics and ferroelakfics nentu=[0,u(Z,),0] propagates in thé. The Hamiltonian
anomalous behavior has been observed on the part of thé;_, can now be written in the form
complex dielectric permittivity in the paraelectric phase of a
ferroelectric crystal at low frequencies. This behavior was  — _ E Ms_z_h 2 Mszgz' 2
attributed to the existence of polarization clusters in the non- o j 74 ) ji 4 !

polar ferroelectric phase, providing a means for explaining a\t/vhered is an appropriate piezoelectric strain constant, and

the qualitative level the observed strong dependence of tht‘la‘le second term reflects the modulation of the exchange in-

permltt|V|ty.not only on external parameterghe low tegralJ;; by the field of the acoustic wal¥@nd corresponds
frequency field and the temperature of the crystalit also o . .
. A to electrostriction from the phenomenological standpoint.

on the sample history and, hence, on the equilibrium charac: . . :
teristics of the ferroelectric itself. The explanation given in he Heisenberg equations of motion for the average values

- b 9 of the pseudospin operato¢§?) (in the random-phase ap-
several other papeté for the experimentally determined re- o . . S

proximation and in the continuum limiwith phenomeno-

lations, based on the model of “pulsing” dipoles, ignores all ;. : A .
o : . X .. logically introduced longitudinal and transverse pseudospin
the specific attributes of the dynamics of ferroelectrics with ; .
relaxation timesT, and T, then have the form

hydrogen bonds and, moreover, requires additional assump-
tions for its justification. Thus, one can infer from the  (S),=(J(S")+A(S)(+B(S"),,Tdu,+hu(SH)(S)
pulsing-dipole model, in particular, the existence of a second y «
superionic phase transition and a conductivity that increases —(S)—=(SH)/ Ty,
\E/}v)l(tger?rneentgnperature, neither of which is observed in ()= Q(S) — (IS +A(S) 1+ B(S),,+du,

2. In our opinion, all the significant characteristics of the +huS))(S)—(S)IT,,
anomalous behavior of the permittivity can be described by a ,
the pseudospin formalism widely used in the theory of (§)=—US) ()T, 3
ferroelectrics:® The Hamiltonian of a hydrogen-bonded where J==5; ,J;, A=Ja% a is the distance between con-

ferroelectric in the pseudospin formalism has the form of thesecutive cells in the direction of wave propagatigrdirec-
Ising Hamiltonian in crossed fields: tion), B=Jb?, b is the distance between consecutive cells in
the direction perpendicular to the direction of wave propaga-
tion (7 direction), (S?) ;= d%(SH 3¢?, (S*)=3(SH/dt, u is
H-—0 2 S}‘—(l/2)2 Jii SISt Hya, (1 the effectlve component of the displacement vector, and
] i (S¥)o is the equilibrium average value of the tunneling op-
erator. Note that the systef@) takes into account the fact

i ) that real hydrogen-containing ferroelectrics are quasi-two-
where() andJ;; are the tunneling and exchange integrals of yimensional and that normallp>B (a good example is
theith andjth ferroelectric cells, respectivel(;S,-X is the pro- CsH,PQ,).

ton tunneling operator of thgth ferroelectric ceII,S]-z is the The system of equatior®) must be augmented with an

dipole moment operator of theth ferroelectric cell, and  gquation describing the dynamics of the nonzero component
Hs_ 4 is the Hamiltonian of interaction of the pseudospin andgs the displacement vectar (Refs. 7 and B

acoustic subsystems. We propose to investigate the acoustic

modes in the classical setting, i.e., assume that an acoustic uy,—v2u;,—v3u,,+d(S?)+h(S) 2+ yu,=0,

mode is completely determined by the displacement vector

u, (a=¢, 5 indicate axes of the samplend we assume that d=d/p, h=hlp, (4)

1063-7834/98/40(4)/3/$15.00 655 © 1998 American Institute of Physics
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wherep is _the density of the crystaly is the de_cay rate of —ZSUT+Ad~dBfUXXX+ 4ﬁdzBiUUx:Uia;1UYY-
the acoustic wave, and andv, are the acoustic wave ve- 9)
locities in thel and #» directions, respectively. . )

3. The above-derived complete system of equati@s Making the change of coordinatés= yT, x=aX, y=pY,
(4) is a system of partial differential equations, for which I =&U, where
there is no known solving algorithm. We therefore use the ~ ~ 1
method of multiscale expansiofis)oting at the outset that y=—1U2, a=(AddB) 3,
the timesT, and T, do not exceed 10°s, and the character- e ) )
istic period of the acoustic wave is not more than 4€) so {=24nd"Bia, p°=—aplvi,
that Egs. 3 can be solved in the approximatid$);=0,  \ve can transform Eq(9) to the classical form of the
wh|ch_en§1bles us to express all pseudospm_ averages in te”R%ldomtsev—PetviashviﬁKP) equation?
of derivatives of the displacement vectorThis approxima-
tion has the physical significance that the pseudospin sub-  dy(r¢+6rr,+1,y,)+Bry,=0. (10
system adiabatically tracks the variations in the acoustic su

system of the ferroelectric. In this case t1t is a well-known fact that for8=—1 this equation has a

stable solution representing a two-dimensional soliton, i.e., a
(=720 +22 423, lump that decays a®(1/x?,14?) as|x|, |y|—o and moves
with a velocityv,= P+ P?, V= —2Pg,

1
ZM=B,duy,, Bl=<SX>o/ Q+R—J<Sx>o), A — (X' +Pry’) + P22+ (3/P?)] an
2 r= ,
— , [(x+Pry’)+ PPy’ 2+ (3/PP))?
z'9=Bid(Au;,+Bu,,,+h(u,)),
! (e T ¢ wherex’ =x— (P3+P?)t andy’ =y+2Pgt.
2= CUgge+ Coll e Co(UZ) oo+ Ca(uy)®, The particular form of the above soluti¢hl) is dictated
3n2 3 by the presence of a quadratic nonlinearity in the KP equa-
c;=BjA°d, c,=BjAdh, tion [the nonlinearity, in turn, is a consequence of the inclu-
2.3 sion of the electrostriction term proportional to in the
c.=B3dh2— B1d"T, (JB,+1)2. (5) Hamiltonian(2)] and can therefore be interpreted as an elec-
s Q(S)T> ! trostriction soliton. We note that, owing to its nonexponen-

tial decay, the lump has a far greater localization length than

On the basis of5), Eq. (4) then has the form ordinary solitons, and it can be associated with the experi-

ftt+(BldEi—vz)f§§—v§f - yprlemfr[)z(fz)gg mentally (_)bserve’;l2 clusters in the _nonpolar phase of_ a
ferroelectric. By virtue of the properties of the KP equation
+Dsfienyt Daf reeeet D5(f2)§m+ De(ffso) ¢ the lump solutions are stable and do not interact, so that the

clusters in the proposed approach are stable as well.

3 —
+D7(1%) =0, 4. The inclusion of intrinsic ferroelectric nonlinearities

f=u D.—=AddB2 D.=2hddB2. D.—BddB2 in the next-higher order of the expansiondrand the allow-
A roT2 b3 ; ance for damping of the acoustic wave imparts a time depen-
D,=A%ddB3, Dy=AdthB}, Dg=3AddhB?, dence to the lump parametdPg and P,. The perturbation
of the KP equation to make the lump parameters depend on
_ d%dB3T, the time in the next-higher order of the expansioreimas
D,=3ddh’B}— —————(JB;+1)2 (6)  the form
US)oT>

. : o IT=M 1+ Mor .yt Mal oot Ma(r?) ot Ms(rr
To describe the dynamics of pulse propagation in the ferro- ! 20y T Malooooct Malr oot M1 o)

electric, we formally introduce a small parametecharac- +Mqg(r3),+Moay try, (12
terizing the departure of our system from equilibrium, and
we seek a solution fof in the form

f:82U(81/2X,83/2T,8Y),

where
Ml:_’}/UN, M2=D3a/2p2, |V|3=D4a'5,

ng_;t, T:t, y= - (7) M4:D5§C¥3, M5=D6§a3, M6=D7§2a, M7='y2/a.
To take the influence of the perturbation into account, we
make use of the fact that the KP equation has integrals of
motion P, and P, that can be interpreted as the lump mo-
mentum components:

wherev is the velocity at which the wave packet propagates
As is customary in the method of multiscale expansirs,
the condition that first-order secular termseirvanish gives

~ ~ 1
vi=vp?- dd(SX>0/ Ot ——
QT3 =3(SHo

In the next-higher order of the expansiondnafter integra- Under the influence of the perturbation the integrals of mo-
tion we readily obtain tion now begin to depend on the time as

1 1
. 8 PX=§ f r2dxdy, Py=—§ f ryrydxdy. (13
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pear to be one that involves heating and coolitfgermal
(Px)t:f ulld?r, shock and one that involves x irradiation. Electrostriction

solitons can be excited in thermal shock, in particular, by
virtue of the different heating and cooling rates of different
parts of the sample. Under the influence of x irradiation the

Invoking the method of integrals of motidno analyze the unpinning of defeqts actgally prt'asen.t in the sample can pro-
duce local acoustic strains, which, in turn, can lead to the

evolution of the lump parameters and substituting the solu- . - . . :
tion (11) into (13) and (14), we obtain generation of electrostriction solitons by virtue of the piezo-

electric effect. We also note, in conclusion, that the above-
(P)){=2M,P,, proposed electrostriction solitons, in particular, can also at-
tach to local defects in the crystal structure.
3\ _ 3

(PRPY)=2M1PgP; (15 The authors are deeply grateful to A. V. Shil'nikov for
and, therefore, P,=P,(0)exp{2M;t} and Pr=Pg(0) valuable consultations and access to experimental data.
X exp{—4M;t}. Consequently, the dynamics of the param-
eters of the lump solution is determined entirely by the 1A V. Shitnikov. E. G. Nadolinsk V. A Fedorikhi 4S. V. Rod

. . . . V. I'nikov, . . Nadolinskaya, V. A. Fedoriknin, an . V. Rodin,
acoustic decay rateassociated Wlth.the ConSta‘_Ml) an_d Kriostallografiya39, 84 (1994 [Crystallogr. Rep9, 74 (1994].
does not depend on the perturbations associated with thea v. shirnikov, E. G. Nadolinskaya, V. M. Varikash, and S. V. Rodin, in
inclusion of intrinsic ferroelectric nonlinearities in the next- Proceedings of the Russian Scientific-Technical Conferencél¢Rtigki-
higher order of the expansion in We can conclude from 93" [in Russiar, Part 1(St. Petersburg, 1993p. 127.

. . . N. D. Gavrilova and A. M. Lotonov, Izv. Ross. Akad. Nauk, Ser. EZ,

these considerations that the clusters are stable against pseyn (1993.
dospin nonlinearities, in the proposed approach, and theifvu. R. zabrodski V. M. Koshkin, and Yu. B. Reshetnyak, Izv. Akad.

properties are determined mainly by the damping of acoustic Nauk SSSR, Ser. FiA4, 1207(1990.
waves SR. Blinc and B. Zk§ Soft Modes in Ferroelectrics and Antiferroelectrics

. . . (North-Holland, Amsterdam, 1974; Mir, Moscow, 1975
5. To summarize, on the basis of the above'descr'bedsv. G. Vaks,Introduction to the Microscopic Theory of Ferroelectrign

elementary model taking electrostriction into accotamttak- Russiaf, Nauka, Moscow, 1973. )
ing into account the modulation of the exchange integral by7z\i-9 gB]-)E[»glOneSEO arj]?z #ﬂﬁzl\ﬂﬁyzigg%?nov, Zhk$p. Teor. Fiz. 99, 860
. . . . . ; ov. Phys. , .
aCOU.SIIC Vlbratlons m, the pseudospln _formahswe have 8L. D. Landau and E. M. LifshitzTheory of Elasticity 3rd ed.(Pergamon
Obtf’“ned soliton solutions th_at can be mterpreted as the eX-press, New York, Oxford, 198¢Russ. original, Nauka, Moscow, 1986
perimentally observed polarization clusters in the nonpolar®G. L. Lamb, Jr..Elements of Soliton TheorfWiley, New York, 1980;
phase of hydrogen-containing ferroelectrics. The principa!oM'kogsggwj 138%“0 G D. Gibh 4 H. C. Morolit §
. . . K. Doda, J. C. ellbeck, G. D. Gibbon, and H. C. IMor Itons an
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kind. On the other hand. the treatment here leaves open tﬁév. G. Bakurov, Candidate’s Dissertatiorfin Russian, Inst. Teor. Fiz.,
. L . . . Chernogolovk&1990, p. 93.
guestion of how electrostriction solitons can be excited in a

ferroelectric. We note that the most effective techniques ap¥ranslated by James S. Wood

1 2
(P)=—5 f (uyIT,+u,IT,)d?r. (14)
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The temperature-amplitude region of existence of chaotic oscillations in a resonant circuit
containing a triglycine sulfate crystal shifts toward higher amplitudes of the repolarization field
when the crystal is irradiated with small x-ray doses. This trend is attributed to a change

in the kinetics of the domain structure of the crystal in a strong electric field in the presence of
radiation defects. ©1998 American Institute of Physids$$1063-783%8)03004-4

It has been shown?® that chaotic oscillations are ob- caremap as the amplitud&, during slow variation of the
served in a triglycine sulfatef GS) crystal in the temperature external repoling field. From the critical values DandE,,
range corresponding to the ferroelectric phase of this crystadt which the nature of the oscillations in the circuit exhibited
when it is connected as a nonlinear capacitance in a series qualitative changed, we reconstructed a diagram on the
resonant circuit. The transition from single-period to random(T,E,) coordinate plane, representing the behavior of the
oscillations after a change in any of the control parametersystem in these control variables and, on the diagram, we
(crystal temperatur@, amplitudeE, and frequency of the identified the region of chaotic oscillations.
repoling field, or strength of the static bias fididl.) takes The samples were irradiated with x rafSuKa, W
place through a sequence of period doublings. Chaos sets in30 keV) at room temperature in successive dose incre-
upon application of a field whose amplitude is two or threements of 20 kR each. For each dose the entire set of mea-
times the coercive field of the sampitg (Ref. 2. It has been surements was repeated on all samples both immediately fol-
hypothesizeti that the mechanism underlying the onset oflowing irradiation and again at 140 h after irradiation.
chaotic oscillations in the circuit is associated with irregular ~ Figure 1 shows the regions of chaotic behavior in coor-
dynamics of the domain structure of the crystal when it isdinates T, Ey) for a TGS crystal sample before irradiation
switched in a strong electric field. (region1) and after irradiation at doses of 40 kR and 80 kR

The properties of ferroelectrics are governed to a largdregions2 and 3). It is evident that irradiation causes the
extent by various kinds of defects present in them, includingegion of chaotic behavior to shift toward higher amplitudes,
radiation defects. Previous studiesave been concerned which become especially pronounced beginning with a dose
with the influence of small x-ray doses on the form and tem-of 80 kR. In addition, as the dose is increased, the high-
poral behavior of the region of random oscillations of a cir-temperature limitT, of the chaos region shifts slightly to-
cuit containing a TGS crystal in coordinates of the amplitudeward the low-temperature eridee the inset to Fig.)1Here
and frequency of the repoling field. the values of the internal field generated by radiation defects

The behavior of the domain structure of a crystal duringat these doses are low, amounting to 20-50 V/cm for our
repolarization depends significantly on the temperature. Iinvestigated samples. The values of the coercive field also
the present study, therefore, we have investigated the inflincrease slightly after irradiation, approximately from 200 V/
ence of small x-ray doses applied to nominally pure TGScm to 300 V/cm; this change is an order of magnitude
crystal samples on the amplitude-temperature region of exissmaller than the shift of the lower amplitude linkit, of the
tence of chaotic oscillations in a circuit containing this crys-chaos region. As a result, the relatigg,=(2—3)E, found

tal. in Ref. 3 for nominally pure TGS no longer holds for the
The investigated samples were plane-parallel, Y-cut wairradiated crystal.

fers of thickness 0.6 mm and area 25 fnwith sprayed-on The observed behavior of tHE—E, region of chaotic

silver electrodes. behavior with variation of the dose can be explained as fol-

For all the samples, the temperature dependences of thews. Radiation defects formed in the crystal impede the re-
coercive and internalK;) fields were measured prior to ir- polarization process, influencing all of its stages, because
radiation from the dielectric hysteresis loop at a frequency ofrradiation is accompanied by the disappearance of low-
2.8 kHz. None of the samples selected for investigation haénergy centers of both initial and wall nucleatiH.is im-
an internal field before irradiation. We then used the samgossible for the nucleation of new domains and the motion of
procedure as in our earlier wéi to observe the phase por- domain walls to take place in fields below a certain threshold
trait and Poincarenaps of a circuit containing the investi- E’, which increases in proportion to the radiation do&n-
gated sample as a nonlinear capacitance. These observatiatey these conditions the switching process must go to
were made in the temperature range from room temperaturgmpletion in higher fields than would account for the shift
to the Curie poinflT.. At each fixed temperature we traced of the chaos region toward higher amplitudes. Moreover, in
the variations of the form of the phase portrait and the Pointhe presence of defects, the noncoordination of the initial
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{:IG. 2. Amplitude-temperature regions of chaotic behavior of a resonant
circuit containing irradiated TGSL) 20 h after irradiation2) 140 h after
irradiation.D =40 kR.

FIG. 1. Amplitude-temperature regions of chaotic behavior of a resonan
circuit containing a triglycine sulfate crystal samplg.Before irradiation;
2, 3) after irradiation with doses of 40 kR and 80 kR, respectively. Fre-
quencyf =2.8 kHz. Inset: High-temperature limit of the chaos region versus
radiation dose.

so that the repolarization process becomes more difficult

than immediately after irradiation and requires the applica-
nucleation processes with processes involving the motion dion of a stronger field. Consequently, the lower amplitude
domain walls is intensified, and this effect most likely broad-limit of the region of chaotic oscillations rises even higher in
ens the amplitude range of the existence of chaos. amplitude. Some of the domain walls, becoming attached to

Only nearT, does the presence of an internal field of these defects, are totally excluded from the repolarization
radiation origin become significant. Like an external staticprocess, causing the amplitude interval of chaos to diminish.
electric field it specifically limits the region of chaotic be- The downward temperature shift of the chaos region is prob-
havior on theT,. side, increasing as the dose increases and,
hence, aE; increaseginset to Fig. ).

With a time lapse following irradiation, as is evident s000
from Figs. 2 and 3, the chaos regions are observed to shi
toward their initial position, the most interesting case corre-
sponding to a dose of 80 kR.

Immediately after radiation a very distinct anomaly is .1
observed on th& — E, region of chaotic behavior at a tem-
perature~38 °C, at which the entire region moves sharply
upward along the amplitude scalegionl in Fig. 3). This
anomaly can be attributed to the abrupt increase in the num$
ber of domain walls when the domain structure of the TGS - %
crystal is transformed near this temperattifihe increase in e
the number of oscillators, i.e., domains interacting with ra-
diation defects and, as a result, entering into irregular oscil-
lations, produces the effect observed in the experiment. 2000

After 140 h following irradiation, the entire region of
chaotic behavior shrinks drasticallgssentially because its
lower boundary rises; regicdin Fig. 3), the anomaly at the
temperatures of domain structural transformation vanishes g, , . , , .
and the high-temperature boundary of the region shifts evel ¥ 35 40 45 50
farther to the left. L%

The above-described behavior can be attributed to the, - . o . . 4

o . o . 3. plitude-temperature regions of chaotic behavior of a resonant
fact that the radiation defects migrate toward positions OEircuit containing irradiated TGSL) 20 h after irradiation;2) 140 h after
stable equilibrium and consolidate with the passage of timeradiation.D =80 kR.
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In terbium molybdate TJ{MoQ,)5 at room temperature, a laser beam of wavelength 4880

A induces an electric polarization that lasts for several days after the irradiation is turned

off. The photoinduced polarization has the same sign as the spontaneous polarization. At a laser
power of 0.5 W and an exposure time of 4.5 h, the photoinduced polarization exceeds the
spontaneous polarization by an order of magnitude. The corresponding electric field is
2.5x 1P V/ecm. Under the influence of radiation with; =4880 A, terbium molybdate

luminesces in the green part of the spectrum near5425 A. The luminescence quantum yield

is 20%. © 1998 American Institute of Physids$$1063-783408)03104-9

The phenomenon of anomalously high photovoltagesange from room temperature to 220 °C. The temperature
(AHP effech has been observed experimentally in a numbemwas measured by means of a Chromel-Alumel thermocouple.
of ferroelectrics: SbQizBrqes, BaTiO;, LINDO3, SbNbGQ,  The laser had an output power of 0.5W and an emission
KNbO;, anda-LilO 5 (Refs. 1-6. The highest photoinduced wavelength of 4880 A. The latter corresponded to the intrin-
field E~10°V/cm was obtained in LiNb@ (Ref. 3. sic absorption of THMoO,); due to the dipole-forbidden

Here we report an investigation of the AHP effect in thetransitions’F¢=°D, (Ref. 9. The laser beam was parallel
metastable, orthorhombic, ferroelectgé phase of terbium to the orthorhombic[110] axis and passed through the
molybdate Th(MoO,)3;. A Th,(MoQO,); single crystal was middle of the sample at various distances from 861
grown by the Czochralski method described in Ref. 7. Thefaces. The polarization plane of the laser radiation was per-
samples comprised polishedx®3x 2 mnT rectangular par- pendicular to thg001) faces. At the given radiation power
allelepipeds. The square faces of the samples were perpelevel and wavelength the equilibrium temperature of the
dicular to the polaf001] axis, which was the direction of sample in the container with the heater off was approxi-
spontaneous electric polarization. The edges of the squaraately 40 °C. The equilibrium temperature was determined
faces were parallel to tHd.10] and[110] axes. The potential experimentally prior to the start of the photoinduced voltage
difference between th@01) faces was measured. The mea- measurements.
surements were performed by means of a Cary 31 electrom- Before the measurements the temperature of the shorted
eter. The latter had a dc input resistance of at leakt @0  sample was raised to 40 °C by the heater without radiation.
To safeguard against electrometer overload, the sample w&nce this temperature had been established, the laser was
shunted by an additional capacitance. For a sample capadiirned on, the heater was turned off, the shorting contact was
tance C4,,=0.36X 10 2 F, the additional capacitance was opened, and the sample was connected to the electrometer.
C,q6.46x 10 ° F. The photoinduced potential difference The measurements were thus performed in thermal equilib-
decreased 18000-fold in this case. The time constant of theum between the sample and the laser beam. This condition
electrometer input circuit was of the order of?10 Spring-  eliminated any contribution from the pyroelectric effect. The
loaded brass and sprayed-on aluminum contacts were usedrnimeasured potential differend&t) at timet was proportional
the measurements. to the photoinduced electric polarization of the sample

Prior to the measurements the sample was made a singk,4(t) =P(t) — P(ty). Here P is the electric polarization,
domain by a procedure described in Ref. 8. The roomandt, is the start time of the measurements. The measure-
temperature value of the spontaneous polariza®igand the  ment results are shown in Fig. 1. The various curves were
profile of its temperature curvéy(T) agreed with published measured at the same temperature of 40 °C but with different
data. shapes of the laser beam cross section.

During the measurements the sample was contained in a Curvel was measured while the sample was illuminated
double-walled copper container. The container served thwith an unfocused beam having a circular cross section of
dual role of electrostatic shield and thermostat. A heater wadiameter~1 mm. We see that the illumination of the sample
enclosed in the container. The container walls had openingsreates a potential differendé(t) between its(001) faces
for the passage of a laser beam. This structure was suitabtkat increases with time. The average photoinduced electric
for electric polarization measurements in the temperatur@olarizationP;,4(t) over the volume of the sample is deter-
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creases far more slowly with time than in the two preceding
- cases.
/v/ For the measurements corresponding to cutvthe la-
2 ser spot was oriented as in the cueneasurements. A
/ comparison of curves 2 and 4 shows that the effect depends
,,/‘/ on the previous irradiations of the sample.
The values of the photocurrent can be determined from
the curves in the figure by means of the relatig(t)
J = — (Cgamt Cag9 (dV/dt). The values of the current at the
*)/*’“’ start of illumination aré ~10 1 A. The current depends on
A i i i .
x the distance between the illuminated spot and the electrodes:
W The larger the distance, the lower is the current.
The value attained by us for the photoinduced field
I e Eing=2.5x 10° V/cm is two orders of magnitude higher than
DA 1'0 . 1'5 the valueE;,q=1.05x 10* V/cm for SbSj 3Brg g5 in Ref. 1
and is an order of magnitude higher than the vakjg,
=10°V/cm for LiNbO; in Ref. 3. In Ref. 3E;,4 was evalu-
FIG. 1. Photovoltage in T#fMoO,); versus time for various laser beam ated by direct measurements. In the present study and in Ref.
cross sectiongl) Circular cross section of diameter 1 m&);stripe of width 1 it was determined from measurements of the photopo'ar-

0.1 mm and length 2 mm, parallel to tfi@01] axis of the crystal3) the P . . e _
same cross section as for curebut with the stripe perpendicular to the ization Pinq according to the relatiori,g=4mPiq/s. The

[001] axis; 4) the same cross section as for cuséut from later measure-  Values ofe are 10 for Th(MoO,); (Ref. 11 and 2% 10 for
ment. SbSb.35BI’O.65 (Ref D

According to Fridkint? there are two possible causes of
the onset of anomalously high photovoltagestte photo-
mined from the measured quanti(t) according to the re- voltaic effect; 2 transition photocurrents.
lation Pj,g(t) =[V(t) - Csanit Caqd]/S. Here S=0.09 cn? is The photovoltaic effect refers to the generation of a
the area of th€001) faces of the sample, between which the steady currenfthe photovoltaic currentin a single-domain
potential differencé/(t) was measured. The rate of increaseferroelectric single crystal when it is uniformly illuminated;
of the potential difference decreases with time. The voltagehe induced current can be attributed to the asymmetry of the
after four-hour illumination of the sample is 6.2 V. It corre- potential distribution of impurity centers. As a result of this
sponds toP;,q=445x 10" ° C/cn?, which is two and a half asymmetry the photoexcitation of an impurity center causes
times the room-temperature spontaneous polarization dn electron to be ejected into the conduction band, producing
Th,y(MoO,)5: P=187.5x10° C/cn? (Ref. 10. The photo-  a steady current. In our case the role of such centers can be
induced polarization has the same sign as the spontaneofied by Tb** ions. The asymmetric potential distribution of
polarization. The potential differencé(t) remains almost these centers also causes them to move when ionized
constant after removal of the laser beam, decreasing by a feffFranck—Condon relaxatipnThis mechanism also contrib-
percent after 24 h. After shorting of the photopolarizedutes to the steady photovoltaic current.
sample the temperature dependence of its spontaneous polar- The AHP effect in ferroelectrics can be identified not
ization P¢(T) does not differ more than a few percent from only with the steady photovoltaic current, but also with tran-
the initial value. In Th(MoO,); radiation at the wavelength sition photocurrents. According to FridkiA transition pho-
\,=4880 A stimulates strong luminescence in the green patiocurrents can be induced as a result of shielding the spon-
of the spectrum neax,~5425 A. The luminescence quan- taneous polarization by nonequilibrium carriers and from the
tum yield is~20%. influence of nonequilibrium carriers on the magnitude of the
For the measurements in cur the laser beam was spontaneous polarization.
focused by a cylindrical lens. The beam cross section was in  The presence of transition photocurrents in our experi-
the shape of a narrow stripe approximately 0.1 mm wide andanent is obvious from th&/(t) curves. The derivativd V/dt,
approximately 2 mm long, oriented along the poJ]@01]  which is proportional to the photocurrent, decreases after
axis of the crystal and passing through the middle of thdong timest. This behavior is typical of a transition current.
(110 face, its ends almost touching tti@01) faces of the However, the nature of the transition current is vague. If the
sample. Clearly, when the beam is focused in this viRy;  observed values d¥(t) were associated with the influence
increases more rapidly than without focusing. The electromef nonequilibrium carriers on the spontaneous polarization
eter input voltage after 4.5-h illumination of the sample isP¢(T), the long persistence df(t) on the irradiated, un-
28V. This voltage corresponds tB;,q~2x10 8 Clcn?, shorted sample after the removal of illumination would indi-
which is an order of magnitude higher than the spontaneousate that the photoinduced polarizatiBpy was equal to the
polarization. changeAP4(T) induced in the spontaneous polarization by
For the measurements in cur@ the beam formed a nonequilibrium carriers. In that event, however, the curve
stripe parallel to the€001) faces of the sample and was di- obtained from measurements of the temperature dependence
rected onto the middle of thel10) face of the sample. It is of the spontaneous polarization of the sample after it had
evident that for this orientation of the laser sg@fy in- been illuminated and shorted would have the form

&
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Theory of self-trapped free-carrier stai@isictuons at polarization fluctuations in

KTaO;:Li,Nb-type disordered ferroelectrics has been developed. The main characteristics of the
fluctuon, viz. its energy, localization length, effective mass, and mobility have been

calculated as functions of impurity-dipole concentration and temperature. The theory predicts the
appearance of stable fluctuon states both in the ferroelectric—dipole-glass mixed phase and

in the dipole glass state of disordered ferroelectrics. The possible participation of fluctuons in
conduction and other transport phenomena in disordered ferroelectrics is discussed.

© 1998 American Institute of PhysidsS1063-783#8)03204-3

Self-trapped carrier states, such as polafommd peraturesT<50 K.1° We are going to show that due to large
fluctuong, play an essential part in the physics of semicon-polarization fluctuations in the above two phases, the fluc-
ductors and insulators. It is known that the fluctuon is atuon states of self-trapped carriers are stable, and that they
carrier trapped close to a fluctuation in crystal polarizafidn. produce very shallow local carrier states in the crystal’s en-
Therefore fluctuons result from carrier interaction with bothergy gap.
longitudinal and transverse lattice vibrations. The latter is
particularly important for ferroelectrics, where spontaneous
polarization is connected with transverse phonons. Physicls GENERAL EQUATIONS
of self-trapped states was being developed primarily for po-  The fluctuon energy functional for the case of strong
larons(see, e.g., Refs. )dwhereas information on fluctuon coupling with polarization in a dielectric containing dipole
states is very scarce. A theory of fluctuons in conventionalmpurities can be written in the effective-mass
ferroelectrics was put forward in Ref. 5, where domain wallsapproximatiod similarly to the way this was done by Pekar
were considered as the main source of polarization fluctuasee, e.g., Ref.)1
tions. At the same time disordered dipole systems residing in 5
the dipole glass state or in a mixed ferroelectric-glass phase , ﬁ_f |(Vz//)2|d3r—f PDd3r+f tr, )
contain only polar clusters with short-range order, or coex- om*
isting short- and long-range ordésee, e.g., Ref. 6 and ref- . ) )
erences therejnObviously enough, polarization fluctuations WNere m*,¢, and D are, respectively, the effective mass,
should be a characteristic feature of such systems. Takin§@ve function, and electric field induction of the carrieris
into account that many systems with random electric dipole®0larization, and is the free-energy density of a disordered
exhibit noticeable electrical conductitli, one may expect dielectric with dipole |mpur|t|e§._ The simplest expression
that fluctuon formation is more probable in such SystemsI:orf is obtained in the case of eight possible impurity-dipole

: L4l
than in conventional ferroelectrics. orientations

This work develops a theory of self-trapped fluctuon a1
states of carriers in systems with random electric dipoles, f=—=(VP)?+ —|=P?
. ) ) . ; 2 Cil2

which are capable of inducing dipole-glass—ferroelectric-

glass—ferroelectric-phase transitions.
The calculations are performed for a model disordered — d*2fw[l—cogpPlEo(p))]exp[Fl(p)]
system with electric dipoles, K,Li,TaO; (KLT), with x V5BJo sinh(mp/28) pEo(p)
<0.05, where off-center Li ions act as randomly located
and oriented electric dipoles in the incipient ferroelectric Ci=(1/e) =(1leo), 2
KTaOs. It is known that lithium dipoles in KLT induce a whered* = y,de (/3 is the effective impurity dipole moment,
ferroelectric phase transition for>0.05 and dipole-glass— 1y, is the Lorentz factorg, ande., are the low- and high-
ferroelectric-glass phase transitions #6£0.05 at low tem-  frequency dielectric permittivities, respectively, the functions

dp|,
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Eo(p) and F,(p) characterize, respectively, the mean fieldto substitute Eq(6) into (1) with due account of Eq.3), and
and halfwidth of the random-electric-field distribution func- to minimize the expression thus obtained using &g .with
tion in the systert, P;=PV,/d*, V, is the unit cell vol-  some trial function.

ume, and3=1/kT. VectorD is the electric-field induction of We shall have first to investigate the relation between
the carrier(electron:! polarization and induction, which is important also for de-
scription of dielectric hysteresis in the systems of interest

D(r)——ej |ll/(f1)|2 eV d3r,. (3)  here for the case wher® is the induction of an external
[r— 1|3 electric field. We are turning now to a study of this phenom-

- . enon.
For definiteness, we are going to assume below Fhat

andD are oriented along the axis, i.e. thatP=Pi, and D
=Di,.
Equation (1), combined with Eqgs(2) and (3), deter-

mines the static properties of the fluctuon. By applying to  Equation (6) can be recast in dimensionless variables
Eqg. (1) independent variations igf and P, we obtain the

2. DIELECTRIC HYSTERESIS

following equations for the fluctuon structdte =P
— — oc exg—2 X
D[#]—CAP _47”7] SN 2P 10,(X)) - zwvgl( )] dx.
dn[_ar? fwsimpplEo@))equl(p)] - ; sy
C.|” VZglo sinfmpi2p) Pl @

Whel'e Y= ClVOD/47Td* , V= I’ll’g , T— T/TCMF y kBTCMF
hz -2;) =4mnd*?/3eq, x=pd*?/gor3, and the functiong,(x) and
d3l’1= O . (4) . . .
1, g,(x) are related to function&(p) and Eq(p) written in
f1 dimensionless variables. In the mean-field approximation Eq.
Equationg4) have to be solved subject to an additional nor-(7) allows simplification to

malization condition p
Y= Pl—tanI'(T—l) . (8)
f |yf2dr=1 (5) :
The P1(Z) relation (8) is plotted in Fig. 1 for different

The coupled partial integro-differential equation4)  Vvalues of7. This relation is seen to bg-shaped forr<1
represent the main result of this theoretical work. They ard T<Tcmf), i.€., in the ferroelectric phase. As this will be
extremely complex and have many classes of solutions, witghown later, part of thé,(%) curve, wheredP,/d><0,
one of them describing the carrier trapped at various nonunicorresponds to the maximum of energwther than to its
formities in P of domain-wall type Many phys|ca||y impor- minimum, wherad Pl/dﬁ//>0), i.e., to the unstable fluctuon.
tant conclusions can be drawn by analyzing the case of mad-hus the dependence Bf, on external electric field in ferro-
roscopically uniform polarization, i.e. the case/dP=0. In  electric phaséin our case it is electric inductiof¥) has the
this case the expression re|ati®and P becomes a|gebraic form of conventional hysteresis. A qualitatively similar situ-

rather than differential, so that ation is obtained also beyond the mean-field approximation
(Fig. 1b.
_Am d*2focsin(pplEo(p))exdFl(p)] Note that if one considers’ as a function of external
C, v2glo  sinh(mp/2B)pEo(p) Pl electric field, the hysteresis dependenE¥&) can be used

(6) to describe the experimentally observed dielectric hysteresis

loops in KTN and other incipient ferroelectrics with dipole
It should be pointed out that fd?; =L, i.e., at equilibrium,  impurities (see, e.g., Refs. 10,12,14)15

the bracketed expression in E§) is zero, so thab =0, and

the fluctuon does not exist. This means that despite our ne-

glecting the term withAP the fluctuon remains to be an 5 rvep FLUCTUON

essentially nonlinear phenomenon. Moreover, inclusion of

AP would only introduce unjustifiable complications, since The P,(2) relations(Fig. 1) permit an important con-

the most essential fluctuations in disordered systems arise akision, namely, that both stable and unstable parts of the

a result of disorder, and they are described by (@By. hysteresis curve can be approximated by straight lines, with
Equations(4)—(6) make up a fairly general system. It the deviation being the largest at the points wheRg /d ¥

can be applied to investigation of the effect of carriers on=0. This approximation does not affect the qualitative re-

polarization in disordered dielectrics. This effect turns out tosults while at the same time permitting a straightforward

be essential in the compounds under stédyd is typical of  analysis of the fluctuon structure similar to the case of Pe-

photoferroelectrics. This system is still, however, too com- kar’s polaro.

plex, and we have not been able to find an analytical solution ~ Approximation of the hysteresis relatid@i) by straight

to it. Therefore we are going to study the properties of thdines can be achieved by expanding it in the vicinity Rf

fluctuon by direct variational techniques. To do this, we have=P,, Z(P,) =0 to first order inZ:
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1.5 % b FIG. 2. Schematic representation\f,(ro) [Eq. (16)] for the “stable” (1)
/ and “unstable” (2) parts of the hysteresis curve.
o1 z 0.1
0.5} 25C ! .
- N\ for the unstable parts of the hysteresis curve.
o 0 \‘sk\\\ Using Egs.(9)—(11), the fluctuon energy functional as-
AN sumes the following simple form
-0.5F
/ #? 2md*?
i W= f (V)2 — ———— f 7%, (13)
2m* CVid(v,7)
1.0L ] 1 1 . . .
-1.0 0.5 0 0.5 100D with ®(v,7) given by Eqg.(11). We readily see that for

D=D, Eq. (3) for a spherically symmetric function
FIG. 1. Hysteresis relatioR,(Z). The numbers at the curves relate to the U= l/f(r) can be identically rewritten
values ofr. (a) Mean-field approximation. Dashed line corresponds to the
“unstable” part of the hysteresis curve, as well as to its approximation with e (r
straight lines. Vertical bars with arrows identify motion along the hysteresis D(r)= 4#0099—f r§| 1//(!‘1)|2d ry. (14
curve. (b) Analysis beyond the mean-field approximaticm;,ﬁzl - solid r2Jo

lines, nv3=0.05 - dot-and-dash lines. i
To obtain the fluctuon ground-state energy, we choose a one-

parameter trial function in Pekar's fofmWith this choice,
this function gives the lowest ground-state energy compared

P,=Pg+ 7 ) = ( dPy 9 to all other one-parameter trial functions. It can be written as
=Pt 50 (vn=\45 - C) '
0 1 r F( r )
is qi i =——7 1+ —|exp — —/|, 15
whereP, is given by the equation 4 T T o (15
PO=47TV7'JOCSin(27TP092(X)) exf —27vg:(X)] dx. wherer is the variational parameter.
0 sinh(272v7X) Substituting Egs(14) and (15) into Eqg. (13) yields
(10 5 5
Cy
The relation can be recast in an explicit form W, =——-0.42833 . (16)
14m*r2 O (v, 1)l
O(v,7)= 1—8772V27f Xg1(X)cog2mPog,(X)) It can be easily shown that within the unstable part of the
0 hysteresis, the energy/,, has a maximuntFig. 2), whereas
ex] — 27vgy(X)] within the stable one it passes through a minimum, so that
X dx. 11
sinh(272v7X) a9 61°® (v, 1) m* e4C%
_ _ _ Min=—— 5~ Wmin=—0.0054946———.
This expansion for the “stable” part of the hysteresis can be m*e“C, i ®(v,7)
readily made by settin@,=0 in Eq.(11). 17
Note that the mean-field approximation yields the fol-The relationsb (v, ) (dimensionless localization lengtand
lowing explicit expressions for the above expansion 1/®? (absolute value of the dimensionless ground-state en-
7 COSRP /7 ergy) are shown graphically in Fig. 3 for differemt for the
P,= p0+g—° (12) paraelectric, ferroelectric, and dipole-glass phases in a disor-
7 cositPy/7—1 dered ferroelectri¢the phase diagram is described, for ex-
for the stable. and ample, in Refs. 11, 15We see that in the ferroelectric phase
' the localization length follows a temperature behavior which
T is qualitatively similar to that of spontaneous polarization.

—1 This is a typical manifestation of the fluctuéand not of the
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%2} The equations of motion for the fluctuon can be readily
derived using the free energ) in the form of Landau-
Khalatnikov equations

dP; r SF 18
dt 6Py’ (18)
whereF is the free energy2) taken atC=0, andI’ is a
kinetic coefficient connected with the polarization relaxation
time?®.

Equation (18) can be written in an explicit form

dp; _ 4md*?

l"—
dt ~ c,vj

- P1+ f S|r‘(27TP192(X))
0

Xexq—Zﬂ-vgl(x)]dxll 19

sinh(272v7X)

The linearization procedure in the vicinity &, can be ap-
plied also to Eq(19). AssumingP = Py+ §P, we obtain

doP _ r477d*2[ o+ 5P (20)
0 A 1 1 el dt C1\/(2) -
7 2
o T where® is defined by Eq(11). Equation (20) has the fol-

FIG. 3. (a) Dimensionless localization leng® and (b) absolute value of Iowmg solution

fluctuon ground-state energ® 2 vs dimensionless temperature The

t
numbers at the curves specify the valuesiof . P,—Po=1v exp(— 7‘I>t)f Dty exp( ydt,)dty,
polaron nature of carrier localization in disordered ferro- B 47d*?
electrics. Indeed, the growth of spontaneous polarization y=r Clvg ' (22)

with decreasing temperature implies depression of fluctua-
tions, which, in its turn, reduces the probability of fluctuon This solution is valid for an arbitrary fluctuon velocity. In-
formation. The same behavior follows also from Eb7) and  vestigation of fluctuon motion with an arbitrary velocifpr
Fig. 3, becausdW,,,/=1/r2,,. The points whered(»,7)  instance, in an external electric figlis of interest because it
=0 correspond to the ferroelectric transition temperattire. can be applied to description of transport phenom@u&h
At these pointsr min—0, andW,,— —. This implies that as photoconductivify in the compounds under study. Such
the fluctuon collapses at the phase transition point, but has#n investigation could be performed similar to the way this
finite radius in the para- and ferroelectric phases. In thavas done for Pekar’s polarbh We shall restrict ourselves
paraelectric phase there is no spontaneous polarization, am@re, however, to studying fluctuon motion with low veloci-
carrier localization can occur due to both polarization fluc-ties.
tuations induced by random electric fields and the conven- Let the fluctuon move along the axis. In this case”
tional polaron effect. In the limit as— 0, only the polaron =&/ (x—uvt,y,z), wherev is the velocity. For smalb, Eq.
effect can produce carrier localization. This follows from (21) yields
Egs. (9) and (16), where for7—o and/orv—0 we obtain
®=1, which corresponds to Pekar’s polaton ) 0 ) Py

Since the asymptotic behavior with—0 is valid also P1(£y.2) =Po=g| “+ g( &§)+§ € te )
for the dipole-glass phase setting in fox v, ~0.0184(Ref.
11), we again have here Pekar’s polaron. berv;, and low v
temperatures, however, the polaron contribution is essential é=x—vt, (= e (22
for the dipole-glass state as well. Y

To obtain Eqg.(22) from (21), we have set—t;=t, in Eq.
(21) and expanded the resultant expressiotyjrtaking into
account that/dt= —v dl dé.

As usual, the effective mass of the fluctuon can be cal- As seen from Eq(22), for v =0 we obtain as the result
culated from its energy when it moves with a low velocity. Eq. (9) for a fixed fluctuon. Substitution of E¢20) into Eq.
Since the fluctuon is coupled to the impurity subsystem, itg1), followed by some straightforward algebra, yields an ex-
motion will have a dissipative character. pression for the energy of the low-velocity fluctuon

4. EFFECTIVE MASS AND MOBILITY OF THE FLUCTUON
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A Y
= r_
©o2m* C,V3
1 u? a7\ ?
72d43r _ = 43
X CI)(V,T)fjd r y2q>3f(&x dor|. (23

The next step consists, as usual, in substitution into(£3).
of ,= o+ v2yy, followed by finding the coefficient of?
in the energyw, . This yields

1o

C,V3
Aqd*2T2@3

I (24

M

where. 7 is the fluctuon effective mass we are looking for.

To calculate it, we can use the wave functigg of the
polaron at rest15) (see, e.g., Refs. 1, 18
In the low-velocity limit, the fluctuon mobility can also

be calculated. It can be shown that in an external electric

field # (we assume it to be directed along tkeaxis) the
equation of motion of the fluctuon has the form

dW,

& .
ecv dt

(25
whereW, is the energy of the moving fluctuon. For small
dW,/dt=W,/7,, where 7, is the polarization relaxation
time. Since for lowv, W,—Wy=.#v?/2, whereW, is the
mass of the fluctuon at rest, and’ is the effective mass
(24), we obtain for the mobilityu=uv/#

287’0

mw=—" (26)

Expression(26) for the fluctuon mobility is formally identi-
cal with the relation for the mobility of a band carrier in a
semiconductor(see, e.g., Ref. 19 It implies that for low
velocities the mobility of the fluctuon is inversely propor-
tional to its effective mass.

Using Egs.(14) and(17), we substitute the trial function
(15) into (24) to obtain
Coveelm* 3 1
#=2719¢10 T2

Teqr iR 5(9)- (27)

The dimensionless effective mass and mobility of the
fluctuon are shown in Fig. 4a, b, respectively. We see that at

Glinchuk et al.

-8 1
0 2

FIG. 4. (a) Fluctuon dimensionless effective ma®s ® and (b) fluctuon
mobility &8 vs dimensionless temperature The numbers at the curves
specify the values ofir3.

for making a more or less accurate calculation of the fluctuon
parameters. We shall therefore restrict ourselves here to
order-of-magnitude estimates only. Equati@iy) yields

P aCi
rmin:3-186Eu(A)a Wmin:_0-16§-(ev), (28

wherea=m*/mg, andmj is the free-electron mass. For the
effective-mass approximation used here to be valig,
should be large enough that;,,/a=3—4, wherea=4 A is
the lattice constant of KTa Assuming in EQ.(28) r i
=3a, we obtain®/aC;=3.8, which yields

0.01

Wiin=— T,(ev)-

the phase transition point the effective mass goes to infinity,
and the mobility vanishes. This means that at phase transit is known that the effective-mass approximation is valid for

tion points the fluctuation contribution to mobility vanishes.

The fluctuon contribution is seen to be the largestat0 in

|[W,in <0.01 eV. In this caser~1, i.e. for the fluctuon to
exist, the bare carrier should be heavy. This conclusion is

the ferroelectric phase. This indicates that thermal and spatidimited, however, to the effective-mass approximation em-
fluctuations in the impurity subsystem depress the fluctuomployed herée’

contribution to conduction.

Estimates of the effective mass and mobility likewise

It should be pointed out that the mobility behaves withturn out to be rather crude because of the lack of reliable
temperature and concentration qualitatively similarly to theinformation onI". AssumingI’~Vy/W,n79, We come to

localization lengthlcompare Figs. 3a and Abso that all the

_#~10°m,. This estimate makes the fluctuon contribution

effects discussed above manifest themselves in mobility a® conduction very small, but one should bear in mind that

well.

more accurate values @f andm* could change this value

Let us make some numerical estimates. Regrettably, they orders of magnitude.

experimental data(see Refs. 10, 14,15 and references

Partial support of ISSEP Foundati@@rant SPU072012

therein available for disordered dielectrics are not sufficientis gratefully acknowledged.
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affect qualitatively the properties of the fluctuon.
21t should be kept in mind that for the fluctuon ground stgtés a real
function.
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Identification of biphonons from prominent features of the angular and energy
dependences of the inelastic-scattering cross section of biphonon-splitting neutrons

O. A. Dubovskil and A. V. Orlov

Physics and Power Institute, 249020 Obninsk, Kaluga Province, Russia
(Submitted October 8, 1997
Fiz. Tverd. Tela(St. Petersbungd0, 728—734(April 1998)

The dispersion relations and wave functions of biphonon and dissociated two-phonon states of
anharmonic crystals are used to determine the cross section of inelastic scattering of

neutrons that split biphonons into unbound phonons, which scatter each other as a result of their
anharmonicity. Prominent features are found of the angular and energy dependences of the
cross section, useful for analyzing experimental data to identify biphonons; it is possible that these
features can also be used for subsequent, potentially major modification of the system of
existing criteria, based solely on energy-balance considerations for the classification of series of
spectral resonances, supposedly corresponding to bound multiphonon states of various
multiplicities. For a fixed, large loss of neutron energy, the cross section is a maximum in a
“nonhead-on” neutron-biphonon collision with a lobe-shaped angular scattering diagram; for
intermediate energy losses the cross section has the largest of all possible values at all

collision angles; and, for small energy losses, the cross section is a maximum for “head-on”
collision in a narrow range of angles. For a fixed angle the energy dependence of the

cross section has a resonance peak, which exists at the low-energy edge of a finite energy band
for large angles and, as the angle decreases, gradually increases as it shifts toward the high-
energy edge of the band, which becomes narrower and shifts into the low-energy region. However,
when the angle decreases below a critical value, the still-increasing resonance maximum
changes direction and shifts back toward the low-energy edge. It is shown that, despite strong
oscillations of the biphonon wave function in the presence of negative phonon dispersion,

the cross section does not depend on the sign of the dispersion, i.e., the universal law of
independence from this sign, established previously for the dispersion relation and the

biphonon damping constant, appears to carry over to the cross sectiol99®American Institute

of Physics[S1063-783%808)03304-9

Experimental and theoretical studies are currently inregion of the spectrum, and a narrow peak with endigy
progress on the spectra of nonlinear coupled multiexciton= E>min—2A is observed in the high-frequency region of
excitations and multiphonon vibrational modes involving pinary states below the minimum of a two-phonon vibra-
biexcitons, biphonons, triphonons, étC. These excitations  tignal bandE,= E(k,) + E(k,); when the one-phonon region
and modes are investigated in various crystalline materialgs e spectrum does not have any prominent feature at the
— semiconductors, metal hydrides, and ionic crystals — byenergyElmm—A, the narrow pealE,, can be attributed to
a variety of methods: slow-neutron scattering, optical exCita'anharmoﬁicity of the vibrations, i.e.?the possibility that the

tion by lasers in the visible and infrared regions, and eleCtrorénergy of the two phonons that decreases by the amount of
scatterind'° The narrow peaks observed in the inelastic he binding enerav & when thev combine to form a. bi-
neutron and photon scattering spectra in the vicinity of broaé honon Ag art fr?))r/n ener Corzlsiderations at the present
bands of dissociated two-phonon and three-phonon states aﬁ%e thére E no direct roc??lthat the given éak correz onds
identified as corresponding to biphonons and triphononst. . P . 9 P p_

4 02 bound biphonon or triphonon. As a result, other versions

Only the first few components of multiplets of 2, 3, 4, . ) - ]
5, ... fold multiphonon coupled modes, with the additional ©f the existence of local states associated with various types

inclusion of multiplets of terms of excited bound statesOf defects, or anomalies in the density of states(@f)
within the spectral region corresponding to each individuadiamond etc., have been advanced in addition to the above-
multiplicity, have been found experimentafly'® The iden- stated prevalent explanation to account for the nature of the
tification of the narrow resonance peaks near the broad banddicated peaks in the interpretation of the results of myriad
of dissociated modes as biphonons and triphonons is based&iperiments reported to date. We note for future consider-
the present time on general energy-balance considerationgtion that the anharmonicity constakin vanadium hydride
Suppose that a band of, say, optical vibrations with waves negative’, and in diamond the narrow, hypothetically bi-
vectork and energye; = E(k) is observed in the one-phonon phonon line is situated above the band of dissociated

1063-7834/98/40(4)/6/$15.00 670 © 1998 American Institute of Physics
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two-phonon stateb.

In the present article we propose to identify the peaks
supposedly associated with bound multiphonon states by
analyzing prominent features of the angular and energy de- 8
pendences of the cross section of inelastic neutron or photon |
scattering leading to the splitting of biphonons, triphonons, |
etc. We note that the detailed biphonon structure has only a
slight influence on the angular dependence of the cross sec- -k k
tion of inelastic neutron scattering with the generation of
biphonons and the corresponding release of the total bi- Ve
phonon energg§,, by a neutron, because this dependence is
linked, in terms of Feynman diagrams for example, to the
interaction of two emitted phonons in the final state. In suchrig. 1. Geometry of neutron-biphonon inelastic scattering.
scattering, of course, the rates of generation of a biphonon as
an integral bound two-phonon complex and generation of a
single phonon differ, for example, as a result of the largephonon dispersion relation and damping constargppears
effective mass of the biphonon; in either case, however, & be preserved here.
single quasiparticle is generated, albeit one that is more com- One problem encountered in the experimental imple-
plicated in the case of a biphonon. A more significant differ-mentation of the processes of biphonon splitting or the cap-
ence should be expected when the incident neutron in inelagdre of its binding energy, of course, is how to create first a
tic scattering splits a biphonon into free modes, where onlsufficiently high population of biphonoftwo-phonon states
the biphonon binding energy”is released by the neutron, that can subsequently be brokéround in interaction with
or (as the reverse procegsthe neutron gains the biphonon neutrons. However, this problem can be solved, as before in
binding energy when two free modes collapse into a bi-optical experiments, for example, by preliminary high-
phonon. Here, for example, when energy is gained, not onlyntensity laser irradiation, which leads to the generation of
the final biphonon state, but also the initial dissociated twobiphonons having a wave vector corresponding to the laser
phonon state depends significantly on the correspondinffequency, owing to direct vertical transitions from some
form of the anharmonic interaction potential, i.e., on the an{ow-lying band of local states having weak dispersion. Re-
harmonicity constanf, because in such interaction the dis- cently fabricated new-generation devices having a high neu-
sociated two-phonon states have the form of interacting, mutron flux and interfaced with high-resolution neutron spec-
tually scattering one-phonon modes. Consequently, the fornrrometers could possibly be used to run experiments
of the phonon-phonon interaction potential is doubly mani-analogous to those performed nowadays in nonlinear optics
fested, and it will be shown below that this duality producesinvolving the preliminary production of a macroscopic den-
prominent features in the spectra of inelastic neutron scattesity of excitons, which then serve as light scatterers. We note
ing with the splitting of a biphonon or capture of the bi- that the theory developed below can be used in studying not
phonon binding energy. In the present article we discuss thenly relatively high-frequency multiphonon modes with en-
first process, where the anomalies of the scattering cross seergies ~200—-700 meV (Refs. 6 and ¥, but also low-
tion have the following character. frequency acoustic biphonons with energie&0 meV (Ref.

For a fixed high neutron energy loss, the cross section i44), for which the population problem is easier to treat.

a maximum in a nonhead-on collision of a neutron and a We consider the scheme of inelastic scattering of two-
biphonon with a lobe-shaped angular scattering diagram; fodimensional neutron waves by a plane, homogeneous system
intermediate energy losses the cross section has the mimdf crystal chains in the geometry shown in Fig. 1. Note that
mum possible value at all collision angles; and for low lossesuch a scheme of the phenomenon is amenable to analysis
the cross section is a maximum in head-on collision in aand subsequent elaboration. For example, it is fully appli-
narrow angular range. The resonance peak of the energy deable to real crystals because experimental data have been
pendence of the cross section for a fixed angle is situated aublished on the introduction of quasi-one-dimensional,
the low-energy edge of a finite energy band; as the anglehain-configured hydrogen and deuterium atoms in hydrides
decreases, the cross section gradually increases while shiff transition metals such de.g) lutetium hydridet®> Shown

ing toward the high-energy edge of the band, which conschematically in the upper half of Fig. 1 above the crystal
stantly narrows and shifts into the low-energy region. How-chain is the initial state: a high-energy neutmgn(the long,
ever, when the angle decreases below a critical value, thieold arrow incident at angled relative to the normal and,
resonance maximum, continuing to grow, begins to shift incolliding with it [at the angle £/2) — 6], a biphonon BP with

the opposite direction toward the low-energy edge of thewvave vectoK. We consider an inelastic scattering geometry
band. Here we show that, despite the strong oscillations dahat is entirely feasible with neutron spectrometers, where a
the biphonon wave function in the presence of negative pholower-energy neutrom; (the short, fine arroyvdeparting in

non dispersion and the monotonic behavior for positive disthe direction perpendicular to the chain is fixed in the final
persion, the cross section does not depend on the sign of tistate represented in the lower half of Fig. 1. Here the afigle
dispersion, i.e., the universal law of independence from thigs such that the sign of the projection of the wave vector of
sign, having been established previously only for the bi-the incident neutromw; onto the axis of the chain is opposite

—
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to that of the biphonon wave vector, and the moduli of these  E=E (K)=2E,— \(2A)2+[4V cogK/2)]?, (5b)
guantities are equal or differ by a finite number of reciprocal-
lattice vectors. Inasmuch as the total wave vector along the x=x(K)=Arsh (A/[2|V|cogK/2)]), (50

axis of the chain in the initial state departs along the perpenz here N is the number of sites in the main volumg
dicular to the chain, this projection is also equal to zero, and. \ (K characterizes the spatial attenuation rate of the am-
the splitting of the biphonon is accompanied by the generagjisde of the biphonon state, andyltherefore determines
tion of two unbounded phonons having oppositely directedy o adius of this bound state. We note that for a given
wave vectorstk. The theory developed below to describe - e biphonon wave function as a function |of— m|

the inelastic scattering of neutrons with the splitting of bi- decays uniformly fo<0 but forV=>0 it decays with rapid
phonons in the given geometry can be used for appropriat§eijiations. On the other hand, the=E,,(K) and y(K)
generalization to more complex experimental conditions.;nes are identical in both cases. I;lb(Op the signs ol

(e.g., involving the oblique departure of neutrons, filling of to the two types of decay are inverted. A slight modification
the entire band of biphonon states, the investigation of caps the theory developed here fully validates it for determin-

ture of.the biphonon binding energy with the initial and final ing the cross section for a neutron to capture the binding

states inverted, efc. o energy of a biphonon wittA<0 after it interacts with the
According to the general theoly, the HamiltonianHon — neytron and splits into free phonons. It is possible that for

of the subsystem of optical phonons, taking into account thgjizmong, in particular, the postulated biphonon splitting ex-

anharmonicity of the vibrational modes, i.e., phonon-phonoryeriment could lead to resolution of a controversial issue,
interaction, has the following form in second-quant|zat|on|Ong debated in the literature. as to whether the above-

Site representation: mentioned line observed in the energy spectrum does in fact
correspond to a biphondnwe note that the question of the
Hon= > EoBy Bn+ X VonBiBm—AY BB/ B,B,,  sign ofV, i.e., the sign of phonon dispersion, has not been
" nm " )  adequately studied for metal hydrides, owing to the difficulty
@ of single-crystal preparation.

whereE, is the optical phonon energy without regard for the ~ The solution of the system of equatio@ for the dis-

band componen¥,, characterizing the transfer of phonons, sociated state, i.e., two mutually scattering phonons with

B, andB, are the corresponding Bose operators of vibra-wave vectorstk and energye=2E(k), has the form

tional excitations at sitd, andA is the anharmonicity con- dis i 2 .

stant of contact phonon-phonon interaction. When the inter- Wam(k)=(2IN%)(cogk(n—=m)]+T exmk|n—m|))(,6a)

action of nearest neighborg,,=Vé, n+1 is taken into

account, one-phonon states with the wave vektbave en- E=2E(k)+4V cogk|, (6b)

ergy E(k)=Eq+2V codk (from now on all wave vectors _ _ 1

will be tacitly given in units of 14, wherea is the “lattice T(k)=[—1+i2V/A)sink|]™, (60

constant” of the crystal chajnThe two-phonon states of the where the second term on the right-hand side of &)

system are sought in the fotm represents the scattered wave in the two-body problem re-
duced to single-particle formulation, afidk) is the corre-
|2>:2 ¥ ,.mB. B [0), 2) sponding scattering amplitude.
nm

In calculating the neutron inelastic scattering cross sec-
tion, we use the approximation of direct contact interaction

whereV ., is a wave function, an is the ground state. : . . o
nm {0) v of particles for the neutron-phonon interaction Hamiltonian:

The wave functionV ,,, and the energf of the two-phonon
states are found by the solution of the Salinger equation
Hin=2 Wry 1By By, )
Hotl2) =E[2). () n
whereW is the interaction energy, angl and v, are the
corresponding second-quantization neutron operators. In site
representation on the chain model the operaigrdorm a
(E—2E0)¥Ymn=V(¥Yi1mt*¥Yr-imt ¥Yomert Prom—1) subspace of neutron operatarson the corresponding two-
dimensional crystal grich=(n;, n,), which includes the
—2A% mdnm- 4) chain n;=n, n,=0. The transformation fromv, to the

The solution of the system of equatiof® for a bound bi- secondary-quantization neutron operators the represen-

phonon state with wave vectér and energyE = E,,(K) has tation of two-dimensional wave vectogs=(q;, 0) is given
the formt3 by the relations

The substitution of Eq.2) into (3) yields the system of equa-
tions for ¥, andE

1 v\ vn=2 vgen(d),  @n(d)=(LN)exp(ig-n).
‘I’nm:‘PEfn(K):\/—N Vtanh)((—m) T "

For the scattering of neutrons in metal hydrides, the interac-
tion HamiltonianH,,; in Eq. (7) depends explicitly on direct
neutron-proton interaction. To calculate this interaction in

Xexy{i g(n+m)—x|n—m|), (59
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detall using a representation of the fofi®, including trans-  which naturally yield the condition of conservation of the
formation from the operators andx,, wherex, is projection of the total wave vector onto the axis of the chain,
the proton shift translation opera&}rlo the operators;! , lead to the following relation for" (e, 6):

v,, and B*, andB,, in (7), would serve no purpose at this

stage of the calculations. In the first Born approximation, a"(e,0)=0g tanhxf dk| R(K,k)|26[sf(k)—si(K)],
which is customarily used in the study of neutron

scattering'® the double differential cross section of the given (13
inelastic process is defined as where
d?o VT K
" _ _ o liy]2 o — - — ] — _

o(s,B)——dsde—oozf [(F|Hind1}|26(es—€i), (8) R(K,k) % ( |v|) exp( 5 m x(K)|m|
where gy is a constant factor, whose exact value is not es- X [cogkm)+T(k)expik|m|)]
sential to our investigation of the general laws governing th . .
energy and angular dependencestf In Eq. (8) |i) and|f) “The sums involved in Eq13) are equal to
are the initial and final state@-ig. 1) with corresponding m )
energiese; ande;, defined by the equations % (= VIIV)™ cogkmexyf —i(K/2)m— x|m[]

iy= 2 Wah(~K)ep(a) By B [0) =a(Kk/BK k), (143

&i(K) = (h2q2/2M) + EBR(K), (93 2, (= VIIVD)MexiLik|m| —i(K/2)m—x|m|]

iy=2 iRk epla) By Brrg, [0), =Y(KRIB(K k), (14b)

where
— 2
e1(k) = (h2qf/2M) +2E(K), (9b) a(K,k)=sinh y[cosh y+ cosk cogK/2)], (159

whereM is the neutron mass. To simplify the calculations,
we assume that the neutron transfers much of its energy to
the lattice, so that the energy and wave vector of the depart- —sir? k sirf(K/2), (15b)
ing neutron are small in comparison with the incoming quan-

tities (|q;|>|qgs|). In this case, for a fixed energy loss to the V(K K)=7"(K,k)+7"(K.k)

lattice =sinh(y—ik)[cosh x +ik)* (K/2)]. (150

e=(A%2M)(|ai]?—|al?) (10 with regard to the symbol in relations(15), the minus
the biphonon wave vector and the sine of the angle of inciSign is used fo’V<0, and the plus sign fok'>0. After
dence are linearly related =sin 6(2Me/4)Y2 so that the integration overk in Eq. (13) with allowance for Eqs(15)
dependence of the cross sectiofi on K is easily trans- and (16) we flnaIIy obtain the relation for the double differ-
formed into the angular dependene&(6). In normal inci-  ential cross section of inelastic scattering
denceK=6=0, and in the opposite limit of tangential inci-
dence the value of the wave vector at the boundary of the”(s,6)= 0,
Brillouin zone K= mr/a corresponding to the limiting angle
0~ /2 for an E.zner.gy Iossw.ZO meV anq a chain lattice ao=a(K,ky), Bo=pB(K,ko)
constanta~1 A; this result is fully admissible from the
viewpoint of methodological capabilities in experimental  yo=v(K, ko), To=T(K,ko), (16)
work. To transform from the biphonon wave vectorto the
scattering angle, we use the relation

B(K,k)=[coshy+cosk cogK/2)]?

tanh x [ao+Tovo— Toval>+[Tove+ Tovsl?
sinkq ,33

where the wave vectoky=Kky(K) is determined from the
energy conservation law

—qf 2152
Ka=sin \2Mza’/A". a1 4V cosky=z— \(2A)2 1[4V coSKI2) T2, (17

The substitution of Eqs.5), (6), and (9) into (8) gives the
following relation for the double differential scattering cross

and T, and Tg are the real and imaginary parts of the scat-
tering amplitudeT, defined in Eq(60¢).

section: A remarkable fact emerges here. The change of sign in
, <8P dis 2 Egs.(15) in transition fromV<0 to V>0 does not alter the
o :"Of dk %:n Wam (K)W (k) S(ai,ar) cross sectior”. The reason is that a change of sigrivbin
the energy conservation laft7) leads to the transformation
X o[ eg(k)—&i(K)], (128 ko— m— ko, With cosk, changing sign. For real-valued,
S(G5,01) = ©* (G) (A + ¢5(a) @m(a1). (12D and B, in Eg. (153, therefore, the change of sign is can-

celed, and for the complex-valueg, in (15b), when the
Detailed calculations involving the substitution of the ex-change of sign is compensated in the real part, the imaginary
plicit forms of W8, WS and ¢ after partial summations, part changes sign, i.e., the quantity goes over to its complex
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FIG. 2. Neutron scattering cross section versus the biphonon wave vecto-IG. 4. Neutron scattering cross section versus neutron energy loss at fixed
scattering angles.

conjugateyy , so that, in accordance wittl2), o” is left
unchanged. Consequently, even though YorO the bi- one-phonon band of optical modes of hydrogen ar
phonon wave function?2,, (58) oscillates strongly asn(  —15meV. To highlight the biphonon band of uncoupled
—m) changes and might appear at first glance to contributéwo-phonon modes, the values of the parametersl0 meV
nothing too” in integral relations of the typ€l2); the same andV=—2 meV, which are fully consistent with experimen-
universal law of independence frowh which applies to the tal data, are used in the calculations. We use specific values
biphonon dispersion relation and the damping consiaimt  of A andV for clarity, although the results of the calculations
Egs.(5b) and(5¢), still holds in this case as well, where can be given for a fixed dimensionless paramétgr, and

is also independent of the sign ot the energy dependen¢Eig. 4) can be given witke/V as the

Figures 2—4 show graphs of’(e, 6) for fixed energy independent variable. The bands of dissociated two-phonon
lossese, representing the angular dependence of the crosstates, the splitting-off of biphonons from this band, and the
section, and also for fixed angles representing the reso- biphonon band proper are determined for these values of the
nance energy dependence of the cross section. An analysis pirameters. Figure 2 shows the behavioro{K) for six
Figs. 2—4 shows that the angular and energy curves of thsuccessively incremented energy losses in the interval
inelastic scattering cross section has specific features that can—e4 ranging from &,;=2A+4V=12meV to &g
serve as special identifiers of the participation of biphonon=[(2A)?+ (4V)?]¥2—4Vv=29.5 meV, where only zeros of
states in the inelastic scattering of neutrons in the presence tie § function in (12) and(17) exist. When the energy loss
vibrational anharmonicity. increases from the lower limite; to e3=[(2A)?

To illustrate the general form of the angular and energy+ (4V)?]*?=13.5 meV near the boundary of the Brillouin
dependences of the cross section in the given georfleigly ~ zoneK =Kg= n/a, there appears a narrow, gradually broad-
1), Fig. 2 shows the cross section as a function of the neutroening region ofK where the cross section, having a maxi-
energy loss. The values of the parameters are chosen closertum at K=Kg, increases ag is increased(curve 1, ¢
their experimental values observed for biphonon modes of¢,=12.5 me\j. Then fore>eg; inelastic scattering takes
hydrogen atoms in metal hydrides. In various transition-place in the entire Brillouin zone OK<Kg with a maxi-
metal hydrides the anharmonicity constant varies frommum atK=Kg, along with an overall increase in the cross
~5meV to~20 MeV (Refs. 6, 7, and 15 The widths of the  section ase is increased(curve 2, e=g,=15 me\). The

maximum value of the cross section is observeddersg
=2A=20meV (curve 3). With a further increase im the

014} cross section begins to decrease, but with a relative increase
in the wing of” for smallK (curved4, e =e4=25 me\). As
e approaches the energy,=2A—4V=28 meV, a maxi-
mum emerges in the Brillouin zone, exceeding the value of
o"(K=Kg) at the boundary. At the energy==¢c- (curveb)
we have ¢”"(K=Kg)=0, and the maximum occurs &
=(3/4)Kg. With a further increase is in the intervale;
<g<gg this maximum decreases and shifts into an interval
of wave vectors that closes in aroukd=0, where only ze-
ros of the§ function in Egs.(12) and (17) exist (curve 6,

\ e=gg=28.4meV. All these features of the"[e, 8(K)]
/2 curve can be obtained analytically from the functional rela-
tions (14)—(16) and, at the same time, clarify the physical

FIG. 3. Inelastic neutron scattering cross section versus the neutron scattefignificance of the features. For .examiplle, the faqt ti’.(élt
ing angle at fixed neutron energy losses. =0 for K=0 follows from the relatiore T~ ~= — y, which is

1
/] /4
[
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readily verified in this case. A§—Kg ande — &5, it follows ~ longer holds, as discussed in connection with Fig. 3 above.
from (17) that sink,—0, y—», T——1, aB=yB1, («  With a further increase i the calculations yield ascending
+TB)/v—0, and it is necessary to expand the correspondlow-energy_ parts of the resonance, which shift into the low-
ing indeterminacy in Eq(16). energy region.

To obtain the angular dependeneé(6) directly for If future experimentally observed prominent features of
fixed values of the energy loss, we assume that the latticthe angular and energy dependences of the inelastic neutron
constant has a value close to actus 1.5 A, and that Eq.  scattering cross section exhibit the same general attributes as

(11 relatingK to 0 has the form those found in the present study, this information appended
) to general energy considerations can amply serve as critical
Ka= sin vele, (18 proof of the involvement of bound biphonon states in pro-
so that the anglé= 7/2 ate = ¢, corresponds to the limiting cesses of inelastic neutron scattering. The further expansion
value ofK at the boundary of the Brillouin zone. of research in this direction will possibly lead to a major

Figure 3 shows the dependence of the cross sectigh on modification of the system of existing criteria, based solely
for the same energy losses as in Fig. 2 and with the sam@n energy-balance considerations, for the classification of se-
interpretation of the numbering of the curves. It is evidentries of spectral resonances corresponding prevalently to
that as the energy loss increases, the biphonon splits initiallpound multiphonon states of various multiplicities. The val-
in a narrow but expanding interval éfclose tow/2, ands”  ues assigned to the parameters of the scattering geometry,
has an increasing maximum @t /2, i.e., for a “head-on”  etc., in the present study provide guideposts for such inves-
neutron-biphonon collisioricurve 1, e=¢,). Then as the tigations.
energy loss: =& is approached, the cross section reaches a  In closing, the authors are obliged to express their heart-
maximum, which exists a#=0, increasing a# is increased felt appreciation to V. M. Agranovich for helpful comments.
(curve2, e=g,; curve3, e=gg). With a further increase in This work has received support from the Russian State
the energy loss the cross section decreases, its maximugtientific-Technical Program “Critical Directions in the
shifting into a narrowing interval close to small anglés Physics of Condensed Media” on the topic “Neutron Ex-
—0 (curve4, e=gg; curves, e=g; curveB, e=gg). Con-  amination of Matter.”
sequently, the angular scattering diagram for large energy
losses comprises a lobe with zero-valued minimagat0 5
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The atomic dynamics of hydration-amorphized BHNig are investigated by the incoherent

inelastic scattering of neutrons, and the spectrum of vibrations of hydrogen atoms is reconstructed.
It is shown that the spectral distribution of thermal excitations can be conceived as consisting

of two bands, whose average energies coincide with the vibrational energies of the

hydrogen atoms in the binary hydrides NiH and PrHhe final results agree with a previously
proposed structural model of hydrogen amorphization. 1998 American Institute of
Physics[S1063-783%8)03404-3

Although the phenomenon of amorphization of certainGaussian approximatich.A correction for the Debye—
intermetallic compounds in reaction with hydrogen has beeWaller factor was made by a self-consistent iterative proce-
known for some timé, its nature and mechanism have re- dure using the experimentally determined spectrum. As a
mained unclear to the present day. It is obvious that progresesult, a generalizetheutron-weighted, Ref.)Gpectrum of
must be sought through investigations of the structure anthe vibrational states of the lattice was reconstructed for
dynamics of amorphous hydrides formed by such reactiongmorphous PrNHs;5: G(T)~Z0;/M;g;(E), where oy,
because information can be obtained both on the atomi;, and g; are the neutron scattering cross section, the
structure of these systems and on the characteristics of inteatomic mass, and the partial spectrum of the vibrations for
atomic interaction in them. We have previously investigatedheith atomic species, and the summation is carried out over
the structural aspects of hydrogen amorphizatidiwe  all atoms in the formula unit. Owing to the very large cross
previously employed x-ray diffraction to study the sequencesection of incoherent scattering of neutrons by hydrogen
of phase transformations in the system BeMil in transition (80 b, as opposed to the typical values for metals, of the
from the crystalline to the amorphous state. In Ref. 3 weorder of a few barnsand the low mass of the hydrogen
investigated the atomic structure of the amorphous hydridatoms, the functiolG(E) essentially represents the spectral
PrNi,D3 ¢ by neutron diffraction and proposed a model of thedistribution of the vibrations of hydrogen atoms in the inves-
hydrogen amorphization of hydrides. In this paper we givetigated sample.
the results of a study of the dynamics of hydrogen atoms in  The vibration spectruniFig. 2) consists of two parts: a
PrNi,H; ¢ by the inelastic scattering of neutrons. low-energy part(up to 30 meV associated predominantly

A sample weighing 40 g was prepared by a proceduravith hydrogen atom vibrations in phase with the vibrations
similar to that used in Ref. 2 at a temperature of 300 K. Theof the heavier metal atom&coustic branchg¢sand a high-
hydrogen constituency was determined form the quantity oénergy part mainly associated with hydrogen atom vibrations
gas absorbed during reaction. The x-ray pattern of thén antiphase with the metal aton{eptical branchés The
sample(Fig. 1) is completely devoid of Bragg peaks, and low density of vibrational states in the acoustic part of the
only a slight background modulation is observed. Inelasticspectrum indicates the weak participation of hydrogen in vi-
neutron-scattering experiments were carried out at room tenbrations at these energies. The most interesting object from
perature on a KDSOG-M inverted-geometry spectronfeterthe standpoint of exposing the characteristics of Me-H inter-
mounted on an IBR-2 pulsed reactor. Energy analysis of thaction is the high-energy vibrational band. In discussing the
scattered neutrons was performed in a high-transmissioresults below, we address only the optical part of the spec-
modification with only a nitrogen-cooled polycrystalline be- trum, whose average energy is 121 meV.
ryllium filter used as the analyzer. Under these conditions the ~ We call attention to the considerable width of the optical
energy resolution of the instrument was 16%8 me\) at an  band, 96 meV, which is significantly greater than the typical
energy of 120 meV. The measured time-of-flight spectra fowidths for hydrides of crystalline Laves phases. For ex-
four different scattering anglegafter subtraction of the ample, the bandwidth is 60 meV for ZgH5 37 and 74 meV
sample cassette background and correction for the spectrufar ZrV,H, -3 (Ref. 7) and is the result of anisotropy of the
of the incident neutronswere processed in the incoherent nearest-neighbor environment and appreciable H-H interac-
one-phonon approximation, and the contribution of mul-tion. A major increase in the width of the optical spectrum of
tiphonon scattering processes was taken into account in thgydrogen atoms also occurs in conventional amorphous hy-

1063-7834/98/40(4)/3/$15.00 676 © 1998 American Institute of Physics
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drides(see, e.g., Ref.)8where the initial amorphous alloy is tions of hydrogen atoms is approximated by one and two
obtained by quenching from the melt. Such a large width igFig. 2) Gaussian curves, where three paramdimsplitude,
attributable, on the one hand, to the spread of interatomiposition, and widthare varied for each curve. The approxi-
spacings in amorphous systems and, on the other, to H-khation results are summarized in Table |, which also shows
interaction, possibly more so than in crystalline systems. the values of the profileR,) and weighted profile R,,)

In the simplest case, the dynamic behavior of hydrogeruncertainty factors. The two Gaussian curveR(,,= 4.8%)
atoms in the investigated system can be conceptualized iprovide a significantly better description of the optical spec-
one of two ways: 1Hydrogen on the average interacts iden-trum than the single curveR(,,=10.08%), so that the spec-
tically with Pr and Ni atomga “gray” metal aton); 2) the  trum can be regarded as consisting of two bands. The aver-
interactions with Pr and Ni atoms differ. Accordingly, in the age energy of the first bané&; =97 meV (see Table), is
first model the optical band can be expected to consist of alose to the average energy of the optical vibrations of hy-
single maximum, and in the second it should have twodrogen atoms in the octahedral interstices of binary crystal-
maxima corresponding to the interaction of hydrogen with Piline nickel hydride[ E=94 meV for NiH, g (Ref. 10 andE
and with Ni. The experimental spectrum of the optical vibra-=100 meV for NiH, , (Ref. 11], and the energy of the sec-

0.0

FIG. 2. Spectrum of hydrogen-atom vi-
brations in amorphous Prp; ¢ (dots
and approximation of the optical part of
the spectrum by two Gaussian curves
(solid curve. The dashed curves repre-
sent the bands of the optical vibration
spectrum.
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TABLE |. Parameters of the bands of the spectrum of optical vibrations of hydrogen atoms in amorphgitit PrNi

Approximation by one Gaussian curve Approximation by two Gaussian curves

E: AE; S (E) (u?) = AE; = AE; S S, (E) (u?)

12142 96+4 0.99-0.02 62-2 0.035:0.002 | 972 72+3 137+3 89+4 0.34:0.02 0.67-0.04 632  0.030:0.002
R,=6.18%, R,,=10.08% R,=3.78%, R,,=4.82%

Note:HereE,; andE, are the average energi@reV), AE; andAE, are the full widths at half maximurimeV), S,; andS, are the areas under the spectral
bands, an®R, andR,,, are the profile and weighted profile uncertainty factors. Integral characteristics of the spectrum of hydrogen-atom vibrations at
=293 K: (E) is the average vibrational energyeV), andu? is the mean-square value of the thermal displacemerts. (A

ond band,E,=137 meV is close to the average energy ofFedorov for assistance in setting up the inelastic neutron-
hydrogen vibrations in the tetrahedral interstices of the hyscattering experiment.

dride Prb g [E=130+5 meV (Ref. 12]. Consequently, the This work has received financial support from the Rus-
first band corresponds to the interaction of hydrogen withsian Fund for Fundamental Reseaf&hoject 94-02-05988
nickel atoms, and the second band corresponds to interacti@nd the State Scientific-Technical Program “Critical Direc-
with praseodymium atoms. It can be inferred from the ratiotions in the Physics of Condensed Media” on the topic
of the areas under these spectral bafd$S,;=1.97 (see  “Neutron Examinations of Condensed Media(Project
Table ) that almost one fourth more hydrogen atoms are96102.

localized near praseodymium atoms than near nickel atoms,

consistent with the difference in the hydride-forming proper-

ties of praseodymiurfmaximum constituency of the hydride .D- Shaltiel, J. Less-Common Me82, 407 (1978.

. . . . 2A. V. Irodova, O. A. Lavrova, G. V. Laskova, P. P. Parshin, and A. L.
PrH3) and nickel (maximum constituency of the hyd”de Shilov, Fiz. Tverd. TeldSt. Petersbupg38, 277(1996 [Phys. Solid State

NiH). 38, 156 (1996)].

It has been showr that the amorphized hydride 3A. V. Irodova, I. N. Goncharenko, P. P. Parshin, and R. Bellisan, Fiz.
PrNi,H; ¢ can be regarded structurally to be an interstitial Tverd. Tela(St. Petersbufg3s, 1679 (1996 [Phys. Solid Stat@s, 927

. 2 . . . . . (1996].
sqhql solgnon mcor_poratlr!g the highly distorted lattice of the 4G. Baluka, A. V. Belushkin, S. I Bragin, T. Zaleski, M. Z.
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Low-frequency acoustics is used to study e § phase transition in the vanadium hydride

VHg 73 It is established that the nature of the transition depends significantly on the degree of
perfection of the crystal structure of the hydride. It is shown that such behavior can be

attributed to long-period ordering in the investigated system.19®8 American Institute of
Physics[S1063-783®8)03504-7

Problems in the kinetics of the order parameter are an In the graphs the temperature dependence of the elastic-
important part of the theory of phase transitions. Among thaty is given in units of the vibrator natural frequencies
most widely used investigation methods are measurements sfjuaredy?, and the absorption of vibrational energy is given
the dielectric dispersions and absorption, neutron scatteringn units of the reciprocaf) factor of the vibratorQ 2.

Raman and Brillouin light scattering, magnetic resonance, The absorption of energy in the presence of large damp-

and the dispersion and absorption of ultrasotifid. ing (~101) is shown in the figures in units of the vibration
All of these methods can be used to investigate fast redriving voltageU.

laxation processes with'~10F—102Hz (7 is the relax- In addition, measurements of in-phase and quadrature

ation time of the order parameter signals using vector voltmetéra/ere performed as a means

Recently, however, there has been major interest in tramef directly determining the real pagt’ and imaginary part
sitions to phases characterized by a modulated order parany? of the complex vibrator amplitude.
eter, where the modulation period is much larger than the
period of the _ongmal structure. _Suqh Iong—perlo_d _s'iructures?_ EXPERIMENTAL RESULTS
are characterized by lower excitation frequencies ¢ 1
—10* Hz) and, hence, are successfully investigated by meth-  Figure 1 shows the results of measurements on an as-
ods of low-frequency acoustics. prepared VH ;3 sample. The measurements were carried out
Vanadium-hydrogen solid solutions are known to form aduring slow heating of the sample-0.5— 1.0 K/min). It is
series of ordered and disordered phases, in which hydrogesvident from the figure that the behavior of the elastic modu-
occupies both tetrahedral and octahedral Sitéshas been lus near 208 K corresponds to a phase transition, as attested
found that the ordered8 phase corresponds to,M by the kink in the curve af =208 K (Ref. 7). A doubled
stoichiometry® At lower temperatures<¢ 210 K) another or-  central peak is observed on the damping curve at the transi-
dered phase has been found with the compositigd,M§  tion temperature, along with two lower peaks to the left and

phase, which has been investigated previoudly. to the right of T .

In this paper we report a low-frequency-(0° Hz) To investigate the nature of the satellite peaks, the real
acoustics investigation of the kinetics of the- 6 phase (x’) and imaginary ¢”) components of the complex suscep-
transformation T;~208 K) in the system Vi3 ,3. tibility were measured by means of a vector voltmeter.

The result of measuring’ for the right satellite is
shown in the inset to Fig. 1. It is evident that té disper-
1. SAMPLES AND EXPERIMENTAL PROCEDURE sion curve corresponds to damping of the resonance type
rather than the nonresonance type.

Samples were prepared by spark cutting from single- Measurements of the diffuse scattering of x rays were
crystalline vanadium hydride V§+; in the form of having also performed on the sample. The results are shown in Fig.
two notches which enabled thin plates clamping the sampl@. It is evident from this figure that above the transition tem-
in a massive support block, while the strip between themperature in the temperature interval 210-240 K the principal
with dimensions 1X 3X 0.8 mm, functioned as the acoustic Bragg reflections are flanked by nearby satellites represent-
resonator proper. ing diffuse scattering maxima, indicating a periodic modula-

A quarter-wave flexural mode was excited electrostatition of the metallic vanadium latticéThe distances from the
cally. A metal electrode situated near the free end of thesatellites to the principal Bragg peaks in reciprocal space
vibrator served simultaneously as the vibration source andhust be equal to the reciprocal of the period of the modu-
detector. lated structure. Calculations show that the modulation period

Measurements were performed by the regenerative excis ~70 A.
tation of normal modes of the sample by means of an appa- During cooling—heating cycles the resonance damping
ratus described in Ref. 5. peaks of the VIg,3 samples gradually vanish, the central

1063-7834/98/40(4)/3/$15.00 679 © 1998 American Institute of Physics
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FIG. 1. Damping of elastic vibrations) ) and elastic modulus:€) ver- tures above thg8— & transition temperaturd. (J denotes the scattering

sus temperature for the hydride Ykin the vicinity of theg— ¢ transition intensity. 1) T=210K; 2) 220 K; 3) 240 K.
(after the first cooldown Inset: Elastic dispersiog’ versus temperature in
the vicinity of the first satellite.

It is evident from Fig. 1 that the temperature dependence
of the vibration damping of Vkl,5in the vicinity of T is not

relaxation peak becomes narrower, and its middle trough beat all similar to the classical-shaped curve characteristic of
comes smoother. The diffuse satellites in the x-ray scatteringontinuous phase transitions. The occurrence of the double
spectra also vanish at the same time, suggesting a relation-
ship between the observed features.

Figure 3 shows the temperature spectra of the elastic 3.20
modulus and damping after multiple thermal cycling of the
sample. It is evident that the damping curve represents a R
classical\-shaped peak characteristic of second-order phase
transitions, and the inflection point of the elastic modulus
curve coincides exactly with the maximum of the damping
peak at the phase transition temperature.

3. DISCUSSION OF THE RESULTS

v2, kHa?

The foundation of acoustical methods for the investiga-
tion of phase transitions is the work of Landau and
Khalatnikov® who have shown that the ultrasound absorp-
tion coefficienta (which is proportional to the reciproc&)
factor of the vibrator,Q 1), increases in the vicinity of 2.601
phase transition according to the expression

2
T i ] i ]

] 1
Ry 180 200 220 230
T,K
where o is the ?—COU_S“C frequency{ ?—nd IS the Orqer' FIG. 3. Elastic modulugin units of the driving frequency squared) and
parameter relaxation time, which exhibits critical slowing ac-energy damping of the sample vibratiafiis units of the driving voltageJ)
cording to the law versus temperature in the vicinity of tife- 6 phase transition in the hydride
VH, 3. The excitation voltag&) ~60 V corresponds to a reciprodal fac-

~(T-Ty L T-T.. tor Q" 1~10"2

10
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absorption peak nedr, requires the fulfillment of two con- modes. This assumption is confirmed by the disappearance
ditions: 1) The acoustic wave must interact with “soft” ex- of the resonance absorption peaks of the vibrations together
citations of the order parameters in the low-temperature andith the disappearance of the diffuse satellites in the x-ray
high-temperature phases) the reciprocal relaxation time scattering spectrum, and also by the substantial narrowing of
71 must become lower than the sample vibration frequencyhe relaxation absorption peak, which acquires the shape of
w. In this case the condition of the absorption maximumthe classical A" curve (Fig. 3.
ow7=1 is satisfied twice, once foF <T. and once forT Our investigations of the phase-transformation kinetics
>Te.. in VHg 73 at T.=208 K have thus shown that the unusual
The presence of resonance damping peaks in addition fmrm of the low-frequency acoustic absorption anomaly
the relaxation peaks in the damping spectrum shows that thie attributable to long-period modulation accompanied by a
response function for coordinates descriptive of ordering ig3— & transition in the hydride Vgl,5.
determined by the behavior of the harmonic oscillator
coupled by interaction with certain internal degrees of free-
dom characterized by the Debye relaxation timeRef. 2. 1R. Blinc and B. Z2k§ Soft Modes in Ferroelectrics and Antiferroelectrics
This form of the order-parameter response function was (North-Holland, Amsterdam, 1974Russ. trans., Mir, Moscow1975,
first observed in SrTiQ (Ref. 10 in the vicinity of phase 398 PPl N
transition aff = 105 K at frequencies of the order of 104z é D. Bruce and R.A. CowleyStructural Ph_ase Transition& aylor and
] ¢ . rancis, Philadelphia, 198fRuss. trans., Mir, Moscow1984), 407 pp).
In contrast with the cited example, the extremely slow criti- 3Hydrogen in Metals II: Application-Oriented Propertiesdited by G.
cal dynamics observed by us - 10° Hz) can be linked only Alefeld and J. Viékl (Springer-Verlag, Berlin-New York, 197§ Russ.

A . « »  trans., Mir, Moscow(1983), Vol. 2, 430 pp].
to long-period structures characterized by “ultrasoft 4H. Asano and M. Hirabayashi, Phys. Status Solidlé 69 (1973,

Mot 1
excitations. . . ) 5V. A. Melik-Shakhnazarov and I. A. Naskidashvili, Pribory Tektks.,
Inasmuch as phase transitions associated with hydrogenno. 1, 181(196%.

ordering in hydrides are accompanied by distortion of the®F. S. Crawford, Jr.Waves and Oscillation¢Berkeley Physics Course

metal matrix, the emergence of order with a long period \l\;c(’)"sc:’:))\',vff;"?gd'é'\z";Gre]‘W'H"" New York, 1973 [Russ. trans., Nauka,

should induce diffuse satellites near certain Bragg7y. rehwald, Adv. PESséz, 721(1973.

reflections as is indeed demonstrated in Fig. 2. 8A. G. KhachaturyanTheory of Phase Transitions and Structure of Solid
We can assume in regard to the evolution of the damping, Solutionslin Russia, Nauka, Moscow(1974), 384 pp.

spectrum in thermal cycling that the structural defects L D Landauand I. M. Khalatnikov, Dokl. Akad. Nauk SSSR, 469

formed during thermal cycling suppress long-range orderior Riste, E. J. Samuelsen, K. Otnes, and J. Feder, Solid State Corgmun.

thereby setting the phase of the order parameter. The stabi-1455(1971). )

lizing influence of the defects is manifested in the system V- A- Golovko and A. P. Levanyuk, Zh.kSp. Teor. Fiz81, 2296(1981

dynamics, inhibiting the growth of pretransition ordering [Sov. Phys. JETI4, 1217 (1983)].

clusters and subsequent frequency reduction of “soft”Translated by James S. Wood
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A study is reported of phase separation in a system of particles created at a constant rate and
having a finite lifetime. It is shown thdil) phase separation is possible if the particle

lifetime exceeds a certain critical valu@) the particle-density difference between the phases
depends on particle lifetime, ar{@) the correlation function in the two-phase region
oscillates(with damping as a function of spatial coordinates, which implies correlation between
the phase locations. @998 American Institute of Physids$1063-783#08)03604-1

Phase transitions are usually observed and studied iA system with a uniform particle distribution that resides in
systems of particles whose lifetime is infinite. In physics,a certain state at a high temperatdfer instance, at point
however, there exist a large number of phenomena wherd), can be rapidly cooled to a statpoint B) where two
external pumping creates unstable particles quasi- phases can coexist. The system separates subsequently into
particles in crystalshaving a finite lifetime. Among such phases whose state is determined by pa@itsand C,. The
systems are(1) the electron-hole liquid in semiconductdrs, dynamics of the system undergoing spinodal decomposition,
(2) the dielectric exciton liquid in crystafs! (3) a strongly ~ first considered in Refs. 10—13, was studied in detail in Refs.
excited gas whose excited atonmolecule$ become at- 14-17. Foit—o, a steady state sets in, and the system sepa-
tracted by resonant interaction to unexcited ones, which magates into infinitely large regions of different phases, with
give rise to formation of a new pha3e’ (4) the system of concentration fluctuations occurring in each of them as they
vacancies and interstitials in a crystdland others. In cases do in the given phase of infinite size.

(1)—(3), the particleselectrons and holes, excitons, excited In our problem of phase formation in a system of un-
moleculeg are created by external light pumping, and in casestable particles continually created by an external source one
(4) (vacancies and interstitigl® high concentration of par- also starts with a uniform particle distribution, which corre-
ticles can be produced by a flux of energetic parti§@®-  sponds, for instance, to the state of the system at fiirts
tons, neutrons, ions ej¢processes which can be accompa-in spinodal decomposition, phase separation likewise sets in
nied by vacancy coalescendpore formation and phase here, and the system moves toward the state with pl@ases
separation in multicomponent systems. In all the above caseé#d C,. Because the particle lifetime is finite, however,
the particlegquasi-particleslive a finite time; for example, phase separation may either progress to a lesser extent or not
excited molecules and excitons have a natural lifetime andat all, i.e., the steady state thus formed is nonequilibrium, it
besides, can be destroyed in various interactions, electrorghould depend substantially on particle lifetime, and can dif-
and holes, as well as vacancies and interstitials, are captured

by traps and sinks and can recombine.

If the particle generation rate is independent of time, a '4+
steady state sets in in the system, with the number of par- T %
ticles created per unit time equal to that of annihilated par-
ticles. The above systems are usually considered to be in
equilibrium, with the concentration equal to its steady-state -
value generated by external irradiation. If the particle con- R
centration is high enough, and they are subject to attraction, l
such a system can support different phases, and its phase
state will change with changing particle concentration, i.e. -
actually with the changing rate of their creation. Within a B
certain region of particle concentration, the total number of
particles may not be high enough for a new phase to form -
throughout the volume of the system. In this case the system
breaks up into regions of different phases. The problem of
the properties of such a system is similar to that of spinodal
decomposition in a system of stable particles. A typical 1 1 ! 1 L 1
phase diagram(in the temperature-concentration coordi- 6

nat?$ for Spin9d3| decompositior) is presented in Fig. 1. mFIG. 1. Typical temperature-concentration phase diagram for stable par-
region 1 there is one phase, and in region 2, two phases existles.

i
|
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fer strongly from the steady state obtained in spinodal dyassume in what follows thab is coordinate independent,
namics for stable particles. This work studies characteristicge., that the sample is so thin that the pump intensity does
of a state(distribution function, correlation functionn a  not vary within it.
system with unstable particles. Obviously enough, the part Relation(4) can be obtained in the creation-annihilation
played by the instability depends on the relation between thenodel for a system with a large number of particles. We
particle lifetime and the time required for equilibrium to ob- neglect here the term quadratic in concentration, which ac-
tain. The time needed to attain equilibrium can be dividedcounts for two-particle recombination. This term can be es-
into the time required for local equilibrium to set in and the sential in the case of a high particle concentration, and we
time required for equilibrium to extend in space. The latter isshall analyze its role later.
longer than the former, and it plays an essential role in the Introduce a quantity characterizing order-parameter fluc-
concentration domain where phase separation eiists in  tuations
the so-called diffusion-dominated region between pofdys u(r)=c(r)—c 5)
andC, in Fig. 1). In this domain, the finiteness of the life- 0
time can play an important part, and we shall investigate it  Equation (1) corresponds to the following stochastic
later. Since the phase states under study here exist only gguation for the field:
nonequilibrium conditiongiin the presence of an external u SE u
factor creating the particlgsthey are, by the terminology of —=MA————+9(r,1), (6)
Prigoginé®, dissipative structures. Jt our) 7

where 5(r,t) is the fluctuation term.

Introduce a correlator

1. DETERMINATION OF THE PARTICLE DISTRIBUTION S(r—r’,t)=<u(r)u(r’))

DEPENDENCE ON CONCENTRATION . _
and its Fourier component

Thus we consider a system of particles which interact

with one another, are created continually by an external s(k):f drS(r)exd —ikr]. (7)
source, and exist for a finite time. The state of the system in
a general case is described by a distribution funcgioz(r)] Multiplying Eq. (1) by u(r)u(r’), and integrating over

depending on particle concentratio(r), which turns out to  the function space yields an equation foB(k)
be an order parameter. To firdc(r)], one has to solve a

ineti - ds(k 9°f 1 5%
k|ne.t|c e_quauon whose form depends on the_ actual type of S ): —oM| | K| KK+ = | + 2| s(k) + = S,
particle interaction. To consider the problem in a more gen- dt 9 g T 2 acg
eral way in terms of a model that was studied comprehen-
sively in various applications, we shall present the depen- 1 9*f Co TI
dence of free energy on fluctuating fielels) in the Landau- + 6 Qsﬁ |2 T +MkTK" [, ®
Ginzburg form. The functional equation of Focker-Planck 0
can be written where

3 f o atio " Su(r=r")=(u""(r)u(r)). ©)
~ r T e\ .
ot oc(r) To carry out the calculations to the end, we shall use

subsequently an approximation of the two-particle distribu-

wherejq is the probability flux due to diffusion processes, > : . .
tion function p, in terms of the one-particle ong,, pro-

) d in Ref. 14
jd(r)zMA(—(S 5T s pr)), (2 Posedmke
of o p2(u(r),u(r’))=py(u(r))py(u(r’))
M is the mobility, F is the free energy in the Ginzburg- ,
Landau representation «| 1+ S(r—r )u(r)u(r’)l (10)
2\2 '
1 (u?)
F(C):J dr EK(VC)2+f(C) , 3 The further calculations are similar to those made in Ref.

. . , _ ) . 14[one has only to take into account the tefmin Eq. (1)].
| - is the probability flux associated with particle creation andyy;o finally obtain

annihilation, which is introduced here into the equation of

i iti i dS(k 1 c
spinodal decomposition dynamics, i(t ) _ —om| Ke(KIe+ A + : S(k)+2 7o M kaZ),
o | G+ ﬂ p (17
o 07 1 T 4 where
=TT T2 T e @
. . I . . af(co+u)
7 is the particle lifetimecy= G 7 is the average particle num- u—---——
ber, andG is the particle generation rate, i.e., the number of A _ u _ (12)

particles created per unit time in a unit volume; we shall (u?)
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Thus determination o08(k) reduces to calculation of a

certain mean value with a one-particle distribution function.

The equation for the one-particle distribution function in the

cell model is obtained in the way this was done in Ref. 14.

Dropping the calculations similar to those in Ref. 14, we

come to
i
u

9 of | of au u
ot du du \du (u?) Mr|P2
KTD 1 2cytu
1 %P7 2w P1
+— , (13

au

wherel is the linear size of the celdl is the dimension of the
system,

(2)=5(0)= [ dupy(u), 14

<%>=f au? pa(u), 15
.

W= (27T)df dkS(k)(Kk2+A), (16)

D is the diagonal element of the operator which is an analog
of the Laplacian in the cell representation defined by the

relation

A’p(r)|r=n_’2 Dpnp(n’),

|d

Dn

2 )df dkkZexp(ik(n—n")).

The integration is performed here over the Wigner-Seitz

cell.
Present functiorf in the form

f (17)

2 Ac+ 2+bA+ 4
5 (Ac+u)™+ 2 (Ac+u),

whereAc=cy—cC,, andc. is the critical concentration.
Introduce dimensionless variables
Id*ZM a2

e
(18)

kb
azld '’

whereé&= (k/—a)*? is the correlation length.

The size of the cell we shall choose close in order of
magnitude to the boundaries of the transition layer separating

the phasesl(is of order¢, Refs. 14,1 The quantityu in
the last term of Eq(13) is dropped compared tocg (as we
shall see later, at the maxima of the distributiois small for
not too larger, while for large r the term Zy+u is insig-
nificant altogether

We obtain for the stationary solution to Eq4.1) and
(13

V. |. Sugakov
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FIG. 2. One-particle distribution functioms particle concentration fol
=0.1,¢,=c.= 1.5 for different lifetimesr: 1 — 10,2 — 30,3 — 1000(3D
case.

C ~—~ ~—
2+ TK? | explikT)
()= — f ’ dk (19
- — ,
(2m) k4+Ak2+—)
.
- ~of\ U2 T+'co/7D
FO)-U =) - = A- —2—
oul 2 (u?)
= ex - = ~ ~~ f
P17~ Po EXP T+ 79/7D
(20)

whereD =|D|/I?, in the one-dimensional ca§e= 7?/3, and
in three dimension® =3(37%)%5.

The parameters of the distribution functiq20) are
found by the following algorithm. The quantit&]Z):S(O)
is expressed with the use of EQ9) throughA. After this,
the one-particle distribution function contains two param-
eters:A and(af/ou). Substitution of the distribution func-
tion p; [Eq. (20)] in explicit form reduces Eq$12) and(15)
to coupled transcendental equations in two unknownand
(df1ou). The system thus obtained was solved numerically.

2. CALCULATIONS, ANALYSIS, DISCUSSION

The above algorithm was used to calculatgu),S(r),
andS(k) as functions ofr, T, andc,. The existence of phase
transitions in the system was established from the appear-
ance(disappearangeof maxima in thep;(u) relation.

Figure 2 shows a one-particle distribution function in the
three-dimensional case calculated for different values of
and for a pump intensity such thatc=0, i.e,. a pump in-
tensity producing a concentration which for an infinite quasi-
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the three-dimensional cases particle lifetime forT=0.1 calculated for ! 4 S < T
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different steady-state concentrationsg=1.5 (solid line) and c,=1.8

(dashed ling FIG. 4. One-particle distribution functioms particle concentration fol

=0.1 and7=1000 calculated for different concentratiag (pump inten-
. o . . sity): 1—0.5,2—1.0,3 — 1.5,4 — 2.0,5— 2.5(3D casg.
particle lifetime would be critical ¢g=c., see Fig. 1 For

small 7 the distribution function has one maximum, and no

phase separation occurs in the systenrvel in Fig. 2. As 7 and tends to infinity. The onset of periodicity for spinodal
7 increases, two maxima appear in the distribution functiordecomposition in a system of stable particles was demon-
for somer>¢ (curves2 and3 in Fig. 2), whose separation Strated 4?31/7 Cahn and Hillet™® Subsequent rigorous
increases and whose positions tendig~*+1 for r—. a_malysé showed thaj[ f()_n__>§o a system of s_table par-
The appearance of two maxima implies separation of th@cles tends to a state with infinitely large domains, and that

system into phases. Thus phase separation is possible onlyri)ﬁ‘rIOdICIty can exist only in some stages of spinodal decom-

the case where the lifetime of quasi-particles exceeds a ceposition. At the same time in the system of unstable particles

tain value. The finiteness of the lifetime narrows consider-Studied here large domains do not have time enough to form,

ably the concentration region within which phase separatior"fmd a periodic phase arrangement in steady state sets In. For
. . ~ . . T—, we come to a system of stable particles, for which
sets in. The critical value of at which phase separation

. i ) there is no periodicity. The onset of periodicity in steady
takes place depends m.(3D case, F'g' B This value_ IS state in a system of continually created unstable particles
the smallest ahc=0. Besides, the particle concentration in

the phases differs from the equilibrium value~t +1) and
does not depend on the lifetime. As seen from Fig. 3, after
the separation the concentration in the phases depends on
strongly in the beginning, to weaken gradually. One also see:
that irrespective of the pumpingcg) the particle concentra-
tions in the phases tend fer—c to the sameequilibrium)
values. Very long lifetimes are needed, however, to reach the %4
equilibrium values.

Figure 4 illustrates the variation of the distribution func-
tion for a fixed 7 with increasing pumpingparticle concen-
tration), i.e., as one moves from poiaf to ¢, (Fig. 1). At g
low pumping levels, there is only one maximum in the dis-
tribution function (curve 1), then a second maximum ap-
pears, its amplitude grows with pumping, until at a certain

. . : ; ) \
pump intensity the first maximum disappears to leave only-g 4g}- \ /
one in placecurve5 in Fig. 4). L~ \ ) ! i ) ) ] ]
The correlation functionS(z) oscillates in the phase 0 20.00 60.00 100.00 =

separation region to damp O_Ut with increasm(ig. 5. ThIS_ FIG. 5. Coordinate dependence of the correlation function for a given
means that the phase locations are correlated. For a GIVe€Ngieady-state concentrati@g=c,= 1.5, 7= 1000 in a one-dimensional sys-

the OSCi”&}tion p.e_riOd depends on pumping.- It is the Smalle%m calculated for different temperatufgs0.05(dashed linand 0.1(solid
for pump intensities such thatc=0. The period grows with line).
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The formation of polytypic modifications is observed in dislocation-free silicon single crystals
under directional plastic deformation. It is shown that the deformation-stimulated phase

appears on the surface of the sample in the form of small grains ranging from several hundred to
several thousand angstroms in size. A twin structure in the individual grains is observed.

© 1998 American Institute of Physids$1063-783#8)03704-9

A special modification in its own right among the ten 30 mA. The voltage had to be limited to exclude radiation
phases of silicon known to exist at the present time is thdaving wavelengths in multiples of Aga /n from the dif-
hexagonal, lonsdaleite type first synthesized in 19&&. 1)  fraction.
by annealing high-pressure-treated polycrystalline blocks. It ~ Atomic-force microscopy was used for topographic vi-
was identified as a simple wurtzite lattice with parameterssualization of new phase formations and for studying the true
a=0.38 nm andc=0.628 nm. More recently, several re- structure of these formations at the level of atomic resolu-
search grous® have observed a hexagonal phase with thetion. A cantilever-reflected laser beam was used as the re-
same parameters after the indentation of single-crystatording signal. Images of the silicon surface were obtained
samples at room temperature and above, indicating the imn the topographic regime and in the friction regime. The
portant role of plastic deformation in the formation of the experiment was performed on a microscope constructed in
wurtzite modification. However, the mechanism of this transthe Low-Temperature Laboratory at the Autonomous Uni-
formation has not been studied in detail. versity of Madrid.

Based on zinc sulfid®’ we have proposed a structural To remove all surface oxide films, the samples desig-
mechanism for the transformation of the sphale(itabic) nated for the AFM investigations were first boiled in deion-
and wurtzite(hexagonal modifications into various polyti- ized water for 10 min and then rinsed consecutively 10-15
pes phases as a result of the correlated motion of partidimes in a 1% HF solution and boiling water for 30 s each
dislocations during plastic deformation, and we have studietime. The samples, cooled down from this treatment in
experimentally the mutual structural transformations ofdeionized water at room temperature, were blown with dry
polysynthetic twins of the sphalerite phase, where the resultsitrogen gas and were immediately placed on the sample
corroborate the postulated mechanism. holder of the microscope. The total adjustment time did not

In the present study we report the observation of strucexceed a few minutes.
tural transformations of a diamond lattice into new polytypic X-ray oscillation patterns about th@10 and(112 axes
formations during plastic deformation in silicon. were recorded for structural identification of the deformed

We have investigated dislocation-free single-crystal sili-samples. An example of an oscillation pattern about the
con samples prepared in the form of 23.0x10.0-mm (110 axis of a crystal deformed at a rate ofum/min is
rectangular bars with faces parallel {641), (111), and shown in Fig. 1. In addition to the strong reflections from the
(123), respectively. The choice of orientation of the cubic matrix, a series of secondary, weak reflections is also
samples was made so that only one glide plane of the typeisible in the x-ray patterr(Fig. 1b), presenting clear-cut
{111} would be active in the deformation process. The defor-evidence of the formation of a new phase in the silicon. The
mation temperature was 900 °C, and the rate of deformatiodotted appearance of the reflections of this phase indicate
was S5um/min for one series of tests and gn/min for  that it takes up fairly large dimensions in the sample
another series. The total deformation did not exceed 2—3%(>1000 A). An analysis of x-ray patterns obtained from dif-

X-ray analysis and atomic-force microscoppFM)  ferent parts of the crystal show that the new phase forms on
were used for the investigations. For the x-ray examinationshe surface of the sample within the active deformation zone.
an oscillation camera was built on the base of a DRON-2.0Ne conclude from the positions of the secondary reflections
diffractometer, utilizing monochromatized AQa radiation  relative to the reflections associated with the original cubic
from the monochromator of a GUR-5 goniometer. The volt-structure and relative to the zero order for both oscillation
age on the tube did not exceed 40 kV, and the current wadiagrams that the observed structure is not of the wurtzite

1063-7834/98/40(4)/4/$15.00 687 © 1998 American Institute of Physics



688 Phys. Solid State 40 (4), April 1998 Shmyt'ko et al.

\ RaL 4 -
¢ 3 o o
. " bt -
g e o
’
i ‘9 ° % aA

FIG. 2. Oscillation diagram of a silicon single crystal deformed at the rate of
20 wm/min (axis of rotation[112]).

for a sample deformed at a rate ofuBn/min. The latter
result indicates that the plastic deformation-induced phases
differ in these samples.

The broad, diffuse streaks indicate that a new phase has
evolved in the form of thin, interstratified layers. An analysis
of x-ray patterns recorded from different faces of a sample
show that the layers of the new phase have extended dimen-
sions along a surface at which dislocations emerge, and they
are thin in the interior of the sample. At the present time it
has not been determined whether the small dimensions of the
FIG. 1. Oscillation diagrams of a silicon single crystal deformed at the ratd’€W phase inclusions are attributable to the deformation rate
of 5 um/min. g Overall view of the x-ray pattern;)tmagnified section of ~ Or to the dopant concentration. It has been established, how-
the x-ray pattern near the zero-order be@xis of rotation[110]). ever, that the broad, diffuse streaks are formed in bg_m)e

and p-type crystals.

The topography of the allocation of the new phase for-
type. Indeed, it is evident from the figure that a layer line ofmations in the cubic matrix has been investigated by atomic-
secondary reflections is present between the zero and firkirce microscopy. Figure 3 shows examples of AFM topo-
layer lines of the as-prepared diamond modification. Thiggrams obtained from different scanned zones of the same
means that the lattice period of the new phase is twice theample. The new-phase outcroppings appear as regions of
period of the matrix along the oscillation axigor the  diminished intensity. It is evident from the scales shown in
derivative-phase indices published in Refs. 2—5, this changthe figures that the dimensions of the outcroppings vary from
corresponds to doubling of the period along thdirection  hundreds to thousands of angstroms. The abrupt change in
of the postulated hexagonal foynirhe periods of the new contrast obtained in the friction regime indicates that the
phase simultaneously double in layers perpendicular to thproperties of the newly-emerged outcroppings differ mark-
rotation directions, creating secondary reflections along thedly from those of the host matrie.g., in the coefficient of
layer lines. The doubling of the lattice periods along thefriction).
rotation axis and in the perpendicular layers is a departure The new-phase outcroppings form on the surface of the
from the lonsdaleite structure; hence, the phase induced hyatrix after the etching of bumps with heights up to several
plastic deformation differs from the wurtzite modification of hundred angstroms. This also indicates that the structure of
silicon obtained in Refs. 1-5. the new outcroppings differs considerably from the matrix,

The phase initiated by plastic deformation does not alspecifically in terms of the etching rate in this case. A three-
ways appear in the form of reflections on the oscillation x-dimensional image of one such bump is shown in Fig. 4a.
ray patterns. More often the secondary reflections appear d&gure 4b shows an atomic image of the top of this bump.
diffuse streaks, connecting reflections of the cubic matrixClearly, the new-phase outcropping consists of two grains
Figure 2 shows an oscillation pattern about [th#2] axis for ~ with pronounced lattice disorientation in the plane of the
one of the samples deformed at a rate ofi28/min. In  image. Because the starting single crystal was free of dislo-
contrast with Fig. 1, it does not have any isolated superstruczations, the only way a new orientation could be formed
ture; rather, it has strong diamond-modification reflectionds through the formation of a new phase in plastic deforma-
joined by streaks. Diffuse reflections are perceived only irntion. The low level of deformation in our experiment could
zones where such streaks intersect. Only the positions afot have formed grains with pronounced disorientation in the
certain ones coincide with the positions of secondary reflecmatrix. This inference is confirmed by original scanning-
tions on the x-ray pattern corresponding to this rotation axix-ray topograms, in which the disorientation of parts of the
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FIG. 3. Atomic-force microscopy topo-
grams obtained in the friction regime for
different scanned zones.

matrix does not exceed a few minutes of angle. It is moreconjecture is confirmed by the displayed AFM topograms. In
natural to assume that different dislocation glide planes ofact, all the different-phase outcroppings in Fig. 3 are situ-
the crystal create different orientations of the newly emergedted along lines of enhanced contrast running in random di-
phase and, hence, that Fig. 4b exhibits growth twins. rections. Considering that such lines are also observed on the

It is evident from the figure that the distance betweenas-prepared, undeformed samples and that their contrast di-
rows of atoms for one twin orientation is7 A (unfortu- minishes as the depth of chemical polishing is increased,
nately, the microscope had approximately 10% calibratiorthey can be confidently ascribed to surface scratches.
error limits), which exceeds the interatomic spacings in the  One might assume that the zones of diminished intensity
diamond structure of pure silicon and is close to twice theon the AFM topograms were inadequately etched islands of
interplanar spacing alongl11). The row spacing for the oxide film in the aftermath of chemical polishing in the HF
other orientation is larger than for the first one. We postulatesolution. However, a control test of undeformed samples did
that these distances exceed the long-period structure, whigiot expose any such zonéafter surface cleaning by the
is a polytypic phase of silicotby analogy with zinc sulfide ~ same procedure as for the deformed sampkgomparison
It is impossible to determine the structure of these phasesf the image contrast levels obtained for the same sample
unambiguously by AFM. It is proposed that high-resolutionbefore and after surface cleaning also fails to corroborate the
electron-microscopy be used for their identification. model of under-etched oxide-film zones.

The mechanism underlying the formation of polytypes in Finally, we have observed an interesting process that
a diamond structure under plastic deformation is based ononfirms the mechanism of formation of polytypic phases as
the correlated motion of partial dislocations alafidl2) di- being due to the correlated motion of partial dislocations.
rections in the{111 glide plane®~8 This process requires a Along with the polytypic outcroppings, Fig. 3b also reveals a
large number of dislocations. In the dislocation-free samplaarrow band of enhanced contrast relative to the background,
deformation-related dislocations are formed only on the crysrunning through a large region of the crystal. Such bands
tal surface, so that new phases are formed only on the surfacksappear every time after repeated scanning of exactly the
as well. In particular, the source of dislocations responsiblesame region of the sample. We assume that this contrast
for polytypic structural transformations could be scratchegepresents zones containing irregularly distributed stacking
formed on the surface during mechanical polishing. Thisfaults formed after the passage of partial dislocations. Since

FIG. 4. Three-dimensional view of a new-phase outcropgaand its AFM image(b).
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The low-temperature thermal and magnetic-resonance properties of a monoclinic KR(WO
single crystal are investigated. It is established that a structural phase transition takes

place atT.=6.38 K. The field dependence of the critical temperature is determined for a magnetic
field oriented along the crystallograpracandc axes. The initial part of thél—T phase

diagram is plotted foH||a. The prominent features of the structural phase transition are typical
of a second-order Jahn—Teller transition, which is not accompanied by any change in the
symmetry of the crystal lattice in the low-temperature phase. The behaviofTof in a magnetic
field shows that the transition goes to an antiferrodistortion phase. An anomalous increase in
the relaxation timgby almost an order of magnituéollowing a thermal pulse is observed at
T>T.(H), owing to the structural instability of the lattice. A theoretical model is proposed

for the structural phase transition in a magnetic field, and the magnetic-field dependé@ncis of
investigated for various directions of the field. ®98 American Institute of Physics.
[S1063-783%8)03804-7

Phase transitions, including structural phase transitiongp3, phase to a phase with the lower symmets;, C
are among the most pervasive phenomena in nature. They \Whereas cooperative effects in rare-earth double molyb-
are intriguing in that structural phase transitions manifestates have been well studied, they have been almost com-
connections and interactions in a substance that determingetely ignored in related compounds, double tungstates in
the structure and properties of its stable states. Structurglarticular. Investigations of the optical and Raman spectra
phase transitions, whether spontaneous or induced, can B@d the dielectric permittivities of KRe(W/, crystals(Re
used to establish the basic laws governing the formation oty Gd, Dy) have been published so far. Shifts of the
phase states and symmetry in real crystals. maxima in the absorption bands and an increase in the en-

Accordingly, the investigation of structural phase transi-ergy state between lowest doublets of the ground fégz,
tions induced by the cooperative Jahn—Teller effect is obf the Dy?* ion close toT=10 K have been observed in
major importance. As a rule, structural phase transitions okDy(WQ,),. The changes in the energy spectrum are char-
the Jahn-Teller type take place in high-symmetry crystals. Icteristic of the Jahn—Teller phase transition mechanism and
rare-earth compounds strong spin-orbit coupling stabilizesndicate strong electron-phonon couplfh$Prominent fea-
the symmetry configuration. If the energy of interaction oftures of the Raman spectrum, associated with electron tran-
Jahn-Teller centers is lower than or comparable with theitions in the Dy", and an anomalous increase in the per-
splitting of energy levels of the ground state of a rare-earthmittivity have been observé¥! in a KDy(WO,), single
ion, a Jahn—Teller structural phase transition does not occugrystal at low temperaturesT&10 K). The authors have

A detailed study of structural phase transitions due to thénterpreted the observed effects as a manifestation of Jahn—
cooperative Jahn—Teller effect has shown that they tak&eller phase transition. Anomalies associated with structural
place in compounds of rare-earth ions whose ground terrphase transition have not been observed in KRegWO
represents a system of closely spaced energy |&W@tsise- compoundgRe=Y, Gd).
quently, even in the case of low symmetry of the local envi-  In this paper we report investigations of a KDy(\WQ
ronment of Jahn—Teller centers, structural phase transitionsingle crystal with a view to conducting a comprehensive
can occur as a result of lifting of the pseudodegeneracy ofxamination of the structural phase transitions and ground
lower electron levels. For example, in rare-earth double mostate of the Dy" ion in phase transition.
lybdates MRe(Mo@),, where M=K, Rb, Cs, and Re de- The investigation of this compound in a magnetic field is
notes a rare-earth idh, a structural phase transition is ob- important for understanding the nature of phase transitions in
served only in compounds containing By The structural  crystals containing Jahn—Teller ions and having a crystal lat-
phase transition temperatures in MDy(Mg® crystals are tice of low symmetry. Such an investigation also affords the
equal to 38 K, 20 K, and 14 K for MCs, Rb, and K, respec- possibility of plotting the phase diagram and obtaining infor-
tively. The transition takes place from a high-temperaturemation on magnetic anisotropy.

1063-7834/98/40(4)/8/$15.00 691 © 1998 American Institute of Physics
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Interest in the study of double tungstates is further y b
stimulated by their potential applications as solid-state z
lasers'>13

[+

1. SAMPLES AND EXPERIMENTAL PROCEDURE

Potassium dysprosium tungstate KDy(W&belongs to z
the class of double tungstates of alkali and rare-earth ele-
ments MRe(WQ), (Refs. 14 and 16 The investigated
KDy(WOQ,), crystal belongs to the monoclinic system with
space grouptgh(CZIC). The ground state of the dysprosium
ion is ®Hysp,. In the KDy(WQ,), crystal the Dy* ion is
surrounded by an octahedron of oxygen ions, with local sym- \
metry C,. In the crystal field of monoclinic symmetry a mul-
tiplet splits into eight Kramers doublets. Investigations of the
spectra of absorption barftfsand Raman scatterifgive
estimates of the energy intervals between the quasidegener- .
ate lowest doublets of thtH 5/, term of the Dy ion, W, E:Séni'ﬁg:feg PY(WQ) crystal. a,b, 9 Crystallographic axesk. y. 2
~10.5cm?! in the high-temperature phase and/,
~18 cm ! in the low-temperature phase. The unit cell of
KDy(WO,), contains four formula units. The lattice param- incrementA Q, from which the values of the molar heat ca-
eters area=8.05 A, b=10.32 A,c=7.52 A, and the mono- pacity were calculated at three points. The time to record the
clinic angle isp=94°13 (Refs. 9 and 1D The Dy** cat- final temperature run depended on the nature and time of the
ions are situated on two-fold axeksZ) (which coincide with  heat distribution in the calorimeter after the thermal pulse
the crystallographi¢010] directions inside the distorted oc- and varied from 40 s to 360 s in the given experiments. We
tahedra of oxygen atoms, wherein two DyO spacings ar@iso recorded magnetic-field cooling and heating thermo-
longer than the other six, which are close to each other. grams in the temperature interval 4—10 K in the vicinity of

Single crystals of KDy(W(), were grown by two structural transition. The temperature scanning rate was var-
methods from a potassium ditungstate,\%0;) melt: a  jed between 0.05 K/min and 0.2 K/min. The EPR spectra
modified Czochralski method on an oriented sétbé crys-  were analyzed in a 3-cm spectrum with rf modulation. The
tals attained dimensions of 220x 60 mm) and the method magnetic component of the rf field was perpendicular to the
of spontaneous crystallization by slow temperature diminuexternal magnetic field. The sample was rotated in the cavity
tion from 950 °C at the rate of 3 °C/h. The crystals obtainedin a single plane. The temperature was varied by blowing
by the second method, having a maximum dimension ofyith cooled gaseous helium; the temperature could be varied
3 mm, were placed without further processing in the cavityover a wide rangeT=4.2— 300 K) by this method.
of an EPR spectrometer. The density of the KDy(YyO The magnetic-resonance and thermal properties were
crystals was 7.47 g/cin measured along the principal crystallographic axes. The

Here we give the results of an investigation of the ther-samples were oriented both by external crystal faces and by
mal, magnetic, and resonance properties of KDyWé@s  x-ray alignment.

part of a comprehensive research program on the rare-earth
double tungstate series. . 2. EXPERIMENTAL RESULTS AND DISCUSSION
Magnetic measurements were performed on single crys-
tals of dimensions 1:81.5x5 mm by means of an EG&G/ Figure 1 shows an external view of the KDy(WQ
PAR Model 450 vibrating-sample magnetometer in the tem<rystal along with the crystallographia, b, 9 and magnetic
perature interval =4.2—50 K and in magnetic fields up to (x,y, 2 axes. The crystal structure consists of DY (WO
1T. The thermal expansion was measured by a four-probkyers perpendicular to the axis. They are connected only
method using heat sensors in an EG&G/PAR Model 15%y K ions, which accounts for the perfect cleavage along the
magnetometer. The samples had dimensionkss&84 mm.  ac plane.
The heat capacity was measured by means of a quasiadia- Figure 2 shows the temperature dependence of the mag-
batic calorimeter in the temperature interval 4.2—25 K and imetization of KDy(WQ), in the temperature interval 4.2—
magnetic fields up to 3T on a KDy(W, sample of di- 45K, measured along the axis. In the vicinity of T=7 K
mensions %X 5X 0.6 mm with a mass of 0.0796 g. The mag- the M(T) curve is observed to have a kink associated with a
netic field was generated by a superconducting solenoidstructural phase transition in KDy(Wg. This conjecture is
Once a near-zero temperature run had been established canfirmed by the graph alM/dT as a function of the tem-
train of three thermal pulses was applied to the sample witlperature in the inset to the figure. The magnetization along
preprogrammed times of the initial and final temperaturethe b andc axes at low temperatures is almost an order of
runs(before and after input of a thermal puls€he recorded magnitude higher than the magnetization along dhaxis,
temperature runs were then processed to determine the tenvhich is essentially independent of the temperature at tem-
perature difference, the average temperature, and the hegatratures below .. The difference in the magnetizations is
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FIG. 2. Temperature dependence of the magnetization of KDywO the change of sign of the coefficient of thermal expansion are
along thec axis. most likely attributable to the escalation of magnetoelastic

interactions at low temperatures< 12 K), which, in turn, is

o ) ) .. aconsequence of a change in the spectrum of the ion in the
indicative of large anisotropy of the magnetic properties INjow-temperature phase.
different crystallographic directions, resulting from the low An EPR spectrum consisting of one line has been ob-
symmetry of the crystal field of the ligands. A magnetic field ggryeq petween the components of the lowest Kramers dou-
H=1T intensifies the kink on the(T) curve, but has pjet An absorption line has been observed both above and
scarcely any influence on the temperature at which it occurg,ggw T.. It has been determined from the angular depen-

The variation of the thermal expansion of a KDY(W®  gences of the EPR lines that thg factors in the high-
single crystal at low temperatures is shown in Fig. 3, WhiChtemperature phaseT&12 K) have the valuesg,~0,
gives the temperature dependence of the relative eIongation&%ZOBZ andg,,.,=3.13. The direction in which thg fac-
along thea andc axes. The relative change in length of the ;5 is 4 maximum lies in thac plane and deviates 20° from
sampleAl/l in the temperature interval 4.2—SQ K'is (1.5 the ¢ axis. In the low-temperature phasé=4.2 K) the di-
—25)x10 *. The AI(T)/I curve along thea axis has a  rections of the principal axes of thg tensor coincide with
minimum atT~7 K, where the coefficient of thermal expan- e irections in the high-temperature phase. However, the
sion _changes sign. The_te_mperature CLm\Ir_(aT)/I along the components have different valueg;,;;~0, g,=21.19, and
¢ axis has a broad minimum and a slight anomaly neay  _1 98 The transition region in the vicinity df. has a
T~7K. The absence of sharp anomalies of the thermal exproad temperature intervat 8 K, in which g, is observed
pansion indicates that the symmetry of the lattice remaing, gecrease smoothly. It is interesting to look at the tempera-
unchanged in structural phase transition, but the ratio of thg, .« \/ariation of the absorption linewidth. According to Fig.
lattice parameters changes. This pattern is consistent with th@, the linewidth, which is equal to 0.17 T far from the tran-
sition point, increases with decreasing temperature, attaining
a maximum value~0.24 T at a temperature-7 K. The
broadening of the absorption line is probably associated with
a variation of the parameters of the crystal field acting on the
dysprosium ion. A further reduction in the temperature is
accompanied by narrowing of the line to 0.19 T. It is evident
-1 that the\-shaped temperature dependence of the absorption

'-’Q linewidth accurately pinpoints the structural phase transition

:; - temperature in KDy(WG),. The observed smooth variation

Y of the absorption linewidth with a peak at the phase-

A -2 transition point is attributable to the specific characteristics
2 of the structural phase transition in KDy(WD.

Our experimental investigation of the temperature de-
pendence of the heat capacity of a KDy(We&single crys-
tal in the temperature interval 4.2—20 K reveals an anomaly

-3 | 1 1 I 1 1 1 1
0 40 &0 with a peak afl ;= 6.38 K, associated with a structural phase
T.K transition. Figure 5 shows a part of the anomaly of the heat

FIG. 3. Temperature dependence of the linear coefficient of thermal exparf@Pacity in the vicinity of the structural phase tranSi.tion- We
sion of KDy(WQ,),. 1) Along thea axis; 2 along theb axis. note that the temperature curves of the heat capacity and the
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FIG. 5. Temperature dependence of the molar heat capacity of KDyfwO
in the vicinity of structural phase transition.
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vation of the directions of the principal axes of theensor,
the symmetry of the initial high-temperature phase does not
change in structural phase transition, but a smooth distortion
of the lattice takes place. The difference in the value3 of
determined from the heat-capacity measurements and by
spectroscopic methods<(10 K) can be attributed to the fact
that the point at which the temperature dependence of the
positions of the lines in the spectrum begins to acquire
anomalies has been interpreted as the structural phase tran-
sition temperature in spectroscopic methods, and this ap-
proach might be inconsistent with the establishment of the
low-temperature phase. Experimental proof of the active role
of the electronic system in a structural phase transition of the
Jahn-Teller type lies in the magnetic-field dependence of the
structural phase transition temperature; data on this depen-
dence are reported for the first time in the present article.
Figures 6 and 7 show the temperature dependence of the
heat capacity of a KDy(Wg), single crystal in the interval

absorption linewidth in the EPR spectrum are qualitatively4—10 K in magnetic fields parallel to the andc axes, re-
similar in the vicinity of the structural phase transition in spectively. When the magnetic field is oriented along dhe

KDy(WOQy,),.

axis, the position of the peak &t shifts toward lower tem-

The hypothesis that the observed structural phase trangperatures as the field is increased, and at the same time the

tion in KDy(WQ,), is a transition of the Jahn—Teller type is anomaly becomes smoother until it is scarcely perceptible at
supported by the significant energy reduction of the loweH=1.3 T. When the field is oriented along tlseaxis, the

doublet as a result of an increase in the splitting between theeat-capacity anomaly also shifts toward lower temperatures
ground and first excited electronic states in the low-and is gradually smoothed out as the field is increased, and at

temperature phaselT.). The broad temperature interval H=3 T it is no longer perceptible on thé(T) curve. The
of the transition, the absence of abrupt changes in the paramariations of T, along thea and c axes are highly aniso-
eters of the EPR spectra in the transition region, the absendeopic; for example, a fieldd=1T along thec axis leaves
of plateaus in the heating and cooling thermograms, the dehe position and magnitude of the peakTatalmost totally

viation from a cubic law at the transition poinT {15 K),

unchangedFig. 7), whereas the same field in the direction of

and the kink of theM(T) curve constitute evidence of a the a axis shifts the peak af. (Fig. 6) by approximately
second-order phase transition. According to EPR spectrd,.5 K. We have used the results of the measurements of
which disclose an absence of nonequivalent sites and preseZ{T) in a magnetic fieldH|/a to plot the initial segment of

10}
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the H—T phase diagram. The heating and cooling thermo-
weakly on the magnetic field

grams reveal monotonic behavior on the partTgt) and

A theoretical analysi§ has shown thatlT, depends
in the case of an

lack the characteristic plateau associated with the presence ahtiferrodistortion-ordered crystal. Anisotropic antiferroelas-
latent heat of transition. In the recorded thermogram the trantics exhibit a weak dependence on the magnetic field in low
sition temperature is seen only as a change in the curvatufields, and only a$l . is approached do€k. begin to change

of the T(t) curve in the vicinity of T,. This result actually

significantly, dropping abruptly ati~H.(0). The experi-

indicates that structural phase transition in a magnetic fieltnental phase diagram for KDy)Mq@, confirms this
takes place as a second-order transition. The high magnetigependencé’ Antiferrodistortion ordering is usually en-

field sensitivity of T, in low fields (Fig. 8) is probably asso-

ciated with the lower symmetry of the crystal field in com-

parison with molybdates.
compound KDy(MoQ), exhibits antiferrodistortion-type or-

countered in compounds for which tlgefactors of Jahn—
Teller rare-earth ions are highy .~ 10). In KDy(WGQy,),

The similarly constituted the maximum value of thg factor in the high-temperature

phase,gna.~3.13, occurs in thec plane, and in the low-

dering. In this case a field of several teslas must be applied i@mperature phase we hagg.,~1.98 (Ref. 18.

achieve any appreciable shift of the structural transition

temperaturé>=*’

1.5F

1.0F

H,T

0.5

FIG. 8. H-T phase diagram fok||a.

It should be mentioned that the scatter of the experimen-
tal values increased considerably in measurements of the
heat capacity of KDy(W@), above the structural transition
temperaturd .(H). The increase is attributable to a multiple
increaseby almost an order of magnitugan the relaxation
time 7 of the system to equilibrium at>T.(H) after the
thermal pulse. For example, 8 T.(H) the relaxation time

to thermal equilibriumand, hence, to linear temperature be-
haviorn after the pulse was 5-15 s, whereasTat T (H) it
increased to 150-200 s. Accordingly, the temperature depen-
dence following the thermal pulse was measuredTat
<T¢(H) for 40-60 s and aT>T.(H) for 300—360 s.

We now discuss the possible causes of this trend. The
structural phase transitions in the alkali rare-earth double
molybdates KDy(MoQ), and CsDy(MoQ), have a com-
plex character and are accompanied by specific anomalies.
The transition from the high-temperature to the low-
temperature phase in KDy(Mqg®, and CsDy(MoQ), takes
place through an intermediate ph&$¢>?°The intermediate
phase is assumed to represent an incommensurate superstruc-
ture. The range where the incommensurate superstructure ex-
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ists in CsDy(MoQ), is around 20 K, and heat-capacity mea- case of two nondegenerate electronic states interacting with
surements over a wide range of temperatu#®3-100K  one-dimensional distortichThe application of this equation
exhibit the anomalous nature of the shift®fT) in different ~ and the above values d¥; gives a structural transition tem-
series of experiments, owing to the structural instability ofperature~11.5 K. The fact that the experimental value is
the crystal latticé® The structural phase transition in much lower than the calculated value indicates that the pro-
CsDy(MoQ,), at T.=42K is accompanied by a sudden posed model affords only a very crude description of the
drop in the thermal conductivity, where the thermal conduc-Structural phase transition in the low-dimensional
tivity of the high-temperature phase is several times loweKDY(WO,), crystal. Skorobogatova and Savchehkmve
than that of the low-temperature ph&Serhis behavior of —used data on the absorption spectra in KDy(3)4Cand pos-

the thermal conductivity, possibly elicited by a substantialtulated a ferrodistortion type of ordering. They showed that
change in the phonon spectrum in phase transition, cannd@e structural phase transition can be described by the Ising
help but drastically increase the relaxation time atmodelin a transverse field. Here the Ising variabigsand
T>T.(H). The existence of a modulated structure is con-o describe the effects of the crystal field and Jahn—Teller
firmed by the behavior of a great many characteristics, ageformation of dysprosium complexes, respectively. In gen-
evinced by the results of the heat-capacity, permittivity, anceral, a magnetic field induces forced deformation of the
EPR measurements. An estimate of the effective mean freéahn—TeIIer mode and eradicates the Structurally disordered
path of phonons for CsDy(Mof), gives a value~80 A at state?®> Consequently, the occurrence of structural phase
T~40K (Ref. 19. This quantity is related to the scale of transition in a magnetic field attests to the nonferrodistortion
microinhomogeneities that emerge in the vicinity of thecharacter of the low-temperature phase and requires appro-
phase-transition point and form an additional source of phoPriate modification of the model.

non scattering®?° Not to be ruled out is the possibility that It has been shown earlfér* that only the two lowest
the specific anomalies of the behavior of the thermal properKramers doublets need to be included in the energy structure
ties of the rare-earth double molybdates KDy(Mg9and  of the Dy** ion. The model Hamiltonian is then written in
CsDy(MoQ),), are similar in nature to those in KDy(Wg, the form

or that the structural transition di,(H) in KDy(WOQO,), is A 1 o 1 A

also accompanied by a sudden drop in the thermal conduc- H=— > E Jijoi,05,— EA E Tix » 1
tivity, leading to a multifold increase im at T>T.(H). " :

In the double molybdates KDy(MaQ, and whereA is the crystal field parameted;; denotes the pair
CsDy(MoQy),, the incommensurate phase occurs as an interqyasiinteraction constants of the Kramers doublets attthe
mediate phase between two phase transitions: a first-ordghd jth sites. Assuming the simplest type of nonferrodistor-
phase transition witfi¢; and a second-order transition with tion ordering, we consider a two-sublattice model. In the
Tcp, WhereT;=11.5 Kand 42 KT,=14.5K and 59 Kfor - mojecular field approximation the free energy per unit cell in

KDy(MoQ,), and CsDy(MoQ),, respectively. The condi- this model is given by the expression
tions for the onset of the incommensurate phase and several

examples of its occurrence in crystals with different lattice 1
P Y =—5J4 U%z_'— 0-gz) —Ji01,02,— EA(O'lx"_ UZX)

symmetries, specifically in crystals of the monoclinic system, 2
are given in Ref. 22. 1
Our heat-capacity measurements in the temperature in- + -kT[e(1+ o)+ o(l—09)+e(1+0,)+ (1
terval 4.2—-25 K yield only one anomaly of the heat capacity, 2
with a peak aff .~ 6.38 K(Fig. 5). It is essential to note that —05)]-2kT In2, )

two additional lines at frequencies of 10 ¢fand 135 cm?*

appear in the optical Raman spectrum below 78 K and bewhere
come more pronounced as the temperature is further de-
creased. Comparative investigations of the optical Raman
spectrum of the isostructural compound KY(\W® whose J; andJ; are the in-sublattice and intersublattice pair inter-
room-temperature spectrum is similar to that ofaction constants of the complexes, respectively, agcand
KDy(WQy,)., have not disclosed any additional lines in cool- 4, are the average values of the operatsando,. The

ing down to 4.2 K(Ref. 10. It is conceivable that the tran- gne-site effective Hamiltonians at type 1 and type 2 sites
sition from the high-temperature to the low-temperaturengye the form(respectively

phase is achieved through an intermediate incommensurate
phase and that the emergence of the additional lines in the

2 2 2
e(X)=x1InX, 071,=07xt 075, (3

Hy=— (3501, 3105 01,— s Aoy,
Raman spectrum corresponds to a second structural phase = (Js0124i02,) 012~ 5 A0
transition. Careful x-ray analysis over a wide range of tem- 1
peratures and measurements of the thermal _conductmty A= — (30,4 Js0n)) 0pp— EA&2X1 (4)
KDy(WOQ,), in the vicinity of T, and atT>T_ will be a

necessary part of future studies. _ ‘which leads to corresponding expressions for the splitting
In molecular field theory, which describes phase transiyyveen the Kramers doublets at sites 1 and 2:
tions due to the cooperative Jahn—Teller effect, the func- '

tional relation W, /W,=tanh\,/2kT,) is obtained for the W= 4(Jgo1,+ Jjopy)° + A2,
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Wo=4(Jj1,+ Js02,) 2+ A2, 5

The conditions for minimization of the free ener@) with

respect to the variables,, , o5, , 01,, ando,, are satisfied,

in particular, by a nonvanishing solution of the antiferrodis-
tortion typeoq,= —05,, 01,= 0. The equations of state 4
for o1, andoy, Now coincide exactly with the corresponding =,
results of Ref. 9. The splittings of the Kramers doublets also ™
coincide in this case, and their behavior is analogous to the
case of a ferrodistortion structure, including the validity of

the well-known relation

2

[

2KT,’

which relates the splittings of the doubléd, at T=0 and
W..=A at T>T; to the structural phase transition tempera-g g, g, stability threshold of the high-temperature phase. The solid curve
ture T.. Consequently, the antiferrodistortion structure iScorresponds t8=B(+1/42 ;
thermodynamically and spectroscopically indistinguishablgo B=B(+1; 0) [or B=B(0;
from the ferrodistortion structure, and our hypothesis as to
the structure of the low-temperature phase does not conflict

W,,=W, tanh (6)

0

8,T

* 1/\/5), and the dashed curves correspond
+1)]: 1) I;+J;=5.5K;2) 45K;3) 3.5K

with published results.

The minimum of the free energ{®) corresponds to a solu-

The situation changes significantly in a magnetic field.tion of the ferrodistortion typer,,= o,,#0 for the high-

site state of the DY ion is described by % 4 matrices. The
Jahn-Teller deformations are now represented byr1and

i® &X matrices, and the magnetic monters written in the
form
i+a,

2

Myy=Oxy®

()

# *o0,, for the low-temperature phase. Structural phase
transition takes place through an antiferrodistortion param-
eter of the order ofr,_=01,— 05, and is determined by the
loss of stability of the solutions under the second derivative
azf/&aﬁ,. Figure 9 shows the lines of loss of stability of the
ferrodistortion phase

&t oo? =0.

- | 0127922

It is now required to add a magnetic term to the Hamiltonian

(1):

Hp=—AJueB-m, (8)

where J=15/2 is the maximum value of the total angular
momentum,A = 4/3 is the Landdactor, andB is the induc-
tion vector of the magnetic field. The vectBrlies in theac
plane of the crystal, and the Cartesiarandy coordinate

axes of this plane are the symmetry axes of the undistorte

local environment of the DY ion. The structural phase tran-
sitions in such systems under the influence of a magneti
field have been investigated previously for ferrodistoffon
and antiferrodistortion'® ordering. However, the topic of in-
terest to us — the dependence on the directioB ef has

not been studied in detail. Making use of the nonequilibriumf

density matrixx*?®we find the free energy per unit cell in the
two-sublattice model in the multiplicative approximation:

f 13
T2 2

2 Aot 02y)

2 2
(01,1 0%,) =Ji01,09,—
4 2

1
5B (My+my) kT X >, ¢(1+ i)

—2kT In4, (9)
where\;, are the roots of the equation
(of+ oh=A)2=mi(o,+ N)2—m(o,— N2+ mgmiz(z,lo)

The value ofT;=6.38 K is taken from the heat-capacity ex-
periment, andA=W,.=14.4 K from spectroscopic dafa,
whereupon Eq(6) can be used to calculate 2 J;) =W,
=W, =W,coth(\N,/2kT)=17.76 K. There is a noticeable
consistency of the theoretical results with experimen:
decreases & increases; the induction has a critical valye
at which T.=0; the curves behave differently for different
8rientations of the vectdB. The bending of curve& and2
implies, most likely, the existence of a critical point and the
Eossibility of first-order transitions. Such bending has not
een observed, and neither has a first-order transition, sug-
gesting thatl;+ J; has definite bounds:

0=J,+J;=3K,
rom which we obtain the estimates
45<J, (K)<6K, —4.5<] (K)s-3K. (11

A comparison of Fig. 9 with the experimental resulsgs.
6-8) leads to the assumption that the crystallograghéxis
is closer to the bisector of the angt®y, while thea axis is
closer to thex or y axis.

The following conclusions can be drawn from the results
of the study.

1) It has been shown by four independent experimental
methods that a structural phase transition takes place€,
=6.38 K) in a monoclinic KDy(WQ), single crystal.

2) The low-temperature phase transition exhibits anoma-
lies typical of a Jahn—Teller transition.
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Temperature curves of the diffusion coefficients and solubilities of helium in pure and holmium-
doped lead fluoride crystals are obtained in the superionic phase-transition range. Possible
mechanisms of the interaction of helium with ions are discussed, along with mechanisms of the
solubility and diffusion of helium in a crystal. €998 American Institute of Physics.
[S1063-783%8)03904-5

We have investigated the diffusion and solubility of he- c,=(9.2" 1% x 10" cm™2 and E}= — (0.16+0.07) eV.
lium in PbR,, using two types of single crystals. The total ~ The temperature dependence of the effective diffusion
impurity content of sample No. 1 did not exceed coefficientD . is shown in Fig. 2. In contrast with the solu-
1x10, 2wt %. In sample No. 2 Hofwas introduced in pjlity data, Do does not have any singular anomalies, exhib-
concentrations up to 0.5 wt % during growth. The investiga-ting instead a simple variation of the activation enefef
tions were carried out by desorption of helium from crystalsand the preexponential factbr, in the transition region and
presaturated in the gaseous phase in an apparatus employi@geying the exponential 1a® =D, exp(— EeDﬁ/kT) in the
maSS-SpeCtrometriC detection of the liberated hEH&m |0W_temperature and high_temperature ranges. At low tem-

The experimental data from measurements of the soluperatures the diffusion coefficients of helium in the pure
bility of helium in PbF, are shown in Fig. 1. For both crystals are lower than in the doped crystals. The values of
samples the temperature dependence has four discernible ifpre parameters ofD.; for the pure sample areD,
tervals, in each of which the behavior of their solubilities is =(1.229x10* cn?-s7t andESy=1.58+0.07 eV; for the
identical. In the first, low-temperature interval, the eﬁeCtiVeholmium-doped crystald)o=(1.3f3:é)X 10 em?-s ! and

solubility of helium in Pbk increases according to the expo- Egﬁ: 1.39+0.06 eV. In the high-temperature range the tem-
nential law Cei=Co exp(—Eg¢/kT). The data for both perature curves of the helium diffusion coefficient for both
samples agree within the experimental error limits. The valugamples coincide:D,= (1.7°3% %10 cn?-s~ ! and EZ;
of the preexponential factor i€,=(3.5"17)x10%¥cm™3,  _—(g87+0.07 eV. '
and the effective energy of solution Ef;=0.36+0.30 eV. The mechanism of the recorded behavior of the transport
In the second and third temperature intervals, the heliumggefficients of helium in PbFcan be portrayed as follows.
solubility passes through a minimum and, owing to largeThe temperature of the solubility minimum for the pure
errors, is not amenable to approximation. In the fourth i“tersample,'l'c=783 K, coincides with the transition temperature
val, the helium solubility decreases exponentially. For thejetermined from the maximum of the specific heat in Ref. 3,
pure sample we haveCo=(3.1239)x 10" cm 3 and sp that the recorded variations in the helium transport coef-
Efy=—(0.28£0.08) eV; for the holmium-doped sample ficients are associated with disordering of the anionic sublat-

T,K
500 800
T ;
e’ ot dams
S o 2 | -3k T”
.5 Z ° 3 —3 o
ALY/ 436.5
o 375 i wOOO\——- 35 o R g
£ ) - * _355,5 5 -6 T
- /'/.J ¢ ) Q
. Tees . 3
d6.5 ° : .o N
-, 345 —l
35.5 [~ se .
1 .n 1 * 1 4 ‘ﬁ
12 16 0%/, K"

w0*/7,K7
FIG. 2. Solubility of helium in Pbf, SrF,, and Bak crystals versus tem-
FIG. 1. Solubility of helium in Pbfcrystals versus temperatudg.PbF; 2) peraturel) PbF; 2) PbF,+0.5 wt % Hok; 3) (solid lineg approximations;
PbF,+0.5 wt % Hok; 3) (solid lineg approximations. 4, 5) interstitial diffusion of helium in Bagand Srk, respectively
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tice. The shift of T, toward lower temperatures for the than the recorded values for both temperature ranges. The
holmium-doped crystals can be attributed to the presence détter result could conform to a mechanism of migration of
Ho®* ion compensators, whose interaction with anions occuhighly mobile helium-containing defect clustédiffusion in
pying sites of the fluorine sublattice can cause them to shifthe annealed sublattigehis mechanism becoming dominant
from the main sties and lower the “melting point” of the above the phase transition temperature. At low temperatures,
sublattice. because of the abrupt drop in the number of free defects, the
The energy of solution for the low-temperatuffiest)  diffusion of helium most likely takes place by a “trapping”
interval lies between the energies of interstitial solution ofmechanisnf.In this case the low-temperature increase of the
helium in Srk and Bak (Ref. 4), implying that the solubil- diffusion coefficient in the doped samples can be attributed
ity is basically interstitial in this interval. In the high- both to oxygen-vacancy compensation of thet Hampurity
temperature interval the sublattice of fluorine anions is anion (Ref. 7) (and, accordingly, a large number of impurity
nealed, so that the number of thermal vacancies is constamficancies and to the possible involvement of FHe pairs
and, accordingly, the recorded negative energy of solutiomn the diffusion process in the presence of fluorine compen-
(the average value for the two samplesE&= —0.22 eV} sation.
corresponds to the solution of helium at anion vacancies. This work has received support from the Fundamental
Estimates of the contribution of fluorine anions to the energyResearch FoundatioiGrant No. 95-02-03649
of interaction of helium with lattice ions, based on the unde_- 1. Ya. Kupryazhkin, A. U. Kurkin, O. V. Semenost al, J. Nucl. Mater.
formed lattice model and the values of the He—F pair 55 150 (1994.
potential>® show that it is negligible. Consequentiyhe en-  2A. . Dudorov and A. Ya. Kupryazhkin, iGollected Scientific Papers on
ergy of solution of helium is equal to the energy of interac- Metastable States and Phase TransitipimsRussiar, UrO RAN, Ekater-
tion of helium with four nearest-neighbor .pb.cations' The 3:T]ti;j.r£|}\/l($gg?)a’m2d4%?g}. Glumov, Fiz. Tverd. TeldLeningrad 23, 624
latter energy, referred to the Pb-He pair, is almost an (1981 [Sov. Phys. Solid Stat23, 35 (1982)].
order of magnitude higher than the van der Waals interactiorfA. Ya. Kupryazhkin and E. V. Popov, Fiz. Tverd. Telaeningrad 26,

energy and indicates the chemical nature of the interaction of 160 (1984 [Sov. Phys. Solid Stat26, 94 (1984)].
helium with lead cations A. Ya. Kupryazhkin and A. Yu. Kurkin, Fiz. Tverd. Tel@t. Petersburg

: . o _ 35,3003(1993 [Phys. Solid Stat@5, 1475(1993].
A comparison of the above-determined diffusion coeffi- 65 va. kupryazhkin, I. R. Shein, and E. V. Popov, zh. Tekh. B3, 1578

cients of helium in Pbjwith data on the interstitial diffusion (1983 [Sov. Phys. Tech. Phy&8, 970(1983].

of helium in Srk; and Bak; (Fig. 2) shows that the expected "A. Ya. Kupryazhkin, A. Yu. Kurkin, and A.G. Dudorov, Fiz. Tverd. Tela
value of the interstitial diffusion coefficient of helium in (St Petersbug3s 1272(1996 [Phys. Solid Staté8, 703 (1996].

PbF, in the given temperature interval is substantially lowerTranslated by James S. Wood
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Electronic state confinement in a Hubbard chain
A. N. Kocharyan and A. S. Saakyan

Yerevan Institute of Physics, 375000 Yerevan, Armenia;
State University for Engineering, 375009 Yerevan, Armenia
(Submitted November 4, 1997

Fiz. Tverd. Tela(St. Petersbupg40, 761—-763(April 1998)

Electron redistribution over a 1D sublattice resulting from Hubbard repulsion leads to an
effective two-patrticle interaction with a potential linear in coordinate difference. Two-particle
wave functions and a narrow-band electron spectrum have been found99®

American Institute of Physic§S1063-783@8)04004-(

1. Studies of highF. superconductivity have stimulated U
recently interest in the two-particle problem as applied to ~ d=arctan-— o 1 ; (©)
low-dimension finite and infinite lattices within models of 4t cos—=

the type of Refs. 1-3. This is motivated by attempts to go 2

beyond the weak-coupling limits and to use nonperturbativeindU is the Hubbard interaction energy.

methods in theory. This work reports on a solution of a simi-  The effective interaction was calculated for the simplest
lar problem with the use of exact two-particle 1D Hubbardcase ofU = + . Substituting Eq(2) into Eq. (1) and inte-
wave functions and on finding the effective two-electron in-grating inp yields (6= 7/2)

teraction potential, which turns out to be linear in the differ-

ence between their coordinates. The Sdimger equation Ap=|e]
for two electrons interacting via this potential has been 2n
solved. The wave functions are expressed through Bessel
functions, and the energy spectrum has an equidistant Cha‘rrdu

Sin2pgn

n=|n;—ny. 4

The potential of the excess charge distribution figly
nd by solving Poisson’s difference equation

acter.
In an analysi$of a similar problem, the wave functions ) Sin2pgn
were found by drawing an analogy between the Sdimger Ap=—2mle| o )

equation and the recurrence relations for Bessel functions;
whereas the considerations leading to the equation for theas the form
eigenfunctions of the problem, they appear doubtful. Another

study’ comes to a correct conclusion of the equidistant char- o(n)=—2|e|pen+ mle| sin(2pen—2pg) _ ©®)
acter of the spectrum. We have used here a modification of sirpg 2n
the method of Lifshit$ to find the eigenfunctions of the

problem The first term in Eq.(6) is dominant. In solving the
2. The excess charge density created by redistribution gpc"@inger equation, it is only this term that we shall take
electrons on a chain can be written into account. Thus electron redistribution should result in
confinement of electronic states. The two-electron interaction

PF ) ) energy can be written
ap=—lel [ "Tw ) P Wo(ny o) ldp, (@
0 U(n)=an, a=2me’pg. (7)

whereW¥ (ny,n,) is the two-particle 1D Hubbard wave func- The quantitya can be estimated from the relationmf with
tion, ¥o(ny,n,) is the wave function of two free singlet electron concentration by assuming electrons to consitute 1D
electrons, ang¢ is the Fermi quasi-momentum. ideal gas. Then close to half filling~ 127%¢ ox, wheree, is
We choose the Hubbard wave function in the férm the energy of Coulomb interaction between adjacent lattice
sites, andk is the electron concentration.
) 3. The Schrdinger equation for two particles on a chain
can be written

Q
‘P(nl,nz)=exr{|§(n1+nz) cogp|ny—Ny| - 4),
where Q is the center-of-mass quasi-momentumjs the —T[W¥(n;+1n,)]+T[¥(n;—1,n,)+W¥(ny,no+1)
relative quasi-momentum of two electrons, and n, are
vectors of a 1D latticewe set the lattice constant subse-
quently equal to one § is the scattering phase defined as (8

+W(ng,np— 1)1+ aln;—ny|¥(ng,ny) =EW(ng,ny).

1063-7834/98/40(4)/3/$15.00 701 © 1998 American Institute of Physics
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We present its solution in the form

\I’j(nl,nz)=ex+ %(nﬁ— n,)

x 2, exlik(ny—ng)]¥i(k,Q), )
where j=1,2 for then;<n, and n;>n, regions, respec-
tively.

Parametrizing the eigenvalues of the problem

Q
—4T cosi

and substituting Eq9) into Eqg.(8), with due account of Eq.
(10), yields the following equations:

E= coshp, (10

Q . dvy
4T cos— (cosk—coshp)¥(k,Q)=Fia——

2 gk Y

where the upper sign on the right-hand side corresponds to J.(2)=0.

j=1, and the lower one, tp=2.
Integration of Eq.(11) yields

W(k,Q)=c exp =iz sinkTivk),

47 Q
Z=—C0S—,
a

5 12

v=2z coshp,

and, by transferring to the muffin-tin representation with the

use of Eq.(9), we come finally to the following wave func-
tion

13

. Q
W(ny,ny)=c exl{l E(nl"' n2) \]u+|nl—n2|(2),
whereJ ,(2) is the Bessel function of the first kind.
Wave function(13) satisfies the following asymptotic
relation: W (n,n,) —0, [Ny — Ny —co.

A. N. Kocharyan and A. S. Saakyan

which can be done it does not depend an Then Eq.(18)
will take on the form

eXD( %) e (2)=¢,(2), (19
or

%(Z)—eXp( —%)%(ZFO, (20)
so that

¢,-1(2) = ¢,+1(2)=0. (21)

Recalling the recurrence relation for the Bessel functions

d
JIJ’+1(Z)_JIM,1(Z):2d—ZJ#(Z), (22)

we can recast Eq21) to
(23

Thus the eigenvalues of the problem are solutions to Eq.
(23.

Consider the region of values<1 corresponding to an
infinitely narrow electron band. Then E(®3) rewrites as

ZV
Fo+1) 2 (24)
whose solutions are
v=—(m+1), m=0,12.... (25)

Taking this into account and recalling E@4), one should
analyze the equation

4. To find the spectrum of the problem, we first note that

c=\If(k=0)=ZO W(n).

(14
Summing both parts of the equality
W (n1—n2)=CJ,i|n,—n,(2) (143

in (nq,n,), we come to the following equation for determi-
nation of the spectrum

n; 3y n(2)=3,(2).

(15
Introducing the notation
z
eu2= [ 2.2z 16
0
we recast Eq(16) in the fornf
QDV+1(Z)_(PV(Z):O. (17)
Introduce translation operator in index
d
(Pv+1(z):ex a (PV(Z)! (18)

J_(2)=0 (26)
whose solutions in the limiting case o1 are
v=(m+1). (27)

To find the boundaries of the spectrum, we shall use the
z<<1 approximation in wave functiond.2)

p( Inl—nzl>
exp —

R
F(V+|nl_n2|+l) ’

W(n;—ny)=

(28)

whence, if we take into account Eq25) and(27), it follows
thatm=|n;—n,|.
Thus the energy spectrum of the system

E=+a(m+1) (29

is bounded from belowfor m>|n; —n,| the wave function
vanishes identically

Eq. (28) describes a two-electron bound state in a narrow
band, with wave function damping at large distances occur-
ring faster than exponentially, and therefore the quarRity
cannot be interpreted as the bound-state radius. The system
has a ground state, but no continuum. In accordance with Eq.
(19), the lower sign in Eq(29) corresponds to strongly ex-
cited states. It should be pointed out that in this approxima-
tion the energy levels depend on the band widih 4
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The dependence of the ESD vyield of ions on their mass has been studied. The influence of short-
range electronic-shell repulsion on the isotope effect is discussed. The isotope effect is

shown to be depressed with increasing non-Coulombic initial velocity 1998 American Institute

of Physics[S1063-783%8)04104-5

Under the isotope effect in electron-stimulated desorp- r

tion (ESD) one understands the dependence of the ESD yield szexp[ - Z—TN[W/Emax( Emaxc E)1Y2. 2

of ions on their mas#1.22 In the traditional model of Men-

zel, Gomer, and Redhead the isotope effect is determined Wyerer is the initial position of desorbing ion 2 relative to the

the dependence on mass of the probabHitthat the ion will metal surface, and is the lifetime of the two-hole state at

not be reneutralized in the course of desorption by electron®n 1 (r=10 1*s),

of the metallic substrate® «exp(—M¥?const)®# Within the

relaxation modet, where desorption is related to the exis- _ 42,2,€%d V= E

tence on the surface of a local electric field, the isotope effect o2 o2r

manifests itself as the dependencehrof a critical timet,.,

i.e. the time during which the local substrate field has toZ, are the charges of ions 1 and 2, respectively, at the in-

accelerate the desorbing ion to eject it to infimi\We shall ~ stant of bond breaking] is the position of ion 1 relative to

discuss this effect here in more detail. the metallic surface(see Refs. 5 and )6 and e is the
positronic charge. Note thatV is the doubled energy of
dipole-dipole repulsioriat the instant of bond breakingf

1. ISOTOPE EFFECT IN COULOMBIC DECAY OF AN ion 2 from the dipole formed by ion 1 and its image in the

ADSORPTION SYSTEM metal. ParameteY is the doubled energy of interaction of

ion 2 with its image in the metal at the initial moment.

The energy distribution of ESD ionslN(E)/dE=p¢,
fan be presented in the fotth

()

The relaxation model is essentially as follow¥® Inci-
dent electrongor photong destroy the chemisorption bond-
ing between adatom 2 and surface atom 1 by the mechanis
of Knlotek—FeibeIma?m8 (atom 1 may be a substrate atom or, pe=CVE—E fe, ()
for instance, a fragment of an adsorbed diatomic
moleculé®). The electrons become redistributed so that Couwhere C is a normalization constant with dimension
lombic repulsion sets in between ions 1 and 2. lon 2 begingeV) %2 The ESD ion yieldg can be written
to accelerate in the field created by ion 1. At a certain mo- .
ment the two-hole state at ion 1 breaks down, and the local :J maxpEd E. (5)
accelerating field disappears. If by that time ion 2 has built
up its kinetic energy to a level high enough to overcome the _ .
attraction produced by the image forces of ion 2 in the me-SUbSt't.u“ng Eqs(1) and (4) |nt_o Eq. (5) we come to an
tallic substrate, then it will desorb. Otherwise ion 2 will re- approximate resulfsee Appendik
turn back to the surface. An analytical theory of this process  q—cag=32 exp — )R,
has been developed.

If desorption occurs only under the action of Coulomb N
forces, and the short-range repulsion of electronic shells at R= T(D(\/%)_ Vou exp(— 6u),
the moment of breaking the adsorption bond can be ne-

glected(see the relevant discussion in Ref, $hen the prob- o=t./7, u=(W/\V)¥>—1. (6)
ability fg of observing an ESD ion with enerdyis given by
the following expressions:)dor E—E, =0, HereA is a coefficient with dimensioneV)®? (see Appen-

dix), and® is the probability integrat. Sincet, and, hence,
6 are proportional ta/M [see Eq(1)], an increase in isotope
mass results in a decrease of the ESD ion yiéitbte that

t
fe= exp[ - f\/1+ (2E/V)

_ L2 parameteu is always positive. Indeed, as shown in Ref. 5,
tc—rN[ZV/W(ZW WIS @ desorption can occur only if the inequality>z,.=2z,r/8d,
b) for E— E 0= (W—V)/2 which corresponds to the inequaliy/V>1, is mej.
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Consider now the change in ESD ion yiefd resulting 2ur
from a change in ion mas#) —M + M. We shall assume K=exp M T2W=V) |’ (14)
that n=6M/M<1. Then we shall obtain, in first order i,
or, recalling Eq.(10),
A.n 3 0+ (6u)¥? exp(— u)R™* (7) 2r 2B
AN - ) ;
q 2 2 K=exp{ Nm . (15)
Consider simple special cases. Rifu<1
9 Expression(13) was obtained in the lowedtinear in the
q=CA=uexp—6), &q/q=— E 0. (8) argument of the exponentjaipproximation irv. It can now
3 2 readily be shown that the ESD ion yieff
For Jous1. q=9K, (16)
Jr 1 3 -
=CA— @9 32 =_ — +—. ol ol
G=CAZ- 0% dala=—7Z7| 0+ 3 © Tq=Fq+gln K, (17)

Thus, as parametefu increases, the relative decregser o )
7>0) of the ESD ion yield increases, and hence, the isotop#/heresq/q is given by Eq(7). Sincesq/q<0 [see Eqs(8)
effect becomes enhanced. and(9)], and the second term on the right-hand side of Eq.

(17) is positive (for »>0), the magnitude of the isotope

effect decreases. Moreover, in the case/éfi<1 [see Eq.

(8)] and when the inequalitg>V(1—V/2W) is met, the

. o o second term in Eq(17) is larger than the first one, which
~ Some cases require taking into account within the relaxmakes the ratiasg/q positive. Note that the energy distribu-

ation model not only the Coulombic collapse of the adsorpyjon of ESD ions in the small-velocity domain starts from

tion system but the contribution of short-range repulsiqn Ein=0 and extends up tB = (Mv2+W—V)/2%2Thus

of the electronic shells of ions 1 and 2 as V\?e'll?.'For. €X- " the width of the ESD ion energy distribution increases with
ample, the inclusion o¥ ¢, is needed when considering the jnitial velocity.

reversible mechanism of desorption by Anto_nievx?i%which Let us turn now to the region of high velocities, which
was demonstrated by a theoretical anai’;ﬁéof the tem-  gatisfy the inequality inverse td.1). In this case, the energy
perature dependence of ESD yield of alkali-metal ions fromyistripution of ESD ions is confined betwed,, = (Muv?2
tungsten and iridium surface covered by a silicon i’ “V)/2 andE, .= (M2 + W—V)/2212 As the initial veloc-

It _was showf'? that including the contribution iy increases, the energy distribution shifts toward high ener-
Viep=B exi—b(z=1)] (zis the coordinate, antl is a char-  gies, with its width remaining constant and equav¢2. An

acteristic reciprocal lengihto ion desorption can be taken analysid? shows that folE— E,;, the probabilityf s has the
into account by introducing into the equation of motion aStorm

the initial condition nonzero initial velocity

2. INFLUENCE OF SHORT-RANGE ELECTRON-SHELL
REPULSION ON THE ISOTOPE EFFECT

- r 2E+V—Myp?
v=+/2B/M. (10) fE=exp(——T , (18)

vT

An analysi$'*? shows that, if the inequalit L~
Y a y which yields fg=1 for E=E,,,. On the other hand, for

Muv?>V (1) y—o andE— Epqy the probabilityf¢ also tends to onfsee

is met (i.e., if the kinetic energy acquired by ion 2 in the EQ- (2)]. Using Egs.(4) and(5), we come now to

repulsion of its shell and the shell of ion 1 exceeds the en-

ergy of interaction of its charge, with the image charge q= §C(W/2)3’2. (19
—2,), ion 2 goes to infinity, and there is no more need to

accelerate it by the dipole field generated by ion 1 and itsThis expression obtained under the assumption -ef is
image. Thus the velocity* = {V/M separates in a natural valid for any initial velocity provided it satisfies the criterion
way the regions of smallu<v*) and large ¢ >v*) initial Mv?>V, which follows from simple physical consider-

velocities. ations, namely, that each ion which has built up a velocity
Consider the region of small velocities with the addi- v>v*=+V/M will go to infinity on overcoming the image
tional condition potential forces. It is also clear that no isotope effect will be

Mu2<W(2W—V)/2V. (19 Presenthere.
One can now show that the probability (here and subse-
guently the tilde denotes the quantities relating to #he0
case of observing an ESD ion with enerdy is For illustration, consider the increase in yield ofgLi
F ot K (13) ions compared to Li from a submonolayer lithium film,
BT B which is adsorbed on a silicon monolayer deposited on a
where the probabilityf ¢ for thev =0 case is given by Egs. tungsten substraté i—Si/W). This system was studied in
(1) or (2), and Refs. 15-17. Theoretical estimates of the model parameters

3. NUMERICAL ESTIMATES
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for this system are presented in Ref. 12. Paranwidalf of u

the arm of the dipole formed by ion 1, which here is silicon, QZCAL Vee e, (A2)
and its imaggentering Eq(3) is assumed to be equal to the

Si atomic radius,d=1.17 A. The initial position of the whereu=(W/V)¥?—1. Taking a lower estimate of the inte-
lithium ion relative to tungsten surface is=2d+r;(Li),  gral (at the lower limit of integratio)) we obtainV®? for
where the last term stands for the lithium ion radius, 0.68 A.coefficientA, whereas an upper estimd the upper limit
Estimates give for the charge of the*Sion produced by of integration yields A= V¥(W/V)Y{ (W/V)Y?+1]Y2 The
electron bombardmers; =1.13' Recalling thatz,=1, we integral in Eq.(A2) is taken by parts yielding Ed6). Note
obtain W=8.35 eV andv=2.38 eV, which yieldu=0.87  that, similar to our preceding pap&ré'*4 we extrapolate the
[see Eq.(6)]. For the Li isotope, the critical time probability functionfe defined by Eq(1) and valid, strictly
t,=1.65<10 '*s. Taking the value=4.84x10" s from  speaking, only forE—0 to the whole energy distribution
Ref. 12, we obtairg=0.34. Substituting the parameters thusregion. This approximation does not entail a large error in
found into Eg.(7) and taking into account thap=(6 integration.

—7)/7=-0.14, we obtainég/q=0.11. Unfortunately, in The author is grateful to V. N. Ageev and N. D.
Refs. 15-17 the isotope effect was not studied. For a similapotekhina for stimulating discussions.
system of lithium on oxidized tungsten it was fodfichow- Support of the “Atomic Surface Structures” Program is

ever, that q(Lig)/q(Li;) =1.2+0.1, i.e. 59/q=0.1-0.3.  gratefully acknowledged.
Thus our estimate appears reasonable.

To estimate the influence of initial velocity on the iso-
tope effect, consider desorption of Naons from the Na—
Si/W system bombarded by 100-eV electfnsit was
showrt*8 that desorption occurs in this case by the revers-1y, n. Ageev, O. P. Burmistrova, and Yu. A. Kuznetsov, Usp. Fiz. Nauk
ible mechanism, where short-range repulsion must appar;158 389(1989 [Sov. Phys. Usp32, 588 (1989,
ently be included. Estimates based on Ref. 14 gived.14  ,R-D. Ramsier and J. T. Yates, Surf. Sci. R&@, 244 (1991
X 10* m/s for the initial velocity,r=0.56x 10" s for the D. Menzel and R. Gomer, J. Chem. Phid, 3311(1964.

s Tor y,7=0. L - “P. A. Redhead, Can. J. Phyt2, 886 (1964.

effective lifetime of the two-hole state at the silicon ion, 5s. yu. Davydov, Fiz. Tverd. TeléSt. Petersbuig3s, 2525(1993 [Phys.

z,=1,d=1.17 A,r=3.26 A\ W=6.34 eV, andv=2.21 eV. 6gol\i{d ngg 12§_1(1T9939]Ci Telt Petersbung?, 17531995 [Ph
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The time-of-flight technique combined with a surface-ionization-based detector has been used to
investigate the yield and energy distribution of sodium atoms escaping in electron-

stimulated desorptiofESD) from adlayers on the surface of molybdenum oxidized to various
degrees and maintained Bit= 300 K as functions of incident electron energy and surface

coverage by sodium. The sodium-atom ESD threshold is about 25 eV, irrespective of sodium
coverage and extent of molybdenum oxidation. Molybdenum covered by an oxygen

monolayer exhibits secondary thresholds-at0 eV and~70 eV, as well as low-energy tailing

of the energy distributions, its extent increasing with surface coverage by s&liurhe

most probable kinetic energies of sodium atoms are about 0.23 eV, irrespective of the degree of
molybdenum oxidation and incident electron energ¥at 0.125, and decrease to 0.17 eV

as the coverage grows t8=0.75. The results obtained are interpreted within a model of Auger-
stimulated desorption, in which adsorbed sodium ions are neutralized by Auger electrons
appearing as the core holes in theQ® 4sMo, and 4Mo levels are filled. It has been found that
the appearance of secondary thresholds in ESD of neutrals, as well as the extent of their
energy distributions, depend on surface coverage by the adsorbat€99® American Institute

of Physics[S1063-783#8)04204-X

Although electron-stimulated desorpti8SD) has been The energy distributions of Na atoms were obtained by the
a subject of intense study for more than three decades, netime-of-flight technique with the target bombarded by a
ertheless the available information on cross sections and epulsed electron beam with &s-long pulses at a 1-kHz rep-
ergy distributions of desorbing neutrals is still not reliable etition frequency. The Na atoms were ionized at a surface-
enough to construct a detailed model of this phenoménonionization-based detector at ionizer iridium-ribbon tempera-
We observed ESD of alkali-metal atoms from layers ad-ture of 1800 K. To increase the signal/noise ratio at detector
sorbed on the surface of oxidized tungétemd measured output, the output signal was gated by voltage pulses syn-
cross sections and energy distributions of desorbing &tbms chronized with the electron beam pulses. The residual pres-
It was found that ESD of alkali-metal atoms is initiated by sure in the instrument stainless-steel chamber was not above
ionization from oxygen and alkali-metal core levelShese  5x 10 1° Torr. The residual-gas composition and the purity
results were interpreted in terms of a model of Auger-of the Na atom beam were monitored by a MS-7302 quad-
stimulated desorption, which takes into account competitiornrupole mass spectrometer.
between reionization of the alkali-metal atoms and relaxation  We used as targets ¥® X 0.01-mm texturized molyb-
of the negative charge on oxygen ichs. denum ribbons with a predominant{$00)-oriented surface.
Subsequent ESD measurements on potassium and cBrior to measurements, the ribbons were treated by the stan-
sium atoms from the surface of oxidized molybdenumdard procedure, namely, annealing in ultrahigh vacuum at
showed that ESD can arise in molybdenum core-levell=2000 K for 5 h bypassing ac current, which favors emer-
ionization; with the process having a resonant character asgence of theg100) face onto the surfaceheating in oxygen
sociated with core-exciton formatitin ambient[p(0,)=1x10"% Torr] at T=1800 K for 3 h to
This work reports measurements of ESD cross sectiongemove carbon impurities, and finally, after the pumping out
and energy distributions of sodium atoms escaping from adef the oxygen, bakeout &t=2200 K for 3 min to remove
layers on oxidized molybdenum, which were performed inoxygen.
order to study the effect of alkali-metal characteristics on  Prior to ESD measurements, oxygen was deposited on
ESD of neutrals from this substrate. the surface of the molybdenum ribbons in two ways. To
obtain monolayer oxygen coverage, the ribbons were ex-
posed for 10 s to oxygen at a presspt®,)=1x10"° Torr
and temperatur&= 1400 K. To form a thick oxide layer, the
The experimental setup used and the measurement techibbons were maintained fol h in oxygen atp(O,)=1
niques are described in detail elsewherdl measurements X 10 © Torr and temperatur@=1000 K1°
of the ESD cross sections and energy distributions for Na  Sodium was deposited on oxidized molybdenum at room
atoms escaping from adlayers on oxidized molybdenum wertemperature from a Na beam produced in a directly-heated
performed with the target maintained at room temperatureevaporator by thermal decomposition of sodium chromate.

1. EXPERIMENTAL TECHNIQUES

1063-7834/98/40(4)/5/$15.00 707 © 1998 American Institute of Physics
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FIG. 1. Sodium-atom ESD vyield vsincident electron energ¥, from FIG. 2. Sodium-atom ESD yield vsincident electron energk, from (1)
molybdenum surface covered by an oxygen monolay&r-aB00 K, mea- molybdenum surface covered by an oxygen monolayer(@neholybdenum
sured for different sodium coveragés 1 — 0.125,2—0.25,3— 0.5, and  oxide atT=300 K. Sodium coverag®=0.75.

4 —0.75.

atom yield at the additional thresholds resemble rounded-off

The surface density of deposited sodium was determinegteps rather than the sharp peaks observed by us earlier for K
from the depOSition time at constant ﬂUX, whose intenSityand Cs atoms escaping by ESD from the Corresponding ad-
was found by measuring the total surface ionization Currenrayers on mo'ybdenum surface covered by an oxygen
at the target at the temperature corresponding to current satghonolaye?.
ration (T> 1750 K) The sodium surface denSity Correspond- The sodium y|e|(h grows practica”y |inear|y with so-
ing to monolayer coverage was taken equaNi=1X10"  dium coverage up t®=0.9, whereq reaches saturation,
at/cnt. At this level the concentration dependence of Nayjith the slope of they(O) graphs increasing Witk (Fig.
ESD yield attains saturation. 3).

The electron beam density did not exceed 18/cm? at Figure 4 plots normalized ESD energy distributions of
electron energ§.= 100 eV, and bombardment by electrons Na atoms from adlayers on molybdenum coated by an oxy-

did not result in noticeable target heating. gen monolayer for different sodium coveragé€s. For
©<0.125, the energy distributions are nearly bell-shaped,
2. RESULTS with the falloff at high energies being somewhat smoother

Bombardment by electrons of a sodium film adsorbed or;[han the low-energy rise. Within 0.1299<0.75, the Na

- . “energy distributions shift with increasin@ toward lower
oxidized molybdenum af =300 K was observed to result in . . .
. . ) energies, accompanied by a simultaneous appearance of a
desorption of Na atoms. Figure 1 presents the yiptaf Na gies pani y & simu us app

atoms from a molvbdenum surface covered by an ox erI1ow—energy tail, whose extent grows with increasfaguntil
4 ) . y YO€i ©=0.75 the energy distributions start at zero kinetic en-
monolayer, on which sodium was deposited to different cov- S .
o . ergy, similar to those of K and Cs atofr(§ig. 5). The extent

erage®), on incident electron enerdy, . Irrespective of the ;
. of the low-energy tails decreases as one goes from Cs to Na,
coverageO, the ESD appearance threshold for Na atoms is . -
) . irrespective of©. As the degree of molybdenum oxidation

seen to lie at the same electron eneky~25 eV, which,

S = increases, this tail in the energy distributions of Na atoms
taking into account the contact potential difference betwee%. . .
) : .~~~ disappears, as it does also in the case of K andRes. 8.
the electron emitter and the target, is close to the ionization
energy of the 8 O level’. As the sodium coverag®
grows, additional thresholds appear on tf{(&,) curves at
electron energieE,~40 eV andE.~ 70 eV, with the former g5
being seen already fd®>0.125, whereas the latter thresh-
old becomes noticeable only fé>0.25. These additional
thresholds correlate quite well with the ionization energies of E
the 4p Mo and 4s Mo core levels, respectivel},and do not 55'
change with increasing. 'R 45
The additional Na atom thresholds disappear with in-
creasing molybdenum oxidation, and the neutral yield does

2.5

L L AL L

not saturate with increasing electron energy ugEte-500 a5

eV. Similar effects were observed earlier in ESD of K and Cs 0 L .
atoms from oxidized molybdenufmAn increase in the extent 0 0.2 0.4 0.6 0.8
of molybdenum oxidation from a monatomic oxygen layer to 6, arb. units

an oxide film a few ML thick brings about a decrease of NaFIG. 3. Sodium-atom ESD yield vssodium coverag® from molybde-

yielq to about one half_ irrespective of electron eneEgﬁnd num surface covered by an oxygen monolayeT at300 K, measured for
sodium coverag® (Fig. 2). Note that the changes in Na different incident electron energi&(eV): 1 — 40,2 — 70,3 — 120.
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FIG. 6. Electron energy level diagram for theeMO—Naadsorption system.
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F,ev 2p level of oxygen, with the corresponding Auger electron
' o _ _ neutralizing the adsorbed Naon. If the positive oxygen ion
FIG. 4. Normalized energy distributions of sodium atoms in ESD from rdecovers its negative charge by trapping electrons from the
molybdenum surface covered by an oxygen monolayer at 300 K, measure . .
for different cesium coveragdd: 1 — 0.1252 — 0.253—0.5,4—o0.75,  Substrate faster than the sodium atom reionizes, then the
Incident electron energg,=80 eV. negative oxygen ion will start to repel the sodium atom

through overlap of their valence orbitals, and the sodium
o _ atom will be ejected from the surface.
Variation of the primary electron energy does not affect the |t appears most reasonable to attribute the additional Na

shape of the normalized Na atom energy distributions. appearance thresholds Bf~40 eV andE.~70 eV to ion-
ization of the 4Mo and 4pMo levels. Although the former
3. DISCUSSION OF RESULTS threshold could be assigned to ionization of the sodiym 2

level** the fact that both additional thresholds are observed

Adsorption of alkali metals on transition-metal oxides is ' 0 : :
accompanied by a decrease in the work function, which de@IS0 in ESD of K and Cs atorhsrgues for the first conjec-

pends on the ionization potential of the alkali metal and itsture. The observation of additional thresholds suggests the

amount on the surfac@® For low coverages, alkali metals €XiStence of Auger processes involving theahd 4p levels

adsorb in ionic form, and their adsorption may bring about aof molybdenum, which result in neutralization of adsorbed

. - . .
partial reduction of the oxid¥*!® For ©>0.5, increasing Na™ ions. Filling of the core holes in these levels directly by

dipole-dipole repulsion among adsorbed particles Weaken%algnce-band electrons_ can hardly produce effic_ient neutral-
their binding to the substrate, and as a result of dipole depdZation of adsorbed Naions because of the too high energy

larization a transition to neutral adsorption takes pfEcé. of the corresponding Auger electrons, an argument corrobo-
Figure 6 shows an electron level diagram for therated by the absence of ESD of alkali-metal atoms from
tungsten covered by a silicon fifth It is more probable that

Mo—O-Na adsorption system. ESD of Na atoms can be e
qualitatively explained in terms of the model of Auger- €V€N after the molybdenum core levels have been ionized,

T X .
stimulated desorption, which was propos&tito describe Na" ions continue tq be neutrgllzed by Auger glgctrons from
the 2p O levels, which are ejected after the filling of core

ESD of alkali-metal atoms and ions from oxidized tungsten i i . _
and use@® for interpretation of the K and Cs ESD from holes in the 2 O levels appearing as a result of |nteratom|_c
oxidized molybdenum. Let a primary electron produce a coré®'€-hole Auger decay in the molybdenum levels. In this
hole in the 30 level, which is filled by an electron from the case th? positive charge on oxygen ions should Increase with
increasing number of cascade Auger processes leading to
core hole filling, and it apparently increases as one moves in
ionization from the 2 O to 4p Mo level, and, finally, to 4
Mo. Accordingly, the relaxation time of the negative charge
on oxyger’ and the probability of Na reionization also in-
crease in this directiohThe more monotonic variation of Na
ESD vyield in the region of molybdenump4and 4s ioniza-
tion (Fig. 2 compared to that of Cs and K atoms is appar-
ently connected with the absence of sharp spectral features in
the density distribution of free states in the sodium mono-
layer and their presence in the cesium and potassium
monllayers?! The higher is the density of unoccupied states
in the conduction band, the higher is the probability of reso-
) nant electron transitions from thep4vio and 4s Mo levels,
E eV and, accordingly, the larger is the yield of neutrals in the
FIG. 5. Normalized energy distributions ¢f) sodium,(2) potassium, and vicinity of the thresholds &.=40 and 70 eV. The essential
3) c-es.ium atoms in ESDgf)f'om moLIbedenum surf:ce: cofered bL)J/ a}l oxygerpoInt here I? that el_eCtronS exched to the condgctlon band are
capable of increasing substantially the relaxation rate of the

monolayer at 300 K, measured at an alkali-metal covefage0.75. Inci- ) - i
dent electron energi.=80 eV. negative charge on positive oxygen idhs.

dN/dE, arb. units
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The average density of unoccupied conduction-bandiously enough, the extent of the tails should increase with
states for a monolayer of sodium is considerably lower tharncreasing atomic mass, and it is this what is actually ob-
that for cesium and potassium monlay&rand therefore the served as one goes from Na to Cs atdns increase in®
additional thresholds for Na neutrals, in contrast to those fomeans an increase in equilibrium distance of Na atoms from
Cs and K atoms, are observed only after deposition of dhe surface and, accordingly, an increase in the extent of the
certain critical density, which compensates the increase ienergy distribution tails, because a progressively smaller
the charge relaxation time for positive oxygen ions. Thenumber of Na atoms can reach the surface during the oxygen
probability of Na-atom reionization decreases apparentlycharge-relaxation time. In the case of the oxide, this time is
with increasing density of adsorbed sodium because oong enough for all atoms to acquire a high energy, and no
increasing equilibrium separation of the sodium adlayer frontails are seen.
the surface. This assumption is supported by the larger Another possibility to account for the low-energy tails in
sodium coverage which is needed to observe the additiondhe Na energy distributions and for the dependence of their
threshold at 70 eV @ =0.5) compared to that at 40 eV extent on surface coverage by sodium assumes the existence
(6=0.25), as well as by the absence of additional thresholdsf two repulsive terms to which Na atoms transfer after elec-
for neutral Na ESD from an adlayer on molybdenum oxide,tronic excitation of the adsorption system. These terms may
where the charge relaxation time for a positive oxygen iorPe associated with different degrees of charge relaxation on
should be considerably longer than that for molybdenunthe oxygen ion, and, accordingly, one of these states can be
coated by a monolayer of oxygén. metastable. Since the energy distribution tails appear only at

It should, however, be pointed out that a decrease in thgodium coverage$>0.125 on oxygen-monolayer-coated
probability of Na-atom reionization with increasing) ~ molybdenum, and already at primary electron energies
should cause an increase in the Na ESD cross section, whigr>25 eV, they are obviously due to electronic excitations
has not been observed within experimental accuracy, as th@ssociated with 2O core-level ionization and are in no way
was not detected either in ESD of alkali-metal atoms fromconnected with the appearance of the additional thresholds.
oxidized tungstehnor for K and Cs atoms from oxidized If the two repulsive terms differ in steepness, then an in-
molybdenum. This is possibly related to the insignificant crease ir© should shift the Na energy distributions originat-
contribution of molybdenum core-level ionization to Na ESD ing from excitation to different terms relative to one another
compared to that of the ionization 062 levels. Estimates because of increasing equilibrium distance of Na adatoms
show this contribution not to exceed a few per cent. Theéfom the surface, and, as a result, the tails should become
constancy of the Na reionization probability with increasinglonger. The radius of the atom produced by neutralization of
O is attributed to the independence of the structure and pdhe positive alkali-metal ion increases as one goes from so-
sition of the oxygen charge between the alkali-metal andlium to cesium, and, accordingly, the extent of the energy
substrate atom&The increase of the positive charge on thedistribution tails should increase in the same order. The
oxygen ion after the molybdenum core-hole Auger decayprobability of Na reionization when in the metastable term
compared to its charge in the case of @ core-hole Auger (with an incompletely relaxed oxygen chaygshould be
decay can change the situation, however, because a changi@her than that at the ground term, and therefore the number
of the oxygen charge may be accompanied by a change i#f Na atoms in the tails does not exceed a few per cent of the
the shape of the potential barrier for electron tunneling fromtotal desorbed amount. The lifetime of one-electron excita-
the Na atom to the oxygen ion. The change in the valencetions is, however, short compared to that of many-electron
band spectrum of the substrate induced by adsorption of a@nes, and therefore the second explanation appears less prob-
alkali metal is also capable of affecting the relaxation time ofable.
the electronic excitations responsible for electron-stimulated ~ Thus we report the first observation of an adsorption
processes. For examp|e, onhe observed a strong decreaseSKptem for which the appearance of additional thresholds in
the cross section of electron-stimulated oxygen disorderingieutral ESD depends on surface coverage by the adsorbate,
on the Mq110) face at electron energies corresponding towith the energy distributions of neutrals exhibiting low-
the 4s Mo level ionization energy in the case of lithium energy tails whose extent likewise depends on surface cov-
adsorption, whereas the dependence of this cross section §fJ€.
the energy of the electrons involved in ionization of the 4 Support of Russian Fund for Fundamental Research
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The conduction mechanism in copper phthalocyar®aP c)-polymer composite thin films and
their sensitivity to nitrogen dioxide are investigated. It is established that a hopping
conduction mechanism in the regime of single electron hops prevails in these materials at
290-350 K, and the magnitude and rate of the adsorption-resistance sensitivity, ic Ni@her
than in pure CRc. © 1998 American Institute of Physids$$1063-783408)04304-4

The utilization of metal phthalocyanines as the molecu-The ac conductivity was measured in air at room temperature
lar discriminating core of chemical sensors is based on the the frequency range from 500 Hz to 0.5 MHz by means of
adsorption-resistant effect, which describes the variation o& Tesla BM-507 impedance meter. The adsorption-resistance
the conductivity in connection with the selective absorptionresponse of the films to nitrogen dioxide was measured in a
of molecules of the surrounding gas meditifiNot only the  flow of dry air containing 2 ppm N@at a constant voltage
properties of the phthalocyanine molecules themselves, buf 10 V and sample temperature of 350—430 K.
also their intermolecular interactions and supramolecular The temperature dependence of the dc dark current of
structure are important in this effect. The adsorption-resistanmetal phthalocyanines obeys the relation
properties can be optimized by chemically modifying the
phthalocyanine molecules or by employing various thin-film =G, exp(—&/kT), (1
production methods to regulate the supramolecular structure.

Another possible avenue for controlling the adsorption-

. o . , wheree is the conduction activation energy, is the tem-
resistant properties is to disperse phthalocyanine aggregates

in an inert polymer matriZ-5 The separation of phthalocya- perature, and is the Boltzmann constant. The form of the

: . . NS .. factor G, is determined by the conduction mechanism of the
nine associations with the polymer medium in this composite

structure alters the electrical characteristics of the film andc' ubstance. It has been shdthat the experimental depen-

. . ences of the electrical resistance on the dosage of ion-
can enhance the accessibility of adsorption centers by mol- o
. implanted oxygen and d&, on ¢ indicate the prevalence of
ecules from the gas environment. In the present study we : : S .
. ; o . a hopping conduction mechanism in the temperature interval
give the results of an investigation of the electrical and 93S594_350 K

sensing properties of composite copper phthalocyanine Another source of information about the conduction
(CuPc)-polymer structures. mechanism lies in the frequency dependence of the ac con-

SOOComposne films dhkr):lvmlg th'Cknf_SSi‘\sd fro(rjnl 50nm tOductivity 04, Which obeys the following relation for a ran-
nm Were preépared by plasma-activaled and laser vacuugy, ., spatial distribution of localization centlrs

deposition. In the first case the composites were formed by
the simultaneous deposition of thermally sublimatedPCu .

and products of the decomposition of benzene in an rf TJac @ @
(13.56 MH2 discharge plasma onto a substrate. In the sec-

ond case the films were formed by using an LGN-703 lasewherew is the frequency of the electric field, and the power
to spray on a powdered mixture of Ba and polystyrene in  exponenn<1.

vacuum® Polikor (polyvinyl chromate resinsubstrates of The observed frequency dependencergf agrees with
dimensions 1X 14 mm with an interdigital array of 25 pairs Eg. (2) and confirms the hopping conduction mechanism in
of nickel electrodes were used. the synthesized structures. Here the experimental values of

The dc ohmic dark current was measured at a voltage odre close to unity(0.96—-0.99, reflecting conduction in the
10 V by means of a Belvar V7-49 electrometer in the tem-regime of single electron hofsSimilar frequency depen-
perature interval 290—350 K in air and in vacuum for variousdences of the conductivity have been observed for phthalo-
adsorbed oxygen concentrations. Temperature curves of theyanine films C®c deposited in plasma activatiband also
conductivity were obtained by the rapid cooling technifjue. for CoPc (Ref. 8 and PtPc (Ref. 9 films.

1063-7834/98/40(4)/3/$15.00 712 © 1998 American Institute of Physics
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FIG. 2. Kinetic curves of the response of RBerpolystyrene composites to
FIG. 1. Preexponential factdg, versus the reciprocal of the conduction nitrogen dioxidel) 20% CwPc at a temperature of 353 K) 20% CWPc at
activation energy forl) pure CWPc; 2) plasma-synthesized composit®; 373 K; 3) 20% CPc at 413 K;4) 40% CWPc at 373 K;5) pure CWPc at
laser-deposited composite. The solid lines are calculated fronf3Eg. 373 K. The exposure to N{begins at time=0 and ends after 10 min.

The information obtained on the conduction mechanismP c-polystyrene composites as a function of theRCucon-
indicates that the factd®, in Eq. (1) characterizes the prob- tent and the temperature. It is evident from a comparison of

ability of tunneling between localization cent¥tsand is  curves 1-3 that the maximum response forNEattained at
therefore equal tb a temperature of 373 K, which is slightly higher than the

corresponding temperature for pure fBu (353 K). A com-
Go=Gy 3eXF{ _ (4_77 3) parison of the response of 20% and 40%PCtpolystyrene

3 composites and pure @¢ at a temperature of 373 K shows

wherea=1.73 is the percolation constam,is the electron that S increases as the ®¢ content is reduced in the com-

charge,y is the dielectric constant of the substanads the ~ POSIte.

1/3 a,eZ

xae

electron localization radius, and the fac®pz; depends on The sens@tivity in mgtal phth'alocyanin'es is known to
the sample geometry. obey the RoginskiZel'dovich-Elovich equatioh
Figure 1 shows experimental data in coordinates dgdt=A exp—BS), (4)

(log Gy, 1/e) for pure CWPc and for plasma-synthesized and

laser-deposited composites. These data are approximated 4¥1€eA andB are constants. Consequently, the experimen-
cording to Eq.(3) by a linear relation and can be used to tal data on the sensitivity kinetics are conveniently repre-

calculate the electron localization radius. Its value for pure>®Nted in coordinatefdn(dSdy),S], which linearize Eq/(4).

CuPc (x=3.6, Ref. 1} is 120+ 12 pm. The slopes of the In these coordinates the data for Rw and

log Go(1/s) curves should increase for the composites, be CUP C-Polystyrene composites show that the process runs

cause the producta in Eq. (3) must decrease by virtue of through two stages, which can be attributed either to a dif-
the lower dielectric constant of the composites in comparisofi€’€NCe in the adsorption-resistance effects on the surface
with pure CtPc. And this conjecture is indeed supported and in the_bulk of the samplt_a or to_the presence of two types
experimentally. Moreover, the electron localization radius®f @dsorption centers. The dispersion ofRZuin polystyrene

must also decrease as a result of the weakening of interactidfic¢ases the magnitude and shortens the duration of both the
between CBc molecules in the composite. Thus, the value @St @nd the slowterminating at the steady-state levebm-

of ya determined from the data in Fig. 1 is equal to 430 pmponent of the sensitivity kinetics. The two-stage character of
for pure CPc and decreases to .180 pm for the Cuthe adsorption-resistance effect and an increase in the sensi-
Pc-polystyrene composite. Singg=2.5 for pure polysty- tivity have also been observed for a plasma-synthesized

rene, the value of cannot be higher than 72 pm in this composite:
composite. ) ‘ _
Figure 2 shows kinetic curves of the sensitiv&ywhich SensorsVol. 2, Part 1, edited by W. Gel, J. Hesse, and J. N. Zemel
. . . . . (VCH, Weinheim, 199}, 706 pp.
represents the ratio of the curregtin a mixture of airwith 23 p wright, Prog. Surf. ScBF;_F,)l (1989.
2 pmm NG to the current in pure air, (S=14/1,) for Cu 3G. G. Fedoruk, A. V. Misevich, A. E. Pochtenny, and D. I. Sagaidak, in
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FULLERENES AND ATOMIC CLUSTERS

Fractal structure of ultradisperse-diamond clusters
M. V. Baidakova, A. Ya. Vul', V. I. Siklitskil, and N. N. Faleev

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
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Ultradisperse-diamond clusters are shown to be fractal objects, and the character of variation of
the fractal dimension in the course of the diamond-graphite phase transition under annealing

in an inert atmosphere is studied. ®98 American Institute of Physics.
[S1063-783%08)04404-9

The diamond-graphite structural phase transition has reamorphoussp? phase, which is due to the longer time the
cently been studied in clusters of ultradisperse diamond obmaterial resides during its preparation in the region of kinetic
tained by detonatioh. instability of diamond T=2000 K). Indeed, after the pas-

X-ray diffraction measurements showed the coherentsage of the detonation wave the pressure drops rapidly, as a
scattering regions to be=43 A in size, which is in good result of which theP-T parameters enter the region where
agreement with data derived from Raman scattering spectrdiamond is thermodynamically unstable, but the temperature
It was found that ultradisperse-diamond clusters contain, beis still high enough to support a high mobility of carbon
sides a crystalline diamond core, an amorphous diamondtoms, which favors transformation of the diamond thus ob-
(sp® and an amorphous graphitsf) phase, and that the tained into graphite. When the product is cooled still more,
diamond-graphite phase transition in the clusters starts frorthe temperature lowers to enter the region where diamond is
the cluster surface at substantially lower temperatures than Kinetically stable. The lower is the cooling rate, the longer is
does in bulk single-crystal diamond. the time the detonation product stays in the region of kinetic

The objective of this work was to clarify the variations instability of diamond and, accordingly, the higher is the
in ultradisperse-diamond cluster structure during the phasgrobability of the reverse, diamond-graphite phase transition
transition. in the course of the synthesis. Figure 1 shows the phase

The interest in the structural changes stems from severafiagram and cooling kinetics for two idealized limiting cases
causes. First, ultradisperse-diamond clusters were shown &5 cooling, namely, when the rate of cooling is substantially
be fractal object$.Second, it appeared of interest to investi- higher and substantially lower than that of pressure decrease.
gate the changes in cluster surface topology accompanying the first case, synthesis does not pass through the region
the phase transition. Third, since ultradisperse-diamongyhere diamond is kinetically unstable, and in the second, the
nanoclusters merge to form aggregatesquestion arose of synthesized material resides the longest possible time in this
the changes in aggregate structdre. changes in fractal region. The wet synthesis is closer to the former, and the dry
dimension associated with the phase transition. technique, to the latter limiting case.

Both types of ultradisperse-diamond samples were iso-
lated in the same way from the detonation product, viz. by
high-temperature processing with an aqueous nitric acid so-

The studies were made on ultradisperse-diamondution under pressure to remove carbon allotropes other than
samples obtained from the detonation product, which formsliamond. The amount of the diamond phase extracted from
in an explosion of carbon-containing materials, viz. a mix-the material produced by detonation is naturally larger in the
ture of TNT and hexoger{TNT/hexogen 60/4) similar  case of wet preparation.
to the technique used in Refs. 4,5 The pressure and tempera- The structural phase transition was achieved by anneal-
ture in the detonation waved¢T parameterswere chosen to ing ultradisperse-diamond samples in an argon flow at tem-
lie in the region of thermodynamic stability of diamond peratures varied within the 720-1400 K range. The quartz
[P=10 GPa,T=3000 K (Ref. §]. crucibles containing ultradisperse diamond powder were

We studied samples of two types differing in the kineticsplaced into a graphite cassette mounted in a quartz reactor.
of detonation-product cooling, namely, in samples obtainedrollowing evacuation and reactor purge with argon, the ma-
by the dry technique the coolant was carbon dioxide, terial was heated and maintained at the prescribed anneal
whereas the samples prepared by the wet technique wetemperature for three hours. The temperature was maintained
cooled by water constant to better than 0.5 K. After the annealing, the

Ultradisperse-diamond samples prepared by the drgamples were left to cool with the furnace turned off.
method were shownto have much higher contents of the The fractal structure of nanoclusters was studied in the

1. SAMPLES AND MEASUREMENT TECHNIQUES

1063-7834/98/40(4)/4/$15.00 715 © 1998 American Institute of Physics



716 Phys. Solid State 40 (4), April 1998 Baidakova et al.

Digmond - 11’%7;’;"“1
3o
Region of synthesig | R
7 Graphite
= B (0002)
» &
20 2
e
& 2k
s | 2
L\ 1 Z Liguid 8
= :
3 |
~
2
0 | ] | I B
I/ 1000 J000 5000
T, K ~
4
FIG. 1. Phase diagram of carbon and kinetics of detonation product cooling 1 L 1 { L L ) ) 1 1 |
for two idealized cases: rate of cooling substantially highg¢mand substan- 0 10 J0 50
tially lower (2) than that of pressure decrease. 26” ,d.eg

FIG. 2. X-ray diffraction from ultradisperse diamond samplés— dry-
prepared sample before anne2l— wet-prepared sample before anneal;
3 — dry-prepared sample after anneal at 1400 K in argon; wet-prepared

traditional approachby analyzing the dependence of small- sample after anneal at 1400 K.

angle x-ray scattering intensity on wave vectorg in the
range 0.036.9<0.8 A, which corresponds to scattering
angles 0.5%405,<10° (in Ref. 3, the experiment was car- 3. EXPERIMENTAL DATA TREATMENT AND DISCUSSION
ried out in the range 810 3<q<3x10 2 A™1). As this
will be shown later, the position of the maximum in tHe)
curve permits determination of the characteristic probed siz
of the scattering clustelr, and the slope of the curve, the
fractal dimensiorD. The scattering intensity was measured I(q)~q “

:gl C;[RiUSIS?T:ZXEg/Sé% drir;f?g(e:tolrrrllea(efagqu?sggjjef/?i/thog SS o whereq=(4x/ )\')sinGBr, andA is the scattered wavelength.
cial collimation arrangement limiting the divergence of the _For scatterer with a smooth sphgrlcal surfac_e _the@j@pment
primary beam. Copper radiation was used=(1.54183 A. is exa_ctly four, and for a scattering sphere it is t :

Besides the small-angle scattering, x-ray characterization of Itis known that in the case of a fractal cluster exponent

L may serve as a characteristic of the scatt&étlf « is
the samples was performed within a broad angular range. <. ! .
P P 9 9 within 3—4, the scatterer is a cluster with a fractal surface,

and fora=0-3 itis a bulk fractal. Note that fractal dimen-
sion for a fractal surface is given by the relatibr=6— «,
whereas for a bulk fractd) = «. At the same time the posi-
tion of the maximum in thd(q) relation determines the
Typical x-ray diffraction and scattering curves are dis-characteristic size of the scatterers 27/ pmay. -
played in Figs. 2 and 3. The broad symmetrical diffraction = As seen from Fig. 3 plotting small-angle scattering in-
maxima(Fig. 2) at 26g,=43.9° correspond to thel11) re-  tensity on a log-log scale, within 0s29<0.8 A™! these
flection from diamond lattice. At &;,~17° one observes graphs can be well fitted by a power-law function for
diffuse scatteringa halg and a progressive increase in scat-samples prepared by the dry technique, with a maximum
tered intensity as one approaches the primary beam. By anappearing fog=<0.2 A~1. For wet-preparation samples the
ogy with the origin of the halo observ&éh glasses, we put fit is also good, with the exception of one annealing tempera-
forward a suggestidrthat this halo is due to scattering from ture. It was found that the value af determined by the
structural elements similar to benzene rings. above method is not an integer, and that it indicates the scat-
X-ray diffraction curves obtained on samples after an-tering cluster to be a fractal, irrespective of the type of prepa-
nealing at 1400 K exhibit satellites at th@11) diamond ration and of annealing temperatuiré.
reflection, a halo at &;,~39° (Ref. 1), and features corre- Generally speaking, a noninteger valueasofnay appear
sponding to the diffraction pattern from onionlike carbonfor a certain size distribution of ultradisperse-diamond
structure&’. clusters® It has, however, been pointed out more than

By traditional theory* assuming the scatterer to have a
mooth surface the scattered intendifg) is a power-law
unction of wave vectog with a negative integer exponent

2. EXPERIMENTAL RESULTS
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derived from the relations shown in Fig. 3.

As seen in Table I, ultradisperse-diamond clusters are
fractal objects, with the type and dimension of the fractal
depending on the preparation technique employed.

Wet preparation favors formation in the starting material
of clusters possessing fractal scattering surfade=2.53)
enveloping a core 44 A in size, which corresponds to the
coherent scattering region for ultradisperse diamond. In
samples prepared by the wet technique these scatterers ap-
proach most closely in shape the ultradisperse-diamond
nanoclusters studied in Ref. 3 and representing spherical
grains with distinct boundaries. In our case, however, the
particles were not exactly spheres, because the fractal dimen-
sion D is not an integer and #2. This implies that the
clusters prepared by the wet technique have a deeply
scratched surface forming a sharp boundary between the dia-
mond core and the amorphous phase.

By contrast, in ultradisperse diamonds prepared by the
dry technique scattering occurs from fractal clusters with
D=2.8 andL=20 A. The fact that the fractal object is larger
than the coherent-scattering region for ultradisperse dia-
monds is a consequence of the fractal nature of the scatterers.
In this case scattering takes place from fluctuations of elec-
tronic density in the volume of the fractal cluster. Observa-
tion of such scattering means that in samples prepared by
this technique there is no sharp boundary between the dia-
mond core and the amorphous phase.

The appearance of such scatterers in samples produced
in different conditions results from different amounts of the
amorphous phase formed on diamond cores through the re-
verse diamond-graphite transition during the cooling of the

FIG. 3. Small-angle x-ray scattering from ultradisperse-diamond samplegletonation products. As for the diamond cores themselves,

subjected to different anneal temperatur@s.Dry-preparation sample be-
fore (1) and after annealing at2) 720 K and (3) 1400 K. (b) Wet-
preparation sample befof&) and after annealing d2) 720 K, (3) 850 K,
and(4) 1400 K.

they differ neither in structural parameters nor in size from
one another. Hence the radiation is scattered off the shell
enveloping the diamond core and consisting of the amor-
phized phase. A comparison of diameters of the fractal scat-
terers with the size of the diamond core shows the shell

oncé!® that ultradisperse-diamond clusters have a deltathickness to be different for samples prepared by different
shaped distribution in size with a peak at about 43 A, andechniques. Estimates of the shell thickness yield about 5 A

therefore in our opinion the nonintegarargues unambigu-
ously for the fractal nature of these clusters.
Table | presents the parametddsand L which were

TABLE |. Cluster parameter® andL.

for a dry-preparation sample and on the order of atomic sepa-
ration for a sample produced by the wet method.
Annealing affects not only the size of the fractal but its

Anneal
temperature Type of Fractal Cluster

Iltem No. Anneal ambient T, K fractal dimensionD sizeL, (A)
1 2 3 4 5 6

Dry technique
1 Before anneal Vol 2.84 52
2 Ar 720 Vol 2.57 52
3 Ar 1400 Vol 2.2 30

Wet technique
1 Before anneal Surf 2.53 44
2 Ar 720 Surf 2.2 35-40
3 Ar 850 Vol-Surf 2.94 15
4 Ar 1400 Vol 2.8 =50
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type as well; moreover, scattering in samples annealed dion). But then the scatterer in a wet-prepared sample should
certain temperatures is determined not by ultradispersese, after the annealing, 75 A in size, which corresponds to a

diamond clusters. wave vectog<5x10"! A~! and is in accord with the data
The fractal in a sample prepared by dry technique bein Table I.
comes more loosghe fractal dimension decreageghile the Note that the plots in Fig. 3 exhibit a slight deviation

size of the scatterers does not change. Whelilth® planes from a power-law relation for samples with low fractal di-

of the diamond core become involved in graphitization, themensions. This may be associated with the deviation of the

scatterer size decreases tao<30 A at 1400 K. scatterer distribution in size from th&function setting in in
The pattern observed in ultradisperse diamonds prepardtie course of the phase transition.

by the wet technique is more complex. Annealing reduces Support of the Russian Fund for Fundamental Research

the dimension of the fractal surface, and the type itself of théGrant 96-02-1944kis gratefully acknowledged. One of the

scattering fractal cluster changes at 850 K. After annealing authors(V. I. S.) was supported by Grant No. 97003 within

this temperature, scattering occurs primarily from anothethe Russian program “Physics of Solid-State Nanostruc-

object, namely, spherical grains with clearly defined boundtures.”

aries(fractals withD =2.94), about 15 A in size. It may be

conjectured that these particles are aggregated, because scat-

tering is observed at wave vectors smaller tlogp,=0.4 1A. E. Aleksenski, M. V. Baidakova, A. Ya. Vul', V. Yu. Davydov, and
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A study of transport phenomena, namely, electrical resistivity, thermopower, Hall coefficient, and
magnetoresistance @f PbSe synthesized in opal voids has been carried out in the 4-300 K
range. The parameters of the semiconducting material have been determined at different void
filling levels. An anomalous behavior of the hole mobility associated with surface scattering

from insulating opal-matrix walls has been observed. 1898 American Institute of Physics.
[S1063-783®8)04504-3

Fabrication of three-dimensional regular semiconducting  The parameters of the two samples studied are listed in
and superconducting nanostructures with a periodicallylable I. Figure 1 plots the temperature behavior of the resis-
modulated thickness of the conducting material has considivity p of the opal samples with PbSe, and Fig. 2, that of
erable potential both for development of devices of a newthermopower. We readily see that despite the difference in
type' and for investigation of low-dimensionality cluster magnitude, thep(T) relation of both samples follows the
crystals. Among promising directions in production of suchsame pattern, and the(T) dependences are linear and close
structures is filling with a conducting material the regularlyin magnitude. The Hall coefficient® of the two samples
distributed voids in an insulating opal matrix, which may bediffer by an order of magnitudésee Table)l At the same
considered as a closely packed array of spherical particles ¢ime R has the same value in each sampleTat77 and
amorphous silica Si©” When studying the properties of 300 K, which implies that the carrier concentratipr 1/R is
semiconductors incorporated in the opal matrix it is essentigbractically independent of temperature. The expressions for
to separate the changes in these properties associated witie thermopower and carrier concentration in the case of ar-
uncontrollable doping of the material from those due to sizebitrary degeneracy can be writfen
guantization effects. Lead chalcogenides are a convenient

material for studying the latter, because carrier concentration K| T+2 Frq (u*) | !
in them is dominated by intrinsic defedtaind depends to a 4T e+t F(u*) ok @
much weaker extent on foreign impurities than it does in
[1I-1IV compounds and other classical semiconductors. 4(2m*kT)3?

This work deals with the electrical, thermoelectric, and ~ P= TFUZ(M*)’ 2
galvanomagnetic properties pf PbSe synthesized in voids
of the opal matrix. The opals were filled by the following \where
technique. First the sample was impregnated with a lead ni-
trate solution, which was subsequently thermally decom- ©  x'dx

posed in air down to the oxide. This procedure was repeated Fr(u®)= jo m

cyclically to obtain the desired opal filling by PbO. After

this, the sample with PbO was treated with hydrogen seis the Fermi integral, ang* = u/kT is the reduced chemical
lenide. The PbSe thus obtained exhibited a distinct crystalpotential. Assuming the scattering parametéo be known,

line phase, whose lattice constant practically coincided withwe can now extract the hole concentration in PbSe fram
that of single-crystal bulk material. No impurities were de-The effective mass of the density of states for PbSe was
tected in the opal matrix voids. assumed to ben* =0.043n, (Ref. 3. Information on the

TABLE |. Calculated and experimental characteristics of opal samples with different lead selenide filling.

Measured sample parameters Calculated parameters of incorporated material
Sample Filling R(77 K, 300 K), p(77 K) Ru(77 K), pp(77 K), p=e/R,, a (77 K), Pas
No. % cnt-C? Q-cm cnt-C7t Q-cm 138 cm—3 uV-K—1 108 cm™3
1 82 40 79 3.9 7.8 1.6 57 1.6
2 63 500 1010 38 76.5 0.16 67 1.2

Note The void filling is the ratio of the volume of incorporated material to the total void volume and is determined gravimetrically.

1063-7834/98/40(4)/3/$15.00 719 © 1998 American Institute of Physics
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eters interconnected by cylindrical tudfeShe size of the
- voids can be expressed through one parameter, namely, the
radius of the SiQ@ spherer,=1000 A(the radii of the spheri-
cal voids used to simulate the octahedral and tetrahedral
pores arg ;=0.414r, andr,=0.23r, respectively; the cy-
lindrical channels alternately connecting the spherical voids
have a radius3=0.155r, and lengthL=0.586r;). We
simulated the void system with a cubic lattice made up of
spheres of radius,; interconnected by tubeslL2+2r, long
and 1.5 g in radius. After such an increase in tube radius, the
total void volume amounts to 26%, which corresponds to the
void volume in the case of closely packed silica sphéaesl
++1 is confirmed experimentally By comparing the known vo-
ty lume percentage of void filling with the size of the voids
“4.+ proper, one can calculate the thickness of the uniform layer
+ on the void walls and the total cross sectignof the con-
* ducting material determining the current density. The true
parameters of the void filleR, and p,, will now be ex-
P pressed through thR and p of the sampleR,=R(S;/S)
L nnd bl — andp,=p(S;/S), whereS is the measured cross section area
n 100 K of the opal sample. Under these conditions, the mobility
FIG. 1. Temperature dependence of the resistivity of opal samples witi= R/p Will not depend onS;/S. The values ofR, and p,,
PbSe. Opal void filling by lead selenide): 1 — 82,2 — 63. calculated in this way, as well as the hole concentrations
p,=€/R,, are presented in Table I. We see that the hole
) . concentration calculated by this model for a sample with
charaqter of scat_t_erlng can be_ derived from the temperaturg,y, filling is close to the value of concentration derived
b_e_ha\_/lor of mob|l|tyu=R/p (Fig. 3. We see that the mo- from thermopower measurements. At the same time for a
bility is f_Qe same in both sample_s, and that 180 K, sample with a smaller filling63%) these values differ by a
gf(-[r)uo:t- éIZJS'(I)'?-g)e%e(r:]r?;?;it:(raig:gooq‘dsuc(gtc;(resrir? dffgﬁ]n%?_ncrgctor of six. This suggests that, at low fillings, the model of
yp 9 ' uniform void coverage is inapplicable because of disrupted

purity lons (r:2).. Settingr =2, Egs.(1) and(2) yield con- current paths in some of the conducting tubes. For these
centrationg, which are close for the two sampl€Eable ). .
conditions, the true are§; becomes smaller than the calcu-

The difference between the values pf and R for the
samples could be explained by different degrees of filling
their voids. We shall estimate the intrinsic parameters of the
material in the voids. In the simplest case, one can expect the
conducting material to cover uniformly the surface of the
channels and voids. The 3D lattice of voids in the opal can 70
be presented as an array of alternating spheres of two dian
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FIG. 2. Temperature dependence of the thermopower of opal samples witRIG. 3. Temperature dependence of the mobility of opal samples with PbSe.
PbSe. Same notation as in Fig. 1. Same notation as in Fig. 1. Curée— mobility for bulk PbS€,
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semiconducting films of T&.To explain such an unusual
behavior in nanometer-scale objects, one has to invoke, be-
sides scattering from ionized impurities, diffuse scattering
from the surface of the insulating matrix as well. Nonunifor-
mities in carrier concentration over the layer thickness due to
band warping at a charged surface are capable of contribut-
ing to this scattering® This specific mechanism of carrier
scattering in opal voids, which results in a sharp drop of
mobility, apparently predominates over other mechanisms
(including the one involving phonons, which determines mo-
bility decrease with increasing temperature in bulk samples
throughout the temperature range covered here.
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3Yu. I. Ravich, B. A. Efimova, and |. A. Smirnowlethods of Semicon-

. ductor Investigation as Applied to the Lead Chalcogenides PbTe, PbSe,
lated value. The measurd?l and p of the sample increase, and Pbgin Russiad (Nauka, Moscow, 1968 384 pp.

whereasa and u remain unaffected by the change in the “L. 1. Arutyunyan, V. N. Bogomolov, N. F. Kartenko, D. A. Kurdyukov,
number of Conducting links V. V. Popov, A. V. Prokof'ev, I. A. Smirnov, and N. V. Sharenkova, Fiz.

. . Tverd. Tela(St. Petersbung39, 586 (1997 [Phys. Solid State9, 510
Figure 3 presents also the temperature behavior of the 1997 ( " (1997 [Phy

mobility in bulk PbSe(Ref. 7). We readily see that the mo- 5B. M. Askerov, Transport Phenomena in Semiconductfirs Russiai,
bility of PbSe filling the opal voids is several orders of mag- Nauka, Leningrad1970, 303 pp.
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nitude less than that of the bulk material and that it grows < Kh- Babamuratov, V. V. Zhuraviev, Yu. A. Kumzerov, S. G. Ro
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to four compared to the bulk material was observed in leadek v Shalimova, V. S. Soldatov, A. A. Smotrakov, V. B. Titov, and O. V.
chalcogenide films and was attributed to the contribution of Sapozhnikova, Fiz. Tekh. Poluprovodh.1457(1973 [Sov. Phys. Semi-
scattering from point defects and grain boundafi¢ela- 10::03(1'57':-77;197,3# Red7. 641 (105

tions of the typeu(T)=T™5, where mobility grows up to - R Schrieffer, Phys. Rew7, 641 (1955.

room temperature, were demonstrated in very thir500 A)  Translated by G. Skrebtsov
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