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It was shown in Ref. 1 that the reflection of microwav
from a magnetic fluid varies with the orientation of the i
duction vectorB̄ of the magnetic field applied to it. This i
because whenB̄ is oriented along the electric field vectorĒ
of the microwaves, the ferromagnetic particles form fi
ments parallel toĒ, whereas whenĒ andB̄ are perpendicu-
lar, the filaments are perpendicular to the direction ofĒ. One
consequence of this is an increase in the microwave re
tivity R with increasingB̄ for ĒiB̄ and with decreasingB̄ for
Ē'B̄.

The excitation of mechanical vibrations in a magne
fluid leads to a loss of the structure established in it by
action of the magnetic field. This phenomenon has been
served experimentally by measuring the scattering of la
radiation by a magnetic liquid.2

It can be theorized that the excitation of mechanical
brations and the accompanying loss of the induced struc
of the magnetic described above should lead to a decrea
the microwave reflectivity whenĒiB̄ and to an increase
when Ē'B̄ in comparison to the case where mechanical
brations are not excited.

This hypothesis was investigated experimentally. T
measurements were carried out in the 3-cm wavelen
range. The magnetic fluid completely filled a segment o
waveguide of cross section 2.431.0 cm and length 10 cm
Such a fairly large thickness of the liquid layer was chos
for the purpose of eliminating the influence of its rear boun
ary on the microwave reflectivity. The dependence ofR on B̄

was measured forĒiB̄ ~curve1! and Ē'B̄ ~curve2! in the
absence of mechanical vibrations and in their prese
~curves3 and4, respectively!. The results presented in Fig.
confirm the hypothesis that the excitation of mechanical
brations in a magnetic fluid leads to a decrease in the re
tivity relative to the mechanically quiescent case at the sa
value of the magnetic field forĒiB̄ and to an increase inR
for Ē'B̄.
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This law also holds for the characteristic regions of sa
ration on the plot of the dependence ofR on B̄ and provides
evidence that the former structure of the magnetic fluid is
restored at any value of the magnetic field in the presenc
mechanical vibrations.
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In the design of bipolar integrated circuits and discr
n–p–n transistors, it is often necessary to determine
structural parameters from the specified gain, freque
characteristics, breakdown voltage of specific junctions,
The well-known techniques take an inverse approach,
one determines the parameters of the structural elem
~thicknesses of the active regions, dopant concentrat
around thep–n junctions, etc.! from the technological con
ditions and then determines the electrical characteristic
the transistors from the known parameters of the structur1,2

Although this way of performing the calculation is found
give better agreement with experiment, it is not altoget
convenient for practical use and requires awkward and
peated calculations.

We were thereby motivated to undertake a number
experiments to investigate the parameters of planarn–p–n
transistors of mass-produced integrated circuits for the p
pose of establishing the interrelationships between the e
trical and structural parameters of bipolar transistors. T
objects of study were the planar transistors of the integra
circuits KR514AP1~an approximate analog of the Philip
SAA1060!, UA03KhP2, UA03KhP1, KR1031KhA1~control
circuits for four-phase collectorless motors of differe
powers!.

Statistical data on the depth of the base diffusion~the
depth of the collector junction! x jb and on the resistivity of
an epitaxial film~resistivity of the collector! rep. f , and the
measured values of the breakdown voltage of the collect
base junctionUc.b.o and the emitter–base junctionUem.b are
given in Table I. Also given are the calculated values of¸,
the coefficient of elevation of the breakdown voltages.

Analytical processing of the tabulated results sugge
the following expression for calculating the depth of the c
lector junction:
1001063-7842/98/43(8)/2/$15.00
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x jb50.144•~Uc.b.o /¸!0.7, ~1!

while the choice of the resistivity of the collector is mad
according to the formula

rep. f54.831024~Uc.b.o /¸!1.92. ~2!

The values ofx jb andrep. f are also given in Table I. In
comparing the results of the calculation and the statist
data, one sees that the deviation is not more than 5%. H
ever, the presence of the coefficient¸ in expressions~1! and
~2! necessitates making an experimental determination of
breakdown voltages of the collector junction prior to calc
lating rep. f andx jb ~since¸ is by definition the ratio of the
experimental value ofUc.b.o. to the calculated value!. To
simplify the design process we carried out experiments
establish the relationship between the coefficient¸ and other
characteristics of planarn–p–n transistors. Several batche
of planar transistors were fabricated on silicon structu
with epitaxial films. The resistivity of the epitaxial film
doped with phosphorus were 2.4, 3.5, and 4.5V•cm. The
base regions were formed by the implantation of boron
doses of 4, 15, 75, and 450mC/cm2. The drive-in tempera-
ture was chosen within the range 1150–1180 °C, the drive
time of the base impurity varied from 35 min for the impla
tation of boron in a dose of 450mC/cm2 to 650 min at a dose
of 4 mC/cm2. The emitter regions were formed in the sam
way for all the batches of transistors, by the diffusion
phosphorus at a temperature of 1040°. This made it poss
to span a wide spectrum of values of the depth of the b
diffusion, of the impurity concentration gradients in the ba
region, and of the breakdown voltages of the emit
junction.3
vity of
TABLE I. Experimental data and computational results on the depth of the base diffusion and the resisti
the collector.

Statistical data Calculated data
x jb , rep. f , x jb , rep. f ,

Type of IC Uem.b , V Uc.b.o. , V ¸ mm V•cm mm V•cm

KR514AP1 7.0–7.2 30–33 1.04 1.5 0.3 1.52 0.305
UA03KhP2 7.5–7.7 63–67 1.05 2.5 1.2 2.53 1.245
UA03KhP1 7.8–7.9 83–87 1.055 3.2 2.0 3.11 2.095
KR1031KhA1 8.1–8.2 125–130 1.06 4.0 4.5 4.06 4.56
5 © 1998 American Institute of Physics
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A processing of the experimental data yielded a co
pletely determined relation between the coefficient of ele
tion of the breakdown voltage (¸) and the breakdown volt
age of the emitter–base junction:

¸5113.631024~Uem.b!2.45. ~3!

Thus for designingn–p–n transistors from the specifie
values of the breakdown voltages of the collector–base
emitter–base junctions, the empirical expressions obta
-
-

d
ed

here permit an easy calculation of the depth of the base
fusion and the resistivity of the collector region.
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The deposition of silicon in capillaries during the thermochemical reaction of silicon
tetrachloride with hydrogen under pulsed heating is considered theoretically. It is shown that
such a reaction results in a significant increase in the uniformity of the deposition rate along the
length of a capillary. ©1998 American Institute of Physics.@S1063-7842~98!02608-7#
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The practical fabrication of semiconductor devices a
integrated circuits sometimes calls for the deposition of m
terials ~semiconductors, insulators, and metals! on the walls
of capillary slots, holes, and depressions to make the st
ture planar and to form capacitors, vertical interconnectio
field-effect transistors with vertical channels, etc. The kno
methods for such deposition are based on the performanc
steady-state thermochemical reactions in vapor–gas mixt
at reduced pressure. However, steady-state processe
characterized by a higher growth rate for the layers depos
at the mouths of capillaries than for the layers depos
within them. As the pressure in the reactor is lowered,
uniformity of the thickness of the layer deposited increas
but it remains insufficient for many applications. In additio
as the pressure is lowered, the deposition rate and, hence
productivity decrease.

The situation changes dramatically when pulsed hea
of the substrates in vapor–gas mixtures is employed.
features of the deposition of silicon in capillaries in such
regime are considered below as an example.

The deposition of silicon from vapor–gas mixtures
capillaries with pulsed heating of the substrates by radia
has several valuable advantages over the steady-
regime.1–9

Let a silicon substrate in an atmosphere of a vapor–
mixture (SiH41H2 or, for example, SiCl41H2) have a hole
passing through it or a depression of diameterD and depth
L. For simplicity in solving the problem we assume tha
thermal pulse which is linear in timet acts on the substrat
during irradiation, so that the temperature of the surface
the cavity, i.e., the capillary, on whose walls silicon laye
are deposited from the vapor–gas mixtures, varies accor
to the law1

Ts~ t !530012053t. ~1!

The job of the theory is to calculate the growth rate of t
silicon layersVp@Ts(t),x# in order to determine the thicknes
of the layer grown during a pulse:

dp@Ts~ tmax!, x#52E
0

tmax
Vp@Ts~ t !, x#dt. ~2!
1001063-7842/98/43(8)/2/$15.00
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If the rate of the layer deposition reaction is far high
than the rate of the temperature rise, we can treat the pro
in the cavity in the steady-state approximation for the case
an isothermal process at each moment in time in the ra
from 0 to t. For a blind cavity we direct thex axis from the
bottom~the origin of thex axis! into the space of the vapor–
gas mixture, and for an open cavity~a hole through the sub
strate! we direct it from the midplane of the substrate. In th
case, according to Refs. 1–9, the growth rate~A/min! of the
silicon layers on the cavity walls in the isothermal case c
be written in the form

Vp~x!5~7.2331010!

3

k0P

RTs
expS 2

E

RTs
DD0TsP0

RT0
2

expF2
D0

d~x!

Ts

DT0v̄0

xGx0

k0P

RTs
expS 2

E

RTs
D d~x!1

D0TsP0

RT0
2

expF2
D0

d~x!

Ts

DT0v̄0

xG .

~3!

HereP is the pressure in the cavity,k0 is the preexponentia
~frequency! factor, E is the activation energy,R is the uni-
versal gas constant,Ts is the temperature of the cavity su
face,D0 is the molecular diffusion coefficient of the silicon
containing reactant,P051.0133106, T5273 K, x0 is the
concentration of the silicon-containing reactant,D is the di-
ameter of the cavity,v0 is the linear flow velocity of the
vapor–gas mixture in the cavity, andx is the coordinate
along the cavity. The thickness of the boundary layer in
cavity d(x) can be estimated from the formula

d~x!5
Ax

F rov0

h~Ts!
G1/2. ~4!

Herer0 is the hydrogen density, andh(Ts) is the dynamic
viscosity, which equals

h~Ts!5h0S Ts

T0
D 1/211234/T0

11234/Ts
, ~5!

whereh0 is the value ofh(Ts) at T05273 K.
Depending on the diameter of the cavity, various flo

regimes can be realized for the vapor–gas mixture as
7 © 1998 American Institute of Physics
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temperature rises: molecular flow, slip, laminar flow, a
turbulent flow.10,11We assume that the pressure in the cav
varies as the temperature rises according to the law

P5P0

Ts~ t !

T0
. ~6!

The pulsed application of an incoherent light source t
silicon substrate in a SiCl41H2 atmosphere is accompanie
by a fairly sharp click, which is characteristic of a wea
shock wave.10 The ratio between the intensity of a sho
wave in a capillary and its intensity in the reactor volume c
increase sharply as a function of the diameter of the ca
lary. However, according to Ref. 11, the propagation rate
a shock wave in a capillary can be assumed to be equa
order of magnitude to the speed of sound, i.e.,v0

'105cm/s. With this value ofv0 the thickness of the bound
ary layer in an open cavity of length 175mm at the pointL/2
would be'831024cm58mm. Thus, under real experimen
tal conditionsd can be taken equal to the diameter of t
cavity D, i.e., d'D. Estimates for D,10mm and L
'175mm show that the first term in the denominator of fo
mula ~3! is far smaller than the second term, and formula~3!
takes the following form:

Vp57.2331010
k0P

RTs
expS 2

E

RTTs
D x0 , ~7!

i.e., the growth rate does not depend onx, and high unifor-
mity of the thickness of the silicon layers grown is ensur
According to Refs. 1–9, the thickness of the layers gro
can be estimated in this case from the formula

dp~ tmax!'2Vp~ tmax!/a0 , ~8!
y

a

n
il-
f
in

.
n

where

a05 lnVp~ tmax!/tmax. ~9!

Let us estimate the values ofVp(tmax) anddp(tmax) using
formulas~7!–~9! for the standard conditions of the tetrachl
ride process:k0'107cm/s, P51.0133106Ts /T0 dyn/cm2,
E538 000 cal/mol, andx051022. For Ts(tmax)51473 K,
i.e., at tmax50.571 s, we haveVp(tmax5Vp(0.571 s)57.423
3105Å/min and dp(tmax5dp(0.571 s)51.4993103Å
5149 nm at Pmax5P0Ts(tmax)/T0. At atmospheric pressure
Pmax5P051.0133106dyn/cm2, and we get dp(tmax)
526.3 nm, i.e., roughly 7–35 pulses of type~1! are needed
to fill in a cavity of diameterD'1mm, in agreement with
our experimental data.1
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The label on the abscissa in Fig. 2 on page 1407 should readi, deg.
In the caption to Fig. 3 on page 1408, it should readn351.50.
In the caption to Fig. 4 on page 1409, it should read:D i , deg: ...3—0.004, ....

Translated by Steve Torstveit
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The geometrical structure of the phase space and bifurcations in the complex Lorenz model are
investigated. It is shown that the hierarchy of bifurcations in a single-mode laser with
detuning of the resonator frequency from the frequency of a spectral line is similar to the hierarchy
of bifurcations of the logistic map. ©1998 American Institute of Physics.
@S1063-7842~98!00108-1#
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INTRODUCTION

The complex Lorenz equations, or complex Lore
model

ẋ52s~x2y!,

ẏ52~12 id!y1~r 2z!x,

ż52bz1
1

2
~x* y1xy* !, ~1!

was first introduced by Gibbon and McGuinness1 as a gen-
eralization of the standard Lorenz model.2,3 The complex
Lorenz model differs from the latter in thatx andy are com-
plex. Formally, this complexity stems from the presence
the real parameterd and the complex parameterr 5r 11 ir 2,
which are not a part of the original Lorenz model. The co
plex Lorenz model has important bearing on nonlinear
namics because it is a universal finite-dimensional appr
mation for the class of distributed systems that exhibit
called dispersion instability of a steady-state solution a
point of parameter spacem5mc ~Ref. 1!. For such systems i
has been shown1 that the expansion of the vector represe
ing the perturbation of the steady-state solution in powers
the small parameter«5(um2mcu)1/2 in a certain approxima-
tion leads to a system of equations, equivalent to~1!, for the
coefficients of the expansion. As an example, the model
baroclinic instability in the atmosphere4,5 is investigated in
Ref. 1.

The variables in Eqs.~1! are the perturbation amplitude
relative to a spatially homogeneous solution of partial diff
ential equations and, as such, do not admit a clear-cut ph
cal interpretation in application to a baroclinic instabilit
However, there are systems for which the variables of
complex Lorenz model are observable quantities. These
tems are lasers and masers, for whichx andy represent the
slowly varying complex amplitudes of the electric field a
polarization of the medium, respectively, andz denotes the
population difference between the energy levels of the wo
ing transition. In reality Eqs.~1! appeared in quantum elec
tronics long before their ‘‘discovery’’ by Gibbon an
8771063-7842/98/43(8)/8/$15.00
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McGuinness1 ~see, e.g., Ref. 6!. The direct observability of
the variables makes lasers the most suitable object for
perimental implementation of the dynamics associated w
the complex Lorenz model. Indeed, the results of exp
ments with single-mode, far-infrared lasers have been fo
to best match the results of numerical integration of the s
tem ~1! ~Ref. 7!. And even though Eqs.~1! provide the most
realistic description of this type of laser exclusively, they a
the simplest model reflecting such fundamental laser pro
ties as the threshold character of lasing, frequency pull
and the capability of generating complex wave modes.

However, despite a wealth of papers on the comp
Lorenz model,1,8–17 to this day it has not received the atte
tion that it deserves. The investigations of this model
concerned primarily with the analysis of particular regime
usually by numerical methods. In our opinion, the most
cisive results have been obtained in Refs. 10 and 11 in reg
to the stability analysis of simple periodic solutions corr
sponding to steady-state lasing. The objective of the pre
study is to investigate the geometrical structures of the co
plex Lorenz model and certain global properties of its so
tions in connection with distinctive features of this structu

An important geometrical property of the complex L
renz model is its invariance under the transformation

S x

y

z
D→S xeic

yeic

z
D , ~2!

wherec is an arbitrary phase constant.
This transformation corresponds to the groupU(1) act-

ing in that subspaceC2 of the total phase spaceH which
refers to the variablesx andy. To picture the role ofU(1) —
the symmetry for the structure of the limit sets in the pha
space of the complex Lorenz model, it is sufficient to co
sider the cased5r 250. It can be shown17 that in this case
any trajectory inH is attracted to the invariant three
dimensional hyperspace

Re~x!

Im~x!
5

Re~y!

Im~y!
5const, ~3!
© 1998 American Institute of Physics
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where the constant on the right side depends on the in
conditions.

On this hypersurface the real and imaginary parts ox
andy vary synchronously with time, satisfying the equatio
of the original Lorenz model. Even under these conditio
however, the attractors of the original Lorenz model and
complex generalization are not identical. Indeed, if a giv
trajectory is attracted to a given limit set situated on
hypersurface defined by Eqs.~3!, it follows from the sym-
metry property~2! that a trajectory that differs from th
given trajectory by a certain common phase ofx andy will
be attracted to a set that is the image of the given set u
the action~2! with the corresponding phasec. Consequently,
an attractor of the Lorenz model in the given situation re
resents the direct sum of an infinite number of sets isom
phic to an attractor of the original model.

This example graphically demonstrates the more co
plex structure of the phase space of the complex Lor
model in comparison with the original model and the role
symmetry in this greater complexity. However, it will b
shown below that symmetry is not a tool that can be use
simplify the problem. Here we note an interesting analo
between the role of symmetry for physical systems descri
by the complex Lorenz model and for quantum systems
scribed by a wave function. For neither system does the g
eral phase of the state vector~which would be the vector
with componentsx andy in the case of the complex Loren
model! carry any information about the physical state;
merely characterizes the result of interference of a gi
state with certain other states. In quantum mechanics ‘‘s
rious’’ information can be filtered out by application of th
density matrix formalism. If a given state vector in a Hilbe
space is described byN complex numbers, the correspondin
density matrix is characterized by 2N21 real numbers.

The indicated analogy permits this approach to be
plied to the complex Lorenz model. In Sec. 1. we introduc
special projective space, in which states differing by
common phase ofx andy are treated as equivalent, and w
derive equations of motion for the complex Lorenz model
this space. We also show how all information on the phys
state of a system and phase evolution can be reproduce
means of these equations. In Sec. 2. we use these equa
to analyze the boundedness properties of the limit sets o
complex Lorenz model in the projective space, and we sh
how these properties are related to prominent features o
phase dynamics and homoclinic bifurcations. In particu
the well-known bifurcation of generation of a homoclin
‘‘butterfly’’ in the original Lorenz model is found to have
codimensionality 2 in the complex model. On the basis
these results, in Sec. 3. we construct and analyze a
dimensional map in the vicinity of a homoclinic bifurcatio
point for the domain of parameters of the complex Lore
model. The results of our analysis of the map are compa
with the results of a direct numerical investigation of bifu
cations.
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1. NORMAL FORM OF THE EQUATIONS AND THE
PROJECTIVE SPACE

It will be advantageous below to use another system
variables in addition tox, y, andz. Let

s~r 121!2
d2

4
[h.0, b,2s. ~4!

We introduce the change of variables

x85h23/4ax, y85h25/4saS y2S 11
id

2s D xD ,

z85h21sS z2
xx*

2 D , t85tAh, ~5!

where

a5e2 idt/2A2s2b

2
.

After this substitution, which is similar to one propose
in Refs. 18 and 19 for the Lorenz model, Eqs.~1! assume the
form

dx8

dt8
5y8,

dy8

dt8
5~11 in!x82my82x8z82%x8ux8u2,

dz8

dt8
52bz81ux8u2. ~6!

Here

n5
2r 2s1d~s21!

2h
, m5

11s

Ah
,

%5
Ah

2s2b
, b5

b

Ah
. ~7!

The Jacobian of the substitution~5! is equal to
uau4s3/h5. Consequently, forh.0 andb,2s the change of
variables~5! specifies a one-to-one continuous map~diffeo-
morphism! of the phase space of the system~1! H onto the
phase space of the system~6! H8 and vector fields, specified
by the systems~1! and ~6!, which are topologically equiva-
lent. In other words, when the conditions imposed on
values of the parameters are satisfied, the dynamics of
system ~6! is equivalent to the dynamics of the comple
Lorenz model.

If we ignore the term%xuxu2 in ~6!, we obtain a complex
generalization of the Shimizu–Morioka equations, whi
have been investigated in detail in Ref. 20. It has be
shown21,22 that in a certain approximation the Shimizu
Morioka equations are also the normal form of the equati
describing the chaotic dynamics near a bifurcation point w
a triple zero eigenvalue having geometric multiplicity 2. W
note that in~6! all the coefficients are real whenn50, i.e.,
when condition~33! holds ~see below!.

We consider the mapP: H(x,y,z)→P, whereP is a
projective space with Cartesian coordinatesu,v,w,z:

u5~ uxu22uyu2!/2, v5Re~x* y!, w5Im~x* y!. ~8!
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The idea of using this map is based on the analogy of
complex Lorenz model with a two-level quantum
mechanical system. If we regard the variablesx and y as
components of a Schro¨dinger state vector, we can express t
corresponding density matrix in terms of a linear combin
tion of Pauli matrices withu, v, andw as the coefficients o
this expansion. Note that

uxu25R1u, uyu25R2u, x* y5v1 iw, ~9!

where

R5~u21v21w2!1/25~ uxu21uyu2!/2. ~10!

It is evident from Eqs.~9! that the variablesu, v, w, and
z contain the sum-total of information about the state of
system in the sense discussed in the Introduction. The maP
associates with each point ofH that differ only by the com-
mon phase ofx andy the mapP associates the same point
P, whereas the images of states that differ by the amplitu
and/or the phase difference ofx andy differ. We shall bor-
row the termray from geometry23 to designate the set o
points ofH corresponding to the same point ofP, and we
shall refer toP as ‘‘ray space.’’

Differentiating Eqs.~8! with respect to the time and
making use of Eqs.~1!, we obtain the equations of motion i
ray space

u̇52~s11!u1~s2r 11z!v2r 2w2~s21!R,

v̇52~s11!v2dw2~s2r 11z!u1~s1r 12z!R,

ẇ52~s11!w1dv1r 2~R1u!, ż52bz1v. ~11!

Accordingly, the image of system~6! under the mapP:
H8(x8,y8,z8)→P8, whereP8 is a projective space equiva
lent toP, is the system of equations

u̇85v81m~R82u8!2nw82v8~12z82r~R81u8!!,

v̇852mv81R82u81~R81u8!~12z82r~R81u8!!,

ẇ852mw81n~R81u8!, ż852bz81~R81u8!.
~12!

We note that in phase spacesH andH8 the setsZ and
Z8 of points on thez and z8 axes are invariant under th
flows specified by the systems of equations~1! and ~6!, re-
spectively. The same is true of the corresponding point
in spacesP andP8. It follows, therefore, that the point set
H/Z, H8/Z8, P/Z, andP8/Z8 are also invariant under th
flows specified by~1! and ~6!.

Before using Eqs.~11! and ~12! in place of~1! and ~6!,
we need to find a way to obtain information about the mot
in H from the solutions of Eqs.~11!. We consider the rela
tion between such characteristics of the dynamical state
the system inH and in P as the Lyapunov characterist
exponents and fractal dimensionality of an attractor. Fo
given trajectory X0(t) of the dynamical systemdX/dt
5F(X) the spectrum of Lyapunov exponentsL i is defined
as

L i5 lim
t→`

t21 lnS uei~ t !u
uei~0!u D , ~13!
e

-

e

es

ts

n

of

a

whereei(t) denotes the fundamental solutions of the line
system of equations

dY

dt
5

]F

]X U
X5X0~ t !

Y. ~14!

We introduce local coordinatesj i in a neighborhood of a
point X0PH/Z:

j15u~x,y!, j25v~x,y!, j35w~x,y!,

j45z, j55
Im~^X0 ,X&!

^X0 ,X0&
. ~15!

From now on we use angle brackets to denote the Hermi
scalar product defined onC2. The Jacobian of the transfor
mation at the pointX5X0 is equal toux0u21uy0u2.0, so that
~15! is a diffeomorphism in a certain neighborhood ofX0.

Writing Eqs.~14! for the system~1! in the local coordi-
natesj(j1), . . . ,j5) defined by~15!, we obtain

dj

dt
5S S ÂD

0,0,0,0

0

0

0

0

0

D j, ~16!

where Â is the Jacobian matrix of the system of equatio
~11!, evaluated at the pointP(X0(t))

It is evident from Eq.~16! that the matrixÂ specifies the
evolution of perturbations orthogonal toj5 in X0(t), whereas
perturbations alongj5 remain neutral. Since (15) is a diffeo
morphism, it follows from Eqs.~13! and ~16! that the spec-
trum of Lyapunov exponents for a trajectory inH/Z differs
from the spectrum for its projection inP only by the pres-
ence of a single additional null exponent. In particular, t
implies that if a given set inH/Z is an attractor with
Lyapunov dimensionalityDL , its image inP is an attractor
with Lyapunov dimensionalityDL—1. This relation is also
valid for fractal dimensionalities of a limit set inH/Z and its
projection inP/Z. The latter result follows from the fact tha
every limit set inH/Z can be represented locally~in a neigh-
borhood of the given ray! by the direct product of a set in
P/Z and the ray, i.e., the setR 1.

Another piece of physical information associated w
the trajectories inH and, in our opinion, missing from Eqs
~11! is the relative phase of two states. A rule for compari
the phases of two states of a physical system described
complex state vector has been introduced by Pancharat
for the states of classical polarized light24 and has subse
quently been generalized to the case of quantum systems25,26

It can be stated as follows from the complex Lorenz mod
Two statesX1 and X2 are said to be in phase if the norm
iX11X2i is the maximum of all possible values of the tot
phases ofX1 andX2. We note that this rule can be used
compare the phases of states associated with different r
The value of the norm for two given rays is defined as
phase of the complex number^X1 ,X2&. This phase is called
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Pancharatnam’s phase. Drawing on the analogy between
complex Lorenz model and the Schro¨dinger equations, Tor-
onov et al.15 have shown that Pancharatnam’s phase occ
naturally in the laser dynamics problem. We now discuss
problem briefly from the standpoint of differential geometr

The triplet (H/Z,P/Z,P) forms a fiber bundle ‘‘2’’
~Refs. 23 and 27!, for whichH/Z is the fiber bundle space
P/Z is the base, a fiber is a ray, and the structural grou
U(1). We note that this fiber bundle is nontrivial, i.e., th
entire spaceH/Z cannot be represented as a direct produc
the base and a ray. The equation

j550 ~17!

defines the complexity on the fiber bundle. According to
conventional terminology of differential geometry, a curve
H is said to be horizontal~relative to a given complexity! if
its velocity vector at every point is directed along the tang
to the surfacej550. The complexity defined by Eq.~17!
ensures the uniqueness of a horizontal curve inH that is
projected onto a given curve inP and passes through a give
point. For the given type of fiber bundles and for the evo
tion of the state vector along a horizontal trajectory~relative
to the given type of complexity! it has been shown25,26 that
Pancharatnam’s phase for two states on a given trajec
X(t) can be expressed in the form

g52 R
GT

Asds, ~18!

where

As5Im~^X~s!ud/dsuX~s!&!/^X~s!uX~s!&, ~19!

GT is the closed contour inH formed by the segmentT
of the trajectory between two states and a curveG whose
projection is geodesic inP.

The integral in~12! has a nonzero value if the state ve
tor of the system inH does not return to the initial point afte
transition around the closed contourGT in P. This possibil-
ity reflects the nontriviality of the fiber bundle.25,26

We note that a transformation of the type~2! but with
time-dependentc

c~ t !5E
0

t

h~t!dt,

whereh(t) is a time function, takes~1! into the system of
equations

ẋ52~s1 ih~ t !!x1sy,

ẏ52@11 i ~h~ t !2d!#y1~r 2z!x,

ż52bz1
1

2
~x* y1xy* !, ~20!

which is homeomorphic to~1! if h(t) is continuous@in a
laser experimenth(t) is the phase difference of the referen
signal used in heterodyne measurements7 from a monochro-
matic signal having the frequency of the empty-cav
mode#.

The horizontal curve whose image is the given traject
in P is the trajectory of a dynamical system~20! with
the

rs
is
.

is

f

e

t

-

ry

y

h(t)5Im(^X,F(X)&/^X,X&, whereF(X) is the phase veloc-
ity vector of the system of equations~1! @see definition~17!#.
It follows from the connection of systems~1! and~20! by the
transformation~2! that for arbitraryh(t) the total lead of the
common phase of variablesx and y in ~20! can be repre-
sented by the two-term sum

g5gd1gg , ~21!

where

gd5E
0

t

@h~t!1Im~^X,F~X!&!/^X,X&#dt ~22!

is the dynamical phase, and the geometric phasegg is given
by Eq. ~18!.

We now show that whenh(t) is a given time function or
a constant, the phase lead can be determined by solving
system~11! without reference to Eqs.~1!. In fact, the dy-
namical phase is given by the time integral of the functio

Im~^X,F~X!&!

^X,X&
5

@d~R2u!2~s1r 12z!w#

R
,

expressed in terms of the coordinates of a point inP.
To prove this statement for the geometrical part, inP we

introduce spherical coordinates

u5r cosu, v5r sin u cosf, w5r sin u sin f.

According to ~8!, x5r1/2 cos(u/2)exp@i(Q)#, and
y5r1/2 sin(u/2)exp@i(Q1f)#, where Q is the common
phase. ExpressingAs in ~18! in terms of the spherical coor
dinates, we obtain

gg5 R
GT

sin2~u/2!df, ~23!

where the integral is evaluated inP around the contour
formed by the trajectory and a geodesic.

It is evident that the right side of~23! is just equal to
one-half the solid angle subtended by the contour.27

This discussion of the characteristics of phase evolut
makes it clear that when a trajectory of the system inH
represents the image of a limit cycle inP, it is closed only
for a special choice of coordinate system~carrier signal! de-
fined by the functionh(t). This result is consistent with the
following assertion deduced from the relations between
dimensionalities of the limit sets inH and P: A periodic
attractor inP must correspond to a torus inH. The projec-
tion of the torus onto a limit cycle is but one example of ho
the analysis of system dynamics is simplified by the int
duction of the projective spaceP. In the next section we
employ the representations of the complex Lorenz mode
P ~11! and inP8 ~12! to reveal some general properties of
solutions.

2. BOUNDEDNESS OF LIMIT SETS IN A HOMOCLINIC
BIFURCATION

For the Lorentz model it is a well-known fact2 that all
the limit sets of trajectories in phase space are bounded
the sphere
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x21y21~z2s2r !22K2~s1r !250,

where

K2>
1

4
1

b

4
max~s21,1!.

We now show that this property is preserved in the co
plex Lorenz model, i.e., the limit sets inH are bounded by
the hypersphere

uxu21uyu21~z2s2r 1!22K2~s1r 1!250 ~24!

with the sameK as for the original Lorenz model.
Let us consider the one-parameter family of spheres

VM[uxu21uyu21~z2s2r 1!22M250, ~25!

whereM is the parameter, and the time derivatives are

V̇M522suxu222uyu222bS z2
s1r 1

2 D 2

1b
~s1r 1!2

2
,

~26!

since

V̇MuVM505~F,¹VM !, ~27!

whereF is the phase velocity vector; the trajectories on
sphereVM50 are directed into or out of the sphere if th
right side of Eq.~26! has positive or negative values, respe
tively, on the sphere. It is evident from~26! that this function
does not depend on the parametersd and r 2. We can there-
fore use a result obtained2 for the Lorenz model: The given
function is positive on any sphereVM50 having a radius
greater than the radius of the sphere~24!.

An equation describing the bounding surface for lim
sets inP, corresponding to the hypersphere~24!, can be ob-
tained by making the substitutionuxu21uyu252R in ~24!,
which gives the equation of a spheroid

S:2R1~z2s2r 1!22K2~r 11s!250. ~28!

We now consider the hypersurface inP specified by the
equation

Q~u,v,w,z![u2
2s

d
w1R50. ~29!

In the subspaceR 3 of variablesu,v,w Eq. ~29! specifies
a two-dimensional half cone with vertex at the origin,
symmetry axis directed along the unit vector (a,0,b), where
a5@11(2s/d)2#21/2 and b5(2s/d)a. The cosine of the
angle between the axis and the generatrix of the cone is e
to a. Ford.0 the cone degenerates into the planew50. For
d,0 the surface is situated in the region of negativew. In
spaceP8 the surfaceQ50 corresponds to the hyperplane

w850.

HereQ.(,) 0 corresponds tow8.(,) 0. It is evident
from Eq. ~12! that for w850 we have ẇ85n(R81u8)
5nux8u2. The derivativeẇ8 is therefore nonnegative fo
n.0 and is nonpositive for negativen. Consequently, for
n.(,) 0 trajectories on the surface are tangent to it or
directed toward the regionP, where Q.(,) 0 @w8.
(,) 0 in P8].
-

e

-

al

e

It follows from ~12! that the surface~29! is globally
stable and invariant against flow forn50. This condition
can be rewritten in the form

r 25r 2c5d
12s

2s
. ~30!

We now show that forr 2.(,)r 2c every trajectory be-
ginning in the regionQ,(.) 0 @w8,(.) 0# tends toward
the region whereQ>(<) 0 @w8>(<) 0#. Let r 2.r 2c (n
.0). We consider the family of hyperplanes inP8: w85C

,0. It is evident from~12! that forn.0 we haveẇ8.0 on
these surfaces~since m is always positive!. Consequently,
every trajectory emanating from the regionw8,0 (Q,0)
intersects each of these surfaces in succession and even
ends up on the surfacew850 (Q50) or in the region
w8.0 (Q.0). More precisely, there exists a set of traje
tories, having measure zero, which tends to the origin
t→` ~see below!. All other trajectories enter the regio
w8.0 (Q.0) earlier or later.

To show that forr 2,r 2c every trajectory tens to the se
of points inP for which Q<0 (w8<0), we need to analyze
the family of surfacesw85C.0. We omit this proof, which
is easily done by the same approach as forr 2.r 2c .

We now look at some important consequences of
existence of the bounding surfaceQ50. First of all, we note
that for a laser (r 250) all attractors are located in the regio
of P where Q>0 or d.0 and in a symmetric region fo
d,0 ~see Fig. 1!. If the discussion is confined to the sub
space of variables (u,v,w), the region in question is the
region of the solid angleV subtended by the half con
Q50. Consequently, for a trajectory associated with a c
tain attractor the solid angle subtended by the contourGT
@see~18!# is not greater thanV. In the limit d→60 the cone
is transformed into the flow-invariant planew50, which is
globally stable in this case, so that the solid angle cor
sponding toGT tends to the limiting value62p. This result
explains the resonance jump of the average slope of
phase of a laser field by an amount equal to the character
average frequency of the intensity fluctuations 2p/t (t is the

FIG. 1. Bifurcation diagram for the system of equations~11! on the plane of
the parameter (d,r ); s53, r 250, b51/9. The values of the parameterr are
plotted in logarithmic scale.T) stability threshold of the trivial equilibrium
state; H) Hopf bifurcation curve;S) saddle–node bifurcation curve;D)
period-doubling bifurcation curve;M ) curves(r 21)2d2/450.
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average period of the intensity fluctuations, which coincid
with the average time for the representative point to
around the origin on the planew50). It is interesting to note
that this jump was first discovered in numeric
calculations13 and was interpreted as a manifestation of
geometric phase in laser dynamics on the basis of a num
cal analysis of the behavior of trajectories in ray space.16

Another consequence of the existence of the bound
surfaceQ50 (w850) is an additional constraint on the va
ues of the system parameters in homoclinic bifurcation. S
sitive ~nonrobust! homoclinic loops of the separatrix ar
known to form a very important structure responsible for
formation of a chaotic set of trajectories in the original L
renz model.3 Since the complex Lorenz model subsumes
original Lorenz model as a special case ford50 andr 250,
corresponding homoclinics also occur in the complex mod
A necessary condition for their existence is the intersec
of stable and unstable invariant manifolds of the saddle p
located at the origin.28,29

The local structure of the invariant manifolds in the v
cinity of the saddle point can be determined from a line
analysis of Eqs.~1! or ~6! in the vicinity of the solution
x5y5z50 (x85y85z850).

The trivial solution of Eqs.~6! x85y85z850 is un-
stable and is a saddle point when

r 1.11
d22r 2s1dr 2~12s!

~11s!2
.

Its eigenvalues are

l152
m

2
1A11

m2

4
1 in,

l252
m

2
2A11

m2

4
1 in,

l352b, ~31!

wherem, n, andb are defined in Eq.~7!.
They correspond to the eigenvectors

V15N1
21S 1

l1

0
D , V25N2

21S 1

l2

0
D , V35S 0

0

1
D ,

whereN1,25A11ul1,2u2.
It follows from Eqs.~31! that for sufficiently smalln we

have Rel1.0, Rel2,0, andl3,0. Moreover, forn.0

Im l152Im l2.0. ~32!

We shall consider only the caseul3u,uRel2u, because it
corresponds to the possibility of the occurrence of a Lor
attractor.

The coordinates of points of spaceP8 belonging to the
unstable linear subspaceEu5span$V1% and to the stable lin-
ear subspaceEs5span$V2 ,V3% satisfy the equations

Eu: y85x8l1 , z850,

Es: y85x8l2 .
s
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The unstable~stable! manifold Wu (Ws) of the origin is
tangent toEu (Es) at x85y85z850. Inasmuch as thez8
axis is flow-invariant and belongs toWs, points of these
manifolds situated in a sphere of small radius« satisfy the
equations

Wloc
u : y85x8$l11O~«!%, z85O~«2! ~33!

and

Wloc
s : y85x8$l21O~«!%. ~34!

We now consider the projections of the invariant ma
folds Wu andWs ontoP8. Since they are flow-invariant, the
must map into themselves under the action of the gro
U(1). Consequently,P mapsWs andWu onto~respectively!
a two-dimensional manifold and a one-dimensional manif
in P8. From Eq.~8!, replacingx,y,z,w by x8,y8,z8,w8, and
from Eqs.~33! and ~34! we obtain

w8uP~W
loc
u !5ux8u2$Im l11O~«!%,

w8uP~W
loc
s !5ux8u2$Im l21O~«!%. ~35!

Taking Eq. ~32! into account, we conclude that fo
n.0 all points ofP(Wloc

u ) lie in the half spacew8>0. Next,
we infer from the formal solution of the third equation of th
system~12!

w8~ t8!5w8~0!1ne2mt8E
0

t8
~R8~s!1u8~s!!ds ~36!

that all points ofP(Wu) lie in this half space. Indeed, sinc
the integrand of Eq.~36! is nonnegative,w8(t8) is always
nonnegative ifw8(0).0. In this regard, it follows from~35!
that all points ofP(Wloc

s ) except those on thez8 axis lie in
the half spacew8,0. Consequently,P(Wu) and P(Wloc

s )
can intersect only on thez8 axis. But this is impossible
because thez8 axis does not belong toWu. Therefore, for
n.0 Eqs. ~1! and ~6! do not admit trajectories doubly
asymptotic to the origin. Making use of the property of i
variance of the system~12! under the substitution

n→2n, w8→2w8 ~37!

and proceeding in the same way, one can easily show
such trajectories are also nonexistent forn,0. Thus,n50
or

r 25
d~12s!

2s

is a necessary condition for the existence of a homocl
Lorenz butterfly.

3. ONE-DIMENSIONAL MAP

Let the following relation hold forn50:

k52
l3

l1
,1,

wherel1 andl3 are defined in Eq.~31!.
This inequality corresponds to the case where the di

tegration of a butterfly ford5r 250 is followed by the emer-
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gence of a strange invariant set. In the original Lorenz mo
the corresponding bifurcation is described by the o
dimensional map30

j→sign j~2«11sign Aujuk!,

0,uju!1, 0<«1!1, ~38!

wherej is a real variable,A is a separatrix variable, and«1

describes a small deviation from the point of homoclin
bifurcation in parameter space~we shall assume from now
on thatA is positive!.

We wish to construct a similar map for the compl
Lorenz model. Letx8 and y8 be complex andn50 in Eqs.
~6!. Then, as shown above, a limit set of trajectories of
system belongs to the globally stable hypersurfacex8* y8
2x8y8* 5w50. The solution corresponding to each traje
tory on this hypersurface has the for
(x8(t8)eic,y8(t8)eic,z8(t8)), where (x8(t8),y8(t8),z8(t8))
is the solution of the system~6! for real-valuedx8 and y8,
and c is a constant that depends on the initial conditio
This result enables us to write the map for complex-valu
x8 andy8 ~for n50):

j→ei argj~2«11ujuk!. ~39!

Here, in contrast with~38!, j is complex, andA is set equal
to unity, which is made possible by the renormalization ofj.
The change of variables~8! transforms the homoclinic but
terfly into a single homoclinic loop in the projective spaceP.
A one-dimensional map describing the dynamics of the s
tem in the vicinity of this loop in the spaceP can be obtained
from Eq. ~39!:

J→~2«11Jk/2!2, 0,J!1, 0<«1!1. ~40!

Here J5uju2. As in ~39!, the map~40! is valid only for
n50. FornÞ0 we have

J→G~J,«1 ,n!, 0,J!1, 0<«1!1, ~41!

whereG(J,«1 ,0)5(2«11Jk/2)2.
Assuming that the derivative

Gnn~J,«1,0!5S ]2G~J,«1 ,n!

]n2 D
n50

exists for smallJ and small«1, we obtain the following
from Eq. ~41! for small n:

J→G~J,«1,0!1
n2

2
Gnn~J,«1,0!1O~n4!, ~42!

whereG(J,«1 ,0) is defined in Eq.~40!.
By virtue of the symmetry property~37! of the system

~12!, Eq.~42! does not contain any terms linear or cubic inn.
Inasmuch asJ,«1!1, the dependence ofGnn(J,«,0) onJ
and «1 can be disregarded. Then, omitting small ter
O(n4) in Eq. ~42!, we obtain the map

J→~2«11Jk/2!21«2
2 ,

0,J!1, 0<«1 ,«2!1, ~43!

where«2
25(n2/2)Gnn(0,0,0).
el
-

e

-

.
d

s-

s

Since the variable J is nonnegative, we have
G(J,«1 ,n)>0 andG(0, 0, 0)50, so thatGnn(0, 0, 0)>0.
We shall assume thatGnn(0, 0, 0).0. We note that the
point «15«250 corresponds to a homoclinic bifurcation o
codimensionality 2, and the parameter«2 is proportional to
the small quantityn. The substitution of

J5«1
2/kH 11

2l

k2
~122z!«1

2~12k!/kJ
and

«25«1
1/kH 11

l~22l!

2k2
«1

2~12k!/kJ ~44!

into ~43! produces the logistic map

z→lz~12z!1O~«1
2~12k!/k!.

Consequently, the bifurcations in the map~43! are simi-
lar to the bifurcations of the logistic map. Moreover, in
small neighborhood of a bifurcation point of codimension
ity 2 («150, «250) asymptotic expressions can be obtain
for the bifurcation sets of the map~43! by substituting the
bifurcation values of the parameterl of the logistic map into
Eq. ~47!. In particular, the first two bifurcations of the logis
tic map are saddle–node (l51) and period-doubling (l
53) types. The asymptotic expressions for the bifurcat
curves corresponding to these bifurcations on the plane
the parameters («1 ,«2) are

«25«1
1/kH 11

1

2k2
«1

2~12k!/k1O~«1
4~12k!/k!J ~45!

and

«25«1
1/kH 12

3

2k2
«1

2~12k!/k1O~«1
4~12k!/k!J , ~46!

respectively.
To verify the conclusions drawn using the on

dimensional map~43!, we have numerically plotted severa
bifurcation curves for the complex Lorenz model with realr,
consistent with the model of a single-mode laser. Figur
shows these curves on the (d,r ) plane. Inequality~4!, which
is the condition for replacing the system~1! by the system
~6!, is satisfied above curveM @s(r 121)2d2/450#. Curve
T represents the stability threshold of the trivial steady-st
solutionx85y85z850, which becomes unstable above th
curve. Pointh corresponds to a homoclinic bifurcation o
codimensionality 2. Because the resulting one-dimensio
map is identical to the logistic map, this point must be a lim
point for an infinite number of bifurcation curves. Some
these curves shown in the figure do in fact go to pointh.
Curve S corresponds to the saddle–node bifurcation~45!.
The intersection of this curve with the parametric vec
from the right in projective spaceP is accompanied by the
onset of two limit cycles, one stable and the other unsta
As the parameterd is further decreased, the stable limit cyc
undergoes a series of period-doubling bifurcations, mak
the transition to chaos. A numerical analysis shows that
corresponding curves~curveD in Fig. 1 corresponds to the
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first doubling bifurcation! converge to pointh. This result is
in complete agreement with results based on an analys
the above-derived map~43!. Curve H in the figure corre-
sponds to a Hopf bifurcation of a ‘‘nonzero’’ steady-sta
solution of the equations of motion in projective spaceP.
The dashed and solid segments of the curve represen
subcritical and supercritical parts, respectively. We note
the intersection of curveH with the r axis corresponds to a
subcritical Hopf bifurcation, which is a well-known occu
rence in the original Lorenz model.

CONCLUSION

We have shown that all the dynamical properties o
system, including the salient characteristics of its phase
namics, can be obtained directly from the representation
the complex Lorenz model in ray space. We note that
representation does not contain singularities for certain
ues of the parameters, contrary to the analogous repres
tion used in Ref. 10, and it provides an effective, simp
method for studying the properties of the complex Lore
model. We have established a correspondence betwee
properties of the limit sets in the initial phase space and
ray space, and we have elucidated the boundedness pr
ties of the limit sets in these spaces. We have shown
these properties are responsible for the singular behavio
previously observed in a numerical simulation13 — of the
curve representing the mean slope of the phase of a l
field as a function of the detuning. We have proved that
homoclinic bifurcation of the separatrix of a saddle point
the complex Lorenz model has codimensionality 2. For v
ues of the parameters close to the homoclinic bifurcat
point we have constructed a one-dimensional map for po
of phase space near the separatrix. Forr 2Þr 2c @see~30!# the
resulting map~unlike the Lorenz map! is smooth and equiva
lent to the logistic map. This result lends support to the
sertion that a ‘‘true’’ Lorenz attractor, which contains on
saddle limit cycles, can exist in the complex Lorenz mo
only for r 25r 2c . We have demonstrated numerically th
correspondence between the hierarchy of bifurcations in
single-mode laser model on the plane of the pump-detun
parameters and the sequence of bifurcations of the log
map.
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In a number of instruments utilizing a contactless s
pension system a rotor spins at high speed in a suspen
magnetic field. The design of such instruments is feas
only if the properties of bodies rotating in a magnetic fie
are known. This understanding is especially significant
superconducting bodies in that the rotation of a superc
ductor in a magnetic field produces several phenomena
can substantially undermine the performance characteri
of the instrument. Of major importance in this regard is t
assessment of unwanted effects attending the rotation
superconductor in magnetic fields. One such effect is
onset of a magnetic field in the interior of the body; this fie
has nothing to do with the presence of the external field
depends linearly on the angular velocity of the body.

The onset of a magnetic field in a superconductor wh
it rotates ~analog of the Barnett effect1! was predicted by
Becker et al.2 and given a theoretical foundation by F. Lo
don in 1960. The magnetic field in a rotating superconduc
has come to be known as the London moment. The
successful experiment to measure it was reported in Re
and has been repeated several times.4–6 In 1940 Kikoin and
Gubar’ conducted a superconductor experiment analogou
the celebrated Einstein–de Haas experiment, showing
the superconducting current is an electron current, and
magnetization of the superconductor is a consequence o
screening current.

The London moment has been treated in several theo
ical papers based on classical electrodynamics,7 general
relativity,8 and quantum mechanics.9

In instruments utilizing a body suspended in a magne
field the magnetization induced by rotation of the body
teracts with the suspension field to generate torque. The
vestigation of the motion of the body under the influence
this torque is of fundamental importance, particularly in e
tablishing the ultimate error limits of navigation systems th
utilize a contactless suspension. Indeed, even if all the
tors causing a gyroscope to drift were eliminated, it wou
still be virtually impossible to avoid the torque induced
the Barnett–London effect. Moreover, the London mome
which is directed strictly along the axis of rotation of a sym
metric rotor, can be exploited as an angle sensor, for
ample, in a cryogenic gyroscope utilizing an electrosta
suspension.

The influence of the Barnett–London effect on the a
gular motions of a rigid body has been investigated from
general theoretical point of view10–13 and in application to a
superconducting gyroscope.14,15 All these papers~except
8851063-7842/98/43(8)/5/$15.00
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Ref. 14! have directed their attention mainly to the influen
of the Barnett–London effect on the angular motions o
superconducting body in a uniform magnetic field. Howev
the behavior of a body in a nonuniform field is of maj
concern, because a mechanical force also appears in su
field together with the mechanical torque, so that the tra
lational and rotational motions become mutually coupled,
ducing a series of phenomena that affect the operation of
cryogenic gyroscope; the process is analogous to an un
anced rotor in a contactless suspension.16

1. TORQUE ACTING ON A ROTATING SUPERCONDUCTING
SPHERE IN A NONUNIFORM MAGNETIC FIELD

The magnetic torque on a superconducting solid sph
rotating with angular velocityV is given by the expression15

G5¸a3V, ¸5
meC

ueu
, ~1.1!

where me is the electron mass,C is the speed of light in
vacuum,ueu is the magnitude of the electron charge, anda is
the radius of the sphere.

Next we determine the surface current corresponding
the London magnetic moment.

The vector potential at an arbitrary pointr is expressed
in terms of the magnetic torque per unit volume according
the equation

A„r …5E
v
G3¹8S 1

ur2r 8u
D dV8. ~1.2!

Invoking the identity curl(wG)5¹w3G] 1wcurlG, we
transform Eq.~1.2! as follows:

A„r …5E
v

curl8G

ur2r 8u
dV82E

v8
curlS G

ur2r 8u
D dV8. ~1.3!

The prime signifies integration over points in the interi
of the body. SinceG5const inside the sphere, curlG is
equal to zero everywhere, so that the first integral in E
~1.3! vanishes, and the second integral can be converted
a surface integral. We then have

A„r …5E
s8

@G3n#

ur2r 8u
ds8,

wheren is the unit vector normal to the surface of the sphe
The quantityC@G3n# can be regarded as the surfa

density of the current. In our case it is equal to
© 1998 American Institute of Physics
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jL5
3C

4p
¸@V3n#, ~1.4!

where from now on the subscriptL attached to the vectorj
signifies the London current.

We consider a spherical superconducting rotor spinn
in a magnetic suspension formed byN superconducting coils
The vector potential of the system is

A5
1

C (
k51

N E
vk

dk

ur2r ku
dVk1

1

C

3E
s8

j s

ur2r 8u
ds81

3

4p
¸E

s8

V3n

ur2r 8u
ds8. ~1.5!

Here the first term describes the vector potential of the sp
fied current sourcesdk , the second term represents the p
tential of the supercurrentj s induced by the external field o
the sources, and, finally, the third term gives the potentia
the London currents. Calculating the potential of the Lond
currents, we obtain

A„r …5¸
a3

r 3
@V3r #. ~1.6!

Using the vector potential~1.5!, we find, first, the flux
linkage with thekth coil

ck5C(
j 51

N

I jL jk1
Wk

Sk
¸a3V•E

vk

@r3tk#

r k
3

dVk , ~1.7!

whereL jk is the mutual inductance coefficient of theth and
jth coils, I j is the total current in thejth coil, andWk andSk

are the number of ampere-turns and the cross-sectional
of the wire in thekth coil; second, we find the magnet
energy

U5
1

2(k j
I kI j I k j1

1

C
¸a3V•(

k

Wk

Sk

3E
vk

@r3tk#

r k
3

dVk1
3

8
¸2a21E

s
@V3r #2ds. ~1.8!

The first term in Eq.~1.8! describes the magnetic energ
of interaction of the suspension field with the nonrotati
sphere, the second term gives the interaction of the Lon
currents with the suspension field, and the third term rep
sents the self-energy of the London currents. Making use
the fact that

1

C (
k

I k

Wk

Sk
E

vk

@r3tk#

r k
3

dVk52H ~1.9!

represents the magnetic field generated by the coils at
point in space occupied by the center of the sphere, we
write the magnetic energy of interaction of the London c
rents with the external field of the suspension in the form

UL52¸a3~V•H!. ~1.10!

We use Eq.~1.10! to calculate the torques acting on
rotating superconducting sphere in various coil-suspen
configurations.
g
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1… Rotating superconducting sphere in the magnetic field
of a single coil carrying a circular current

a! I 5const
Once the integral~1.8! has been evaluated, the magne

energy has the form

U5
1

2
I 2L111

2pIW

C
¸a3

sin2 q

r
~V•ez!, ~1.11!

wherer is the radius of the spherical surface defined by
path of the circular current~current loop!, q is half the angle
at which the current loop is viewed from the center of t
superconducting sphere,ez is the unit vector along the axis o
the coil, andL11 is the inductance.

The torque on a rotating superconducting sphere is gi
by the equation

M5
2pIW

Cr
¸a3 sin2 q@V•ez#. ~1.12!

It follows from this equation that the torque is perpendicu
to the plane formed by the vectorsV andez and depends on
the magnitude of the angular velocity, the radius of t
sphere, the position of the coil, and the number of ampe
turns W. The maximum torque is attained when the curre
loop lies in the equatorial plane,q5p/21 , and V'ez .

b! c5const
Using Eq.~1.7!, we find the flux linkage with the curren

loop

c05IL 111
2pW

Cr
¸a3 sin2 q~V•ez!,

so that

I 5~c02cL!L11
21 . ~1.13!

Substituting Eq.~1.13! into ~1.12!, we have

M5
2pW

CrL11
~c02cL!¸a3 sin2 q@V3ez#. ~1.14!

In general, the torque at constant flux through the c
differs from the torque at constant current in the coil, b
cause the current in the coil depends on the position oV
relative to the axis of the coil.

2… Rotating superconducting sphere in the field of two
coaxial coils with opposing circular currents

The magnetic energy interaction of the rotating sph
with the field of two current-carrying coils has the form

U5
1

2
I 1

2L111
1

2
I 2

2L221I 1I 2L12

1
1

C
¸a3V•(

k51

2

I kWkE @er3dl#

r k
2

. ~1.15!

If the center of the sphere coincides with the center
symmetry of two coaxial coils having equal geometries a
carrying equal but opposing currents, a torque is not indu
by the London currents, because the last term in Eq.~1.15!
vanishes. We therefore assume at the outset that the cen
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the sphere does not coincide with the center of symmetr
the suspension, but is located at a pointO1 characterized by
a radius vectorb drawn from the symmetry center of th
suspensionO; we adopt this point as the origin. Thez axis
of this system coincides with the symmetry axis of the s
pension, and thex andy axes lie in the plane perpendicular
the z axis.

Calculating the energy to within first-order terms in t
displacement of the center of mass of the rotor, we have

U5
1

2
I 2~L111L2222L12!1

2pIW

Cr2
¸a33

3sin2 q cosq@2z~V•ê3!2x~V•ê1!2y~V•ê2!#,

~1.16!

wherex,y,z are the components of the displacement vec
b, andêi ( i 51, 2, 3) are the corresponding unit vectors.

The torque has the form

M5
2pIW

Cr2
¸a33 sin2 q cosu$2z@V3e3#

2x@V3e1#2y@V3e2#%. ~1.17!

It is readily apparent that the rotating sphere is ac
upon not only by the torque, but also by a force expresse
the form

F5
2pIW

Cr
¸a33 sin2 u cosq$2V3ê32V1ê12V2ê2%.

~1.18!

It follows from Eq. ~1.18! that the force vector is not in
the same direction as the angular velocity and does not
pend on the displacement of the rotor.

A general analysis shows that the torque induced by
Barnett–London effect occurs when the expansion of the
tential of the suspension field contains the first harmonic~a
uniform component of the field exists!. Consequently, it
looks as though to avoid drift errors induced by the Lond
currents, one would have to endow the suspension magn
field with a configuration such that a uniform component d
not exist in the field in the vicinity of the stable equilibrium
state of the body. For example, the body could be place
the center of the system formed by coaxial coils carry
equal but opposing currents. Equations~1.17! and ~1.18! in-
dicate that this is not the case. In fact, if the rotation of
sphere without gravitational forces did not alter the equil
rium position, the torque acting on the spinning rotor wou
be equal to zero. However, the rotation of the sphere ge
ates the force~1.18! @which in general can be written in th
form Fi5¸a3V j (]Hi /]Xj #, which displaces the rotor to
new equilibrium position dictated by the condition that t
forces created by the suspension field is equal to the fo
induced by the London effect. This displacement induces
torque ~1.17!. If the rotor nutates, coupling between th
translational and rotational motions can set in. In a conta
less, adjustable suspension such coupling can produ
of
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number of effects that influence the operation of the inst
ment in much the same way as rotor disbalance in a cont
less suspension.

2. INFLUENCE OF THE BARNETT–LONDON EFFECT
ON THE MOTION OF A SUPERCONDUCTING ROTOR IN THE
NONUNIFORM MAGNETIC FIELD OF A CONTACTLESS,
ADJUSTABLE CRYOGENIC SUSPENSION

Separating out the dimensionless parameter«, we write
the rotor equations of motion in a dimensionless form inclu
ing the momentum equation and the angular momen
equation:

D2r1v̂~D !r5~V•¹!h, Dk5«@V3~r•¹!h#. ~2.1!

Here r , k, V, andh are dimensionless vectors representi
the displacement of the center of mass relative to the ce
of the suspension, the angular momentum, the angular ve
ity, and the magnetic field;v(D) is the tensor operator o
dynamic stiffness;D is the operator of differentiation with
respect to dimensionl ess time, the scale of which is cho
equal to the ‘‘nutational’’ transit time of the rotorT0

5I 1K0
21 (I 1 is the equatorial moment of inertia, andK0 is a

characteristic angular momentum!; and «5R0
2MT22;1028

21023 (R0 is a characteristic scale of the displacement
the center of mass, andM is the mass of the rotor!.

Inasmuch as curlH50 and divH50, the tensor]Hi /]xj

is symmetric with zero trace; it can therefore be written
the form of the irreducible second-rank tensor

L2mH L205]H3 /]x3 ,L225L2225
1

A6
S ]H1

]x1
2

]H2

]x2
D J .

If the field is axisymmetric, the tensorL2m has only the
one componentL20. We write the London force in terms o
an irreducible first-rank tensor17:

F152A5

2
¸$L2% V1%1 . ~2.2!

For subsequent calculations we write the second eq
tion ~2.1! in the form of the irreducible tensor

k15 iA5«$V1% $L2% r 1%1%15M1 . ~2.3!

We determiner from the first equation~2.1!, assuming
that the eigenfunctions of the problem are damped:

r 152A5

2
$L2% EV1%11

5

2
$T2% $L2% V1%%1 , ~2.4!

where

E5
1

3
Tr v̂~D !, T205v̂32E,

T225T2225A1

6
~v̂12v̂2!.

Substituting Eq.~2.4! into the right side of~2.3!, we
obtain
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M1n52 i
5

A2
(

lnpSq8m

L2q8L2qV1lE~D !V1SC1l1n
1n

3C2q81m
1n C2p1S

1m 1 i
5A5

2 (
lnpSqq8m

L2q8L2q

3V1lT2pV1tC2p1S
1m C2q81m

1n C2q1t
1S . ~2.5!

HereC1l1n
1n is the Clebsch–Gordan coefficient.17

Below we consider the axisymmetric case, i.e., we
sume thatL2050, L225L22250, T2050, and T225T222

50. Equation~2.5! is now simplified considerably, acquirin
the form

M1n5
i

2A2
(
ln

~3n222!V1l

3FE~D !2
1

2
~3n222!T20~D !GV1nC1l1n

1n . ~2.6!

We average~2.6! over the free Euler–Poinsot motio
and write the torque in the form

M5@ ê¹#V11¹VV21êV3 , ~2.7!

where

V15
«

8
L20

2 S 12
x

11x
cos2 b D 2

~k–h!2

3@4v̂3~0!2v̂1~0!#1
«

16
L20

2 S x

11x D 2

3sin2 b cos2 b~k–h!2Re@v̂1~ ik !24v̂3~ ik !#,

V25
«

16
L20

2 S x

11x D 2

sin2 b cos2 b~k–h!2

3Im@v̂1~ ik !24v̂3~ ik !#,

V35
«

4
k2L20

2 S x

11x D 2

sin2 b cos2 b

3H 2@k3h#Im v̂3~ ik !1
1

2
~11~k–h!2!Im v̂1~ ik !J .

Heree is the unit angular momentum vector,¹V denotes the
transverse part of the gradient,x5(I 32I 1)/I 1 , andb is the
nutation angle~the angle between the vectork and the dy-
namical symmetry axis of the rotor!. Also determining the
torque in projection onto the symmetry axis of the body a
averaging, we write the equations of evolutionary motions
the angular momentum vector and the nutation angle:

k̇5
«

4
k2L20

2 S x

11x D 2

sin2 b cos2 b

3F2 sin2 r Im v̂3~ ik !1
1

2
~11cos2 r!Im v̂1~ ik !G ,
-

d
f

ṙ52
«

8
kL20

2 S x

11x D 2

sin2 b cos2 b sinr

3cosr Im@v̂1~ ik !24v3~ ik !#,

sinrṡ52
«

4
L20

2 kS 12
x

11x
cos2 b D sinr cosr@4v3~0!

2v1~0!#2
«

8
kL20

2 S x

11x D 2

sin2 b cos2 b sinr

3cosr Re@v1~ ik !24v3~ ik !#,

ḃ52
«

4
kL20

2 x

11x S 12
x

11x
cos2 b D sinb cosb

3F2 sin2 r Im v̂3~ ik !1
1

2
~11cos2r!Im v1~ ik !G .

~2.8!

Heres is the angle of precession of the angular moment
vector about the field axis, andr is the angle between th
angular momentum vector and the field axis. Using the fi
and last equations of the system~2.8!, we find the first inte-
gral

k2S 12
x

11x
cos2 b D5const, ~2.9!

which corresponds in the physical sense to the conserva
of kinetic energy. If the suspension is isotropic (v35v1),
we have one more integral

k cosr3ACtg2r5const. ~2.10!

From the last equation of the system~2.8! we deduce a
sufficient condition for asymptotic stability of the nutation
oscillations of the body:

xF2 sin2 r Im v3~ ik !1
1

2
~11cos2 r!Im v1~ ik !G.0.

~2.11!

For an isotropic suspension, condition~2.11! goes over
to the inequality

x Im v~ ik !.0. ~2.12!

We now consider the case in which a superconducto
a magnetic suspension is acted upon by an elastic force
portional to the displacement of the geometrical center of
sphereq0r , and the viscous friction force is proportional t
lr . The expression for the transfer function assumes
form

v~0!5q0~11tD !,

whereupon

v~ ik !5
1

~q02k2!1 iq0tk
5

~q02k2!22 itq0k

~q02k2!21q0
2t2k2

,

and, accordingly,
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Im v~ ik !52
tq0k

~q02k2!21q0
2t2k2

,0.

To satisfy inequality~2.12!, it is necessary thatx5(I 3

2I 1)/I 1,0, i.e., I 3,I 1 . In the given situation, therefore
nutations decay for a prolate body and grow for an obl
body.

The existence of the integrals enables us to analyze
motion of the angular momentum vector. The steady-s
motion is precession of the angular momentum vector ab
the axis of the suspension at the precession velocity

ṡ52
«

4
kL20

2 cosr0

~11x!2
@4v3~0!2v1~0!#. ~2.13!

It follows from Eq. ~2.13! that the London currents ca
cause the gyroscope to drift, even in an equal-stiffness
pension.

We now investigate the motion of the body in an isotr
pic suspension on the basis of the first integrals~2.9! and
~2.10!. Let the initial steady state correspond to the valu
of the variables

b50, k5k0 , r5r0 ,

ṡ52 3
4«k0L20

2 ~11x!22cosr0v~0!.

Let us assume that nutations set in. It follows from t
presence of the integrals that the decay of the nutation
followed by a new steady state characterized by the varia
b50, kH5AI 3 /I 1k0 , andr5rH . SinceI 3,I 1 , in the new
steady state we havekH,k0 , i.e., the rotor slows down, an
e

he
te
ut

s-

-

s

is
es

the angle between the field axis and the angular momen
decreases. Consequently, not only the precession velo
but also the angle of cone of precession varies.
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molecules
A. M. Starik and O. V. Taranov

~Submitted July 8, 1996; resubmitted October 2, 1997!
Zh. Tekh. Fiz.68, 15–23~August 1998!

Kinetic processes taking place in the atomic–molecular system O–O2– O3 in the middle
atmosphere with the participation of oxygen molecules in the excited electronic states O2(a1Dg)
and O2(b1Sg

1) are analyzed in detail. The possibility of increased ozone production under
the influence of solar radiation during the laser excitation of O2 molecules in thea1Dg state is
demonstrated on the basis of numerical modeling. Upper and lower bounds are determined
for the densities of O2(a1Dg) molecules at which the ozone concentration increases in the
irradiated zone. ©1998 American Institute of Physics.@S1063-7842~98!00308-0#
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INTRODUCTION

The possibility of an increase in the ozone product
rate in the stratosphere during the photodissociation of
cited O2 molecules has been discussed at some lengt
recent times.1–4 The increased rate is caused by the acce
ated formation of atomic oxygen in the photodissociation
O2 molecules either from excited electronic states O2(a1Dg)
and O2(b1Sg

1) ~Ref. 1! or from highly excited vibrational
levels of the electronic ground state.2,3 In neither case, how-
ever, has the ozone production kinetics been analyzed in
tail. The problem is that the presence of excited O2 mol-
ecules also tends to intensify collisional O3 fragmentation
processes. Consequently, an increase in the rate of o
production during excitation of, for example, the O2(a1Dg)
state is attainable only when certain conditions are obser
It should be noted that excited O2(a1Dg) and O2(b1Sg

1)
molecules play an important role in the upper and low
stratosphere. They determine the intensity of atmosph
emissions at wavelengths of 1.27mm and 762 nm and can
contribute significantly to O3 production at altitudes abov
45 km.5,6 Interest in research on kinetic processes in the
mosphere involving O2(a1Dg) and O2(b1Sg

1) is also
prompted by the need to analyze the propagation of la
radiation subjected to resonance absorption in electron
vibration transitions of the O2 molecule.3,4

The specific objective of the present study is to anal
the kinetics of ozone production and destruction in the atm
sphere during the laser excitation of O2 molecules in the
a1Dg state.

KINETIC PROCESSES INVOLVING O2„a1Dg… AND O2„b 1Sg
1
…

The main source of O2(a1Dg) and O2(b1Sg
1) molecules

in the stratosphere is the photodissociation of O3 ~Ref. 6!. It
is customary to single out the short-wavelength part of
spectrum withl,198 nm, the Hartley bands withl5198
2310 nm, the Huggins bands withl53102360 nm, and
the Chappuis band withl54102730 nm ~Refs. 6 and 7!.
An analysis8,9 has shown that the following processes ta
place in these spectral intervals:
8901063-7842/98/43(8)/8/$15.00
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O21hn~l,198 nm!→products JI , ~I!

→O2~b1Sg
1!1O~1D ! JI8 , ~I8!

→O2~a1Dg!1O~1S! JI9 , ~I88!

O31hn

~198<l<310 nm!→products JII , ~II !

→O2~b1Sg
1!1O~3P! JII8 , ~II 8!

→O2~a1Dg!1O~1D ! JII9 , ~II 88!

O31hn

~310,l<360 nm!→products JIII , ~III !

→O2~b1Sg
1!1O~3P! JIII 8 , ~III 8!

→O2~a1Dg!1O~3P! JIII 9 , ~III 88!

→O2~X3Sg
2!1O~1D ! JIII - , ~III 888!

O31hn

~410,l<610 nm!→O2~a1Dg!1O~3P! JIV , ~IV !

O31hn

~610,l,750 nm!→O2~X3Sg
2!1O~3P! JV . ~V!

Here Ji is the rate of theith photodissociation process, an
hn is the absorbed radiation quantum. We call attention
the fact that process~II ! is dominant up to altitudes
H530 km in the upper atmosphere, and processes~IV ! and
~V! are dominant at lower altitudes. This condition is illu
trated in Fig. 1, which shows altitude profiles ofJi

@ i 51 – 5 in Roman numerals, corresponding to proces
~I!–~V!#, calculated for a solar zenith anglex50 from the
equation

J~z,x!5E
l0

l01Dl

I 0~l!s~l!w~l!t~l,z,x!dl, ~1!

whereI 0(l) is the extra-atmospheric solar irradiance,s(l)
is the radiation absorption cross section,w(l) is the quantum
© 1998 American Institute of Physics
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yield of the reaction,t(l,z,x) is the transmission function
of the atmosphere at the altitudeH5z for the solar zenith
anglex. The same procedure as in Ref. 9 is used to calcu
this function with allowance for Rayleigh scattering and t
altitude variation of the principal absorbing components (2

and O3). The values ofI 0(l), s(l), and w(l) are taken
from Refs. 6, 10, and 11. Also shown are the results of c
culations in Refs. 7 and 12, represented by the dot-das
and dashed lines, respectively.

The most important source of atomic oxygen needed
ozone production in the atmosphere is the dissociation of2

molecules under the influence of ultraviolet radiation fro
the sun.6 It is currently assumed that the photodissociation
molecular oxygen existing in the electronic ground st
O2(X3Sg

2) takes place during the absorption of radiati
with l51152242 nm. Four spectral intervals are usua
distinguished in this case6,7: 1! the Lyman bands (La with
l51152121.6 nm; 2! the Schumann–Runge continuu
with l51302175 nm; 3! the Schumann–Runge bands wi
l51752198 nm; 4! the Herzberg continuum withl5198
2242 nm. In this case the photodissociation reactions
written in the form

O2~X3Sg
2!1hn~l<121.6 nm!

→O2~e1Du!→2O~1D ! JVI , ~VI !

O2~X3Sg
2!1hn~130,l<175 nm!

→O2~13Pu!→2O~3P! JVII , ~VII !

O2~X3Sg
2!1hn~175,l<198 nm!

→O2~B3Su
2!→2O~3P! JVIII , ~VIII !

FIG. 1. Altitude profiles of the O3 photodissociation rates in different spe
tral intervals.1! JI ; 2! JII ; 3! JIII ; 4! JIV ; 5! JV .
te
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O2~X3Sg
2!1hn~198,l<242 nm!

→H O2~C3Du!

O2~A3Su
1!

O2~c1Su
2!
J →2O~3P! JIX . ~IX !

Recently, the photodissociation of O2 from the excited
statesa1Dg and b1Sg

1 is being considered as a seconda
source of free oxygen in the stratosphere.1–3 According to
Ref. 1, the most probable transitions in the Herzberg c
tinuum are

O2~a1Dg!1hn~200<l,320 nm!

→H O2~C3Du!

O2~A3Su
1!J→2O~3P! JX , ~X!

O2~b1Sg
1!1hn~250<l,370 nm!

→H O2~C3Du!

O2~A3Su
1!J→2O~3P! JXI . ~XI !

We note that the change in spin multiplicity in transitio
from the singlet statea1Dg (b1Sg

1) to the triplet stateC3Du

presents a relatively mild hindrance to the indicated tran
tions. At the present time, unfortunately, there are no d
from measurements of the cross sections of processes~X!
and ~XI !. Previously calculated13 values ofs do not exceed
half the corresponding values ofs for O2(X3Sg

2). Possible
channels of O2(a1Dg) and O2(b1Sg

1) photodissociation in
the shorter-wavelength spectral range corresponding to
Schumann–Runge continuum and bands are transition
the antibonding terms 13Pu and 11Pu ~Refs. 2 and 9!

O2~a1Dg!1hn~141<l,212 nm!

→11Pu→2O~3P! JXII , ~XII !

O2~a1Dg!1hn~141<l,239 nm!

→13Pu→2O~3P! JXIII , ~XIII !

O2~b1Sg
1!1hn~158.3<l,231 nm!

→11Pu→2O~3P! JXIV , ~XIV !

O2~b1Sg
1!1hn~158.3<l,275 nm!

→13Pu→2O~3P! JXV . ~XV !

These transitions are allowed optically, so that th
cross sectionss must be several orders of magnitude grea
than the cross sections of transitions~X! and ~XI !. For ab-
sorption in the Lyman bands the O2(a1Dg) and O2(b1Sg

1)
photolysis products are O(1D) and O(1S) ~Ref. 14!:

O2~a1Dg!1hn~124.3<l,141 nm!

→1Du→2O~1D ! JXVI , ~XVI !

O2~a1Dg!1hn~l<124.3 nm!

→k1Du→2O~1D !1O~1S! JXVII , ~XVII !



ed

nn
f

ha
f

, b

or
c

-

ly
s

es

nd
e

-

-
cal

892 Tech. Phys. 43 (8), August 1998 A. M. Starik and O. V. Taranov
O2~b1Sg
1!1hn~l<158.3 nm!

→a1Su
1↗ O~3P!1O~1S! JXVIII

↘ O~1D !1O~1D ! JXIX
. ~XIX !

In general, a functional dependences i(l) analogous to
the functions(l) for transitions from theX3Sg

2 state must
exist for i 5a1Dg ,b1Sg

1 . Figure 2 shows graphs ofs(l) for
the a1Dg andb1Sg

1 states~curves1 and2, respectively! in
the intervall51602360 nm; the graphs have been obtain
analytically on the assumption that the behavior ofs(l) is
identical for transitions from these states and from theX3Sg

2

state both in the Herzberg continuum and in the Schuma
Runge bands and continuum.9 Also shown is a graph o
s(l) for transitions from theX3Sg

2 ~curve 3, Ref. 6!; the
dashed curves represent graphs ofs i(l) obtained in Ref. 13
for the Herzberg continuum. We call attention to the fact t
the shift of the frequency interval toward higher values ol
in the photodissociation of O2 from the a1Dg and b1Sg

1

states leads not only to an increase in the solar irradiance
also to an increase int(l,z,x). Indeed, as an example, an O3

absorption maximum in the Hartley band (l5255 nm) oc-
curs within the interval of the Herzberg continuum f
O2(X3Sg

2), so that the solar radiation intensity in this spe
tral interval decreases rapidly with decreasingz. For the in-
tervals l52402300 nm andl52752356 nm correspond
ing to the Herzberg continuum for O2(a1Dg) and O2(b1Sg

1),
respectively, the absorption by O3 is substantially~50 times!
weaker, andt(l,z,x) is much greater here. Consequent
JX andJXI must be higher thanJIX , even though the value
of s for O2(a1Dg) and O2(b1Sg

1) in the corresponding
spectral intervals are lower than for O2(X3Sg

2). This asser-
tion is clearly evident from Table I, which shows the valu
of I 0(l) for l52002360 nm, the values ofs i(l),
i 5X3Sg

2 , a1Dg , and b1Sg
1 for transitions~IX !, ~X!, and

~XI !, and the values ofJIX , JX , andJXI at various altitudes,
calculated from Eq.~13!. At z<20 km there is a decisive
contribution to the photodissociation of O2(a1Dg) and
O2(b1Sg

1) from absorption in the Herzberg continuum, a
at z.20 km the same is true for absorption in th
Schumann–Runge bands and continuum.9 The concentration
–

t

ut

-

,

of O2(a1Dg) and O2(b1Sg
1) in the stratosphere is insignifi

cant, so that despite the large values ofJ(z,x), the photodis-
sociation of O2(a1Dg) and O2(b1Sg

1) as a source of atomic
oxygen can be disregarded up toz545 km.

Excited O2 molecules are also formed in collisional re
combination, inE–E exchange processes, and in chemi
reactions involving the interaction of O3 with O(3P) and
O(1D) atoms:7,8,15

O~3P!1O~3P!1M

↗ O2~X3Sg
2!1M ,

→ O2~a1Dg!1M ,

↘ O2~b1Sg
1!1M ,

~XIXa!

O2~X3Sg
2!1O~1D !

↗ O2~a1Dg!1O~3P!,

↘ O2~b1Sg
1!1O~3P!, ~XX !

O2~a1Dg!1O2~a1Dg!→O2~b1Sg
1!1O2~X3Sg

2!,
~XXI !

O31O~3P!

↗ O2~b1Sg
1!1O2~X3Sg

2!,

→ O2~a1Dg!1O2~X3Sg
2!,

↘ 2O2~X3Sg
2!,

~XXII !

FIG. 2. Absorption cross sections versus wavelength.
TABLE I. Absorption cross sections and photodissociation rates of O2(X3Sg
2), O2(a1Dg), O2(b1Sg

1) in the Herzberg continuum.

Wave- Extra-atmospheric solar
Absorption cross section of O2 mol. Photodissociation rate of

length radiation flux
in Herzberg continuums, cm2

Altitude
molecular oxygen, s21

l, nm I 031024, lx•cm22, s21 nm X3Sg
2 a1Dg b1Sg

1 z, km JIX JX JXI

200 7.2~11! 1.29(223) 1.1(224) 0 10 2.22(219) 1.61(29) 1.86(28)
220 5.53~12! 6.0(224) 2.9(224) 1.5(225) 15 1.69(215) 2.09(29) 2.14(28)
240 5.16~12! 1.0(224) 4.3(224) 8.0(225) 20 2.62(213) 2.81(29) 2.32(28)
260 1.25~13! 0 4.2(224) 1.65(224) 25 5.55(212) 3.75(29) 2.48(28)
280 1.41~13! 0 2.9(224) 2.6(224) 30 4.16(211) 5.05(29) 2.64(28)
290 9.21~13! 0 2.0(224) 2.85(224) 35 1.66(210) 6.50(29) 2.82(28)
300 6.10~13! 0 1.1(224) 2.95(224) 40 3.66(210) 7.78(29) 2.98(28)
310 9.51~13! 0 4.5(225) 2.85(224) 45 5.53(210) 9.11(29) 3.10(28)
320 1.59~14! 0 1.0(225) 2.6(224) 50 6.80(210) 1.04(28) 3.18(28)
330 2.11~14! 0 0 2.3(224) 55 7.57(210) 1.15(28) 3.21(28)
340 2.41~14! 0 0 2.05(224) 60 8.04(210) 1.20(28) 3.22(28)
350 2.73~14! 0 0 1.65(224)
360 3.10~14! 0 0 1.3(224)
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TABLE II. Kinetic model and process rate constants in an O–O2– O3 mixture.

Process tp , s
No. Reaction Ki(Jk), (cm3)n21/s(s21) H520 km References

1 O31hn(198,l,610 nm)→O2(1Dg)1O(3P) J15JII1JIII 1JIV 2.923103 @8,9#
2 O31hn(610<l<730 nm)→O2(3Sg

2)1O(3P) J25JV 1.133104 @9#

3 O2(3Sg
21hn(198,,l,242 nm)→O(3P)1O(3P) J35JIX 1.7631012 @6,9#

4 O2(1D
g)1hn(220<l<320 nm)→O(3P)1O(3P) J45JX 3.283108 @9,13#

5 O2(3Sg
21hn I(l51.27mm)→O2(1Dg)

WISI5100
W

cm2D 6.78

68 O31O(3P)→O2(1Dg)1O2(3Sg
2)

K6850.9310211 expS2 2300

T D 231023 @15,18#

69 O31O(3P)→2O2(3Sg
2)

K6950.9310211expS2 2300

T D 2.531023 @15,18#

7 O31O2(1Dg)→2O2(1Sg
2)1O(3P)

K755.22310211expS2 2840

T D 5.2231023 @18#

8 O2(1Dg)1M→O2(3Sg
2)1M K8

M5HM5O2 1.6310218

M5O3 4310215

M5O 1.6310216

0.31 @18#

1.3531024 @18#

3.431025 @8#

98 O3P)1O(3P)1M→O2(3Sg
2)1M K9852.4310233

•(T/300)23 7.3231025 @15,18#
99 O(3P)1O(3P)1M→O2(1Dg)1M K9952.4310233

•(T/300)22 7.3231025 @15,18#
10 O(3P)1O21M→O31M

K1056.9310234
•S T

300D
21.25 3.1431024 @18#

11 O2(1Dg)→O2(3Sg
2)1hn(l51.27mm) Amn52.5831024 3.883103 @6#
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O31O~1D !

↗ 2O2~X3Sg
2!,

↗ O2~a1Dg!1O~X3Sg
2!,

↘ O2~b1Sg
1!1O~X3Sg

2!,

↘ O2~X3Sg
2!12O~3P!

~XXIII !

Comparatively rapid fragmentation of singlet oxygen o
curs together with its production:6–8

O2~a1Dg!1M→O2~X3Sg
2!1M , ~XXIV !

O2~b1Sg
1!1M→O2~a1Dg!1M , ~XXV !

O2~a1Dg!→O2~X3Sg
2!1hn, ~XXVI !

O2~b1Sg
1!→O2~X3Sg

2!1hn, ~XXVII !

O31O2~a1Dg ,b1Sg
1!→2O2~X3Sg

2!1O~3P!.
~XXVIII !

The recombination of O and O2 results in the production
of ozone:

O~3P!1O2~X3Sg
2!1M→O31M . ~XXIX !

For all practical purposes reactions~I!–~XXIX ! deter-
mine the kinetics of processes in the oxygen atmosphere

KINETICS OF OZONE PRODUCTION IN THE
STRATOSPHERE UNDER THE INFLUENCE OF RADIATION
WITH l I'1.27 mm

We consider the simple model mixture O–O2– O3 ex-
posed to radiation with a frequencyn I equal to the resonanc
frequency of the electronic–vibration transition of th
O2 molecule m(X3Sg

2 ,V8, J8, K8)→n(a1Dg ,V9, J9, K9),
whereV8 andV9 are the vibrational quantum numbers, a
-

J8,K8 andJ9,K9 are the rotational quantum numbers in t
electronic statesX3Sg

2 and a1Dg . We recall that optical
transitions between theX3Sg

2 anda1Dg states are forbidden
by the selection rules. However, spin-orbit interaction p
duces absorption lines that are allowed in the magne
dipole approximation. Rotational levels appear in thea1Dg

state only forJ95K9>2, whereas in theX3Sg
2 state each

rotational level with quantum numberK8 consists of three
spin components withJ85K811, J85K8, andJ85K821
~Refs. 16 and 17!.

It is evident from the foregoing discussion that the pr
cesses exhibit rather complicated kinetics even in suc
simple atomic–molecular system. However, our analysis
shown that forH,25 km a simplified scheme based excl
sively on reactions involving O(3P), O2(X3Sg

2), O2(a1Dg),
and O3 can be used in the case of laser-excited O2(a1Dg).
Table II lists the reactions included in this scheme. Al
shown are the rate constantsKi of collisional processes, the
photodissociation process ratesJi determined forx50 on
the basis of earlier recommendations,6–9,13,18, the induced
transition ratesWI , and characteristic time constants of the
processes atz520 km. The quantityt I is determined from
the relation

~t I !
215WI5smnI /hn I , smn5

lmn
2

4pbD
AmnAln 2

p
H~x,a!,

where I is the laser intensity,lmn is the wavelength at the
center of the absorption transition line,Amn is the Einstein
coefficient for this process,bD is the Doppler linewidth
~FWHM!, andH(x,a) is the Voigt function, which is calcu-
lated from standard relations with the influence of both Do
pler and collisional spectral line-broadening mechanis
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taken into account; here the line-broadening cross sect
for the collision of O2 molecules with various partner
M5O2,O3 ,O are assumed to be equal to the gas-kine
values.

We shall assume that thermodynamic equilibrium ex
between the vibrational, rotational, and translational degr
of freedom in the investigated spectral intervals. The sys
of equations describing processes1–11 ~Table II! can be
written in the form

dN1

dt
52J3N11J2N32WI S gn

gm
Nm2NnD

1N3N4~K6812K69!1N~K98N4
22K10N1N4!

1N2S (
M

K8
MNM1WS12K7N3D , ~2!

dN2

dt
5J1N31WI S gn

gm
Nm2NnD

2N2S (
M

K8
MNM1WS1K7N31J4D

1N3N4K681K99N4
2N, ~3!

dN3

dt
52~J11J2!N32K6N3N42K7N3N21K10N1N4N,

~4!

dN4

dt
52~J3N11J4N2!1N3~J11J22K6N41K7N2!

22K9N4
2N2K10N1N4N. ~5!

HereNi is the density of particles of theith species:i 51 for
O2(X3Sg

2); i 52 for O2(a1Dg); i 53 for O3, and i 54 for
O(3P); Nm andNn are the densities of O2 molecules in states
m andn, gm andgn are the multiplicities of their degenerac
N5( i 51

4 Ni ; K65(K681K69), K95(K981K99); and WS

5Amn . Under the stated assumptions

Nm5N1wm ,

wm5
gmBv8

kT

exp@2u1V8/T#

12exp~2u1 /T!
expS 2

Ej 8
kT D ,

Nn5N2wn ,

wn5
gnBv9

kT

exp@2u2V9/T#

12exp~2u2 /T!
expS 2

Ej 9
kT D ,

whereu1 andu2 are characteristic vibrational temperature
and Ej 8 and Ej 9 are the rotational energies of the O2 mol-
ecules in theX3Sg

2 and a1Dg states,Bv8 and Bv9 are the
rotational constants in vibrational statesV8 andV9, andk is
Boltzmann’s constant.

The quantitiesEj 8 andEj 9 are calculated with allowanc
for splitting of the j 8 level in the X3Sg

2 state into three
components withj 85K811, J85K8, andJ85K821 ~Ref.
16!.

We analyze the dynamics ofNi(t), assuming that the
density of the mixture is constant. We consider the con
tions whentpul@tD ,tT ,tK , where tpul is the duration of
irradiation, andtD , tT , andtK are characteristic time con
ns

ic

s
es
m

,

i-

stants of diffusion, heat conduction, and convection with
regard for the temperature variation in the irradiation zo
The initial conditions are consistent with atmospheric con
tions at the given altitude at timet0, and the variation
of the solar irradiance is modeled by varying the optic
thickness of the atmosphere (I 50 at t,t0, and I 5I 0 at
t0<t,t01tpul).

We consider the basic processes responsible for the
duction and destruction of ozone in the atmosphere. In
absence of an artificial source (WI50) the O2(a1Dg) con-
centration atH,45 km is low as a result of rapid extinctio
in collisions. The photodissociation of O2(a1Dg) as a source
of O(3P) can be disregarded. The principal source of O(3P)
in this case is the photodissociation of O3 and O2(X3Sg

2),
although reaction7 involving O2(a1Dg) also plays an appre
ciable role. Ozone production occurs in the recombination
O(3P) and O2(X3Sg

2) ~reaction10!.
Exposure to radiation whose frequency coincides w

the frequency of the electronic–vibration transitio
m(X3Sg

2 ,V8)→n(a1Dg ,V9) significantly alters the kinetics
of O3 production. In fact, the O2(a1Dg) photodissociation
rate J4 at an altitude of 20 km is 104 times the rateJ3 for
O2(X3Sg

2) ~Table I!. Consequently, on the one hand, th
advent of a large quantity of O2(a1Dg) leads to the produc-
tion of additional atomic oxygen and the acceleration of
action10, but then, on the other hand, it raises the O3 frag-
mentation rate in reaction7. This circumstance is illustrated
in Fig. 3, which shows the ratesSi of production and frag-
mentation of O2(a1Dg) ~a!, O(3P) ~b!, and O3 ~c!. The val-
ues of the ratesSi , where S15(J11J2)N3; S35J3N1;
S45J4N2; S55WI(gn /gmNm2Nn); S65K6N3N4;
S75K7N3N2; S85N2(MK8

MNM ; S95K9N4
2N;

S105K10N1N4N; S115WSN2, were obtained by numerica
solution of the system~2!–~5! for the case of irradiation at a
frequency equal to the resonance frequency of the cente
the 0P(3) line of the m→n transition with V85V950,
J854, J953, andK85K953 for I 550 W/cm2, tpul55 h
and forI 50 ~dashed lines! at 3 h after sunrise on the equat
(t058 h 41 min) atH520 km ~the numbers1–11 in Fig. 3
correspond to the rates of processes 1–11 in Table II,
S95S985S99).

The rates of O3 production and fragmentation under th
influence of laser radiation depend onWI , tpul , andt0. The
induced transition rateWI ~which depends onI 0) determines
the rate of replenishment of excited O2(a1Dg) molecules, the
laser pulse durationtpul determines the number of these mo
ecules during irradiation, while the timet0 at which irradia-
tion begins dictates the zenith angle and, hence, the s
radiation intensity, i.e.,J4. Figure 4 shows the results o
numerical calculations of the variation of the density of O3

moleculesN3 at an altitude of 20 km under the influence
radiation with various values ofI 0(WI), tpul , and t0. It is
evident that whent0 differs only slightly from the time of
sunrise (t* ), laser irradiation lowers the O3 concentration,
owing to the dominant influence of process7, since the
O2(a1Dg) photodissociation rate is negligible during th
time ~see Fig. 3!. Later, however, asJ4 increases, the ozon
concentration is observed to increase as well. For sufficie
largetpul the final value ofN3 can be much greater than th
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FIG. 3. Time variation of the rates of production and destruction
O2(a1Dg) ~a!, O(3P) ~b!, and O3 ~c! during laser irradiation of the atmo
sphere atl'1.25mm for WI.0 ~solid curves! andWI50 ~dashed curves!.
density of O3 molecules in the undisturbed atmosphe
~dashed line!. For I 550 W/cm2, tpul55 h, and
t058 h 41 min this increase attains 1.5%, and f
t0510 h 40 min it even be as much as 3.3%.

These results imply the existence of a domain of para
eters (t0 ,tpul ,WI) in which the O3 production rate in the
atmosphere can increase under the influence of radia
with l'1.27mm. These parameters determine the density
replenished O2(a1Dg) molecules. It is therefore pertinent t
consider the following problem: What mustN2(t) be in or-
der for dN3 /dt at WI.0 and t0,t<t01tpul to be greater
thandN3

0/dt at WI50. We seek a solution forN3(t) in the
form N3(t)5«(t)N3

0(t), where«(t).1 is a bounded con-
tinuous function; here~and from now on! Ni

c(t)5Ni (WI

50) andNi
e5Ni

c(t0). We make use of the fact that the co
tributions of reactions 6 and 9 to the dynamics ofNi under
the influence of radiation can be disregarded under the g
conditions, and( iK10

i Ni5K10N5const. It is now readily
shown that

dN

dt
@2~N11N2!13N31N4#50, ~6!

dN4

dt
1

dN3

dt
52~J3N11J4N2!. ~7!

Taking Eq.~7! into account, we can write the inequalit
dN3 /dt.dN3

0/dt in the form

2~J11J2!N3
0~«21!2K7N3

0~«N22N2
0!1K10NN1

3FN3
e1N4

e2«N3
012E

t0

t

~J3N11J4N2!dtG2K10NN1
0

3FN3
e1N4

e2N3
012E

t0

t

~J3N1
01J4N3

0!dtG.0. ~8!

Let J4(t) andJ3(t) be monotonic, nondecreasing fun
tions in the interval@ t0<t<t01tpul# ~these conditions pre

f

FIG. 4. Time variation of the density of O3 molecules in the irradiated zone
1,2,5! I 0550 W/cm2; 3,4,6! I 05200 W/cm2; 1,2,4,5! t055 h; 3,6! t0

520 min.
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vail in the atmosphere from sunrise to noon!. Using these
conditions along with relations~6! and~7!, we readily obtain
the upper bounds

(
i 51

3

Ni
e2~N21N11«N3

0!<N1d11N2d2 , ~9!

(
i 51

3

Ni
e2~N11N21«N3

0!>N1
ed1

01N2
ed2

0 . ~10!

Here d15tpul /tF3, d25tpul /tF4, tFi( i 53, 4)5@Ji(t)#21,
and d i

05d i(t0). Making use of~9!, ~10!, and the following
relations, which hold atz520 km, tF4 /tF3'1.231024,
N1

e'N1
0(t), andN1

0(t)@( i 52
4 Ni

c(t), we write inequality~8!
in the form

N2
21bN21c,0,

b52N1
0F12«

tF

2tpul
g3

0G ,
c5N1

0FN3
0~«21!tF4

2tpul
1N2

0S 12
tF

2tpul
g3

0D G ,
t105@N2K10#

21, t75@NK7#21,

tF5tF4t10/t7 , g i
c5

Ni
0

N1
0

. ~11!

Inequality ~11! has two real positive roots ifb224c
.0 andb,0. In this case there exists a set of densitiesN2

such thatN2
inf<N2<N2

sup. For b.0 there is one positive
root, and 0,N2<N2

sup. We now estimateN2
sup andN2

inf for
the indicated cases. The inequalityb,0 holds for tpul

.«g3
0tF/2, which for z520 km at noon and«'1 corre-

sponds totpul.120.8 s~here the conditionb224c.0 holds
for any tpul.0). We note that for anytF it is possible to
choosetpul such thatb,0. This indicates that even whe
tF4@t7 @the photodissociation of O2(a1Dg) is a slower pro-
cess than the chemical fragmentation of O3], tpul can be
chosen so thatdN3 /dt.dN3

0/dt. Allowing for the fact that
t10g3

0/t7!1, for N2
sup andN2

inf we obtain

N2
sup'N1

0F12g3
0 ~«21!tF4

2tpul
2g2

0G ,
N2

inf'N3
0Fg2

0

g3
0

1
~«21!tF4

2tpul
G . ~12!

It follows from Eqs.~12! that N2
sup increases and, con

versely,N2
inf decreases astF4 decreases and astpul increases.

We have thus shown that if the quantity of O2(a1Dg) replen-
ished by irradiation withl51.27mm satisfies the indicated
set of solutions, the rate of O3 production in the atmospher
for WI.0 is greater than forWI50, andN3(t).N3

0(t).
In the caseb.0 a necessary condition for the existen

of N2
sup.0 is the relationc,0, which is valid for«,1 and

tpul,«g3
0tF/2, i.e., the density of O3 molecules in the inter-
val tpul decreases in this case@N3(t),N3
0(t)#. If «!(1

1g2
0t10/t7)/(11t10/4t7), thenN2

sup is given by the expres-
sion

N2
sup'

N3
0

2 A 2

g3
0tpul

~tF4~12«!1g2
0tF!. ~13!

In contrast with the preceding case,N2
sup now decreases

astpul increases for alltpul,«g3
0tF/2.

Inasmuch asN2 depends onWI , it is clear that condi-
tions also exist for the quantityI. However, even in the el-
ementary case whent I is much shorter than the characteri
tic times of collisional processes, no one has succeede
obtaining expressions in explicit form for the bounds onWI

andI. The value oft0 also occurs implicitly inN2
sup andN2

inf,
becausetF4 and tF3 depend ont. As t0 to noontime, the
value of tF4 decrease more rapidly thantF3 ~Ref. 9!. A
natural lower bound onN2 is N2

0. The densityN2 also has an
upper bound, which depends on the irradiation technique
the event of saturation of the absorbing transition we h
N2

max5GmnN1
0/(11Gmn), where Gmn5gnN2

eNm
e /gmN1

eNn
e .

Figure 5 shows the bounds onN2 as functions of the dimen
sionless parameterv5(«21)tF4 /tpul , which characterizes
the relative variation of the O3 concentration under the influ
ence of radiation during the timetpul starting with the time
t5t0. Here curves1 and2 correspond toN2

inf/N3
05 f (v) and

N2
sup/N3

05w(v) for the caseb,0, when«.1, curve3 cor-
responds toN2

sup/N3
05c(v), when b.0 and«,1 for tpul

,«g3
0tF/2 (v,0), and curves4 and 5 correspond to the

natural boundsN2
0/N3

0 andN2
max/N3

0.
We now examine the values ofN2 such that for a given

v the maximum values of« or, equivalently, the maximum
values of N3 are attained at t5tpul . Let t8

!min$t7 ,tF4 ,WS
21%, t85((MK8

MNM)21 ~this condition is
satisfied atH<30 km). The variations ofN1 andN2 in the
interval @ t0 ,t01tpul# can now be written in the approxima
tion of a two-level system:

N15B/A1~N1
e2B/A!exp~2A~ t2t0!/tD!,

N25N2
e1~N1

e2B/A!@12exp~2A~ t2t0!/tD!#,

FIG. 5. Bounds on the O2(a1Dg) concentration versus the parameterv.
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A5S gn

gm
wm1wnD tD

t I
11,

B5S wn

tD

t I
11D ~N1

e1N2
e!, tD5t8 . ~14!

Taking Eq.~7! into account, forN3(t) we have

N35exp~2a1~ t !!FN3
e1E

t0

t

b1~ t !exp~a1~ t !!dtG ,
a1~ t !5E

t0

t

@J11J21K7N21K10NN1#dt,

b1~ t !5FN3
e1N4

e12E
t0

t

@J3N11J4N2#dtGK10N1N. ~15!

We now introduce simplifying assumptions. Lettpul

.A21tD and t0@t* . We can then write the solutions~14!
in the form

N15~N1
e1N2

e!y, N25~N1
e1N2

e!~12y!,

y5S 11wn

tD

t I
D F11wnS 11

gn

gm

wm

wn
D tD

t I
G21

. ~16!

Next we make use of the fact thatt10!tF1 ,tF2 for the
given conditions. IfJ4N2@J3N1 in this case~the latter con-
dition holds forN2.N2

inf), then att0.t*

E
t0

t

~J4N21J3N1!dt5J4E
t0

t

N2dt,

and fora1(t) andb1(t) we readily obtain

a1~ t !5a2~ t2t0!t10,

b1~ t !5ya1
e~N3

e1N4
e!@11b1

e~12y!~ t2t0!#,

a1
e5~g1

e1g2
e!/t10, b1

e52/tF4~g1
e1g2

e!~g3
e1g4

e!21,

a25a1
e@y1~12y!t10/t7#. ~17!

Substituting Eqs.~17! into ~15! and making use of the
fact thatN3

e@N4
e , we obtain

N35N3
e$c1~12c2!@12exp~2~ t2t0!a2!#

1c1c2a2~ t2t0!1exp~2~ t2t0!a2!%,

c15y@y~12t10/t7!1t10/t7#21, c25~12y!
b1

e

a2
.

~18!

The functionN3(t) determined from~18! has a minimum for

tm5t01
ln c3

a2
, c3511

12c1

c1c2
,

N3
min5N3

eH c11
~12~12c2!c1!1c1c2~ ln c321!

c3
J .

At tpul,tm , therefore, irradiation causesN3 to decrease,
and attpul.tm the ozone concentration can increase in
irradiated zone. Attm!t<t01(b1

e)21 the densityN3 essen-
tially increases linearly with time@for z520 km, I 0

510 W/cm2, t058 h 41 min, tm5t011.831022 s, and
e

(b1
e)2153.153103 s]: N35N3

ec1$12c21c2a2(t2t0)%. In
this time interval the functionN3(y) has a maximum at
y5y0:

y05S t7

t10
21D 21

3SA11S t7

t10
21D S 11

tpulg3
e~ t2t0!

2tF4
D 21D ,

if

g3
et10

2t7
<~ t2t0!/tF4<

g3
e

2

t10

t7

3F ~11Gmn!
212

t10

t7
~g21!2G .

The maximum value of« in this case is given by the
expression«max5N3

max/N3
e5c11(12y0)b1

e(t2t0). Since y
depends on the ratiotD /t I , it is clear that a decrease int I

causes« to decrease fory,y0 and, conversely, to increas
for y.y0. Figure 5 shows the dependence ofN2 /N3

e on the
parameterv corresponding to«max ~curve 6!. We note that
the range of possible values ofN2 for which «max is attained
for a giventpul increases asv increases.

From these considerations we infer the existence o
large set of parameters characterizing irradiat
(t0 ,tpul ,WI), for which the excitation of molecular oxyge
in the O2(a1Dg) state causes the rate of production of O3 in
the stratosphere to increase and for which the O3 concentra-
tion in the irradiated zone increases significantly.
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Increase in the hydraulic pressure in various zones of a two-fluid hydrophilic capillary
due to nonuniformity of the external electric field

D. V. Tikhomolov and O. N. Slyadneva

St. Petersburg State University, 199124 St. Petersburg, Russia
~Submitted October 16, 1996; resubmitted May 6, 1997!
Zh. Tekh. Fiz.68, 24–30~August 1998!

The phenomenon whereby the thickness of the water film next to the inner surface of a
hydrophilic capillary filled with two fluids increases in the presence of an external static electric
field is investigated. A hypothesis of the essential nature of the phenomenon is submitted,
along with a corresponding equation for calculating numerically the thickness variations as a
function of several parameters of the working system, including the strength of the external
field. Experimental results are given. The results of theoretical calculations and the experimental
data are shown to be in good agreement. The orientation of stationary dipoles of the
molecules constituting highly polar liquids in an electric field is estimated. ©1998 American
Institute of Physics.@S1063-7842~98!00408-5#
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The subject of this paper is the experimentally est
lished phenomenon that the thickness of a polar electro
~water! film contained between a nonpolar fluid~whether a
gas or a liquid is immaterial! and a solid surface increases
systems investigated by us with a special intricate geom
cal structure~the details of which are described below! under
the influence of a static or slowly alternating~guaranteed up
to 50 Hz! electric field. In our opinion, the specific geomet
cal structure of the system~the measurement cell! described
below is not really significant at the conceptual, qualitat
level, but was chosen by us because, first, it enabled u
carry out a specific numerical calculation of the physi
constants from the experimental results and, second, this
was the one used in the actual experiments. Conseque
the results of the study can be applied to systems ha
other geometrical configurations, e.g., to classical dir
emulsions. The sum-total of the results available to us at
present time, characterizing various aspects of the phen
enon~optical, electrical, etc.!, has led us to hypothesize th
this phenomenological macrophysical property of the giv
system is attributable to an anomaly of the molecular str
ture of water as a special case of a liquid consisting of hig
polar molecules.

One of the present authors has published the results o
experimental study1–3 of the dc electrical conductivity of a
model emulsion in a hydrophilic cylindrical capillary. Th
system consisted of a quartz glass capillary filled with
current-conducting aqueous solution of an electrolyte~the
dispersion medium! and containing in its interior a nonpola
fluid ~gas or liquid — the disperse phase! in the form of a
column extending along the axis of the capillary. The len
of the column (l c) was greater than the diameter of the ca
illary (2r k), but no more than tenfold. When the capilla
was filled with fluids, owing to the natural hydrophilic qua
ity of glass, a thin film of water remained between the late
surface of the column and the inner surface of the capilla
8981063-7842/98/43(8)/6/$15.00
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the thickness of the film in the equilibrium state wasr f

5102100mm.
It followed from the experiments that the film thickne

increased by an order of magnitude or more when the ca
lary was exposed to an external static electric field char
terized by an average strength along the capill
Ek5Uk / l k50.124 V/cm (Uk is the potential difference be
tween the ends of the capillary, andl k is the length of the
capillary!. Optical observations confirmed that the new eq
librium state acquired by the film under the influence of t
external field, as a rule1!, had a constant thickness along th
axis of the capillary; synchronous optical observations c
relate qualitatively with electrical measurements.2,4 At this
point, however, we note that a change of size and shape
be detected but not measured by optical means.

These observations have provided the basis of an e
trokinetic logging method which has been tested in on-s
geophysical industrial-exploration operations5,6 but whose
development has been halted because of~among other rea-
sons! a lack of well-developed parametric relations.

In 1993 one of the present authors published a pap7

advancing a hypothesis to account for the increase in the
thicknesses under the influence of an external field. Ho
ever, the vast inventory of experimental data accumula
previously over a wide range of possible variables has
derscored the advisability of elaborating the advanced
pothesis and subjecting it to more rigorous theoretical an
sis. Underlying the theoretical solution of the problem is
model working system used in virtually all scientific studi
concerned with modeling the behavior of capillary-poro
bodies filled with two fluids.8–13 Schematically the given
model system~Fig. 1! consists of a hydrophilic cylindrica
capillary having a constant circular cross section~of radius
r k). A nonpolar fluid column in the shape of a cylinder~of
radiusr c), terminated at the ends in hemispheres of the sa
radius as the cylindrical part of the column2!, is placed in the
middle part of the capillary. The remaining interior space
© 1998 American Institute of Physics
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the capillary is filled with an aqueous electrolyte solutio
which forms a thin electrolytic buffer layer~wetting fluid! of
thicknessr f5r k2r c between the outer cylindrical surface
the column and the inner surface of the capillary.

In the absence of external force~including electric! fields
the equilibrium value ofr f depends on the balance of force
the capillary pressure from the cylindrical part of the colum
and all possible components of the disjoining press
present in the film.14

When the ends of the capillary~with the indicated equi-
librium already established in it! are connected to the electr
circuit, the magnitudes of the external fieldE are constant in
the axial direction in the region occupied by the aqueo
solution alone~zoneIII in Fig. 1! and in the water film ad-
joining the cylindrical surface of the column~zone I in the
figure!; in other words, the field is uniform in both zonesI
and III . The water in these zones is polarized in the exter
field and, like any highly polar substance, primarily becau
of the orientation component3!, i.e., orientation of the pola
water molecules as constant dipoles in the external fiel16

Here the poles of the H2O dipole4!, being of opposite sign
and equal magnitude, are acted upon by electric forces e
in absolute value but oppositely directed.

A different situation is encountered in the case of wa
dipoles in the electrolyte-occupied zone between the surfa
of the hemispheres and the inner surface of the capil
~zone II in Fig. 1!. The dipoles are oriented in this zone
well, but here the lines of force of the electric field bend~i.e.,
the field is not uniform! and, accordingly, the electric force
acting on the pole of the dipole do not cancel out. We
sume that no other factors influence the dipole in the syst
According to classical mechanics principles, the molec
then acquires angular momentum in the direction of incre
ing external field. By virtue of the symmetry of the forc
fields the motion of the dipoles in both directions of t
column is directed from zoneIII to zoneI, creating in zoneI
an elevated hydraulic pressure against the cylindrical sur
of the nonpolar fluid and thereby pushing it in the directi
normal to the axis of the capillary. The motion stops if
countereffect occurs in the working system during appli
tion of the external field. Since the water phase is continu
and the column has a finite volume, when this motion of
molecules is summed over all dipoles in zoneII , it should
cause the thickness of the water film to increase and, acc
ingly, the radius of the column to decrease. The latter ef
implies an increase in the capillary pressure in the direc
from zoneI to zoneIII .15

Our theoretical derivation of the force driving the motio
of the dipoles rests primarily on a series of simple constr

FIG. 1. Diagram of the model capillary system~shown schematically —
actually r k@r f).
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tions ~Fig. 1!, which for now are based on the convention
classical physics description of the significant parameter
molecular media in terms of a statistical mean, which
mains invariant in an infinitely small unit volume of the m
dium.

We choose the direction of flow past the hemispheres
the coordinate along which the variations of the parame
in the investigated process are to be estimated:

x5r c sin u5~r k2r f ! sin u. ~1!

In accordance with the foregoing discussion, we write
relation between thex-component of the external electri
field and the geometrical parameters of zone II in the for

Ex5
d~ IR!

dx
5I

1

xp~a21x2!
, ~2!

whereI is the current intensity, which as a charge flow in t
absence of concentration~charge! polarization5! does not de-
pend on position in the aqueous solution, i.e., is not a fu
tion of x; R is the electrical resistance,x is the electrical
conductivity of the solution, andpa25p(r k

22r c
2) is the

transverse cross section of the annular film in zoneI.
In the postulated physical scenario of increasing fi

thickness we are concerned not with the absolute strengt
the field as with its incrementdE:

dE5
I

xp
dS 1

a21x2D . ~3!

We now describe the medium with its molecular stru
ture taken into account. For this purpose we arbitrarily d
limit a vacuous region in zoneII . We characterize the size o
this void by the radius of a sphere whose volume equals
statistical mean volume of the medium associated with
fraction of each molecule, taking into account existing n
tions as to the structural configuration of specific liquids~wa-
ter in this case!. At the center of the sphere we place a wa
molecular dipole characterized by the distance between
poles ddip and by the chargeedip . Inasmuch as the force
characteristics of the external electric field acting on a m
ecule in the systems treated here depend mainly on
Ohmic losses of the medium~and not on the dielectric losse
as in Onsager’s paper16!, we place the delimited void in a
continuum characterized by the conductivityx of the solu-
tion.

It is a well-known fact that in an external static electr
field the dipole electric vector of a molecule of a polar su
stance~water! tends to align itself in a direction tangential t
the direction of the external field vector. We assume by v
tue of the entropy factor that the dipole vector and the ex
nal field vector are in different directions separated by
angleg. It is obvious that the effectiveness of the extern
field acting on the molecular dipole is determined quant
tively in the geometrical sense by the average projection
the constant dipole moment of the molecule onto the dir
tion of the external field, i.e., in accordance with the relati
Eeff5E cosg. In the statistical sense the efficiency of th
external field acting on the dipole is proportional to the c
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relationw of the rotation of the dipole moment in the dire
tion of the external field.16 We can therefore write

w5cosg. ~4!

The electric forced f1 acting in zoneII on the dipoles in the
volume of a water ring of thickness equal to the characte
tic diameterdH2O of the void for the water molecule:

d f15edip

rMNA

M
p~a21x2!dH2O

I

xp
dS 1

a21x2D ddip

dH2O
cosg,

~5!

whereedipvMNA /M is the statistical mean density for one
the poles of the dipole per unit volume of water,Edip is the
pole charge of the H2O dipole~equal in absolute value to th
electron charge!, rM is the bulk density of H2O, M is the
molecular mass of H2O, p(a21x2)dH2O is the volume of the
indicated ring,

I

xp
dS 1

a21x2D
is the difference between the field strengths on the surfa
bounding the indicated ring, andddip is the distance betwee
poles of the dipole in the H2O molecule~we shall assume
from now on thatddip is equal to 0.43310210m, in accor-
dance with Ref. 18!; we use the last termddip /dH2O to adjust
for the fact that the probability density of the dipoles in t
ring is lower in the statistical mean than for H2O ~the dis-
tance between poles of the dipole is smaller than the di
eter of the water molecule and so is even smaller than
diameter of the void!.

The electric force acting on all the dipoles in each zo
II is

Fel5E
a2

r k
2F I

x
ddipedip

rMNA

M G~a21x2!dS 1

a21x2D cosg

5
I

x
ddipedip

rMNA

M
ln

r k
2

r k
22r f

2
w

5
I

x
ddipedip

rMNA

M
ln

r k
2

r k
22~r k2r f !

2
w. ~6!

The force created by the evolution of the capillary pre
sure in the case of a cylindrical surface is

Fk5S s

r c
Dp~r k

22r c
2!5

s

r k2r f
p@r k

22~r k2r f !
2#, ~7!

wheres is the two-fluid interfacial surface tension.
Thus, proceeding from the basic concepts of forces

ing in the system and governing the equilibrium film thic
ness in the capillary connected into the circuit producing
external field, we obtain

w
ediprMNAIddip

Mx
ln

r k
2

r k
22~r k2r f !

2
5

sp

r k2r f
$r k

22~r k2r f !
2%.

~8!
-

es

-
e

e

-

t-

e

However, since the electric field parameter appearing
the equation, i.e., the current intensity, depends on the
cific structure of the conducting channel, it is incorrect
substitute the experimentally recorded current intensity i
the theoretical equation.6! The parameters of the electric fiel
must be represented in such a way as to give explicit form
the geometrical structure of the current-carrying channe
the aqueous solution. This requirement is easily met if
current intensity is represented as the quotient of the po
tial difference between the ends of the total cylind
Uk5const divided by the resistance of~again! the total cap-
illary Rk5 f (r k). In the postulated system model the cap
lary resistance is the sum of the resistances of three p
occurring in series: the part outside the column~on both
sides in summation!, the part encompassing both menis
~again in summation!, and the part where the water film i
bounded by the cylindrical part of the surface of the colum
The corresponding equation has been published earlier:7

Rk5
2

xpAr k
22~r k2r f !

2
arctan

~r k2r f !

Ar k
22~r k2r f !

2

1
l c22~r k2r f !

xp@r k
22~r k2r f !

2#
1

l k2 l c

xpr k
2

. ~9!

The first term on the right side reflects the resistance
the vicinity of the menisci, the second term refers to t
water ring in the cylindrical part of the column, the thir
term gives the resistance outside the column,l c is the length
of the column including the menisci,l k is the length of the
capillary, andx is the conductivity of the solution. Replacin
I in Eq. ~8! by the voltageUk as a quantity independent o
the structure of the conducting channel in explicit form a
by Rk as written on the right side of Eq.~9!, we obtain the
final form of the equation derived in accordance with t
postulated physical notions regarding the cause of the
crease in the film thickness and the mechanism charact
ing the equilibrium state of the current-carrying film:

Ukw
ediprMNAddip

M @r k
22~r k2r f !

2#
ln

r k
2

r k
22~r k2r f !

2

3H 2

Ar k
22~r k2r f !

2
arctan

r k2r f

Ar k
22~r k2r f !

2

1
l c22~r k2r f !

r k
22~r k2r f !

2
1

l k2 l c

r k
2 J 5

s

r k2r f
. ~10!

In concluding the theoretical discussion, we call atte
tion to the fact that the latter equation contains two variab
whose values are knowna priori. One is the unknown resis
tancer f itself, and the second isw. The substitution of the
above-determined value ofw into the equation is ruled ou
by the extremely debatable issue of the measure of orie
tion of the H2O molecule in water~liquid! when the latter is
exposed to a static electric field.

The question ofw can be answered in principle by com
paring the results of calculations ofr f by an independen
method unrelated to the conceptualization proposed h
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Such a comparison can be based on an equation expre
Ohm’s law for the resistance of the capillary as a whole (Rk)
in terms of the resistances of the individual parts of
complex-structured current-carrying channel. The numer
values ofRk can be obtained from experiments to meas
the current–voltage curves (Rk5Uk /I ).

Here we base the Ohm’s law calculations on the sa
model system as in the theoretical derivation. The co
sponding computational equation is obviously Eq.~9!. To
underscore the fact that the resistancer f calculated in this
case is not connected to the theoretical derivation, but
flects the thickening phenomenon in its own right, we atta
the superscripte8 to the pertinent value ofr f , writing r f

e to
signify that the value corresponds to the experimental res
Like the theoretically calculated value, the ‘‘experimen
value’’ can contain an error due to inconsistency between
real structure and the model structure, but this fact has
bearing on the physical postulates concerning the mecha
of the current-induced film thickening process.

The parameterw can be evaluated by two methods~ac-
cording to control calculations for special cases, the value
are very close!. The first method is to substitute the value
r f

e determined from resistance measurements into Eq.~10!.
In this case the only unknown isw. The second method
which we use below, entails the following. It is initially as
sumed thatw51, i.e., that the axes of all dipoles are strict
aligned with the external electric field. We denote the cor
sponding calculated thickness byr f

t . The corresponding spe
cial form of ~10! is

Uk

ediprMNAddip

M @r k
22~r k2r f

t !2#
ln

r k
2

r k
22~r k2r f

t !2

3H 2

Ar k
22~r k2r f

t !2
arctan

r k2r f
t

Ar k
22~r k2r f

t !2

1
l c22~r k2r f

t !

r k
22~r k2r f

t !2
1

l k2 l c

r k
2 J 5

s

r k2r f
t
. ~11!

We use Eq.~11! to find the corresponding value ofr f
t .

The value ofw is obviously determined from the expressio

w5
r f

e

r f
t
. ~12!

To illustrate the values ofr f
t 5 f (Uk) obtained from Eq.

~11!, curve1 in Fig. 2 is calculated for the system octane
KCl with the geometrical characteristicsr k5126mm andl c

513103 mm.7!

We now describe the experimental part of the study. T
following characteristics were varied in the experiment:
radius of the capillary (402170mm); the length of the col-
umn @(10220)r k#; the constituency of the electrolyte~KCL,
NaCl!; the nature of the nonpolar fluid~octane, air!. The
length of the capillary was 25 cm in all the tests. The el
trolyte concentration was 0.1M (x;1 S/m). It has been re
marked previously10,11 that the system takes a long time
settle into equilibrium at zero current. Since the applicat
of an external electric field establishes a new equilibri
ing
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theoretically unrelated to the initial zero-current equilibrium
in the experimental work we did not wait for equilibrium i
the initial system and instead began to apply the exte
field 25–30 min after filling the capillary with the fluid, a
which time the period of rapid variations of the geometric
parameters of the film had come to an end. Figure 2 sh
the experimental data forr f

e5 f (Uk) as points on the graph
along with the approximating curve2 ~the correlation coef-
ficient is 0.95! as representative of typical curves obtained
our experiments. The geometrical characteristics of the s
tem represented by curve2 are exactly identical with those
underlying the model calculations ofr f

t 5 f (Uk) ~curve 1 in
Fig. 2!.8! We have subjected the experimental data to sta
tical processing19 with a view toward discerning reliable con
sistencies in the variation of the parametric relations
tained from the experiment using Eq.~9! and calculated from
Eq. ~11!. We analyzed 26 experimentally determinedI–V
curves at 15–20 measurement points each. The results o
calculations ofr f

e and r f
t were compared for each curve b

setting the geometrical characteristics of the model cell in
calculation ofr f

t exactly equal to the actual measured valu
in each experiment for the determination ofr f

e . We grouped
these 26 tests into three samples differing in the genera
dices of the nature of the nonpolar fluid and the constitue
of the electrolyte.

Thus, sample 1 comprised systems with octane and
solution as the fluids and with the following dimensionsr k

andl c ~mm! for the ten experimental systems included in t
sample~respectively!: 126 and 1000; 108 and 1000; 68 an
950; 44 and 2600; 126 and 1000; 126 and 1500; 64
1250; 114 and 550; 157 and 1250; 143 and 1250.

Sample 2 comprised systems with octane and NaCl
lution as the fluids and with the following dimensionsr k and
l c ~mm! ~respectively!: 67 and 2350; 59 and 1500; 132 an
2350; 67 and 950; 74 and 1170; 59 and 1660; 59 and 40
50 and 1660; 132 and 2320; 46 and 1480.

Sample 3 comprised systems with air and KCl soluti
as the fluids and with the following dimensionsr k and l c

~mm! ~respectively!: 123 and 1400; 68 and 1800; 150 an
2350; 119 and 1750; 104 and 1600; 117 and 2550.

Calculations show that the electric field in the vicinity
the menisci ~zone II ! for all the samples was (222.7)
3103 V/m for Uk53 V and (526)3103 V/m for Uk525
240 V. It follows from the data, in particular, thatEM de-
pends scarcely at all on the composition and only v

FIG. 2. Graphs ofr f
t 5 f (Uk) and r f

e5 f (Uk).
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slightly on Uk . The results of calculations of the avera
values from Eqs.~9!–~11! for all the samples are shown i
Figs. 3 and 4.

Following are, in our opinion, the most fundamen
conclusions drawn from an analysis of the actual data in
cated above and shown in the figures.

1. To a high degree of approximation the values ofw do
not depend onUk .

2. The values ofw are essentially independent of th
geometrical characteristics of the systems.

3. The sample-average values ofr f
e and r f

t for a model
having geometrical characteristics equal to the real avera
and having physical parameters equal to those used in
experimental sample are of the same order, differing at m
by a factor of two or three in absolute value.

4. The values ofr f
e are always lower than the corre

sponding values ofr f
t , indicating that the error of estimatio

of r f by means ofr f
t is systematic, the discrepancy bein

essentially independent of the nature of the nonpolar fl
and depending very slightly on the constituency of the el
trolyte in the investigated systems. In the first approximat
the ratio of r f

e to r f
t ~i.e., w or cosg) is constant with an

estimated value in the interval 0.3–0.6.
It is obvious that for the given physical structure of t

model the indicated systematic error can be attributed to
omission of several probable phenomena associated, fo
ample, with motion~including flow!, the onset of viscous
friction forces, and a dearth of specific details of the ge
metrical structure of the conducting channel with the eva

FIG. 3. Graphs ofr f
e5 f (Uk). The symbols represent experimental da

points, and the curves are approximations to them.1, j) octane–KCl;2, 1!
octane–NaCl solution;3, m) air–KCl solution.

FIG. 4. Graphs ofw5 f (Uk). The legend is the same as in Fig. 3.
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ated electrical resistances of the system. However, base
the experimentally deduced logic of the model solutio
practical experience in experiments, and the analogy to
data-similarity issue encountered in an analysis of publis
information on the polarization of dipolar dielectric liquid
we have assumed that the most probable factor respon
for our actually observed discrepancy between the numer
data forr f

e andr f
t is the influence of the entropy factor on th

orientation of the dipole molecules.
The comparative analysis of the best-known theories

terests us only as it bears on the final results, and for
reason we discuss in greater detail certain aspects of co
tency between the resulting data and classical canons of
larization theories for dipolar dielectrics. In the physic
sense we interpret the values ofw5cosg50.420.6 obtained
in our work in an external field of 300025000 V/m as the
average value of the projection of the constant dipole m
ment of the water molecule onto the direction of the exter
field vector. The values obtained forw are in good agreemen
with Kirkwood’s data obtained in a calculation of the diele
tric constant of water on the basis of an analysis of
model. He estimates the orientation parameter cosg calcu-
lated in the present study to have a value of 0.4–0.5, and
interprets it in the geometrical sense as a projection. On
other hand, it should be noted that our values ofw do not
conform nearly as well to the theoretical principles of Deb
and Onsager. This summarization appears legitimate to
from the practical standpoint. In particular, it is genera
known16 that the application of the Debye and Onsager th
ries and combinations formulated on the basis thereof to
uids consisting of polar molecules yields substantially in
rior results in calculations of the main electrical paramet
~e.g., the dielectric constant!. In light of the historical evolu-
tion of Debye’s opinions, strictly speaking, any Debye mod
will be inferior to Kirkwood’s model in consistency with th
final result. For the sake of objectivity we note that t
physical significance of the entropy factor is transparent
well defined in the Debye theory: the molecular-thermal m
tion of molecules. In the Kirkwood theory this factor is a
stract and is incorporated into the theory independently
the nature of the forces governing it. Nonetheless, both th
ries contain semiempirical clues. Both the local field in t
Debye–Onsager theories and the height of the potential
rier in Kirkwood’s theory can only be determined expe
mentally, in essence representing empirical correction fac
to the analytical relations.

With these considerations and the above-described
perimental data as guidelines, we can only state that
investigated phenomenological effect cannot be describe
the basis of a Debye theory, most likely because of incorr
notions concerning the thermal motion of molecules in l
uids in the indicated theoretical studies. This assertion
probably consistent with the latest opinions expressed by
bye himself~1935!.

The main conclusions of our work are summarized
follows.

1. The closeness of the film thicknesses calculated on
basis of our proposed hypothesis, even without regard for
influence of the entropy factor on the orientation of the wa
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dipoles, to the thicknesses determined by an indepen
method dissociated from our hypothesis indicates the vali
of the hypothesis explaining why the thickness of a wa
film increases under the influence of an external elec
field, all the more so in overview of the evolution of th
pressure gradient in highly polar liquids exposed to a n
uniform electric field.

2. The value obtained forw is interpreted as the projec
tion of the orientation of the dipole moment vector of H2O
molecules onto the direction of the external electric field a
result of the entropy factor. The indicated value ofw is very
close to the parameter given by Kirkwood, which essentia
characterizes the same property in highly polar liquids —
cause of the orientation effect in static electric fields.

1!The local instability of fluids sometimes for high values ofE or prolonged
exposure to the external electric field has caused optically detected len
lar water layers to evolve, adjacent to the film, so that the calcula
average thickness of the film in the initial stages of its formation are
high. The experiment was halted when such a ‘‘dimple’’ was observe
develop.

2!In the strict theoretical sense the only dubious part of the film in
zero-field equilibrium state occurs at the junction of the hemisphere
the cylinder. Diametrically opposing notions are advanced, but all
based on the authors’ own logical deliberations without rigorous pro
However, considering the order of magnitude of the thicknesses obta
experimentally and the length of the disputed zone, its resistance coul
contribute significantly to the resistance of the capillary as a whole. P
tically speaking, the structure of the film can differ initially from the mod
in that scarcely any time variation of the conductivity is observed, ow
to the long time to settle into equilibrium and the formation of dimples,
that in reality equilibrium never occurs. Moreover, long, thin fluid colum
are characterized by the development of a variety of changes due to
tuation effects.

3!Overlooking for now the debate as to what should be the measur
orientation, we note that the viewpoints of most authors known to
converge in this assertion. For example, according to Kirkwood’s mo
the fraction of the orientation component of the polarization of wa
amounts to 0.85. All other authors report an even higher fraction.15

4!In the ensuing discussion we regard water molecules as an integ
physical system endowed with definite electrical and geometrical pro
ties known from other data.

5!Concentration polarization should not occur for the thicknesses enc
tered in the experiments.17
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6!The exclusion ofI from the derivatives with respect tox in the derivation
does not contradict the stated assumption: The current intensity differ
different structures, but in any case it is constant over the entire conduc
channel for any structure, regardless ofI.

7!Difficulties are met in solving both Eq.~11! and Eq.~9! in explicit form for
r f

t andr f
e , respectively. We have relied on an iterative numerical proced

implemented on a computer using standard applied algorithms and
grams.

8!The scatter of the results pertaining to systems of the given samp
extremely small forUk.3 V; at lower voltagesUk the scatter is greater
and irregular, but the average values are close to the high-voltage aver
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Breakup of charged drops into droplets of comparable dimensions under strong
spheroidal virtual deformations
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On the basis of the principle of minimization of energy of a closed system in which spontaneous
processes are occurring, we investigate the breakup of a highly charged drop into two and
three droplets of comparable dimensions under conditions of virtual spheroidal deformations.
© 1998 American Institute of Physics.@S1063-7842~98!00508-X#
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INTRODUCTION

As was shown in Refs. 1 and 2, a drop carrying a cha
greater than or equal to the Rayleigh limit disintegrates
emitting roughly two hundred fine daughter droplets, roug
two orders of magnitude smaller in size, and losing in su
an event only 0.5% of its initial mass and 23% of its initi
charge. At the same time, a number of experimental stu
~see, e.g., Refs. 3–5! have observed the breakup of charg
drops into a small number of droplets of comparable dim
sions. This type of breakup has been noted by observers
ball lightning.6 Of course, under different experimental an
natural conditions breakup of a drop into two droplets
comparable dimensions can be explained by different ca
ative factors. For example, in the experiments performed
Ref. 5 such a breakup was explained as caused by signifi
viscosity of the medium damping the instability of the hig
modes of capillary oscillations of the unstable drop, and
mechanism of this process was analyzed on a qualita
level in Refs. 7 and 8. In the experiments in Ref. 3, break
of a drop into droplets of comparable dimensions at a s
critical charge of the parent drop was explained as being
to significant mechanical deformations of the initially sphe
cal drop. In Ref. 4 the same phenomenon was explaine
caused by braking in a highly nonuniform external elect
field.9 In the experiments in Ref. 10 the breakup of a dr
into several droplets of comparable dimensions took plac
a periodically varying external electric field.

In the theory of atmospheric electricity in connectio
with the problem of the microseparation of charges in a th
dercloud, and also in a study of the temporal evolution
charged liquid-droplet aerodispersed systems, of greates
terest is the situation in which a drop with subcritical char
~less than the Rayleigh limit! breaks up under conditions o
significant spheroidal deformations caused by forces o
non-electrical nature. In connection with the above-said
will solve the problem of the breakup under conditions
virtual spheroidal deformations of a weakly charged dr
into two or three drops of comparable dimensions, in an
ogy with how this was done in Ref. 11 in an effort to expla
the phenomenon of radioactivity in the liquid-drop model
the atomic nucleus, without repeating, however, the mis
culations made in this work. The authors of Ref. 11
9041063-7842/98/43(8)/8/$15.00
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tempted to investigate the stability relative to strong sphe
dal deformations of a charged drop with subcritical char
However, some inaccuracies in the physical statement of
problem were made in Ref. 11, having no good effect on
ensuing analysis. In particular, they neglected the elec
static interaction of the droplets in the final state~after
breakup!, which makes a substantial contribution to the b
ance of energy.

Thus, we will attempt to derive a condition for th
breakup of a charged drop of an inviscid, incompressi
liquid into two or three droplets of comparable dimension
proceeding on the basis that: 1! the total potential energy o
the daughter droplets in the final count should be the m
mum value in accordance with the principle of minimu
potential energy of the final state of a closed system, 2! we
will take the kinetic energy of the system before and af
breakup to be equal to zero, and 3! the total volume and
charge of the liquid are not changed by breakup of the dr

In the solution of the problem we consider three limitin
cases: 1! a surface-charged drop of a liquid insulator, 2! a
charged, ideally conducting drop, and 3! a volume-charged
drop of a liquid insulator.

1. STUDY OF CONDITIONS OF DECAY OF A CHARGED
DROP INTO TWO DROPLETS OF COMPARABLE
DIMENSIONS

a! Surface-charged drop of a liquid insulator.We con-
sider a drop of radiusR with coefficient of surface tensions
and chargeQ. We assume that the charge is uniformly d
tributed over the surface of the drop and is frozen in it.
other words, we assume that the possible breakup of a d
into smaller droplets takes place during a time much sho
than the characteristic time of surface charge redistribu
effected by mobility in an electric field and diffusion. Afte
breakup of the parent drop under strong deformation,
total potential energy of the system of two spherical daugh
droplets~we ignore distortion of their spherical shape ens
ing from their electrostatic interaction as small12! is equal to

U5
q1

2

2r 1
1

q2
2

2r 2
14psr 1

214psr 2
21

q1q2

2r
, ~1!
© 1998 American Institute of Physics
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whereq1 andq2 are the charges of the daughter droplets,r 1

andr 2 are their radii, andr is the distance between the ce
ters of the daughter droplets.

Let V1 /V5n (V1 is the volume of the first daughte
droplet,V is the volume of the parent drop!. Then, from the
condition of constant volume we obtain

V25~12n!V⇒r 15n1/3R; r 25~12n!1/3R. ~2!

According to what has been said above, the total charg
the parent drop is distributed between the daughter drop
in proportion to their surface areas. Thus

q1

q2
5

S1

S2
5

n2/3

~12n!2/3
or q15

n2/3

~12n!2/3
q2 .

From the condition of constant charge we obtain

q25
~12n!2/3

n2/31~12n!2/3
Q, q15

n2/3

n2/31~12n!2/3
Q.

Thus, the potential energy of the final state is equal

U5 f ~n!5S 1

n2/31~12n!2/3D 2
Q2

2R
14psR2

3@n2/31~12n!2/3#1
n2/3~12n!2/3

@n2/31~12n!2/3#2

Q2

2r
.

The above expression, according to the formulation
the problem, should be minimum with respect ton, i.e., the
conditions

] f ~n!

]n
50 and

]2f ~n!

]n2
.0. ~3!

should be fulfilled.
Requiring that the first of these conditions be fulfille

we obtain the critical value of the Rayleigh parame
W5Q2/(16psR3) of the deformed parent drop for it
breakup into two daughter droplets

W5
@n2/31~12n!2/3#3

41
4~n2n2!2/3

m
2

2~n2n2!21/3~122n!@n2/31~12n!2/3#

@n21/32~12n!21/3#m

,

~4!

wherem5r /R.
Note that forW>1 a spherical drop disintegrates via th

Rayleigh channel analyzed in Refs. 1 and 2. In the const
tion of the dependenceW(n) an indeterminacy in the choic
of r arises. For the purpose of a qualitative analysis we
sume the minimum possible distance, i.e.,r 5r 11r 2. Then
the graph ofW(n) has the form shown by curve1 in Fig. 1a.

From the requirement that the second derivative be p
tive, analogously we obtain a second relation betweenW
and n, determining the boundary of existence of possi
channels
of
ts

f

r

c-

s-

i-

e

W.@n24/31~12n!24/3#

3F4n24/314~12n!24/3

@n2/31~12n!2/3#3 S 11
~n2n2!2/3

m D
124

@n21/32~12n!21/3#2

@n2/31~12n!2/3#4 S 11
~n2n2!2/3

m D
2

2~n2n2!21/3

m@n2/31~12n!2/3#2S 61
~122n!2

n2n2 D
18

~122n!@n21/32~12n!21/3#

@n2/31~12n!2/3#
G21

.

The graph of this function is plotted in Fig. 1a by curv

FIG. 1. Dependence of the parameterW of the parent drop onn. Locus of
points of curve1 lying above curve2 corresponds to minimum variation o
the free energy; a — surface-charged insulating drop, b — conducting drop,
c — volume-charged insulating drop.
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2. The requirement that the second derivative be positiv
satisfied by the locus of points above curve2. Thus it can be
seen from Fig. 1a that, depending on the value ofW, the drop
can break up in an arbitrary fashion, but asymmetric brea
is most likely. Symmetric breakup is possible in princip
only for W51, if the zero value of the second derivative
this point is taken as being positive. The possibility
the realization of such a channel is treated in more deta
Ref. 13.

b! Charged, ideally conducting drop.In the situation
considered here, the charge, as in the preceding case, is
tributed uniformly over the surface of the drop, but this id
alization means that in the given case the character
charge redistribution time is less than the breakup time of
drop. Then the energy of the final state, as in Sec. 1a
given by expression~1!.

In contrast to the model considered earlier, now the v
ume and charge of the daughter droplets are both free pa
eters. From conservation of the total volume and charge
the liquid, assuming as before thatV1 /V5n, we now obtain
expressions~2! relating the two radii. Next, settingq1 /Q
5k, from the condition of constant charge we obta
q15Qk and q25(12k)Q. Taking the notation introduced
above into account, we rewrite the expression for the po
tial energy of the system in its final state as

U5 f ~k,n!5
k2

n1/3

Q2

2R
1

~12k!2

~12n!1/3

Q2

2R
14psR2

3@n2/31~12n!2/3#1~12k!k
Q2

2r
.

As in the preceding case, this function should be mi
mum in the final state, i.e., the conditions

S ] f

]nD
k

50, S ] f

]kD
n

50, UA B

B C
U.0, ~5!

should be fulfilled, where A5]2f /]k2, C5]2f /]n2,
B5]2f /]k]n.

Finding the first derivatives off (k,n) and scaling them
by (8/3)psR2 ~to make them dimensionless!, we obtain

k

n1/3
2

~12k!

~12n!1/3
1

1

2m
~122k!50,

2W
k2

n4/3
1W

~12k!2

~12n!4/3
1n21/32~12n!21/350, ~6!

whereW is given by expression~4!.
Expressingk in terms of n from the first equation of

system~6!

k5
~12n!21/31~2m!21

n21/31~12n!21/32m21

and substituting this result in the second equation of sys
~6!, we find the desired critical dependenceW5W(n)
is

p

t
f
in

is-
-
ic
e
is

l-
m-
of

n-

-

m

W5~n21/32~12n!21/3!S k2

n4/3
2

~12k!2

~12n!4/3D 21

.

This function is plotted in Fig. 1b by curve1.
Determining the second derivatives of the functi

f (k,n) from the extremality condition~5!, we find a restric-
tion on the existence region of possible channels of brea

W.@n24/31~12n!24/3#~n21/31~12n!21/32m21!

3S 2
k2

n8/3
12

~12k!2

~12n!8/3
24m

k2

n7/3
24m

~12k!2

~12n!7/3

14
k2

n7/3~12n!1/3
14

~12k!2

~12n!7/3n1/3

24
~12k!k

~12n!4/3n4/3D 21

. ~7!

A graph of the functionW(n)50 corresponding to rela
tion ~7! is plotted in Fig. 1b by curve2. As in Sec. 1a, we
find that, depending on the value ofW, the drop can break up
in an arbitrary fashion, but asymmetric breakup is m
likely. Symmetric breakup is possible in principle only fo
W51, if the zero value of the second derivative at this po
is treated as being positive~for more details of the possibility
of realizing such a channel, see Ref. 13!.

Figure 2 plots the dependence of the charge fraction
the daughter droplet on its volume. Numerical calculatio
show that when a daughter droplet comprising 10% of
volume of the mother drop splits off, it carries away 27.5
of the charge of the mother drop, and when the volume fr
tion of the daughter droplet is 0.01, the charge fraction
0.123, when it is 0.001 the charge fraction is 0.054, a
when it is 0.0001 the charge fraction is 0.024. As was
ready noted above, for the given case the most proba
event is breakup with detachment of a daughter droplet h
ing volume much less than that of the mother drop. Henc
is clear that for detachment of droplets having dimensionl
volume n<0.001 our results are in good agreement w
those presented in Refs. 1 and 2. It is interesting to note
the values ofW for the daughter droplets are above-critic

FIG. 2. Dependence of the charge fractionk of a conducting daughter drop
let on its dimensionless volumen.
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~above the Rayleigh limit! and, consequently, they can di
integrate anew, as was predicted in Refs. 1 and 2.

c! Volume-charged insulating droplet.Here we assume
that the charge is uniformly distributed throughout the en
volume ~frozen into the material! of the parent drop with
volume densityr. Then the electrostatic energy of this dro
is given by

E5E
0

R8p2rr 4

9«
dr1E

R

`Q2

2r
dr5

Q2

2RS 11
1

5« D ,

where« is the dielectric constant of the drop.
After breakup of the parent drop the total energy of t

system of two daughter droplets is equal to

U5
q1

2

2r 1
S 11

1

5« D1
q2

2

2r 2
S 11

1

5« D
14psr 1

214psr 2
21

q1q2

2r
.

For a uniform charge distribution throughout the volum
of the parent drop the charge divides in the same ratio as
volume,q15nQ, q25(12n)Q. Thus, for the energy of the
final state of the system for breakup of the parent drop i
two daughter droplets we obtain

U5 f ~n!5
n2

n1/3

Q2

2RS 11
1

5« D1
~12n!2

~12n!1/3

Q2

2RS 11
1

5« D
14psR2@n2/31~12n!2/3#1~12n!n

Q2

2r
.

In the given case the condition of minimum potent
energy of the final state has the form~3!. To determine the
position of the minimum, we take the first derivative of th
energy of the final state and set it equal to zero. After sca
out dimensions we find

5@n2/32~12n!2/3#S 11
1

5« DW1@n21/32~12n!21/3#

13W~122n!
R

r
50.

Introducingm as in the previous cases and calculatingW for
water («581), we obtain the dependence shown in Fig.
by curve1. From condition~3! for the second derivative we
have

W.
n24/31~12n!24/3

10S 11
1

5« D @~n!21/31~12n!21/3#218/m

. ~8!

A graph of the functionW(n)50 corresponding to rela
tion ~8! is plotted in Fig. 1c by curve2. It is clear from the
figure that breakup of the drop is possible in the given mo
only for V1'V2, as was obtained in Ref. 13.

Figure 3 plots the dependenceW(«) for n50.5. It can
be seen that for the case of breakup of a surface-cha
drop, breakup can take place in any ratio depending onW. In
e

e

he

o

l

g

c

l

ed

this case asymmetric breakup predominates. For a volu
charged drop, breakup occurs only for equal dimensions
the daughter droplets.

2. STUDY OF THE CONDITIONS OF BREAKUP OF A
CHARGED DROP INTO THREE DROPLETS OF
COMPARABLE DIMENSIONS UNDER CONDITIONS OF
STRONG VIRTUAL DEFORMATIONS.

a! Surface-charged insulating drop.Here we assume tha
the charge is uniformly distributed over the surface of t
parent drop and is frozen in place. After breakup under c
ditions of virtual deformation of the drop the potential e
ergy of the system of three daughter droplets, where the
outer droplets are assumed to be identical by virtue of
symmetry of the problem, is equal to

U5
2q1

2

2r 1
1

q2
2

2r 2
18psr 1

214psr 2
21

2q1q2

2r
. ~9!

Here q1 and q2 are the charges of each of the two sm
daughter droplets and the large daughter droplet, res
tively, r 1 andr 2 are their radii, andr is the distance betwee
the centers of the large daughter droplet and either of the
small daughter droplets.

In expression~9! we left out the term taking into accoun
the electrostatic interaction between the two outer daug
droplets, a correct account of which, as a consequenc
screening of this interaction by the central drop, is very pro
lematic.

Let V1 /V5n (V is the volume of the parent drop,V1 is
the volume of one of the small daughter drops!. Then from
the condition of constant volume we obtain

r 15Rn1/3, r 25R~122n!1/3. ~10!

It is natural to assume that the charge of the initial dr
divides between the daughter droplets in proportion to th
surface areas. Then, in analogy with how we proceede
Sec. 1a, we obtain

FIG. 3. Value of the parameterW necessary for breakup of a volume
charged drop into two droplets of equal size, plotted as a function of
dielectric constant« of the liquid.
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q25
~122n!2/3

2n2/31~122n!2/3
Q,

q15
n2/3

2n2/31~122n!2/3
Q. ~11!

Substituting expressions~10! and ~11! into expression
~9!, we obtain an expression for the variation of the poten
energy of the final state of the system for breakup of a d
into three daughter droplets

U5 f ~n!5F 1

2n2/31~122n!2/3G 2
Q2

2R
14psR2@2n2/3

1~122n!2/3#1
2~n22n2!2/3

@2n2/31~122n!2/3#2

Q2

2r
.

We require, as before, that conditions~3! be satisfied.
According to the first of these conditions, we have

W5
@2n2/31~122n!2/3#3

41
8~n22n2!2/3

m
2

2~n22n2!21/3~124n!@2n2/31~122n!2/3#

@n21/32~122n!21/3#m

,

~12!

whereW andm, as before, is given by expression~4!.
In the construction of the dependenceW(n) an indeter-

minacy arises in the choice of the distance between the
ters of the dropletsr at the instant of breakup. For the pu
pose of a qualitative analysis we setr 5r 11r 2. Then the
graph of the dependenceW(n) will have the form shown in
Fig. 4a by curve1.

From the requirement that the second derivative be p
tive, we similarly obtain a second relation betweenW andn,
defining the boundary for the existence of possible chan
of breakup,

W.@n24/312~122n!24/3#H F4@n24/312~122n!24/3#

@2n2/31~122n!2/3#3

148
@n21/32~12n!21/3#2

@2n2/31~122n!2/3#4G F11
2~n22n2!2/3

m G
2

~n22n2!21/3

m@2n2/31~122n!2/3#2F2412
~124n!2

~n22n2!

132
~124n!@n21/322~122n!21/3#

@2n2/31~122n!2/3#
G J 21

. ~13!

The region of parameter values marked off by this inequa
is located above curve2 in Fig. 4a. It is clear from Fig. 4a
that, depending on the magnitude of the parameterW, the
drop can break up into smaller droplets in different prop
tions, but only asymmetrically. It is clear that the most pro
able such breakup is the one in which two small dropl
split off from opposite sides of the parent drop.

If in expressions~12! and ~13! we double the distance
between the daughter droplets in the final state~double the
parameterm), then the corresponding curves will be curves3
and 4 in Fig. 4a. If we increase the distance between
daughter droplets by tenfold, then the corresponding cur
l
p

n-

i-

ls

y

-
-
s

e
es

in Fig. 4a, calculating from relations~12! and ~13!, will be
curves5 and 6. In summary, it is not hard to see that wit
growth of the distance between the daughter droplets the
a growth in the tendency toward symmetric breakup.

b! Charged, ideally conducting drop.As in the preced-
ing case, the charge is uniformly distributed over the surf
of the drop, but in contrast to the previously considered c

FIG. 4. a — Curves of the parameterW of a surface-charged insulating dro
as a function ofn, corresponding to extremal variation of the free energy
the system~curves1, 3, and5!; 1 — minimum possible deformation of the
drop r , 3 — deformationr * 52r , 5 — deformationr * 510r ; the locus of
points of thei th curve lying above the (i 11)-th curve corresponds to mini
mum variation of the free energy for the corresponding initial deformati
i 51→r * 5r ; i 52→r * 55r ; i 53→r * 510r . b — The same dependence
as in~a!, but for a conducting liquid. c — Dependence of the parameterW
on n for a drop of insulating liquid with charge uniformly distributed ove
its volume, corresponding to extremal variation of the free energy of
system;1 — minimum possible deformationr * 5r , 3 — r * 528r ; the locus
of points of thei th curve lying above the (i 11)-th curve corresponds to
minimum variation of the free energy for initial deformationi 51→r * 5r ;
i 52→r * 528r .
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the characteristic charge redistribution time is now mu
smaller than the breakup time of the drop and it becom
necessary to seek the charges of the daughter droplets
the requirement of constancy of the electric potential. T
final energy state, as in the preceding case, is given by
pression~9!.

In contrast to the previously considered model, the
mensions and charges of the daughter droplets do not de
on one another. From conservation of the total volume of
liquid, settingV1 /V5n as before, we find expressions forr 1

and r 2 defined by relation~10!.
Settingq1 /Q5k, from conservation of charge we obta

q15Qk, q25(122k)Q. Taking the notation introduced
above into account, the expression for the variation of
energy of the system now depends on the two parametek
andn

f ~k,n!5
2k2

n1/3

Q2

2R
1

~122k!2

~122n!1/3

Q2

2R

14psR2@2n2/31~122n!2/3#12~122k!k.

As in Sec. 1b, this function should take its minimum
breakup of the parent drop, i.e., conditions~5! should be
satisfied, which give a system of two equations determin
the position of the extremum of the functionf (k,n). Hence
we obtain the critical dependence forW

W5~n21/32~122n!21/3!S k2

n4/3
2

~122k!2

~122n!4/3D 21

, ~14!

where

k5
2~122n!21/31m21

2n21/312~122n!21/324m21
.

The desired critical dependenceW5W(n), following from
system~14!, is represented in Fig. 4b by curve1. We intro-
duce the notation

A* 54n21/318~122n!21/328/m,

B* 5
4

3S k

n4/3
1

2~122k!

~122n!4/3D ,

C* 5
8

9S k2

n7/3
1

2~122k!2

~122n!7/3D ,

D* 5
1

9
@n24/31~12n!24/3#.

With this simplifying notation, the restriction on the regio
of existence of possible channels of breakup can be wri
in the form

W.D* A* @A* C* 2B*
2
#21. ~15!

The region of values of the parametersW andn in which
breakup is possible lies above curve2 in Fig. 4b.

Doubling the distance between the daughter droplets,
obtain curves3 and 4 in Fig. 4b. Increasing the distanc
between the daughter droplets by tenfold, we obtain curve5
h
s

om
e
x-

i-
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e
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n

e

and6 in Fig. 4b. Comparing Figs. 4a and 4b, it is clear th
in both these idealizations the results are similar: w
growth of the initial deformation of the parent drop~for large
m) symmetric breakup of the drop becomes possible. In
case, in the model of an ideally conducting drop, the value
the Rayleigh parameterW at which breakup occurs is ob
served to grow. In the limit of very large deformation
W→1.5, so that such breakup~breakup of the drop into drop
lets of comparable dimensions! becomes problematic, sinc
for W51 the Rayleigh instability is observed for an initiall
spherical drop for which the charge of the parent drop
dispersed in the form of a series of highly dispersed, hig
charged droplets.1,2 Nevertheless, it can be realized und
conditions of extremely rapid deformations of the dro
when its viscosity is high and the formation of emittin
bulges is hindered.7 It is also clear from general physica
considerations that strongly charged drops can break u
this way in a highly viscous liquid medium~as was noted in
the experiments in Ref. 11!. In this case the high viscosity o
the drop itself or the medium damps the instability of t
higher modes, which hinders the formation of Taylor con
and the development of the instability via the Raylei
mechanism.7

c! Volume-charged insulating drop.We assume that the
charge is uniformly distributed throughout the entire volum
~frozen into the material! of the initial drop with volume
densityr. Then the electrostatic energy of this drop is giv
by the relation derived in Sec. 1c.

After breakup of the initial drop the potential energy
the system of three daughter droplets is given by

U5
2q1

2

2r 1
S 11

1

5« D1
q2

2

2r 2
S 11

1

5« D
18psr 1

214psr 2
21

2q1q2

2r
.

We assume in accordance with the assumption
frozen-in charge in the material that the charge divides in
same ratio as the volumeq15Qn, q2(122n)Q. Then for
the energy of the final state of the system upon breakup
the parent drop into three daughter droplets we obtain

5@n2/32~122n!2/3#S 11
1

5« DW1@n21/32~122n!21/3#

13W~124n!
R

r
50.

Setting«581 for definiteness~as in water!, we find

W5
@n21/32~12n!21/3#

5@n2/32~122n!2/3#S 11
1

5« D1
3~124n!

m

.

A graph of this function is plotted by curve1 in Fig. 4c.
From the condition on the second derivative we obtain

W.
n24/312~122n!24/3

10S 11
1

5« D @n21/312~122n!21/3#2
36

m

. ~14a!
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The region in Fig. 4c in which breakup is possible
located above curve2. From the mutual arrangement o
curves1 and 2 in Fig. 4c it is clear that forr 5r 11r 2 the
drop will not break up into three daughter droplets.

Let us consider the case in which the initial drop
strongly deformed, i.e., whenr @r 11r 2. As the calculations
show, breakup becomes possible only at sufficiently la
deformations, whenm is 28 times larger than its minimum
possible value~the corresponding curves are curves3 and4
in Fig. 4c!. It is easy to see that upon breakup the ratio
volumes of the daughter dropletsn'0.27, i.e., breakup has
substantially symmetric character (V1'V2). With further in-
crease of the initial deformation, the degree of symmetry
the breakup also increases.

Thus it is clear from the above-said that for breakup o
surface-charged non-deformed or weakly deformed dr
breakup can occur only asymmetrically. In this case the r
of volumes of the daughter droplets is found to depend
the parameterW. The most probable outcome is breakup f
which V1!V2. Such breakup becomes possible for a wea
deformed drop already atWmin50.5 (Wmin is defined for
n@0.1). For strongly deformed surface-charged insulat
drops, with growth of the degree of deformation the pro
ability of symmetric breakup is increased, but in this ca
asymmetric breakup into three daughter droplets predo
nates all the same. For an ideally conducting drop, w
growth of the degree of deformation the probability of sy
metric breakup is decreased. For extremely large value
the initial deformationm, breakup becomes possible alrea
at Wmin50.25. For a weakly deformed volume-charged ins
lating drop, breakup into three daughter droplets is gener
not realized. For large deformations, such an event beco
possible. In this case, the volumes of the daughter drop
are roughly equal, i.e., for the give case symmetric brea
is more probable.

3. INFLUENCE OF PRIMARY DEFORMATION ON THE
CRITICAL CHARACTERISTICS OF THE INSTABILITY OF
STRONGLY CHARGED DROPS

Figure 5 plots the dependenceW(x) for the first and

FIG. 5. The parameterW of a surface-charged drop of insulating liqu
corresponding to extremal variation of the free energy of the system, plo
as a function of the deformation parameterx for n50.0001. Locus of points
of the i th curve lying above the (i 11)-th curve corresponds to minimum
variation of the free energy.
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second derivatives for the case in which the charge is u
formly distributed over the surface of an insulating dro
wherex is a parameter defining the degree of deformation
the initial drop and is equal to the distance between the e
of the drops. Curves1 and 2 correspond to breakup of th
initial drop into two daughter droplets; curves3 and 4 cor-
respond to breakup into three daughter droplets~curves1 and
3 correspond to setting the first derivative of the energy
the final state equal to zero, curves2 and 4 define allowed
channels of breakup!. In the calculations we varied the mag
nitude of the primary deformation for fixedn, i.e., in the
given case the volumes of each of the small daughter d
lets are equal~by the mother droplet here we understand t
drop from which one droplet splits off in the first case, a
from which two droplets split off in the second!. The small-
est deformation of the initial drop was found from the calc
lation where in the final state after breakup into three dr
lets, the droplets are touching each other~this quantity,
scaled by the radius of the initial drop, corresponds to
leftmost point on the abscissa!. Figure 5 plots curves for
n50.0001 and the magnitude of the smallest primary def
mationxmin52.19. From the mutual arrangement of curves1
and 3 it can be seen that for the case of relatively sm
deformations~up to x'6) breakup into three droplets i
more probable, and for the deformationx.6 breakup into
two droplets predominates. With growth ofn the magnitude
of the deformation necessary for breakup into two daugh
droplets to predominate falls rapidly. Starting at rough
n50.175 ~Fig. 6!, breakup into two droplets is observed
predominate over the entire range inx.

In the case when the charge is distributed throughout
volume of the drop, as was mentioned earlier, for a wea
deformed drop only breakup into two daughter droplets
roughly equal volumes is possible while breakup into th
daughter droplets becomes possible only for very strong
tual deformations.

The third case of an ideally conducting drop is similar
the first case, but in this case only breakup into two drop
is observed already forn.0.01.

To summarize, for instability of a weakly deforme
surface-charged drop, breakup into three daughter drop
with emission of two daughter droplets much smaller th
the mother drop is energetically favored. Disintegration in

d

FIG. 6. Same as in Fig. 5, but forn50.175.
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two droplets becomes more probable for strong deform
tions. For emission of daughter droplets with volumes of
order of tenths of the volume of the mother drop, break
into two droplets is energetically favored.
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Optical study of parameters of the passage of a shock wave from air to water
S. V. Gribin, I. I. Komissarova, G. V. Ostrovskaya, B. I. Spesivtsev, V. N. Filippov,
and E. N. Shedova

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted April 23, 1997!
Zh. Tekh. Fiz.68, 39–43~August 1998!

A study is made of the penetration of shock waves from air into water. The shock wave in air is
generated as a result of dielectric breakdown induced by pulsed CO2-laser radiation. A
combination of the double-exposure shadow method and holographic interferometry is used to
measure the shock-wave parameters. Density and pressure profiles behind the wave front
are obtained at different times after onset of breakdown. It is shown experimentally that as the
wave passes through the interface from the air to the water, there is a fourfold amplification
of the pressure in the shock wave front. Estimates of the width of the shock wave front formed
in the water are given in the context of studies of large-scale explosion processes. It is
shown that simple empirical dependences, established in the course of studies of large-scale
explosions, are also valid with certain corrections for microscopic laboratory experiments.
© 1998 American Institute of Physics.@S1063-7842~98!00608-4#
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INTRODUCTION

The efficacy of using shock waves in a liquid to sol
various medical, technological, and environmental proble
depends substantially on the spatiotemporal structure of
shock wave~pressure in its front, steepness of the front, d
sity and pressure profiles behind the front, etc.!. One way of
forming shock waves in water, with steep shock fronts, is
generation of a primary shock wave in the air above
water surface. In this case, a steep shock front typical of s
a wave in air can be expected along with amplification of
pressure in the shock front upon passage of the shock w
from air to water.1

In the present work the primary shock wave was gen
ated by dielectric breakdown in air produced by focused
diation of a pulsed CO2 laser. To study the parameters of th
shock wave and its penetration into the water medium,
used a combination of the double-exposure shadow met2

and holographic interferometry.

SHOCK WAVE STUDY BY THE DOUBLE-EXPOSURE
SHADOW METHOD

Pulsed CO2-laser radiation with an energy per pulse
;4 J was focused with the help of a spherical mirror1 ~Fig.
1a! near the free surface of the water medium. The ti
dependence of the laser pulse was typical for a CO2 laser,
i.e., it consisted of a main peak with duration around 200
and a trailing edge stretching out to 2.5ms. As a result of
dielectric breakdown a laser spark was created at the m
focus3, accompanied by generation of a shock wave4. The
investigated process was probed in the direction perpend
lar to the plane of the figure, in ruby laser light synchroniz
with the CO2 laser.

The arrangement for obtaining double-exposure shad
grams is described in detail in Ref. 3. The main circuit e
ment of the setup is a light delay line providing a time sh
9121063-7842/98/43(8)/5/$15.00
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~129 ns! between the two probe pulses. Figures 2a and
display shadowgrams illustrating the penetration of a sh
wave into water at angles of incidence close to the norm
~a — 2.3ms and b — 4.7ms after onset of breakdown!.
Figure 2c displays shadowgrams illustrating almost graz
incidence of a shock wave from air into water. Here ‘‘irreg
lar’’ reflection of the shock wave and formation of a Mac
wave are observed.1 In this experiment the shock wave in a
was initiated at the focus of laser radiation on the surface
a solid target. Shock-front images~Figs. 2a and 2b! corre-
sponding to the first and second exposure are visible in
shadowgrams, and the speed of propagation of the sh
wave can be determined from the distance between th
images.

Figure 3a plots the time dependence of the small rad
R and the velocityv1 of the shock front in air, obtained by
processing the shadowgrams, and Fig. 3b plots the time
pendence of the pressureP1 and densityr1 in the shock
front, calculated from the formulas1

FIG. 1. a: Diagram of excitation of a shock wave:1 — spherical mirror,
2 — cuvette filled with water,3 — laser spark,4 — shock wave,5 — rays
from CO2-laser. b: Cross section of shock wave perpendicular to symm
axis.
© 1998 American Institute of Physics
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P12P052r01~v1
22a01

2 !/g11, ~1!

r1

r01
5

~g21!1~g11!
P1

P0

~g11!1~g21!
P1

P0

, ~2!

whereP0 andr01 are the normal pressure and density of a
a01 is the speed of sound in air, andg is the adiabatic expo
nent ~for air g51.4).

In principle the pressure in the shock front in airP2 can
be calculated from the formula

P22P05r02v2~v22a02!/m ~3!

FIG. 2. Shadowgrams of shock wave at different instants of time~a,b! after
breakdown, and reflection of the shock wave from the water surface
grazing incidence~c!.
,

~wherem is an empirical coefficient andr02 is the normal
density of water! if the amount by which the speed of th
front, v2 , exceeds the speed of sound in water,a02, is
known. However, in our experiments the speed of the fr
in water, measured from the shadowgrams, displayed ha
any difference from the speed of sound. Therefore, to de
mine the pressure in the shock front in water, and also
study the pressure and density fields of the shock wave
more detail, in air as well as in water, we used the method
holographic interferometry.

INTERFERENCE-HOLOGRAPHIC STUDY OF SHOCK
WAVES

Holographic interferograms were recorded by t
double-exposure method according to the scheme of focu

r

FIG. 3. a — variation with time of the small radiusR1 and velocityv1 of the
shock wave front, b — variation with time of the pressureP1 and densityr1

in the shock wave front in air.
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FIG. 4. Holographic interferograms of a shock wav
in air.
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images. The optical circuit of the setup is described in de
in Ref. 4. Figure 4 displays typical holographic interfer
grams of a shock wave in air~a — t54.7ms) and after its
penetration into water~b — t56 ms). On the front of the
shock wave, where the gas density varies abruptly, there
jump in the interference bands, which can lead to an erro
determining their shifts by some integer number of bands.
eliminate this ambiguity, we estimated the magnitude of
jump of the bands near the shock front using data on
shock-wave parameters obtained by the shadow method

For cylindrical symmetry, the relation between the ba
shift k(x) and the radial density distributionr(r ) is given by
the Abel transform

k~x!5
2~n021!

l E
x

RFr~r !

r0
21G rdr

Ar 22x2
, ~4!

wherex is distance measured from the symmetry axis of
il

a
in
o
e
e

d

e

object,n0 is the index of refraction of air under normal con
ditions, andl is the wavelength of the probe radiation.

The density profile in the immediate vicinity of th
shock front can be approximated to first order by the expr
sion

r~r !5r12
]r

]r
ur 5R~R2r !, ~5!

wherer1 is the density in the shock front, determined fro
shadow measurements,dr(r )/dr is the density gradient be
hind the front, which can be calculated from the formula

1

r0

]r

]r
5A~M !

dM

dr
1B~M !K ~6!

obtained by solving the system of gas-dynamic equati
describing gas flow in the vicinity of the shock front.1 Here
M5v1 /a01 is the Mach number andK is the curvature of the
shock front. The functionsA(M ) andB(M ) depend only on
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the shock-front parameters, which can be determined f
the shadow measurements@a more detailed calculation o
these functions and a derivation of formula~6! will be pub-
lished later#.

Substituting the approximation~5! in formula ~4! and
carrying out the integration, it is possible to calculate t
course of the interference bands in the immediate vicinity
the shock front. The arrangement of the bands beyond
front is determined directly from the interferogram, aft
which, with the help of the inverse Abel transform it is po
sible to find the radial density distributionr(r ).

Results of interference measurements ofr(r ) in a shock
wave in air for a sequence of times are plotted in Fig. 5~in
the given sequence of experiments water was not prese
the cuvette!. It may be noted that local values of the index
refraction in inner regions of the laser spark, measured fr
interferograms corresponding to early stages of the pro
(t,3 ms) turned out to be less than unity, which indicat
the presence of a significant electron density and prohib
us from determining the air density in the central regions
the laser spark from interferograms recorded in the light
one wavelength. For this reason, only values near the sh
front obtained at early stages of the process are plotted in
density profiles.

The following series of interferograms, one of which
shown in Fig. 4b, was obtained with water present in
cuvette. The focal point 0 of the CO2-laser radiation was
located a distanceh;6 mm from the water surface~Fig. 1b!.
The band shifts in the interferograms in water were subs
tially smaller than for the waves in air, and ambiguities in t
determination of the band shifts near the shock front did
arise. At the same time, interpretation of the interferogra
in the given case was complicated by a disruption of
axial symmetry associated with an increase in the curva

FIG. 5. Density profiles behind a shock wave front in air.t, ms: 1 — 1.1,
2 — 2.1,3 — 3, 4 — 4.7,5 — 7.8,6 — 10, 7 — 13; r is the distance from
the symmetry axis.
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of the wave front caused by the change in the wave spee
the wave entered the water. Nevertheless, the wave afte
tering the water can be considered as an axially symme
object, whose 08 axis is shifted relative to its position 0 in
air. It follows from the law of refraction~Snell’s law! in the
small-angle approximation that the 08 axis is offset from the
water surface by the distanceh85hv1 /v2 , wherev1 andv2

are the wave speeds in air and in water at the moment
wave penetrates the water. Processing the interferograms
ploying the assumptions made above, we obtained profile
the pressure behind the wave front in air~Fig. 6! for different
times reckoned from the time of breakdown in air~in the
geometry of our experiment the wave entered the wate
t'4 ms).

DISCUSSION OF RESULTS

It is of definite interest to compare the observed rate
attenuation of an underwater shock wave~Fig. 6! with the
empirical dependence of the pressure in the front on the
dius of the wave, determined from a study of large-sc
underwater explosions. As is well known,1 the pressure in
the front of a spherical underwater shock wave should
tenuate asr 21.13. The corresponding dependence is plotted
Fig. 6 by the dashed line. To calculate it we used the eff
tive radius

Ref5
2R1R2

R11R2
, ~7!

whereR1 and R2 are the principal radii of curvature of th
shock wave.

FIG. 6. Pressure profiles behind a shock wave front in water.t, ms: 1 —
4.6,2 — 5.6,3 — 6.6,4 — 8.0,5 — 8.8,6 — 10; l is the distance from the
water surface.
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It can be seen that the given curve essentially coinci
with the envelope of the pressure profiles.

It follows from the density and pressure profiles plott
in Figs. 5 and 6 that the shock waves both in air and in wa
have a very steep front. The spatiotemporal resolution of
interferograms, determined by the duration of the probe la
pulse ~30 ns!, affords only an approximate estimate of th
growth time of the front, which does not exceed 50 ns.

From a comparison of the curves in Figs. 5 and 6
constructed the time dependence~Fig. 7! of the pressure in
the front of a shock wave traveling from air to water~solid
lines!. The dashed line plots the variation of the pressure
the wave front in the absence of water. As can be seen f
Fig. 7, the pressure in the front grows by roughly fourfold
it passes through the air–water interface.

FIG. 7. Variation with time of the pressure in a shock wave front as
shock wave passes from air to water; * denotes the value of the pres
calculated according to the Izma�lov formula.
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From hydrodynamics we know that the pressure in
wave front of a wave that has passed into water at nor
incidence can be calculated from the Izma�lov formula1

P22P052~P12P0!1

g11

g21
~P12P2!2

~P12P0!1
2g

g21
P0

, ~8!

which for our case (P1;9.5 atm, g51.4) gives
P2;46 atm, which is in fair agreement with the valu
P2542 atm obtained from experiment~especially if we take
into account that due to the shadow of the meniscus the p
at which the given quantity was measured was locate
distance;1 mm from the surface.

In summary, the combined application of the shad
method and the interference-holographic method has ena
us to obtain a quite complete picture of the variation of t
parameters of a shock wave as it passes from air into wa
It turns out that the nature of the attenuation of the press
in the shock front, and also the amplification of the press
in the passage of the wave from air into water can be
scribed by simple empirical formulas established in a stu
of real underwater explosions. Possibly, laboratory stud
similar to those reported in the present work can be u
with certain corrections to model hydrodynamic proces
accompanying large-scale explosions.

1Yu. S. Yakovlev,Hydrodynamics of Explosions@in Russian#, Sudpromgiz,
Leningrad, 1961.

2A. P. Dmitriev, G. V. Dre�den, Yu. I. Ostrovski�, and M. Étinberg, Zh.
Tekh. Fiz.53, 311 ~1983! @Sov. Phys. Tech. Phys.28, 191 ~1983!#.

3I. I. Komissarova, G. V. Ostrovskaya, V. N. Filippov, and E. N. Shedo
Zh. Tekh. Fiz.67, 138 ~1997! @Tech. Phys.42, 247 ~1997!#.

4I. I. Komissarova, G. V. Ostrovskaya, V. N. Filippov, and E. N. Shedo
Zh. Tekh. Fiz.62, 34 ~1992! @Sov. Phys. Tech. Phys.37, 130 ~1992!#.

Translated by Paul F. Schippnick
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On the onset of free convection in vertical channels with cross sections in the form
of circular or annular sectors

V. A. Kazhan
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The appearance of convection in a liquid filling a long vertical channel with ideally heat-
conducting walls is considered in the case where the temperature of the liquid, originally at rest,
decreases linearly with height and the cross section of the channel has the shape of a
circular or annular sector. The critical Rayleigh numbers and eigenfunctions of the boundary
problems are written out for the critical motions. The appearance of convection is also examined in
a liquid-saturated porous medium filling a vertical channel with ideally heat-conducting or
insulating walls and having a cross section in the form of a circular sector. ©1998 American
Institute of Physics.@S1063-7842~98!00708-9#
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In the theory of free thermal convection in the Bous
inesq approximation a class of solutions is known describ
stationary convection in a liquid in a long vertical channel
constant cross section, heated from below, whose convec
flow is everywhere directed along the channel.1,2 Motions of
the liquid of such kind are possible only if the Rayleig
number is equal to one of the eigenvalues of some boun
value problem. The system of equations and the bound
conditions constituting the statement of this problem mak
possible to calculate the maximum temperature grad
~constant along the channel!, which if exceeded the hydro
static state of the liquid becomes unstable, and convec
arises.

A number of works have considered the appearance
convection in channels of circular, annular, elliptical, a
rectangular cross section in a vertical liquid layer betwe
parallel infinite planes, and also the appearance of convec
filtration, analogous in its physical mechanism, in a liqu
saturated porous medium located in vertical channels~see,
for example, the literature cited in Ref. 2!.

In the present paper we examine the appearance of
vection in channels with cross sections having the shap
circular and annular sectors whose opening angle takes s
sequence of values. We also consider the appearance of
vective filtration in a porous medium filling a channel with
cross section having the shape of a circular sector.

1. Let a long vertical channel with cross section in t
form of a circular sector of radiusa and opening angle 2a be
filled with a liquid at rest, whose temperature falls off lin
early with height. We introduce the cylindrical coordina
systemr , w, z, whosez axis is directed opposite the force o
gravity and passes through the vertex of the cross sectio
the channel and for which the rayw50 bisects the angle
between the two line segments of the boundary of the c
section. In dimensionless variables,z-independent critical
motions with velocityv having only a vertical component ar
described by the system of equations2

Dv1RT5const, DT1v50,
9171063-7842/98/43(8)/4/$15.00
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D5
]2

]r 2
1

1

r

]

]r
1

1

r 2

]2

]w2
, ~1!

whereT is the perturbation of the initial linear temperatu
profile; R5gbAa4(nx)21 is the Rayleigh number;g is the
acceleration due to gravity;b, n, x are respectively the co
efficients of thermal expansion, kinematic viscosity, a
thermal diffusion of the liquid; and finallyA.0 is the ver-
tical temperature gradient.

In the limiting case of ideally heat-conducting walls th
boundary conditions have the form

v50,T50 for r 51,2a<w<a

and for 0<r<1,w56a. ~2!

In addition, the flux of liquid through any cross section of t
channel should be equal to zero.

Eliminating the temperature perturbation from syste
~1!, we have

DDv2Rv50.

It is not hard to write out a solution of this equatio
satisfying the requirement that the total flux of liquid alon
the channel be equal to zero,

v~r ,w!5sin lw@C1Jl~gr !1C2I l~gr !#, g5R
1
4, ~3!

where l.0, C1 and C2 are constants, andJl(gr ) and
I l(gr ) are Bessel functions of the first kind.

From the physical point of view the temperature pert
bation is caused by convection of the liquid, so that in t
calculation ofT it is necessary to take into account the so
tion of just the inhomogeneous equation obtained upon s
stitution of expression~3! in the second equation of syste
~1!. As a result, we obtain

T~r ,w!5g22 sin lw@C1Jl~gr !2C2I l~gr !#. ~4!
© 1998 American Institute of Physics
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Next, after substituting solutions~3! and ~4! in the first
equation of system~1!, we find that the constant in thi
equation—the longitudinal pressure gradient2—is equal to
zero.

From the boundary conditions on the flat walls of t
channel~2! we find l5pm/a, m51, 2, 3, . . . . It iseasy to
see that the quantitym determines the azimuthal structure
the corresponding critical motion.

Upon substituting solutions~3! and~4! into the boundary
conditions~2! in the cylindrical part of the wall of the chan
nel we arrive at a system of two linear homogeneous a
braic equations inC1 andC2. The condition for the existenc
of a nontrivial solution of this system is that its determina
be equal to zero. This condition takes the formJl(g)I l(g)
50. Since for reall.0 the zeros of the functionI l(x) are
complex, the spectrum of critical Rayleigh numbersRl,s

(0) ,
s51, 2, 3, . . . , isdetermined by the zeros of the functio
Jl(x): we haveRl,s

(0)5 j l,s
4 , where j l,s is thesth root of the

equationJl(x)50.
The eigenfunctions of problem~1! and~2! corresponding

to these eigenvalues are written as follows:

vl,s~r ,w!5Jl~ j l,sr !sin lw,

Tl,s~r ,w!5 j l,s
22vl,s~r ,w!. ~5!

We will consider channels differing from one another
the size of the dihedral angle between the flat wa
an52p(2n11)21, n51, 2, 3, . . . . Forsuch channels for
evenm the order of the Bessel function is equal to an inte
l5m(n1 1

2), and for oddm it is equal to a half integer, so
that for oddm the solutions~5! are expressed in terms o
elementary functions.3 In both cases the eigenvalues are e
ily calculated with the help of tables of zeros of the Bes
functions of half-integer and integer orders.3,4

For

l5mS n1
1

2D
and fixedn, the smallest critical Rayleigh numberRl,s

(0) ob-

tains form51 and is equal toR
n1

1
2,1

(0)
5 j

n1
1
2,1

4
, the first root

of the equationJn1
1
2
(x)50. Tabulated data4 allow us to find

R
n1

1
2,1

(0)
for eachan for n51, 2, 3, . . . , 20.

From Table I, which gives the values ofR
n1

1
2,1

(0)
for vari-

ous values ofn, it can be seen that asan decreases, the
threshold for the appearance of convection grows. Ph
cally, this is explained by an increase~as a consequence of
closing together of the ideally heat-conducting walls! in the
intensity of decay of the temperature perturbations arisin
the liquid.

By way of an example, Fig. 1 displays a diagram
critical motions realized successively as the levels of
critical Rayleigh numbers in a channel witha152p/3 are
raised. The radii and arcs marked off in these figures ins
the given sector are node lines@on which expressions~5!
vanish# dividing the regions of upwelling and downwellin
fluxes.

The corresponding study for channels with cross sec
in the form of a circular sector with opening angle 2an ,
e-

t

:

r

-
l

i-

in

f
e

e

n

where an5p/n, n51, 2, 3, . . . , takes an analogous tack
Note that in this case forn51, 2, 3 the smallest critical Ray
leigh numbers and diagrams of the corresponding crit
motions can be found among the results presented in Re
for a channel of circular cross section.

2. Let us consider the question of the appearance of c
vection in a vertical channel with ideally heat-conducti
walls and having a cross section in the form of an annu
sector with opening angle 2an , an52p(2n11)21,
n51, 2, 3, . . . , outer radiusa and inner radius equal to«a,
«,1. In this case, in addition to boundary conditions~2! the
additional condition that the eigenfunctions vanish atr 5« is
imposed. Since the origin of the cylindrical coordinate sy
tem does not belong to the region under consideration,
representation of the desired solution of system~1! involves

TABLE I. Smallest eigenvaluesR
n1

1
2,1

(0)
, R

n1
1
2,1

(p)
for a channel with cross

section in the form of a circular sector, and value of the coefficientsn1
1
2,1

of the powers« in the expression for the relative correction for an annu
sector.

n an R
n1

1
2,1

~0! sn1
1
2,1 R

n1
1
2,1

~p!

1 2p

3
408 28 20.19

2 2p

5
1103 108 33.22

3 2p

7
2384 338 48.83

4 2p

9
4483 960 66.95

5 2p

11
7662 2560 87.53

6 2p

13
12214 6534 110.52

7 2p

15
18465 16155 135.89

8 2p

17
26766 38952 163.60

9 2p

19
37500 91943 193.65

10 2p

21
51079 213631 226.01

FIG. 1. Diagram of critical motions in a channel witha152p/3.
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Bessel functions of the second kindYl(gr ),Kl(gr ) as well as
of the first kindJl(gr ),I l(gr ), where as before

l5mS n1
1

2D ,

m51, 2, 3, . . . ,

v~r ,w!5sinlw@C1Jl~gr !1C2I l~gr !1C3Yl~gr !

1C4Kl~gr !#,

T~r ,w!5sinlw@C1Jl~gr !2C2I l~gr !1C3Yl~gr !

2C4Kl~gr !#, ~6!

whereg5R
1
4.

The existence of a nontrivial solution of the system
four linear homogeneous algebraic equations obtaining u
substitution of expressions~6! in the boundary conditions fo
r 51 andr 5« require that the determinant of this system
equal to zero:

@Jl~g!Yl~«g!2Jl~«g!Yl~g!#

3@ I l~g!Kl~«g!2I l~«g!Kl~g!#50.

For realg the expression inside the second pair of bra
ets does not vanish, so the eigenvalues of the problem u
consideration are defined as the rootsgl,s , s51, 2, 3, . . . of
the transcendental equation

Jl~g!Yl~«g!2Jl~«g!Yl~g!50. ~7!

The eigenvaluesRl,s5gl,s
4 correspond to the eigenfunc

tions

vl,s~r ,w!5sinlw@Jl~gl,s!Yl~gl,sr !

2Yl~gl,s!Jl~gl,sr !#,

Tl,s~r ,w!5gl,s
22vl,s~r ,w!.

With regard to the case of small« we calculate the
smallest (m51, s51) critical Rayleigh number correspond
ing to some fixedn. We setgn1

1
2,15 j n1

1
2,11dn1

1
2,1 , where

j n1
1
2,1 is the first root of the equationJn1

1
2
(x)50. Taking

dn1
1
2,1 to be small, we expand the functionsJn1

1
2
(gn1

1
2,1)

andYn1
1
2
(gn1

1
2,1) in Eq. ~7! in Taylor’s series in the vicinity

of the point j n1
1
2,1 , and we expand the function

Jn1
1
2
(«gn1

1
2,1) andYn1

1
2
(«gn1

1
2,1) in power series. Taking

only the leading terms of the expansion of the left-hand s
of Eq. ~7!, we have

1•3•5 . . . ~2n21!

~« j n1
1
2,1!

n1
1
2

J
n1

1
2

8 ~ j n1
1
2,1!dn1

1
2,1

5
~« j n1

1
2,1!

n1
1
2

1•3•5 . . . ~2n11!
Yn1

1
2
~ j n1

1
2,1!. ~8!

We also make use of the expression3 for the Wronskian
for the spherical Bessel functions of the first kindj n(x),
yn(x)

j n~x!yn8~x!2 j n8~x!yn~x!5x22, ~9!

where
f
on

-
er

e

j n~x!5Ap

2x
Jn1

1
2
~x!, yn~x!5Ap

2x
Yn1

1
2
~x!.

Since Jn1
1
2
( j n1

1
2,1)50, from Eq. ~9! we find, setting

x5 j n1
1
2,1,

Yn1
1
2
~ j n1

1
2,1!52

2

p j n1
1
2,1Jn1

1
2

8 ~ j n1
1
2,1!

.

Substituting this expression in Eq.~8!, we obtain

dn1
1
2,15

2

p~2n11!

j
n1

1
2,1

2n21

~1•3•5 . . . ~2n21!J
n1

1
2

8 ~ j n1
1
2,1!!2

.

As a result, in the linear approximation indn1
1
2,1 we

have

Rn1
1
2,15~ j n1

1
2,11dn1

1
2,1!

45R
n1

1
2,1

~0!
~11sn1

1
2,1«

2n11!,

where

sn1
1
2,15

8

p~2n11!

j
n1

1
2,1

2n21

~1•3•5 . . . ~2n21!J
n1

1
2

8 ~ j n1
1
2,1!!2

.

Thus in the case of ideally heat-conducting walls t
stability threshold of the hydrostatic state of the liquid in
channel with cross section in the form of an annular sec
with outer radiusa and inner radius«a is raised in compari-
son with a channel having a cross section in the form o
circular sector of radiusa with the same opening angle. Fo
given n and« the relative correction

(Rn1
1
2,12R

n1
1
2,1

(0)
)/R

n1
1
2,1

(0)
5sn1

1
2,1«

2n11

can be calculated with the help of tables3,4 of the values of

j n1
1
2,1 andJ

n1
1
2

8 ( j n1
1
2,1). As an example, in Table I we give

the numerical values of the coefficientssn1
1
2,1 for some val-

ues ofn.
3. Let us now consider the appearance of convection

liquid-saturated porous medium filling a vertical chann
with cross section in the form of a circular sector when t
temperature inside the channel decreases linearly with he
and the liquid is initially at rest. From the equations of co
vective filtration of an incompressible liquid in a porous m
dium it follows that thez-independent motions whose veloc
ties are vertical are described by a system of differential
algebraic equations2

DT1v50, R~p!T2v50, R~p!5
gba2

nx
KA, ~10!

where K is the permeability coefficient of the porous m
dium.

By virtue of the absence in system~10! of derivatives of
the velocity, a boundary condition onv is not required. Thus,
for ideally heat-conducting walls the first equality of boun
ary conditions ~2! must be eliminated. For the casean

52p(2n11)21, n51, 2, 3, . . . , inanalogy to the preced
ing case we find that the eigenvalues are given by the ro
j l,s , s51, 2, 3, . . . , of theequationsJl(x)50, where
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l5mS n1
1

2D , m51,2,3, . . . .

In this case we obtainRl,s
(p)5 j l,s

2 . The eigenfunctions
have the form

Tl,s~r ,w!5Jl~ j l,sr !sin lw. ~11!

The smallest eigenvalues for somen ~corresponding to
the root j n1

1
2,1) are given in Table I.

In the case of insulating walls the boundary conditio
are written in the following form:

r 51,2a<w<a:
]T

]r
50;

0<r<1,w56a:
]T

]w
50. ~12!

It is not hard to find that foran5p(2n11)21,
n50, 1, 2, . . . , theeigenvalues of problem~10! and ~12! as
before are equal to the squares of the roots of the equa
Jl(x)50, but in contrast to the preceding case now

l5~2m11!S n1
1

2D , m50,1,2, . . . .

Thus, all eigenvalues of this problem are expressed,
s

on

c-

cording to Eq.~11!, in terms of Bessel functions of half
integer order. For fixedn the smallest eigenvalue is found fo
m50.

Note that the casen50 corresponds to a circular chan
nel, inside which is found an insulating radial partition ru
ning from the cylindrical wall to the axis of the channel. F

such a geometry the smallest eigenvalueR1
2,1
(p)

59.87. As for

the casesn.0, for any n for a channel withan5p(2n
11)21 and having insulating walls the smallest eigenva
is equal to the smallest eigenvalue for a channel withan

52p(2n11)21 and having ideally heat-conducting wal
~see Table I!.

1L. D. Landau and E. M. Lifshitz,Fluid Mechanics, 2nd ed.@Pergamon
Press, Oxford, 1987; Nauka, Moscow, 1988, 736 pp.#.

2G. Z. Gershuni and E. M. Zhukhovitski�, Convective Stability of Incom-
pressible Liquids@in Russian#, Nauka, Moscow~1972!, 392 pp.

3M. Abramowitz and I. A. Stegun~Eds.!, Handbook of Mathematical
Functions@Dover, New York, 1965; Nauka, Moscow, 1979, 832 pp.#.

4F. W. Olver ~Ed.!, Bessel Functions. Part III. Zeros and Associated Va
ues, Royal Society Mathematical Tables, Vol. 7@Cambridge University
Press, Cambridge, 1960; Vyp. 44, Vychisl. Tsentr Akad. Nauk SS
Moscow, 1967, 95 pp.#.

Translated by Paul F. Schippnick
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Modeling of breakdown of a gas by electrons of the boundary layer during irradiation
of metal targets by picosecond laser pulses
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Results are presented from a numerical simulation of the breakdown of a dense inert gas by
boundary-layer electrons upon irradiation of a metal target by high-power picosecond laser pulses.
It is shown that taking the electric field of the boundary layer into account leads to a
substantial increase in the concentration of the seed electrons near the target surface, which
accelerates the ionization process. The dependence of the breakdown time on the electric field
intensity of the incident wave and the concentration of the gas atoms is derived. ©1998
American Institute of Physics.@S1063-7842~98!00808-3#
is
a

w
ur

f

y

rm
di

re
s

n-
an
is
le
e.

o
l.
to

nt
o
ti

y,
f

s
o
a

re

d
on-

m-
the

rmi
ass
eys
n
on-
tal
ntra-
ion
stan-
is-
L
en-

be
tion;
ed
he
y to

of
tion
ond
n-
er

ear-
INTRODUCTION

One of the most important results of the effect of em
sion electrons on the processes of interaction of electrom
netic radiation with condensed matter is the effect of lo
threshold rapid ionization of a gas at high press
(p'100 atm). As experiments have shown,1 the intensity of
electromagnetic irradiation in this case is several orders
magnitude lower than the threshold intensity necessary
breakdown of the gas far from the target.

A numerical simulation of the ionization of a gas b
emission electrons was performed by Mazhukinet al.2,3 Ac-
cording to their results, at a radiant intensityI em;1013W/
m2 and nitrogen pressurep;100 bar during a time;1 ns a
region of highly ionized plasma should be observed to fo
near the target surface, screening it from the incident ra
tion.

This is an appropriate point at which to make some
marks about the physical model, on which the calculation
Refs. 2 and 3 were based. As Mazhukinet al. note in their
later work,4 their previous work neglected the effect of u
neutralized positive charge forming on the metal surface
creating a strong electrostatic field. This field attracts em
sion electrons back to the surface, thanks to which an e
tron boundary layer~EBL! is formed near the metal surfac
This layer has a significant influence on the penetration
high-frequency electromagnetic radiation into the meta5,6

Note that an EBL exists near the surface of any conduc
however, at temperaturesT;1022103 K the influence of
this layer on processes near the conductor is inconseque
The point is that at such temperatures electrons in the c
ductor are highly degenerate and the electron concentra
falls off with distance from the surface very rapidl
ne}z22exp(2bz), whereb21 is a quantity of the order o
the mean interelectron distance in the metal.7 This makes it
possible to consider the EBL of the degenerate electron
being as thin as desired. However, with this rapid falloff
the electron concentration the degree of degeneracy falls,
when the Fermi energyEF(ne) becomes of the order ofkT,
the electrons pass over to the classical state. Further dec
9211063-7842/98/43(8)/5/$15.00
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of the electron concentration follows a much smoother law8,9

ne~z!5n0S 11
z

A2D
D 22

, ~1!

whereD5(«0kT/e2n0)1/2 is the Debye screening radius an
n0 is the boundary-layer concentration, defined by the c
dition of removal of degeneracy:EF(n0).kT, i.e.,
n0}T3/2. Thus, growth of the electron temperature is acco
panied by an increase in the size of the EBL region where
concentration falls off according to dependence~1!. At the
same time, the boundary-layer value of the concentrationn0

also grows, and when temperatures of the order of the Fe
energy in the metal are reached, all the EBL electrons p
over to a classical state. In this case their distribution ob
dependence~1!, andn0 becomes of the order of the electro
concentration in the metal. Consequently, upon intense n
equilibrium heating of the electron component of the me
an extended layer of seed electrons having a high conce
tion can be formed near its surface. The rate of ionizat
processes due to EBL electrons should therefore be sub
tially higher than in the model of free thermal-electron em
sion in the metal. In addition, the electric field of the EB
can strongly alter the profile of the electron and ion conc
trations near the surface.

In addition to the indicated regularities, it should also
noted that Refs. 2 and 3 used the radiative transfer equa
however, as will be shown below, a region of highly ioniz
plasma is formed in regions of maximum amplitude of t
standing electromagnetic wave—therefore, it is necessar
employ Maxwell’s equations in the calculations.

MATHEMATICAL MODEL

This work presents results of a numerical simulation
breakdown of a dense gas by EBL electrons upon irradia
of a metal target by high-power laser pulses of picosec
duration. In light of the fact that the initial electron conce
tration on the surface is very large, it is of interest to answ
the question of what should the threshold values of the n
© 1998 American Institute of Physics
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surface gas density and laser radiation intensity be, such
very rapid near-surface ionization of the gas can take pla
thereby screening the irradiated target. By the phrase ‘‘v
rapid ionization’’ we mean breakdown of the gas, who
onset timet I is much less than the characteristic electro
lattice relaxation time in a conductort l;10210 s, i.e., in the
regime of very rapid ionization the lattice temperature at
onset of strong surface screening remains at the same o
of-magnitude level as it started with, as a result of which
target material is not damaged in any way. For this reason
the present work we consider substantially higher radiant
tensities than in Refs. 2 and 3. The problem is treated
one-dimensional formulation. The calculations make use
the following assumptions.

1. The gas above the target is inert; therefore, ioniza
and recombination processes cannot lead to the formatio
molecular compounds. Formation of molecular ions of
sortA2

1 is not taken into account, since under the conditio
of the problem the coefficient of dissociative recombinat
involving such ions is substantially less than the coeffici
of impact–radiative recombination in ternary collisions.10

2. As will become clear from the calculations that fo
low, the degree of ionization of the gas up to the onset
screening of the target does not exceed 1022. Therefore, the
number of excited atoms in the gas is small and ionization
atoms only from the ground state was taken into accoun
the calculations.

To describe the ionization kinetics of the gas, we solv
a system of equations combining the heat conduction eq
tions for the electron temperature, the continuity equati
for the electron and ion components, and Maxwell’s eq
tions for the electric field of the electromagnetic wave a
the field of the unneutralized space charge. The mechan
of ionization of the gas due to the multiphoton photoelec
effect was not taken into account, since the character
onset time of breakdown under the conditions of the prob
is of the order of 1029210210 s, which is much greater tha
the characteristic time of ionization due to EBL electr
impact.10

The heat conduction equation in the regionz,0 ~metal!
has the form

Cm

]Te

]t
5

]

]z Fxm

]Te

]z G2a~Te2Tl !

1k rk ik0«0cuE0u2 exp~2k0k iz!, ~2!

whereTe andTl are the electron temperature and lattice te
perature of the metal,Cm and xm are the specific heat an
thermal conductivity of the electrons,k r andk i are the real
and imaginary part of the complex refractive index in t
metal,E0 is the amplitude of the wave field atz50, anda is
the coefficient of heat exchange of the electrons with
lattice. For typical metals, wherenm;1028m23, the coeffi-
cient a;1016W•m23

•K21 ~Ref. 11!.
The equation of heat conduction in the gas (z.0) has

the form12
at
e,
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]Te

]t
5

1

ne

]

]z Fxe

]Te

]z G2
3m

M
k~Te2Ta!ne

2S I 1
3

2
kTeD n I1

e2uEu2ne

2m~v21ne
2!

, ~3!

whereM is the mass of an atom of the gas,I is the ionization
potential,ne is the electron collision frequency in the ga
equal to the sum of the electron–ion and electron–atom
lision frequencies, andn I is the ionization frequency calcu
lated according to the classical Thomson formula.10

The electron–atom collision frequency was calcula
using the well-known temperature dependence of the tra
port cross section of electron scattering on the inert-
atoms.13

Since the duration of the processes under considera
under the conditions of the problem is much less than
electron–lattice relaxation time in a typical met
t l;10210 s, the lattice temperature and the temperature
the heavy gas component will vary only weakly during t
time calculated. For example, even for the mean elect
temperatureTe;10 eV at the timet;10213 s the lattice
temperature will vary by an amount of the order of 102 K.
For this reason, the lattice and gas temperatures were t
to be unvarying in the calculations. In addition, the radiat
thermal conductivity was not taken into account in the c
culation of the heat transfer processes, since the plasma
ing as a result of rapid ionization is optically transparent~the
mean free path of a photon in itl ph;(v/vp)2(v/ne)l@l,
where vp is the electron plasma frequency andl is the
wavelength of the radiation!.

The boundary conditions for Eqs.~2! and ~3! have the
form

]Te

]z
50, z52 l m ,l a ,

Fx ]Te

]z G50, z50, ~4!

wherel m and l a are the boundaries of the region under co
sideration in the metal and in the gas~formally l m ,l a→`).

The equations of continuity of the electron compone
and the ion component have the form

]ne,i

]t
5

]

]z FDe,i

]ne,i

]z
6me,iEzne,i G

1n Ine2bpneni2b trne
2ni , ~5!

wherebp andb tr are respectively the coefficients of phot
recombination and impact–radiative recombination, andDe,i

andme,i are the diffusion coefficient and the mobility.12

In Eq. ~5! we have left out the divergence term divne,iu,
since the mechanism of diffusional transport plays the m
role in rapid ionization processes.2 We represent the electro
concentration in the form of a sumne5ne(ion)1ne(lay) ,
wherene(ion) andne(lay) satisfy the following equations:
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]ne~ ion!

]t
5

]

]z FDe

]ne~ ion!

]z
1meEzne~ ion!G

1n Ine2bpneni2b trne
2ni ,

]ne~ lay!

]t
5

]

]z FDe

]ne~ lay!

]z
1meEzne~ lay!G . ~6!

By virtue of the fact that the concentration of the EB
electronsne(lay) near the metal surface is much greater th
the concentration of the electronsne(ion) formed as a result o
ionization, the boundary value ofne at z50 is equal ton0

according to Eq.~1!. This allows us to write the boundar
conditions for Eqs.~6! in the following form:

z50:

ne~ lay!5n0 ,

De

]ne~ ion!

]z
1meEzne~ ion!50,

z5 l a:

De

]ne~ lay!

]z
1meEzne~ lay!50,

De

]ne~ ion!

]z
1meEzne~ ion!50.

~7!

The boundary conditions for the ion componentni have
a form analogous to the conditions forne(ion) . The initial
conditions forne(ion) and ni are: ne(ion)u t5050, ni u t5050.
The initial condition forne(lay) corresponds to the electro
distribution ~1! at the initial temperatureT0 . Note that the
setup time of the distribution~1! near the metal surface i
equal in order of magnitude toD/ve.vp

21(n0);10214

210215 s (ve is the thermal speed of the electrons!, i.e., the
boundary-layer concentrationn0(T) is able to ‘‘track’’ varia-
tions of the temperature occurring over substantially lon
times.

The distribution of the longitudinal electric fieldEz is
found from the equation

]Ez

]z
52

e

«0
~ne2ni !,

which at each time step obeys the boundary condition

Ezuz505
e

«0
E

0

l a
ne~ lay!dz

~here it has been taken into account that the integra
ne(ion)2ni is equal to zero!.

The spatial distribution of the electric field of the ele
tromagnetic wave is the solution of Maxwell’s equation
However, by virtue of the fact thatn I

21 , the characteristic
time of variation of the parameters of the problem~concen-
tration, temperature, etc.!, is much larger thanv21, the field
distribution can be found by solving the stationary wa
equation
n

r

f

.

d2E

dz2
1k0

2«8E50,

«8512
e2ne

m«0~v21ne
2!

2 i
e2ne

m«0~v21ne
2!

ne

v
, ~8!

at each time step, wherek05v/c.
The given equation assumes that the developmen

parametric instabilities in the nascent plasma, accompa
by decay of the electromagnetic waves into plasma and io
sound waves,14 will take place much slower than the deve
opment of ionization. In order that this condition be fulfille
it is necessary that the growth rategd of the decay instability
of the electromagnetic wave, which is equal in order of ma
nitude togd;(eE/mvc)vp , be much smaller than the ion
ization frequencyn I . If the field strength of the wave field
E<53109V/m and the concentrationna>1027m23 while
the temperatureT;I ~the parameter values that were used
the calculations!, thengd<1012s21 andn I>1013s21. Conse-
quently, under the conditions under consideration collisio
are the primary mechanism of radiative dissipation, wh
makes it possible in Eq.~8! to use the ‘‘traditional’’ depen-
dence for the complex dielectric constant«8.

Equation~8! obeys the following boundary conditions:

z50, l a : @E#50, FdE

dzG50, ~9!

where the wave field has the form

z,0: E5
1

2
exp@k0k iz#$E0 exp@ i ~vt1k0k rz!#1c.c.%,

0,z, l a : E5
1

2
$Ea~z,t !exp@ ivt#1c.c.%,

z. l a : E5
1

2i
E`$exp@ i ~vt2k0z!#2exp@2 i ~vt2k0z!#%

1
1

2
$Rexp@ i ~vt2k0z!#1c.c.%. ~10!

Representing the wave amplitude and the dielectric c
stant in the formE05E011 iE02, R5R11 iR2 , Ea5Ea1

1 iEa2 , «85«11 i«2 , with the help of boundary condition
~9!, we obtain the following relations at the boundaries of t
region:

dEa1

dz U
z50

2k0k iEa1~0!1k0k rEa2~0!50,

dEa2

dz U
z50

2k0k rEa1~0!2k0k iEa2~0!50,

dEa1

dz U
z5 l a

2k0Ea2~ l a!52k0E` ,

dEa2

dz U
z5 l a

1k0Ea1~ l a!50. ~11!
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FIG. 1. Distribution of the electron temperatureTe , and also the electron and ion concentrationsne,i at different timest57.0310213 ~a,b!; 1.0310212 s ~c,d!.
The gas concentration wasna5331027 m23; after an incident wave withE`523109 V/m.
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In this case, the wave equation~8! splits into two equa-
tions

d2Ea1

dz2
1k0

2~«1Ea12«2Ea2!50,

d2Ea2

dz2
1k0

2~«1Ea21«2Ea1!50. ~12!

To solve this system of equations numerically, we us
the finite-element method. A difference approximation of t
heat conduction and continuity equations was develo
with the help of a first-order conservative scheme int andh.
The diffusion terms were written in implicit form, while th
term mEn in the continuity equation was written in explic
form.

RESULTS OF NUMERICAL CALCULATIONS AND
DISCUSSION

In our calculations we chose the following numeric
values of the parameters of the problem:l51.06mm; radia-
tive intensity I em;3310152331016W/m2; refractive indi-
ces of the metal at the given wavelengthk r51.5, k i510.1
~corresponding to a concentration of the conduction electr
in the metal nm5431028m23); gas concentration
na5(102721028)m23 ~pressurep5402400 atm); ioniza-
tion potentialI 515.8 eV ~corresponding to argon!; the ini-
tial temperatureT0 was varied from 300 to 3000 K, which
did not have a noticeable effect on the results; dimension
the calculation regionl m510k i

21k0
21 , l a52l.

Figure 1 displays profiles of the electron temperatureTe

for two different times~Figs. 1a and 1c! and profiles of the
electron and ion concentrationsne andni ~Figs. 1b and 1d!
corresponding to a gas concentrationna5331027m23 and
incident wave fieldE`523109V/m. As can be seen, for th
large values ofna and E` and early times considered, th
mechanism of ambipolar diffusion has no qualitative eff
on the spatial distribution of the temperature and concen
tion. Their distribution clearly reproduces the profile of t
intensityuEau2 of the standing electromagnetic wave, havi
periodl/2 at the initial stage of ionization, while the profile
of ne andni are nearly indistinguishable. The electron te
perature at the given stage of ionization grows rapidly u
d
e
d

l

s

of

t
a-

-
il

its value reaches a few tenths ofI , which leads to a signifi-
cant increase in the rate of the ionization processes.
temperature hardly varies with time beyond this point, a
the electron concentration increases rapidly in the region
the maxima ofTe ~this ionization stage is clearly visible in
Figs. 1a and 1b!. After the value ofne at the maxima be-
comes larger than the critical concentrationncr , the spatial
distribution of the fieldEa loses its periodicity while its am-
plitude begins to decrease with further growth ofne , which
leads to a rapid falloff of the temperature near the surface
the target. The rate of decrease of the temperature at
beginning of this stage lies within the limits 104 to
105 deg/ps for the example shown in Fig. 1. The electr
concentration reaches its critical valuencr starting in the re-
gion of the first intensity maximum~nearest to the surface o
the target!, after which this happens near the other maxim
~this trend is easy to make out by comparing Figs. 1b a
1d!. Simultaneous with this, the layers of plasma of abo
critical density increase in thickness, which then leads
their coalescence and total screening of the irradiated tar

Figure 2 plots some points reflecting the dependence
the characteristic breakdown timet I on na and E` . The

FIG. 2. High-frequency (v2@ne
2) dependencet I5t I(E` ,na). E` , V / m:

s — 23109, d — 33109, h — 43109.
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breakdown timet I is defined as the time at which th
electron–ion collision frequencynei becomes larger than th
electron–atom collision frequencynea . Such an arbitrary
definition of the onset of breakdown makes it possible
record the onset of strong ionization of the gas regardles
its concentration, i.e., to track the degree of ionization of
gas without regard for the absolute electron concentrat
Calculating for several combinations ofE` and na , it is
possible to obtain curve familiest I5t I(na ,E`). Using these
dependences it is easy to estimate any one of the param
t I , na , andE` after first assigning the values of the oth
two. It is possible to make such an estimate irrespective
the the frequency of the electromagnetic wave if instead
the variableE` we useE` /v ~in the high-frequency case!.

If the intensity of the incident wave field is less tha
some threshold value, then screening of the target will
take place. For example, forna51027m23 and E`52
3109V/m the temperature at the maxima reaches the va
0.4I after less than a picosecond and its growth then con
ues at a significantly lower rate@the electron concentration a
this time does not exceed (0.220.3)ncr]. Therefore, if the
electron concentration reaches its critical valuencr , it is after
a time comparable with the electron–lattice relaxation ti
in the metalt l .

CONCLUSION

On the basis of our numerical calculations we can dr
the following conclusions. When a metal target is irradia
by electromagnetic pulses, as a result of nonequilibri
heating of the electron component a boundary layer of em
sion electrons is formed above the target surface. Under
condition of high gas density and high radiation intensi
formation of the electron boundary layer leads to the app
o
of
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of
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ance in the gas of regions of highly ionized plasma, scre
ing the target from the incident radiation. The duration
this process for gas densityna;102721028m23 and radiative
intensity I em;3310152331016W/m2 (E`;33109V/m)
lies within the limits of a few tenths of picoseconds to se
eral picoseconds. Our calculations yield a relation betw
the threshold values ofE` and na for which the regime of
very rapid (t I!t l) ionization of the gas is realized.
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System for measuring collective scattering spectra for thermonuclear plasma
diagnostics

L. V. Lubyako, E. V. Suvorov, A. B. Burov, A. M. Shtanyuk, Yu. A. Dryagin, L. M. Kukin,
and N. K. Skalyga

Institute of Applied Physics, Russian Academy of Sciences, 603600 Nizhni� Novgorod, Russia
~Submitted May 6, 1997!
Zh. Tekh. Fiz.68, 54–62~August 1998!

The design and arrangement of a detection system for measuring spectra, using a 140 GHz
gyrotron as the probe-radiation source, developed for investigating collective Thomson scattering
in plasma are discussed. The measurement procedure and examples of the results obtained
are presented. ©1998 American Institute of Physics.@S1063-7842~98!00908-8#
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As is well known~see, for example, Refs. 1 and 2!, the
spectra of electron density fluctuations, whose frequenciev
and wave numbersk are related by the relation

v>kv i , ~1!

wherev i are the characteristic ion velocities, carry inform
tion about the ion distribution function.

A widely used method of investigating the character
tics of plasma turbulence~specifically, the spectra of electro
density fluctuations! is collective scattering of monochro
matic probe radiation by the plasma. For collective scat
ing, the well-known resonance conditions hold:

vs5v i1vp , ks5k i1kp , ~2!

wherev i ,k i ,vp ,kp andvs ,ks are the frequencies and wav
numbers of the probe radiation, the plasma turbulence,
the scattered radiation, respectively.

Thus, the spatio-temporal spectra of the scattered ra
tion carry information about the plasma turbulence spec
For the scattered signal spectrum to be determined by
resonance relations~2!, the so-called Salpeter paramet
must satisfy the relation

1/kp
2r d

2@1, ~3!

wherer d is the electronic Debye radius.
The relations ~2! and ~3! determine the admissibl

collective-scattering geometry for the known frequency
the probe-radiation source, while for the chosen scatte
geometry and the expected parameters of the ion compo
of the plasma the relation~1! determines the required fre
quency range of spectral analysis. The problems of ion
tribution function~specifically, the ion temperature! diagnos-
tics by the collective scattering method have been discus
for many years in the literature.1–8 The main difficulty here
is due to the extremely low value of the scattering coeffici
of equilibrium fluctuations, which for typical conditions of
thermonuclear plasma does not exceed 10223 1/Hz. This
makes it necessary to use a powerful source of probe ra
tion and a quite sensitive detector.

Historically, progress in experimental investigations
the ion distribution function depended on the developmen
powerful sources of radiation, among which optical and
9261063-7842/98/43(8)/8/$15.00
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frared lasers were the leading sources for a long time. H
ever, for optical sources the condition~3! can be satisfied
only for very small scattering angles~essentially forward
scattering!, which makes it much more difficult to measu
and interpret the collective scattering spectra. Good res
from local measurements of the ion temperature were
tained with a D2O laser~385 mm, 0.5 J with 1.4ms pulse
duration! as the source of probe radiation.4 Nonetheless, the
limited pulse duration makes the use of this source v
problematic for important applications such asa-particles
diagnostics of a thermonuclear plasma, where the scatt
signal is another several orders of magnitude weaker. In
connection, the millimeter range is quite promising. Qu
powerful generators~gyrotrons!, used for electron-cyclotron
heating in a quasicontinuous operating regime, have b
developed for this range. This gives hope that the sign
noise ratio can be substantially increased by averaging ov
sufficiently long measurement time.5

In the present paper we present a system, develope
the Institute of Applied Physics of the Russian Academy
Sciences, for measuring collective scattering spectra tha
intended to be used together with a gyrotron, which provid
powerful probe radiation at a frequency of 140 GHz. T
system is intended for use in medium-size controlled therm
nuclear fusion installations~specifically, we have in mind the
W7-AS stellarator — Garching, Germany, and the FTU
kamak — Frascati, Italy! with ion temperature ranging from
several hundreds of eV to several keV. The spectral anal
range makes it possible to measure the collective scatte
spectra of thermal density fluctuations in hydrogen or deu
rium plasma in different geometries~scattering angle interva
from 60 to 180°).

The collective-scattering system~Fig. 1! includes a
source of powerful probe radiation — a gyrotron, a transmis
sion line for the powerful probe radiation, a receivin
transmitting antenna system which determines the scatte
geometry and makes it possible, in principle, to change
position of the scattering volume inside the plasma filame
a transmission line for the scattered radiation, a detec
system for measuring spectra, and a data acquisition, stor
and processing system.
© 1998 American Institute of Physics
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REQUIREMENTS FOR THE DETECTION SYSTEM

The main requirements for the detection system are
tated chiefly by the expected characteristics of the scatt
signal. Referring the reader to the literature for the details1,2

we note that in the case of scattering by thermal fluctuati
the signal investigated consists of noise whose spectrum
in a limited frequency band and is symmetric with respec
the frequency of the probe radiation. The shape of the s
trum depends on the scattering geometry and the gas c
position, the density, and the electron and ion temperat
of the plasma. The width of the spectrum is maximum
hydrogen with close-to-backward scattering. At temperatu
of the order of several keV the upper limiting frequency f
hydrogen plasma is'1 GHz, which gives the required ana
lytical band of the detection system. The magnitude of
scattered signal intercepted by the receiving antenna va
from several tens to hundreds of eV, depending on the s
tering geometry and the plasma parameters.8–10 This does
not require detection apparatus with ultrahigh sensitivity a
makes it possible, by using a superheterodyne detec
scheme, to provide a wide dynamical range for the value
the measured signals with adequate spectral resolution.

It should be kept in mind, however, that in reality exte
nal factors, such as parasitic penetration of some portio
the powerful probe radiation to the input of the receivi
antenna9 as well as the characteristic cyclotron radiation
the plasma, can limit the sensitivity of the receiving syste
The thermal cyclotron radiation of the plasma is, as a ru
stronger than the expected scattered signal, but its contr
tion can be decreased to several eV, if the magnetic fiel
the installation does not correspond to cyclotron resonanc
the frequency of the probe radiation. Moreover, since it
difficult to expect the cyclotron noise spectrum to have a
features in the quite narrow analytical band, even a w
scattered signal can be distinguished against its backgro
by means of accumulation and averaging over a sufficie
long period of time.

The most serious obstacle for reliable measuremen
collective-scattering spectra could be ‘‘parasitic getti
through’’ of the probe radiation to the input of the receivin
antenna, both as a result of multiple reflections from
chamber walls and on account of the side lobes of the tra

FIG. 1. Block diagram of the system for measuring collective scatter
1 — Gyrotron,2 — high-power line,3 — vacuum chamber,4 — plasma,5
— low-power waveguide line,6 — HF part of the detector,7 — IF spec-
trum analyzers,8 — digital processing system.
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mitting and receiving antennas. Sufficiently strong paras
radiation can cause overloading of the detection system
even damage to the mixer at the input of the detection s
tem. To prevent this the receiver must be shielded by a s
tem of attenuators, which together with the parasitic sig
also weaken the scattered signal, degrading its ratio to
detector noise, or by notch filters, which decrease the de
to which radiation at the frequency of the probe radiati
‘‘gets through.’’

The ratio between the characteristic gyrotron noise a
the useful signal is determined by the strength of this nois
the useful signal band and by the degree of decoupling
tween the transmitting and receiving antennas. The pla
cyclotron noise can be taken into account simply by subtra
ing out a constant noise component, whose absolute ma
tude need not be well known, whereas subtracting out
gyrotron noise is a more complicated procedure. It is diffic
to expect the gyrotron noise spectrum to be constant wi
the useful signal band~Fig. 2!. For this reason, in order to
‘‘subtract it out’’ very careful measurements of the gyrotro
noise spectrum and quite accurate measurements of the
sitic signal strength at the input to the detection channe
the collective-scattering regime must be performed. Exp
mental investigations7,11–13have shown that the parasitic ra
diation level depends strongly on the scattering geome
and the plasma parameters. As one can see from the Fi
for decoupling of the order of 40 dB between the transm
ting and receiving antennas and for probe radiation powe
about 0.5 MW the noise level at frequencies displaced
100–150 MHz from the center of the generation line can
of the order of 100 eV in terms of the noise equivalent te
perature.

BLOCK DIAGRAM OF THE SPECTRUM MEASURING
SYSTEM

The measuring system~Fig. 3! is assembled in the man
ner of a superheterodyne multichannel radiometer with in
signal modulation. The following basic parts can be dist
guished according to functional characteristics: a wide-b

:

FIG. 2. Relative power density of the gyrotron noise.
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heterodyne converter equipped with a system for shield
the mixer from parasitic gyrotron radiation; a system for s
bilizing the heterodyne frequency; intermediate-frequen
~IF! spectrum analyzers; a multichannel analog-to-dig
converter; and, a computer-based data acquisition and
cessing system. In addition, a square-law detector for m
suring the parasitic radiation power entering the input ch
nel is connected, through a waveguide coupler, at the in
of the detection system.

The heterodyne converter enables transferring the s
trum of the signal being investigated from the hig
frequency~HF! region~of the order of 140 GHz! into the IF
region 50–1200 MHz, where spectral analysis is perform
The spectral analysis problem is solved with the aid of t
multichannel systems performing parallel analysis, enab
operation in real-time with of the order of 1 ms resolutio
The IF scanning spectrum analyzer includes a main fi
system with 10% relative spectral resolution. The seco
analyzer for the IF spectrum is a ‘‘lens’’ system, whic
makes it possible to investigate with a higher spectral re
lution any section of the spectrum with a width of 100 MH
within the entire scan band.

A characteristic feature of the frequency converter is
‘‘quasihomodyne’’ operating regime, which is made possi
by two-band operation of the mixer~without suppression o
the mirror-image band! and by the equality of the heterodyn
and gyrotron frequencies. The use of both bands is opti
from the standpoint of sensitivity, since the scattered-sig
spectrum is symmetric relative to the probe signal frequen
To preserve a single-valued relation between the output
nal spectrum and the IF signal the relative detuning of
heterodyne, detector, and gyrotron frequencies must not
ceed the minimum spectral resolution. The system for st
lizing the heterodyne frequency provides a relative freque
stability of 1028, which is obviously less than the spectr
resolution of the device, so that detuning can appear bec
of either regular drift of the gyrotron frequency during th
pulse or inadequate pulse-to-pulse repeatability of the g
tron operating regime.

Investigations of several gyrotrons (A,C,E), which in
principle can be used for collective scattering on W7-A
showed~Fig. 4! that each gyrotron investigated is charact
ized by its own characteristic time dependence of the
quency and this dependence repeats from pulse to pulse
an accuracy of not worse than 10 MHz in identical gyrotr

FIG. 3. Block diagram of the measurement of the spectra:1 — Waveguide
input, 2 — detector shielding system,3 — heterodyne frequency converte
4 — system for stabilizing the heterodyne frequency,5 — synchronizer,
6 — IF spectrum analyzers,7 — low-loss coaxial line,8 — digital process-
ing system.
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operating regimes. This makes it possible to use for coll
tive scattering a prechosen interval for the generation pu
during which the frequency drift does not exceed seve
MHz. From the standpoint of measurements the most fav
able sections of the radiation pulse appear to be the sec
with the minimum curvature on the frequency–time char
teristic, i.e., several hundreds of milliseconds after gene
tion commences. However, in the first place, the pulse
pulse repeatability degrades somewhat on these sections
in the second place, the duration of the powerful pulse
jected into the chamber is limited to several tens of millise
onds in the case that the radiation is not absorbed by
plasma, and such operating regimes are of interest from
standpoint of decreasing the level of the cyclotron radiat
background. On this basis the gyrotron C is of no interest
collective scattering, while gyrotron A is most promising.

The choice of the superheterodyne radiometer sche
makes it possible to satisfy the sensitivity requirement e
for the average parameters of the mixer and IF amplifi
whose conversion losses and noise temperature deter
the sensitivity of the detector. Specifically, the compone
used made it possible to obtain at 140 GHz a noise temp
ture '0.6 eV referred to the input~with '0.2 eV at the
mixer input!.

As is well known, the radiometric sensitivity determine
as the minimum detectable increment to the antenna t
perature is determined by the relation

DTmin5
2Tn

AD f •t
, ~4!

whereD f is the width of the spectral channel andt is the
averaging time.

In an experiment the total noise temperature of the m
suring system, referred to the antenna input, consists of
characteristic radiation of a plasma with brightness tempe
ture Tpl , the gyrotron noise, characterized by the tempe
tureTg.n, in the ‘‘wings’’ of the generation line~Fig. 2! and
the characteristic noises of the receiving system with te
peratureTr.n

FIG. 4. Variation of the gyrotron frequency inside the generation pulse.1 —
gyrotronA, 2 — gyrotronE, 3 — gyrotronC.
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Tn5Tpl1LaTg.n1Ll
21Tr.n , ~5!

whereLa is the coupling coefficient between the receivi
and transmitting antennas andLl is the transfer factor of the
channel from the receiving antenna to the mixer input.

To give an idea of the order of magnitudes, we note t
a sensitivity of 1 eV with an averaging time of 1 ms corr
sponds to cyclotron noise of the order of 50 eV in narr
channels (D f '5 MHz! and of the order of 200 eV in wide
channels (D f '100 MHz! or intrinsic detector noise with
total damping in the detection channel of the order of 20
for narrow channels or 27 dB for wide channels. Finally, t
intrinsic gyrotron noise gives a similar limit on the sensiti
ity in channels displaced approximately by 100 MHz fro
the center of the generation line with decoupling of the or
of 40 dB between the receiving and transmitting antenna

SHIELDING SYSTEM

A key element of collective-scattering experiments p
formed with a gyrotron as a source is the problem of shie
ing the receiver from parasitic radiation. The level of th
radiation, even taking account of antenna and transmis
line losses, is sufficient to disrupt the normal operation of
detector. To solve this problem, a shielding system was
veloped which employs a multiresonator notch filter a
switched electronicp–i–n attenuators. This system solve
two problems: attenuation of the parasitic gyrotron radiati
and gating of the detected signal to prevent overloading
the detection system at the moments when the gyrotron
eration line falls outside the suppression band of the no
filter.

The system employs a mechanically tunable filter ba
on a dominant-mode waveguide with 20 cylindrical reso
tors operating on theH013 mode.14 This filter ~Fig. 5! gives
maximum suppression of up to 100 dB and not less than
dB in a band of the order of 50 MHz. The characteris
outside the650 MHz band relative to the center of the su

FIG. 5. Frequency characteristic of the notch filter based on a waveg
section.
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pression line can be treated as an additional perturbatio
the ‘‘through’’ transfer function of the entire system as
whole; thus, 3 dB damping corresponds to frequencies
approximately660 MHz, while distortions introduced out
side a690 MHz band do not exceed 2 dB. Damping on t
wings of the line of the notch filter leads to a small addition
loss of sensitivity in the low-frequency~LF! channels. To
eliminate the influence of the temperature instability, the
ter is placed in a thermostatically controlled unit.

The second component of the shielding system, mak
it possible to block the input of the detection system a
level of not less than 40 dB and open it only for the me
surement time, is ap–i–n attenuator that can be controlle
by a specially formed gate-voltage pulse. Inside the gate
attenuator operates as a modulator. The controlling voltag
formed with the aid of a synchronizer, which permits varyi
the triggering time and gate duration over wide limits.

HIGH-FREQUENCY DETECTION SYSTEM

The HF part of the detection system for measuring sp
tra, which is assembled as a separate unit, well-scree
from external radiation, includes the following~Fig. 6!: a
waveguidep–i–n modulator, a ferrite rectifier, a mixer, two
IF amplifiers between which are inserted an HF filter with
limiting frequency of 45 MHz, a heterodyne~backward wave
tube! and a ferrite rectifier and band-pass filter with an a
proximately 300 MHz band placed in the heterodyne ch
nel. Moreover, the HF part of a phase-locked loop is a
placed there. A notch filter, which is a component of t
circuit shielding the detector from the parasitic gyrotron s
nal, and a coupler for measuring the parasitic gyrotron rad
tion power are placed at the mixer input in front of th
modulator.

In the HF unit, the signal entering from the transmissi
line for the scattered radiation is amplitude-modulated wit
frequency of 10 kHz and enters a balanced mixer through
rectifier 1. The losses in the modulator do not exceed 1
and the direct losses in the rectifier equal 3 dB with 27
decoupling. The signal from the heterodyne — a backward
wave tube~140 GHz, 10 mW! — is also fed into the mixer

de

FIG. 6. Block diagram of the HF part of the receiver:1 — Input waveguide,
2 — notch filter,3 — modulator,4 — 10 kHz gated voltage,5 — rectifier,
6 — mixer, 7 — heterodyne,8 — coupler,9 — rectifier, 10 — band-pass
filter, 11 — IF amplifier,12 — HF filter, 13 — second IFA module,14 —
PLL mixer, 15 — IFA PLL, 16 — PLL unit, 17 — synthesizer,18 — IF
output.
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through a rectifier 2 and a band-pass filter. The filter giv
additional suppression of the heterodyne noise of at least
dB in the 300 MHz band centered to the heterodyne
quency. The dc operating regime of the mixer is maintain
with a current source~not shown in the diagram! and is
monitored according to the measured voltage on its diod
The use of nonreciprocal devices in the input circuits, thou
this involves a degradation of sensitivity, is justified by t
fact that it makes it possible to solve the parasitic sig
problem inherent to modulation radiometers.

The IF signal from the mixer output is amplified by
wide-band low-noise amplifier based on bipolar transisto
The band of the IF amplifier is from 45 MHz to 1.3 GHz, th
integral noise temperature equals 210 K, and the total~for
two modules! gain equals 56 dB. To improve the dynam
characteristic of the IF amplifier at low frequencies, an H
filter with a cutoff frequency of 45 MHz and a rate of fall o
of 10 dB/MHz is inserted between the IF amplifier module
The noise temperature of the detector as a whole, tak
account of losses in the notch filter, the modulator, and
rectifier, i.e., referred to the input of the unit, was equal
about 5000 K.

The IF signal flows from the output of the HF unit alon
a coaxial cable with low losses into the spectrum analyz

The frequency of the heterodyne is stabilized w
phase-locked loop~PLL!. The PLL system includes the fol
lowing components~Fig. 6!: a waveguide coupler, a har
monic mixer, IF-amplifier PLL, RCH6-02 frequency synth
sizer for the range 4–8 GHz, phase detector, and a sch
for controlling the frequency of the backward wave tub
The HF components of the PLL are placed directly in t
microwave unit of the spectrum analyzer. The stabilizat
system includes only one PLL unit, which was made p
sible by the use of a high harmonic number (n521) and a
high frequency of the reference oscillator~6678 MHz!. The
heterodyne frequency is stabilized in the entire genera
band of the backward wave tube~of the order of 20%!, and
in the synchronization mode it is set by the frequency of
reference oscillator — frequency synthesizer

f het52l • f syn2250 MHz. ~6!

The stability of the heterodyne frequency is determin
by the synthesizer parameters and in our case is not less
531028; this stability is much more than enough for th
spectral analysis system described above. The hold-in b
of the PLL system equals 600 MHz and the lock-in ba
equals 250 MHz. The minimum frequency tuning step is 2
kHz.

INTERMEDIATE-FREQUENCY SPECTRUM ANALYZERS

The IF scanning spectrum analyzer and an additio
high-resolution spectrum analyzer were assembled as
vidual units. Both devices implement parallel analysis a
differ only by the parameters of the filter systems and
presence of a second heterodyne in the auxiliary spect
analyzer.

The scanning spectrum analyzer~Fig. 7!, intended for
analyzing a signal in a band from 50 MHz to 1.2 GHz with
s
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constant relative resolution of 10%, employs a specially
veloped 32-channel multiplexer, consisting of a chain of
tive wide-band intermediate-frequency amplifiers~IFAs!,
eight cascades of active power dividers based on field-ef
transistors, 32 intermediate-frequency band-pass filters,
32 amplitude detectors. In addition, it has a wide-band o
put, decoupled with the help of an attenuator, for connect
an auxiliary spectrum analyzer.

The IF filters are assembled in a three-loop arrangem
with capacitive coupling based on lumped elements a
tuned to the following frequencies: 48, 54, 59, 66, 73, 80,
102, 111, 123, 136, 153, 172, 187, 205, 227, 252, 280, 3
344, 379, 418, 464, 514, 570, 625, 692, 766, 845, 940, 10
1155 MhZ; the band of each filter equals approximately 1
of the average frequency of the filter. The decoupling b
tween neighboring channels is not less than 20 dB.

The IF analyzer channel also includes a voltag
controlled intermediate-frequencyp–i–n attenuator and a
wide-band IFA, which are placed in front of the multiplexe
The transfer factor required to provide the dynamic range
the IFA is set by an attenuator. In addition, this attenuato
used for additional gating synchronously with the HF mod
lator.

Each LF channel of the analyzer includes a low-noise
amplifier, a synchronous filter, an attenuator, a synchron
detector, an integrating RC circuit, and an output video a
plifier. The time constant is chosen to be 1 ms based on
impossibility of using a modulation frequency above 10 kH
because of the limited speed ofp–i–n modulator.

The use of a system of attenuators makes it possibl
obtain a wide dynamical range for the measured signals
pearing at the input of the detector system: from hundred
of an eV, which is the threshold sensitivity because of
intrinsic noise of the detector system, up to 108 eV. This
made it possible to use the measuring system not only for
direct purpose for which it was intended — measurement
the ion temperature, but also for investigating nonequil
rium plasma turbulence as well as for real-time measu
ments of the frequency drift of the gyrotron radiation.

The second spectrum analyzer~Fig. 8! is intended for
investigating the fine structure of the spectrum and make
possible to observe with a resolution of 5.5 MHz the sp
trum in a 100 MHz band, centered to one of the frequenc
of the analytical band. It is implemented in an arrangem
with second heterodyning and includes the following: an

FIG. 7. Block diagram of scanning IF spectrum analyzer:1 — Input, 2 —
p–i–n attenuator,3 — IFA, 4 — synchronizer,5 — external gating signal,
6 — 10 kHz reference voltage output,7 — gate,8 — 32–channel multi-
plexer,9–40 — LF channels,41 — output to ADC.
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put preselector, a mixer, a second heterodyne, a conve
signal selector, IFA2, a 20-channel multiplexer, and a sys
of 20 selective channels. The second intermediate freque
equals 250 MHz. The analytical band is tuned by switch
the heterodyne frequency with a step of 100 MHz toget
with corresponding switching of the preselector filters. T
LF part of the unit is similar to that used in the scanni
spectrum analyzer.

MEASUREMENT PROCEDURE

The voltage at the output of each spectral channel of
analyzer can be written as

ui5KiTai1ui
0 , ~7!

where Ki is the total transfer factor of thei -th receiving
channel from the input of the receiving antenna to the ana
output of the spectrum analyzer;Tai is the antenna tempera
ture, averaged over the band of thei -th receiving channel;
and,ui

0 is a constant shift of the ‘‘instrumental zero.’’
Generally speaking, in each channelKi and ui

0 depend
on the choice of the dynamical range, determined by
settings of the attenuators. For this reason, to measure
signal at the input of the receiving antenna it is necessar
perform calibration measurements, which make it possibl
determine these quantities in each channel for each choic
the dynamical range. The ideal method of calibrating
entire detection system as a whole would be to place
noise sources with known and quite strongly differing te
peratures in front of the input of the receiving antenna. W
such an absolute calibration the quantitiesKi and ui

0 are
determined uniquely in each channel, which makes it p
sible to perform an absolute measurement of the effec
temperature of the radiation in each channel in the collect
scattering regime. A good calibration source for a horizon
orientation of the directional pattern of the receiving anten
is an optically thick, resonant plasma layer emitting at
second cyclotron harmonic, such that the radiation temp
ture of the layer is equal to its physical electronic tempe
ture. An empty vacuum chamber, whose radiation temp
ture can be assumed to be equal to the temperature o
surrounding medium, can be used as the second refer
source. If the effective temperature of the cyclotron radiat
and of the measured signal are much greater than this q
tity, then its exact value is unimportant and the effect
temperature of the measured signal can be determine
follows:

FIG. 8. Block diagram of a ‘‘lens’’ spectrum analyzer:1 — HF filter, 2 —
mixer, 3 — second heterodyne,4 — band-pass IFA;5–24 — system of 20
narrow-band filters,25–44 — LF channels.
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Tai5
ui2ui

~k!

ui
~ECE!2ui

~k!
TECE, ~8!

whereui , ui
(k) , andui

(ECE) correspond to the values of th
output signal in thei -th channel for collective scattering, fo
measurements of the signal from an empty chamber, and
calibration according to the cyclotron radiation, respective

For a different orientation of the directional pattern
the receiving antenna the cyclotron radiation can be u
only for relative calibration~programmed equalization of th
transfer factors in all channels of the spectrum analyzer! on
the assumption that the effective temperature of the radia
is constant within the analytical band. The absolute value
the measured signals is obtained here with a low accur
which is determined either by estimating the cyclotron rad
tion level in the given geometry or by estimating the loss
in the receiving channel and absolute calibration with
‘‘black body’’ source connected to the receiver input.

CONCLUSIONS

The first experiments, which were performed on t
W7-AS stellarator, on collective scattering using a 140 G
gyrotron in the detection system described above for mea
ing spectra were of a preliminary character and made it p
sible to understand the need to update a number of com
nents and fundamental solutions. Specifically, it beca
clear that deeper suppression of the parasitic gyrotron si
is needed. It was necessary to reject open quasioptical c
ponents in the line transporting the scattered signal and
provide careful screening of the waveguide channel and
HF part of the detector and to introduce a more effect
system for gating the signal being investigated. To impro
the stability of the parameters of the detector the radiom
circuit was changed~to modulation instead of compensatio!
and thermostatting of the HF part of the radiometer was
troduced. For purely illustrative purposes, we present he
number of examples.

The first results on collective scattering were obtained
W7-AS in the backscattering geometry using the gyrotron
in addition, the probe and scattered beams were close to
equatorial plane. In this geometry, in the absence of abs
tion of the probe radiation by the stellarator plasma, the le
of the scattered gyrotron radiation was sufficiently high
that scattering by thermal fluctuations could be detected o
for certain optimal positions of the receiving and transm
ting antennas by subtracting the gyrotron noise from the g
eral signal. An example of such a difference signal and
rotron noise spectrum is shown in Fig. 9.

When intense absorption of the probe radiation occur
~the extraordinary wave at the second cyclotron harmo
was used as the probe radiation!, the scattered signal coul
not be distinguished against the background consisting of
plasma cyclotron radiation. Another example of the spectr
of the scattered radiation is shown in Fig. 10. This spectr
was obtained with scattering by nonthermal lower-hyb
turbulence in the same back-scattering geometry, and
level of the scattered signal exceeded by several order
magnitude the cyclotron radiation of the plasma, the gyrot
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noise, and the level of the signal scattered by thermal fl
tuations. Good frequency resolution was obtained by usin
‘‘lens’’ system of spectral analysis. Figure 11 shows t
spectrum obtained for scattering by thermal fluctuations,
ing gyrotron E as the source of the probe radiation. Th
spectrum can be used for local determination of the ion te
perature, since it is obtained in a 90°-scattering geom
from a volume with a size of the order of 4 cm. A chara
teristic feature of the new geometry is good decoupling
tween the transmitting and receiving antennas — the leve
the gyrotron noise at the input of the receiving antenna
approximately two orders of magnitude lower than the le
of the detected signal. The spectrum presented is dis
guished against the cyclotron radiation background, wh
effective radiation temperature is two to three times hig
than that of the scattered signal.

The system for measuring collective-scattering spe
with the introduction of strong additional attenuation of t
signal makes it possible to investigate also the freque
drift during the gyrotron pulse. As an example, Fig.
shows the evolution of the generation frequency of gyrot
E obtained in this manner.

FIG. 9. Experimental~dots! and fitted~solid line! scattering spectra of ther
mal fluctuations of the density.

FIG. 10. Scattering spectrum of lower-hybrid turbulence.
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These investigations have demonstrated that it is p
sible in principle to use a gyrotron as a source of power
radiation for collective scattering. This is very important n
only and not so much for measurements of ion temperat
but also fora-particle diagnostics under the conditions of
thermonuclear reaction. Today the gyrotron is the only r
source of powerful long-duration probe radiation, whose u
opens up the prospect of local measurements of the co
tive scattering spectra ofa particles with quite high sensitiv
ity due to the high ‘‘radiometric gain.’’ The principles
which were checked on the W7-AS setup, of the system
measuring collective scattering spectra can be transfe
without any serious modifications to thea-particle diagnos-
tics system. At the same probe-radiation frequency the ‘‘c
lectiveness’’ condition for scattering is satisfied for a
imaginable geometry. For reasonable widths of the spect
of the measured signal~3–4 GHz! the scattering angle
should not be much greater than 30°. An appreciable
crease of the parasitic signal level can be expected in a l
reactor-scale setup, but since the scattered signal is expe
to be weak, it appears that a notch filter will remain a ne
essary component of the detection system. Since the dura

FIG. 11. Experimental~asterisks! and computed~line! scattering spectra of
thermal fluctuations.

FIG. 12. Evolution of the radiation spectrum of gyrotronE.
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of the probe-signal pulse should be maximum~of the order
of seconds! in order to increase sensitivity, the problem
developing either a quite wide-band notch filter or a fil
with an electronically controlled characteristic to compens
the drift of the gyrotron frequency in a long pulse will aris
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The problem of the conductance of shock-compressed metal–insulator–metal~MIM ! film
structures based on polymethyl methacrylate is solved by numerical and analytical methods.
Analytical expressions are obtained for the conductance of a MIM structure impacted by
solid particles moving with velocities exceeding 1 km/s and for the output voltage of a capacitor
detector. The numerical and analytical calculations of the conductance~current pulse! of a
shock-compressed structure are in qualitative agreement with one another. ©1998 American
Institute of Physics.@S1063-7842~98!01008-3#
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The study of the processes occurring when high-velo
particles interact with metals,1,2 semiconductors, and
insulators,3,4 is of great scientific and practical interest
connection with the fact that such materials are used as tr
ducers of the physicochemical parameters of the particle5,6

and as elements for monitoring the serviceability of t
structural components of space vehicles.7 The sharp increase
in the conductance of shock-compressed MIM~metal–
insulator–metal! structures is due to both compression of t
material and thermal ionization.8 Particle transducers base
on polymethyl methacrylate possess a high impact sens
ity, reliability, and stability of characteristics under the co
ditions in space. To determine the conductance of sho
compressed insulators in MIM structures as a function
time and the particle parameters, a system of equations
sisting of the equations of hydrodynamics and electrodyn
ics is solved using the equations of state for a metal~alumi-
num! and an insulator~polymethyl methacrylate!

]r

]t
1div~rW!50, ~1!

]~rW i !

]r
1div~rWiW!1Vr50, ~2!

]~rE!

]E
1div~rEW!1div~rW!50, ~3!

p5p~r;E2W2/2!, i 51,2, . . . , ~4!

p5ar3; T5
p2a~r32r0

3!

4rN
, ~5!

which are, respectively, the laws of conservation of ma
momentum, and energy and the equations of state of alu
num and the insulator.

The temperatureT is determined from a three-term
equation of state,8 and the quantitiesp, E,W, r, andT are
found by solving the equations by the method of lar
particles.9 Here we are considering the case of a collision
a particle with a MIM structure, deposited on a semi-infin
9341063-7842/98/43(8)/4/$15.00
y

s-

v-

k-
f
n-
-

s,
i-

f

barrier,7 consisting of the top plate~aluminum! of a capaci-
tor, i.e., a crater is formed without mechanical damage to
insulator.4,7 The equation of state for the aluminum plate
used in the form10

p5pc~v !1
g~v,«!

v
@«2«c~t!#, ~6!

where

pc~v !5
Cmn

v
~sc

m2sc
n!, sc5

v00

v
, s5

v0

v
,

v5
1

r
; «c~v !5cmnS sc

m

m
2

sc
n

n D 1«s ,

g~v,«!5
2/31~g022/3!~11sm

2a!sa/~s2a1sm
2a!

11~«1«c~v !!/«a
,

v050.369 cm3/g, v0050.361 cm3/g, g052.19, sm50.95;
a58, m51.8, n50.6, cmn523.399 J/g;«a53.06 kJ/g, «s

512.2 kJ/g,@p#5104 bar; cp51.4253103 J/~kg•deg).
Polymethyl methacrylate with the equation of state~5!,

taken from Ref. 11, is used as the insulator.
The law of variation of the electrical conductivity of

shock-compressed MIM structure is taken in the form8

s5s0exp~2DE/kT!, ~7!

where s0570591V•cm, and for polymethyl methacrylat
we takeDE 51.2 eV'const in the particle velocity rang
1–10 km/s. The pressure in the region of the insulator
pends on the thickness of the top plate of the MIM structu

The quantitys0 and DE are found by substitutingT1 ,
s1 , T2 , ands2 into Eq.~7! and solving the system of equa
tions ~2!. The values ofU,E,p, and r, characterizing the
behavior of the materials as a function of time, were det
mined by solving the system of equations~1!–~5!. The pro-
gram also permits calculating the temperature field in
cells. The solutions were used for calculations of the elec
cal conductivity and the conductivity, which depends on t
temperature of the shock-compressed conduction chann
© 1998 American Institute of Physics
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the MIM structure. Given the temperatures is determined
from the known functions5s(T) or given s and T the
empirical dependence ofs on T can be determined. Figure
1a and b show the computed curves of the pressure, den
velocity, temperature, and electric conductivity of the sho
compressed insulator as functions of time and the longitu
nal coordinateZ, respectively. The top plate, the insulato
and the bottom plate of the structure were 20, 1.5, and 20mm
thick, respectively, while the particles were 1.5mm in size.

The computational results show that the film MIM stru
ture is highly sensitive to shock action. Thus, for a 1.5mm
particle moving with velocity 5 km/s the electrical condu
tivity of the shock-compressed channel changes by 7 or
of magnitude. The temperatureT5900 °C, s51026 A, r
54.53103 kg/m3, and pd533109Pd, which in order of
magnitude corresponds to the experimental results of Re

There is no justification for using the solution of th
systems of equations~1!–~5! for processing information
from the MIM-based transducers under real operating co
tions because of the large volume of the calculations
greater complexity of the apparatus. A simple model is
quired for calculating the current~voltage! pulse from the
MIM structure as a function of time, the particle paramete
and the structural parameters of the transducer. An analy
expression for calculating the current in the conduction ch
nel of a shock-compressed MIM structure was obtained
the form

J5
U

D2 E E
~V!
E s~r ,t !dV, ~8!

by solving the equations of electrodynamics for an equi
lent circuit of the transducer. HereJ is the current through

FIG. 1. a — Pressure, velocity, density, and temperature of the sh
compressed insulator versus time; b — pressure, velocity, and density of th
insulator versus the longitudinal coordinate.
ity,
-
i-

rs

7.

i-
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,
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the MIM structure ~total current through the shock
compressed capacitor!, U is the voltage on the plates of th
structure,V is the volume of the region of integration encom
passed by the shock wave,s(r, t) is the electrical conductiv-
ity, d is the thickness of the insulator, andr and t are the
coordinates and time.

The total conductanceG of the conduction channe
equals

G5E E
~V!
E s~r ,t !dV•d22. ~9!

If the conductivitys is a function of timet only, then
Eq. ~9! can be written in the form

G5s~ t !V~ t !d22. ~10!

The volumeV(t) can be calculated approximately a
cording to the equation

V~ t !5S~ t !d, ~11!

whereS(t) is the area of the spot formed by the shock wa
on the back side of the insulator.

In this case, substituting expression~11! into Eq. ~10!
gives

G5s~ t !S~ t !d21. ~12!

At t50, S(0)50 andG(0)50, i.e., the conductance o
the conduction channel itself equals zero. However, the c
ductance of the entire structure consists of the conducta
of the rest of the insulator. LetSg be the area of the entire
surface of the insulator andSc the area of the conduction
channel. Then the total conductance will equal

Gg5s~ t !Sc~ t !d211s08~Sg2Sc~ t !!d21, ~13!

wheres08 is the conductivity of the undisturbed part of th
insulator at room temperature.

The expression can be put into the form

Gg5G0@11~s~ t !/s0821!•Sc~ t !/Sg#, ~14!

where G0 is the conductance of the structure before t
shock.

We shall make a number of assumptions which do
change the qualitative character of the processes occurrin
the presence of a shock:

1! A spherical wave propagates away from the point
contact of the particle with the target. The amplitude of t
wave can be calculated in accordance with the shock adi
of the barrier material.

2! The distribution of the parameters from the conta
point to the shock wave front is uniform.

3! The phase transition occurring during the passage
the shock waves is neglected.

4! The damping of the shock wave will be determined
the basis of the law of conservation of energy.

From the theory of shock waves the pressure on the fr
of the shock waves is

P5
r rW0

2

~12aM !~11Ar r /rm!2
, ~15!

k-
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wherer r andrm are the initial densities of the particle an
target andW0 is the collision velocity.

During the propagation of the shock wave the parti
pumps in kinetic energy for a period of timet0 , so that the
specific internal energy« is constant in time. The distanceH
from the top of the contact surface to the free surface at
moment when the particle and the target no longer inte
with one another will equal

H5RrAr r /rm5Rra, ~16!

whereRr is the characteristic particle size.
We estimate the timet0 according to the formula

t05Rr~a11!/W0 . ~17!

After the particle is spent, fort.t0 the parameters of the
shock wave decay as a result of an increase in the volum
the material. On the basis of the law of conservation of
ergy

E5E
~V!

r«dV, ~18!

whereE is the internal energy stored in a volume of radiusH
over a timet0 andr is the density of the shock-compress
matter.

Since the quantitiesr and« do not depend on the coor
dinates, we shall write the relation~18! in the form
E5r«V(t). Since the wave is hemispherical, we ha
V(t)52/3pR3(t), whereR(t) is the law of motion of the
shock wave front. It is obvious that

R~ t !5E
t0

t

D~ t8!dt81H, ~19!

whereD(t8) is the velocity of the shock wave.
Assuming that for times close toT0 the velocity of the

shock wave is practically constant, we obtain

R~ t !5D~ t2t0!1H. ~20!

The velocity D of the shock wave is related with th
particle parameter as

D5
W0

~12aM !~11a!
. ~21!

Substituting expressions~21! and ~20! into Eq. ~18! we
obtain

E5rM«~ t !
2

3
pF W0~ t2t0!

~12aM !~11a!
1H G3

. ~22!

Since

E5
rM

2 S W0

11aD 2 2

3
pH35const,

expression~22! makes it possible to determine the variati
of the specific internal energy«(t). For Plexiglas the relation
between the temperatureT at the shock-wave front and th
specific internal energy« is given by expression~11!

T5k«, ~23!
e
ct

of
-wherek54.58231028 K•g/erg is the coefficient of propor
tionality.

Substituting expression~23! into Eq. ~22!, we obtain the
law of cooling of the insulator

T5T01
E

2/3prM@W0~ t2t0!@~12aM !~11a!#211H#3k
.

~24!

We shall now determine the arrival time of the sho
wave at the back surface of the insulator from the momen
impact

td5t01
~L1d2H !~12aM !~11a!

W0
, ~25!

whered is the thickness of the insulator, located at a distan
L from the source of the shock wave.

At this moment current starts to flow through the MIM
structure. Switching to the new variablet→t1td , we re-
write expression~24! in the form

T5T01
E

2/3prM@W0t@~12aM !~11a!#211L1d#3k
,

~26!

where

2

3
prMF W0t

~12aM !~11a!
1L1dG3

k5N.

We shall determine the areaSk of the spot on the back
side of the insulator as

Sk5p@~Dt1L1d!22~L1d!2#. ~27!

Substituting expressions~26! and~27! into Eq. ~14!, us-
ing expression~7! for the conductivity of the MIM structure,
we obtain

Gg5G0F11S s0exp~2DE@T01EN21#21!

s0exp~2DET0
21!

21D
3

p@~Dt1L1d!22~L1d!2#G . ~28!

FIG. 2. Equivalent circuit of the shock-compressed MIM structure.
Sg
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The expression~28! describes the time-dependence
the conductance of the MIM structure as a function of
particle parameters and the structural parameters of the s
ture. To obtain the voltage~current! pulse from the shock-
compressed MIM structure, let us study its equivalent circ
~Fig. 2!. Solving the Kirchhoff equation for the electrica
circuit, we obtain a first-order linear differential equation f
the output voltage

Uout8 1S Gg~ t !

G2
11D Uout

tx
5

Gg~ t !Ef

G2tx
, ~29!

FIG. 3. a — Voltage of the shock-compressed capacitor versus time;
conductance of the shock-compressed MIM structure versus time for di
ent values of the particle velocity.
f
e
c-

it

wheretx5R2C, G251/R2 , C is the capacitance of the MIM
structure~capacitor!, Ef is the voltage of the power supply
andR2 is the load resistance.

The initial condition for Eq.~29! has the form att50

Uout~0!5Ust5
R2Ef

R21Rg
5

GgEf

Gg1G2
,

whereRg is the resistance of the conducting channel.
The solution of Eq.~29! can be reduced to quadrature

U5expS 2E
0

tG~ t8!

G2
11D dt8

tx

3H Ust1
Ef

tx
E

0

t G~x!

G2
3FexpE

0

t8S GG9

G2
11Ddt9Gdt8J .

~30!

The results of solving Eq.~30! are presented in Fig. 3a
~output voltage! and in Fig. 3b~conductance of the MIM
structure!. The results show satisfactory order-of-magnitu
agreement with the experimental data7 and the results ob-
tained by solving the system of equations~1!–~5!. Therefore
the model proposed for calculating the conductance o
shock-compressed MIM structure~output signal! can be
used, for example, for designing transducers of phys
chemical parameters of high-velocity particles.
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Radiation-stimulated diffusion in solids
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Irradiation of solids produces a microscopic nonequilibrium state in which the vibrational
energy distribution function of the atoms deviates from the thermodynamically equilibrium
function. Expressions are obtained for the nonequilibrium distribution function and for the
frequencies of activational transitions of atoms out of a potential well. It is shown that the
radiation stimulation of diffusion processes involves a deviation of the temperature dependences
of the frequencies of transitions of the atoms out of positions of equilibrium from the
Arrhenius law. Under subthreshold irradiation conditions the rate of diffusion processes is higher
for atoms whose vibrations thermalize over long times and depends linearly on the irradiation
intensity. Under above-threshold irradiation conditions the characteristics of cascade regions in
solids — their sizes and the vibrational excitation energy of the atoms — can be determined
by comparing the computed and experimental temperature dependences of the diffusion
coefficient. © 1998 American Institute of Physics.@S1063-7842~98!01108-8#
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INTRODUCTION

The kinetics of different activational processes in sol
under irradiation can differ substantially from the kinetics
such processes in the absence of irradiation. Such differe
are most strongly manifested experimentally as diffusion
celeration~radiation-stimulated diffusion! due to a factor of
10221010 increase of the diffusion coefficient of the intrins
and impurity atoms in metals, semiconductors, and wide-
insulators.

Different mechanisms are invoked to explain this ph
nomenon. However, they cannot be used in all cases
radiation-stimulated diffusion. Examples are the mechan
of diffusion acceleration due to ‘‘radiation jarring’’ of solid
accompanying the relaxation of the metastable states tha
formed1 or the crowdion mechanism of diffusion acceler
tion as a result of the displacement of entire groups
atoms.2 Such notions are enlisted to explain radiation ph
nomena in metals under above-threshold irradiation co
tions. The processes leading to the formation of defect
insulators as a result of the decay of electronic excitations
examined in Refs. 3 and 4. A mechanism of radiatio
stimulated diffusion due to electronic charge transfer on
purities in semiconductors under subthreshold irradiat
conditions is proposed in Ref. 5.

The most general approach from the standpoint of
ferent types of radiation action and materials appears to b
approach based on analysis of the influence of vibratio
excitations of atoms on statistical processes in solids. Ind
aside from the contribution of radiation to defect formati
by the impact mechanism and the formation of long-liv
electronic excitations, a major fraction of the energy is co
verted directly or by collisional and electronic relaxatio
over times 10215210216s into atomic vibrational energy
One can talk about a microscopic nonequilibrium state, ch
acterized by the deviation of the vibrational energy distrib
9381063-7842/98/43(8)/5/$15.00
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tion function of the atoms from a thermodynamically equ
librium function. The thermalization times of atomi
vibrations ~greater than 10212s) are much longer than th
characteristic times of other microscopic dynamical radiat
phenomena in solids, so that the need to take account o
influence of microscopic nonuniformity on diffusion pro
cesses seems obvious.

NONEQUILIBRIUM DISTRIBUTION FUNCTION

Let the subsystem of particles characterized by an
ergy distribution functionf (E) interact with a radiation flux
I in a manner so that the energy transfer to the particle
the subsystem in the energy interval («,«1d«) is deter-
mined by the differential cross sectionds5k(«)d«. We
shall use the approach of Refs. 6 and 7 to derive the kin
equation for the distribution functionf (E). Let us represent
the change produced in the distribution function by the int
action with the fluxI as

E
0

`

ik~«!FexpS 2«d

dE D f ~E!2 f ~E!Gd«. ~1!

Here exp(2 «d/dE) is a shift operator

expS 2«d

dE D f ~E!5 f ~E2«!U~E2«!, ~2!

where

U~x!5H 0, x,0,

1, x.0.

Let the excited particles relax with thermalization tim
t. We shall employ thet-approximation, according to which
the relaxation time does not depend on the excitation leve
the particles. The equation for the distribution function is
© 1998 American Institute of Physics
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] f ~E!

]t
52

1

t
~ f ~E!2 f 0~E!!1I E

0

`

k~«!

3FexpS 2«d

dE D f ~E!2 f ~E!Gd«, ~3!

where f 0(E) is the equilibrium distribution function.
We obtain for the nonequilibrium distribution functio

in a stationary state the expression

f ~E!5
12a

12a/s*k~«!expS 2«d

dE Dd«

f 0~E!, ~4!

wheres5*k(«)d« is the total interaction cross section an
a5tsI /(11tsI ).

Expanding expression~4! in a series we obtain

f ~E!5~12a! (
n50

` S a

s D nF E k~«!expS 2«d

dE Dd« Gn

f 0~E!

~5!

or

f ~E!5~12a! (
n50

` S a

s D nE k~«1! . . . k~«n!

3U~E2«12 . . . «n! f 0~E2«12 . . . «n!

3d«1 . . . d«n . ~6!

PROBABILITY OF A TRANSITION THROUGH AN ENERGY
BARRIER

Let a particle whose energy is characterized by the
tribution function f (E) move in a potential well whose pro
file remains unchanged during the motion of the partic
Over a period of the oscillations the particle will leave t
potential well if its energy is higher than the energy barr
W. Therefore, we shall estimate the frequency of transiti
per unit time as

v5nE
W

`

f ~E!dE, ~7!

where n is the vibrational frequency of the particle in th
potential well. In the equilibrium casef 0(E)5Ae2E/T and

v05n exp
W

T
. ~8!

Under the conditions of microscopic nonequilibrium w
obtain from Eq.~6!

v5n~12a!A(
n50

` S a

s D nE
0

`E
W

`

exp~«11 . . . 1«n2E!

3U~E2«12 . . . 2«n!k~«1! . . . k

3~«n!dEd«1 . . . d«n5v0~12a! (
n50

` S a

s D n

3E H exp~~«11 . . . 1«n!/T!, W.«11 . . . 1«n

exp~W/T!, W,«11 . . . 1«n
J

-

.

r
s

3k~«1! . . . k~«n!d«1 . . . d«n . ~9!

The expression obtained for the probability of transitio
of excited particles through an energy barrier can be use
calculate activational transitions under conditions of exter
excitations of atoms in solids, where the functionk(«) de-
termines the energy transfer to the atoms.

The casek(«)5s•d(«2«0), where the differential
cross section is described by a Dirac delta function, co
sponds to resonance laser action and is studied in Ref. 8.
condition

k~«!5s/«0 , ~10!

with 0,«,«0 can obtain in solids irradiated by fluxes o
high-energy particles~electrons, ions, neutrons,g rays!. Here
s is the total scattering cross section and«0 is the maximum
energy transferred to the atoms. The atoms acquiring en
above the threshold energy leave the potential well b
mechanism different from an activational mechanism. F
this reason, we shall assume that«0 does not exceed the
threshold energy of a displacement of atoms in a solid.
shall also assume that the excitation energy of the atom
still quite high and greater than the energy barriers for
ementary activational processes in solids. As a rule,
threshold displacement energy for metals exceeds 15
whereas for nonmetals it can assume values ranging f
6 eV ~in InSb! up to 80 eV~in diamond!,9 while the activa-
tion energies do not exceed 2–3 eV. For«0.W and under
the condition~10! the integral appearing in Eq.~9! can be
written in the form

Jn5E
V
exp~~«11 . . . «n!/T!d«1 . . . d«n1exp~W/T!

3E
0

«0
d«1 . . . d«n2exp~W/T!E

V
d«1 . . . d«n , ~11!

whereV is the volume in an-dimensional space bounded b
the coordinate planes and the hyperplane«11 . . . 1«n

5W.
Performing the integration we obtain

Jn5~2T!n1«0
n expS W

T D
2~2T!nexpS W

T D (
k50

n
~2W/T!k

k!
. ~12!

Substituting expression~12! into Eq. ~9! gives

v5v0~12a! (
n50

` F S 2aT

«0
D n

1exp
W

T
an

2exp
W

T S 2aT

«0
D n

(
k50

n
~2W/T!k

k! G
5v0H ~12a!1exp

W

T S 11
aT

«0
2~12a!exp

aW

«0
D J

3S 11
aT

«0
D 21

. ~13!
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For small values ofa expression~13! becomes

v5v0H 11a exp~W/T!
«02W1T

«0
J . ~14!

From Eq. ~14! follows the condition under which the
microscopic nonequilibrium must be taken into account
order to calculate the probability of particle transitio
through the barrierW:

a exp
W

T
.1. ~15!

SUBTHRESHOLD RADIATION-STIMULATED DIFFUSION

The diffusion coefficientD in solids is proportional to
the hopping frequencyv of the atoms

D5bl2v, ~16!

where l is the hopping length between stable neighbor
positions of the atoms andb is a geometric factor.

According to Eqs.~14! and~16!, the diffusion coefficient
under microscopic nonequilibrium conditions is determin
by the expression

D5DeH 11a exp~W/T!
«02W1T

«0
J , ~17!

whereDe is the diffusion coefficient under equilibrium con
ditions and«0 is the maximum energy transferred to th
diffusing atoms by the particles of the radiation flux.

At high temperaturesD;De . At low temperatures,
where the condition~15! is satisfied, the diffusion coefficien
is virtually temperature-independent and is proportional
the parametera of nonequilibrium. This is an obvious resul
showing that at low temperatures the probability of tran
tions of atoms out of a potential well is proportional to t
probability of excitation of the atoms with energy grea
than the energy barrier.

There are a large number of experimental results on s
threshold radiation-stimulation of diffusion, primarily i
semiconductors. In the case of the irradiation of semicond
tors microscopic nonequilibrium could be due to the exc
tion of atomic vibrations in the process of relaxation of t
radiation-induced electronic states. An example is the re
obtained in an experiment on the stimulation of diffusion
silicon by x rays.10 After irradiation with intensity I 55
31012cm22

•s21 at temperatures;300 K the concentration
profiles of the distribution of gold in silicon corresponded
diffusion coefficients under equilibrium conditions at tem
peratures higher by 300 °C. It is easy to show that the r
tion ~15! holds under such irradiation conditions. For diff
sion activation energyW51.5 eV, the x-ray scattering cros
sections510219cm2 and the lifetime of vibrational excita
tions on impurity atomst510211s, the parametera;tsI
55310218, andaeW/T.107.

We note that from Eq.~17! follows a linear dependenc
of the diffusion coefficient on the irradiation intensity. Su
a dependence has been observed, for example, in ex
ments ong-ray stimulated diffusion of copper in cadmium
sulfide.11 In the opinion of the author of Ref. 11, th
g
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radiation-stimulated diffusion coefficient is proportional
the rate of change of the charge state of the impurity. Tak
this into account, the acceleration of diffusion is due to
brational excitations of impurity atoms as a result of ele
tronic recombination processes. To make an accurate ca
lation of the parametera and radiation-stimulated diffusion
the character of the electron-vibrational relaxation must
taken into account.

The dependence of the parametera of nonequilibrium
on the thermalization timet of the atoms and on the cros
sections of the interaction of the atoms with the radiatio
flux leads to the possibility of selective stimulation of th
diffusion of atoms in solids. The thermalization time of lig
impurity atoms is longer than that of the main lattice atom
In Ref. 12 it was established experimentally that irradiati
with g rays, x rays, and heavy ions selectively stimula
hydrogen migration in semiconductors and insulators. T
large cross section for freeing of hydrogen from tra
(10215cm22) indicates that the process occurs by a su
threshold mechanism. In Ref. 12 it is noted that a vib
tionally excited bond containing hydrogen possesses lo
vibrational quanta with energy 0.2–0.5 eV outside the p
non spectrum of the crystal, and generation of three to
phonons by the multiplet mechanism is required to dissip
this energy. As a result of this, the diffusion process is a
vated by the excitation of the vibrations of hydroge
containing bonds.

POINT DEFECT CONCENTRATION AND DIFFUSION DUE TO
ABOVE-THRESHOLD IRRADIATION

The concentration of vacancies and interstitial atoms
simple irradiated materials in the case of above-thresh
irradiation are determined by the standard macroscopic e
tions ~see, for example, Ref. 13!

]Ci

]t
5K2K1~CiCv2CeiCev!2Piv i~Ci2Cei!,

]Cv

]t
5K2K1~CiCv2CeiCev!2Pvvv~Cv2Cev!, ~18!

whereK1 is a coefficient characterizing the rate of mutu
recombination of point defects;Pi ,n are the probabilities of
capture of defects on sinks;v i ,n are the hopping frequencie
of defects; and,Cei,en are the thermodynamically equilib
rium concentrations of the corresponding defects.

In the stationary case the solution of Eqs.~18! is

Ci5
2K~11b!

Piv ih
H F11

h

~11b!2G 1/2

21J 1Cei ,

Cv5
Piv i

Pvvv
1Cev , ~19!

whereh54KK1 /(Pi Pnv ivn) andb5K1Cen /(Piv i).
If the relation ~19! is used neglecting the microscop

nonequilibrium to calculate the defect concentrations, th
an unphysical result is obtained at low temperatures: T
vacancy concentration is greater than the total numbe
atoms. Taking account of the microscopic nonequilibriu
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consists in using expression~14! instead of expression~9! to
calculate the defect hopping frequency. In so doing, it can
assumed that the thermodynamically equilibrium defect c
centrations do not change and their temperature depende
are described by the Arrhenius relationsCev,i5exp(2Vn,i /
T). Indeed, using expression~6! we obtain for the average
energy of the nonequilibrium subsystem

^E&5~12a! (
n50

` S a

s D nE k~«1! . . . k~«n!

3U~E2«12 . . . «n! f 0~E2«12 . . . «n!Ed«1 . . . «n

5^E&01~12a! (
n50

` FasGn

nsn21E «k~«!d«

5^E&01^«&
a

12a
, ~20!

where^E&05*E f0(E)dE is the average energy of the equ
librium system~thermostat temperature!; ^«&5*«k(«)d«/
s is the average energy transferred to the particles in
subsystem.

Under real irradiation conditions~accelerator and reac
tor! a does not exceed 10210 and ^«& is less than 100 eV
This means that under microscopic nonequilibrium con
tions the average energy of a system of particles and toge
with it all thermodynamic quantities also vary by not mo
than 1024%.

Figure 1 shows the computed stationary concentrati
of vacancies and interstitial atoms in nickel versus the re
rocal of the temperature neglecting and taking into acco
the microscopic nonequilibrium with parametera51.8
310215. In the calculations it was assumed thatKi.v i ,
Pi5Pn51027 ~annealed metal!, K51026 da/s~reactor irra-
diation!, the defect formation and migration energiesVi

55 eV, Vv51.63 eV,Vnm51.25 eV, andVim50.2 eV, and
the defect vibrational frequenciesnv5531013s21 and n i

51013s. Analysis of the temperature dependences of the

FIG. 1. Computed stationary concentrations of vacancies~a! and interstitials
~b! in nickel versus the reciprocal of the temperature under equilibr
conditions~1! and under reactor irradiation conditions neglecting~2! and
taking account of~3! the microscopic nonequilibrium witha51.8310215

~3!.
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fect concentrations displayed in Fig. 1 shows that when
microscopic nonequilibrium is neglected, the stationary
cancy concentrations are substantially underestimated
the interstitial concentrations are substantially overestima
for the case of reactor irradiation in the temperature ra
below 400 K.

The parametera of nonequilibrium under above-thres
hold irradiation conditions, where cascades of displaceme
appear, can be determined as the ratio of the total ene
introduced by radiation into the solid, minus the energy
the defects and electronic centers~for insulators! produced,
to the average excitation energy«0/2 of the atomic vibrations
in the cascade region, i.e., we assume that all of the ex
energy is expended on the excitation of atomic vibrations
the absence of processes leading to the formation of e
tronic radiation centers~metals!,

a>2@Em2g~Vi1Vv!#
Ist

«0
>2Kt

2Ed

«0
, ~21!

whereEm is the energy transferred to the atoms by the p
ticles of the radiation flux;Ed is the threshold energy o
displacement;g;Em/2Ed is the cascade function~the aver-
age number of displaced atoms per primary knocked
atom!; and,K5sIg is the dose accumulation rate~number
of displacements per primary knocked out atom, da/s!.

The ratio 2Ed /«0 is the average number of excited u
displaced atoms per displaced atom in the cascade reg
while g2Ed /«0 is the average number of atoms excited
the entire cascade region. These parameters can be estim
using the results of experimental measurements of radiat
stimulated diffusion coefficients.

Figure 2 shows the experimental values of the diffus
coefficient of the isotope63Ni in nickel under irradiation with
300 keV 58Ni ions with flux I 56.331012cm22

• s21 as a
function of the reciprocal of the temperature.14 The figure

FIG. 2. Computed coefficients of diffusion of nickel in nickel versus t
reciprocal of the temperature under equilibrium conditions (De) and under
irradiation conditions (Dn) with a510210. h — experimental values of the
diffusion coefficient in the case of irradiation with Ni2 ions ~300 keV,
I 56.331012 cm22

• s21).14
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also shows the computed dependences of the diffusion c
ficient of nickel in nickel under equilibrium conditions an
under microscopic nonequilibrium conditions with parame
a510210. The diffusion coefficients were calculated fro
the formula

Dn510217~Cvvv1Civ i !, ~22!

where the relation~14! was used for the defect hopping fre
quency, while the defect density was calculated accordin
Eq. ~19!. The diffusion coefficientDe under equilibrium con-
ditions was also calculated according to Eq.~22!, where the
standard Arrhenius dependences were used for the con
trations and the hopping frequencies. The above-indica
values of the energy barriers and vibrational frequencies
defects for nickel and the dose accumulation rateK53
31022 da/s (g53.73103) were used in the calculation.

The temperature variation of the diffusion coefficie
~Fig. 2! can be divided into three sections. The Arrhen
law ~I! holds at high temperatures. As the temperature
creases, the deviation from the Arrhenius law is due to
production of radiation defects~II !. At low temperatures dif-
fusion is temperature-independent~III !, because of the mi-
croscopically nonequilibrium state of the atoms in the so

Using the relation~21!, we shall estimate the paramete
of the cascade regions in nickel under accelerator irradia
conditions. Assuming that the thermalization time of the
oms falls into the range 3 –10310211s, we estimate the av
erage number of excited undisplaced atoms per displa
atom as;20250, and we estimate the maximum excitati
energy of atomic vibrations in the cascade region to
«0'1.525 eV with 62203104 atoms in the cascade re
gion.

CONCLUSIONS

The irradiation of solids with different types of radiatio
results in a state of microscopic nonequilibrium due to
deviation of the vibrational energy distribution function
the atoms from the thermodynamically equilibrium functio
Under these conditions the temperature dependences fo
frequencies of transitions of the atoms out of their positio
of equilibrium are different from the Arrhenius law, esp
cially at low temperatures. This is the reason for the s
threshold radiation-stimulated diffusion processes.
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The microscopic nonequilibrium state is characteriz
by a parameter of nonequilibrium, which is proportional
the irradiation intensity and the thermalization time of t
atomic vibrations. This gives rise to a linear dependence
the subthreshold stimulation of diffusion processes on
irradiation intensity as well as to the possibility of selecti
stimulation of the diffusion of atoms which thermalize ov
long times.

Taking account of the microscopic nonequilibrium sta
under above-threshold irradiation conditions, the mac
scopic kinetic equations for the creation–annihilation of d
fects can be used to calculate the defect density at low t
peratures. By comparing the computed and experime
temperature dependences of the diffusion coefficient i
possible to determine the parameter of nonequilibrium, fr
which it is possible to obtain the important characteristics
above-threshold actions on solids — the size and the ato
vibrational excitation energy of cascade regions.
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Defect-density switching wave in crystals under pulsed laser irradiation
F. Kh. Mirzoev
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A model is proposed for the ignition of a defect-density switching wave in a crystal by powerful
laser pulses. It is shown that the switching wave arises as a result of the nonlinear
dependence of the activation energy of the defect-formation process on the strain field due to
defects. The conditions under which a switching wave arises and the profile, velocity,
and propagation direction of the wave are discussed. ©1998 American Institute of Physics.
@S1063-7842~98!01208-2#
n

e
el
c-

e
t
th

i o
o
r

nt

ab
ec

v
ai

ca
at

o
th
t
ro
im
h

of

e
tic

of
in

ap-

a

-
sent

ting

us
INTRODUCTION

It is well known that powerful laser pulses acting o
crystals generate generation of point defects~PDs! ~vacan-
cies, interstices! with concentration much higher than th
equilibrium concentration. According to the thermal mod
the formation of point defects is related with thermal flu
tuations and its probability increases with the temperature
the medium~or the radiation intensity! and with the defect
density n.1 The effect of the defect density is due to th
decrease in the heightE of the activation barrier for defec
formation due to the appearance of an elastic strain of
medium as a result of the difference of the covalent radi
the atoms of the matrix and the defects. Under certain c
ditions the nonlinear character of the defect generation p
cess can lead to instability at the surface~or in the interior
region! of the crystal together with the formation of differe
static spatially periodic structures.1,2 In reality, however, the
concentration dependence of the source functiong can have
a maximum due to an increase in the activation energy
sufficiently high defect concentrations.3 Unique phenomena
can be observed in this case — the presence of two st
states of equilibrium and the propagation of a point-def
density wave front~a solution of the traveling front type!
through the crystal. During the propagation of such a wa
the local defect density in the crystal switches from a cert
minimum valuenmin to a maximum valuenmax.

The aim of the present paper is to analyze the criti
conditions of excitation of a switching wave and to estim
its profile and propagation velocity.

AUTOWAVE MODEL

This effect can be analyzed theoretically on the basis
a distributed nonlinear system of equations describing
dynamics of an ensemble of point defects taking accoun
their elastic interaction. If it is assumed that the main p
cesses controlling the behavior of the defect density in t
are generation, diffusion, and recombination on centers, t
we have

]n

]t
5g0 exp@2~E1W!/kT#1D

]2n

]r 2
2bn, ~1!
9431063-7842/98/43(8)/5/$15.00
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E5E02K (
i

U~r 2r i !L 'E02zU~ r̄ !. ~2!

The first term on the right-hand side of Eq.~1! describes
the generation of point defects by thermal fluctuations (g0

5d3nN0
2, d — lattice constant;n — atomic vibrational fre-

quency of the order of the Debye frequency:n'Vph/
d;1014s21; N0 — density of lattice sites,Vph — sound
speed!, the second term describes the spatial diffusion
point defects (D — diffusion coefficient!, and the third term
describes recombination on centers~recombination rateb
5b0 exp(2W/kT), b05rnd2, r — density of recombination
centers,W — activation energy for diffusion of defects,k —
Boltzmann’s constant,T — temperature!.

The equation~2! describes the renormalization of th
defect activation energyE due to the appearance of an elas
strain field from the defects themselves. HereU(r 2r i) is the
strain field potential produced by thei -the defect;r̄ is the
average distance between defects;z is the coordination num-
ber; and,E0 is the defect formation energy in the absence
interaction. The interaction between defects is described
terms of the elastic strain field in the nearest-neighbor
proximation.

In the general case the strain field potential around
defect in crystals can be represented as4

U~r !5
a1r m

a21a3r p1m
, ~3!

where the exponentp53 or 6 andm53 (a1,2,35const).5

Far from a defect (r→`) expression~3! gives the
asymptotic form U(r )→r 2p, while close to a defect
(r→0) eitherU(r )→r m asymptotically or a singularity ob
tains, depending on the values of the constants. In the pre
paper we shall confine our attention to the most interes
special case:

U~r !52U0

r /r 0
3

I 1~r /r 0!6
, ~4!

whereU0 and r 0 are the characteristic amplitude and radi
of interaction for the strain field.
© 1998 American Institute of Physics
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We note that although in Ref. 4 an expression of the ty
~3! was used to model the elastic interaction of defects
metals, it can be equally used for semiconductor system6

Substituting expression~4! in Eq. ~2!, we obtain for the
activation energy for defect generation

E~n!5E022zU0

nV

I 1~nV!2
. ~5!

The derivation of expression~5! took account of the fac
that r̄ 5n21/3, r 0;d, andV;d3 is the volume of a defect.

At the same time as the defect formation energy
creases with the appearance of lattice strain, the defect
gration energy also decreases, a result of which is that
diffusion coefficient increases and therefore the recomb
tion rate increases. If it is assumed thatW5W02KVm

2 n (K
— bulk modulus, Vm — activation volume for defec
migration!,1 we obtain for the strain-accelerated recombin
tion rate

b~n!5b exp~KVm
2 n/kT!, b5b0 exp~2W0 /kT!. ~6!

To within the accuracy of the numerical values of t
parameters of the model~1!–~6!, the microscopic nature o
the defects can be different in crystals with different sho
range order structure or chemical-bond type. The equat
~1!–~6! form a nonlinear dynamical system, characteristic
the physics of autowave processes in nonequilibrium me
The basic solutions, most often materializing in experime
on the observation of autowaves in such media, are solut
in the form of traveling excitation fronts and travelin
pulses.7 In many respects the system is similar to that stud
in the theory of combustion8 or the theory of nonequilibrium
explosive crystallization in amorphous media.9

STABILITY ANALYSIS OF THE STATIONARY SOLUTIONS

In the stationary-homogeneous case we have from E
~1!–~6!

g0 expF2
E~n!

kT G5b0n. ~7!

The equation~7! can be solved graphically. In a certa
range of values of the parameters of the system it can h
from one to three real roots, i.e.,n5n1 , n1,n2,n3 ~Fig. 1!.

FIG. 1. Graphical solution of Eq.~7!.
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Using a piecewise-linear approximation of the source fu
tion g(n), it is easy to obtain

n1'~G/3b0!~123ABb0 /GV!, n2'G/3b0 ,

n3'~G/3b0!~113ABb0 /GV!. ~8!

HereG5g0exp(2E0 /kT), B52zU0 /kT.
Let us investigate first the stability of the solutions

Eq. ~1! with respect to a spatially periodic disturbance w
wavelengthl

n8~r ,t !5nq exp~gt1 iqr !, ~9!

where the wave number of the disturbancesq52p/l andg
is the growth rate of the instability.

The equation linearized near the stationary solution~8!
with respect to small nonuniform correctionsn8(r ,t) can be
written in the form

]n8

]t
5D

]2n8

]r 2
1n8

]S

]n8
~n85ni !, ~10!

where

S~n!$g08 exp@BnV/~ I 1n2V2!#2bn%exp~KVm
2 n/kT!,

g085G exp~2W0 /kT!.

Substituting expression~9! into Eq. ~10! gives the dis-
persion relation

g~q!52Dq21
]S

]n8
~n85ni !. ~11!

The stability of the solution is determined by the sign
the derivative in Eq.~11!. It is obvious that at the pointsn1

andn3 the derivative is negative and the solution is asym
totically stable. At an intermediate point (n2) ]S/]n8 (n8
5n2).0, if

n.n* 5kT/6zU0V. ~12!

The interval 0<q<q0 determines the region of unstab
values of the wave numbers, whereq0

25D21(]S/]n8)(n8
5n2). Thus, the left-hand (n5n1) and right-hand (n5n3)
roots in Fig. 1 are stable, while the middle root (n5n2) is
unstable.

ESTIMATES OF THE PROFILE AND PROPAGATION
VELOCITY OF A DEFECT WAVE

To analyze a solitary front traveling with constant velo
ity v, we switch in Eq.~1! to the self-similar variableh

h5r 2vt, n~r ,t !5n~h!. ~13!

Substituting expression~13! into Eq. ~1! we obtain the
equation

2v
dn

dh
5D

d2n

dh2
1S~n!. ~14!

The equation ~14! with the boundary conditions
n(2`)5n3 , n(`)5n1 , andnh8 (6`)50 is an eigenvalue
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problem, whose spectrum determines the possible value
the velocities, while the corresponding eigenfunctionsn(h)
determine the forms of the defect wave.

SettingF5dn/dh, we shall investigate Eq.~14! in the
phase plane (F,n). First, we represent this equation as
system of equations

D
dF

dh
52vF2S~n!,

dn

dh
5F. ~15!

The number of zeros of the functionS(n) depends on
the temperature. ForT1,T,T2 , whereT1 and T2 are the
solutions of the equation

~3 f 221!~kT!223 f k~3 f D12zU0!T

13 f D~ f E12zU0!50,

f 5b0 /Vg0D5E02W0 ,

where Eq.~7! possesses three roots, there exists a sin
eigenvalue of the velocityv.7 Figure 2 displays the charac
teristic form of the phase trajectories of the system of eq
tions ~15! in the (n,dn/dh) plane for the casev.0. It can
be shown that forv.0 the system of equations~15! always
has a solution such thatn(h)→n3 as h→2` and n(h)
→n1 as h→1`. Indeed, forv50 any solutionn satisfies
the equation

DS dn

dh D 2

12E
0

n

S~j!dj5const,

and the trajectory of the motion is one of the curves in Fig
The phase trajectoryA, described by the equation

DS dn

dh D 2

12E
0

n

S~j!dj50,

leaves the left-hand saddle point (n1,0), goes around the
point (n2,0), and returns to the point (n1,0). It does not
reach the saddle point (n3,0), since there*0

nS(j)dj<0,
while *0

n1S(j)dj.0.
The singular point (n2,0) ~center type! corresponds to an

unstable solution of Eq.~14!. If n(j) is a solution starting on
the unstable manifold of the saddle point (n1,0), then from
Eq. ~14! we obtain that in the first quadrant

FIG. 2. Phase portrait of wave trajectories for the system of equations~15!.
of

le

a-
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d

dh FD

2 S dn

dh D 2

1E
0

n

S~j!djG5vS dn

dh D 2

.0.

For small and positive values ofv, the solution closely
follows the curveA and reaches then axis~curve1! at points
n,n3 . However, ifv is large, then the solution reaches th
trajectory~curve2! given by the equation

D

2 S dn

dh D 2

1E
0

n

S~j!dj5E
0

n1
S~j!dj.

Since the unstable manifold and the solutionn are con-
tinuous functions ofv, there exists av.0 such thatn(h)
→n1 ash→1` andn(h)→n3 ash→2`. For this solu-
tion the derivativedn/dh approaches zero exponentially a
h→6`, since (n1,0) and (n3,0) are saddle points. There
fore the only stable stationary solution of Eq.~14! is de-
scribed by a separatrix, passing from the saddle point (n3,0)
into the saddle point (n1,0).

The problem of the propagation of the front of a solita
wave for the system~15! can be reduced to the boundar
value problem

DF
dF

dn
1vF2S~n!50 ~16!

with the boundary conditionsF(n1)5F(n3)50.
In the general case the problem~16! is solved by numeri-

cal methods. To obtain results in an explicit form we a
proximate the functionS(n) by a cubic polynomial

S~n!5u~n2n1!~n2n2!~n32n!,

whereu5V2b0 .
In this case the problem~16! can be solved exactly. Set

ting F5d(n2n1)(n2n3) in Eq. ~16! and equating the co
efficients of like powers ofn, we have for the propagation
velocity of the wave

v5~n11n322n2!A~uD/2!, d5Au/2D. ~17!

Next, integratingdn/dh5F, we obtain the profile of the
solitary wave

n~r ,t !5n11
n32n1

11C expS r 2vt

L D . ~18!

The solution~18! corresponds to a wave of switching o
the point-defect density from the minimum valuen1 , which
exists in the initial state (t50), to the maximum valuen3 .
The width of the region of switching of the defect density

L5A~2D/u!/~n32n1!'
1

6
AkTD/zU0g08V. ~19!

If at t50 the wave is located at the origin of the coo
dinates, thenC51. A plot of the wave solution~18! for this
case is shown in Fig. 3.

The velocity of a switching wave can be calculated
the approximate methods that are widely used in the the
of bistable active media~for the case of slow switching
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waves!10 or in the theory of thermal propagation of flam
~for the case of fast switching waves!.8 Let us represent Eq
~14! in the form

D
d2n

dh2
52v

dn

dh
2

dU

dn
, U~n!E

0

n

S~j!dj. ~20!

The solution of Eq.~20! can be regarded formally as
trajectory of a classical particle of ‘‘mass’’D moving with
time h along then axis in the potentialU(n) in the presence
of friction forces, which are proportional to the particle v
locity v, playing the role of a dynamic viscosity. If bot
sides of Eq.~20! are premultiplied by the derivativedn/dj
and integrated with respect toj over the range (2`,1`),
then taking account of the conditionsn(h)→n3 as h→
2` andn(h)→n1 ash→1` it is easy to obtain10

v5E
n1

n3
S~n!dnF E

2`

1`S dn

dj D 2

djG21

. ~21!

Since the denominator in Eq.~21! contains the derivative
dn/dh, which depends in turn on the velocityv of the
switching wave, it is difficult to use this formula in practic
However, if the velocity of the wave is low, thenn(h)
5n0(h), wheren0(h) is the profile of a standing switchin
wave, corresponding toR50, where

R5E
n1

n3
S~j!dj5U~n3!2U~n1!.

Then we obtain from Eq.~21!

v'RF E
2`

1`S dn0

dj D 2

djG21

.

The functionn0(h) can be found from the equation

h5AD

2 E
n1

n

@U~n1!2U~n!#21/2dn.

Therefore the velocity of slow switching waves is pr
portional toR.

In the case of fast switching waves, however, the pot
tial U(n) can have the form shown in Fig. 4. Following Re
8, we find for the velocityv

v'~2DR!1/2Ab0kTV/8zU0g08.

FIG. 3. A wave of switching of the point-defect density.
-

DISCUSSION

The solution~18! is a step moving with the velocity~17!
with no change in profile and with a transitional region
characteristic widthL. We note that the sign of the velocit
changes at the pointn11n352n2 , which corresponds to the
condition that the front of the switching wave is immobile.
a crystal stable, stationary zones with high and low cont
defect are possible.

The velocity of the wave decreases as the differe
U(n3)2U(n1) decreases and vanishes atR50. If R,0, the
switching wave moves in the opposite direction:n(h)→n1

as h→2` and n(h)→n3 as h→1`, i.e., as the wave
propagates, the staten3 of the medium is replaced by th
staten1 . If R.0, then as the wave passes, switching occ
from a low-defect staten1 into a high-defect staten3 , and
hence the wave propagating through the medium is a gen
tion wave. However, ifR,0, then after the wave passes th
medium switches from a high-defect into a low-defect st
and we have a recombination wave. SinceR depends on the
temperature~or the radiation intensity!, the switching wave
can be controlled by varying the temperature — the veloc
and even the direction of motion of the wave can
changed. At low temperatures the wave will be a genera
wave, while at high temperatures the wave will be a reco
bination wave.

To build up a defect generation wave the defect den
must exceed a certain threshold valuen* , determined by Eq.
~12!. For the parameter characteristic for vacancy-type
fects in SiU050.8 eV, z55, V510222cm3, r5109 cm22,
D51.5 exp(20.95/kT),13 kT50.03 eV, and K5531011

e/cm3, we haven* ;1019cm3. On account of the passage o
such a wave the local defect density in the crystal switc
from the minimum valuen1 to the maximum valuen3 . Ac-
cording to Eq.~17!, the propagation velocity of a switchin
wave lies in the intervalv5102321021 cm/s. An estimate
of the width of the region of switching of the defect dens
using Eq. ~19! gives L5531026 cm. We obtain for the
maximum density of defects produced by the wave the e
mate n3>N0 . At such point-defect densities in materia
with covalent bonds in the crystal lattice~Si, Ge, Bi, and so
on! the free energy of a crystal can reach the values ne
sary for amorphization in a solid-phase reaction regime. I
possible that in order for amorphization processes to deve
not only must a critical point-defect density be reached
the point defects must then accumulate and form clust
which can serve as centers of nucleation for the amorph

FIG. 4. The potentialU versus the densityn.
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phase. The total contribution of PDs and their clusters de
mines whether or not the energy state of the crystals ab
the energy for a supercooled liquid is attained. We note
every specific system has a set of physical factors wh
determine the possibility and mechanism of the transit
from a crystalline into an amorphous state, and the fac
determining the generation of a switching wave is one
them. It is obvious that to reach an amorphous state the l
defect density must satisfy the conditionn.n2 . The model
proposed in the present paper for the ignition of a switch
wave predicts realistically attainable values of the thresh
defect density and could be of definite interest for describ
the first stage of amorphization — attainment and prese
tion of the high-energy state of crystals with values of t
free energy above that of a supercooled liquid. The phys
picture developing at the second stage of the process —
stage of nucleation and growth of the amorphous phase
must be analyzed separately for a specific system and
specific transformation mechanisms.

Defect wave front propagation is an autowave proces
a nonlinear active medium. It corresponds to a wave
switching between two stable stationary states, one of wh
~corresponding to the maximum defect densityn3) can be
identified with the amorphous phase. The velocity and pro
of this wave are determined uniquely by the characteris
of the medium and of the laser irradiation. The wave
switching of the defect density is similar to switching of th
temperature in a combustion process.8 Autowave processe
of this kind have also been observed in the thermal propa
r-
ve
at
h
n
r
f
al

g
ld
g
a-

al
he
—
or

in
f
h

e
s
f

a-

tion of the normal phase in high-temperature supercondu
films12 and in dielectrics during electrothermal heating
account of the nonmonotonic temperature dependence o
dielectric loss factor.13

I wish to thank L. A. Shelepin for a discussion of th
results obtained in this work.
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Inverse problems of the nonlinear electrodynamics of high- Tc superconductors
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A method is developed for reconstructing the dependence of the surface impedance ofZs(H) of
high-Tc superconductors~HTSCs! on the amplitude of an ac magnetic field from
measurements of the nonlinear radiophysical characteristics of microwave HTSC resonators. It is
shown that the nonuniformity of the structure of the electromagnetic field in a resonator
lead to integral equations forZs(H). The corresponding integral equations are obtained for certain
types of resonators. The errors of the conventional methods employing algebraic relations
for Zs(H) are analyzed. The Tikhonov regularization method, developed in the theory of ill-
posed inverse problems, is used to reconstruct the functionsZs(H) from the integral
equations. Numerical experiments on the reconstruction ofZs(H) were performed, and the
requirements for the accuracies and other characteristics of the experimental data were determined
from them. © 1998 American Institute of Physics.@S1063-7842~98!01308-7#
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INTRODUCTION

In the last few years, the nonlinear electromagnetic pr
erties of HTSCs have become a subject of active invest
tions. There are several reasons for the interest which
developed in this problem. In the first place, HTSCs ha
promising applications in many microwave devices: reso
tors, filters, antennas, delay lines, multiplexers, and other1,2

The nonlinearity of superconductors limits the dynami
range of these devices. In the second place, such change
serve as a means of quality control of HTSCs, which in la
measure determines their nonlinear properties.3,4 Finally,
these investigations are also important for the physics of
perconductors, since at present there is no consensus
cerning the mechanism of nonlinearity.5–11The following are
cited as likely reasons:10 destruction of Cooper pairs by
microwave field, penetration of Abrikosov vortices into th
mass of a superconductor or into the intergranular con
region, global heating of HTSCs by an electromagnetic fie
or local heating of individual nonsuperconducting defects

The nonlinear properties of HTSCs are ordinarily ch
acterized by the dependence of the surface impedancZs

5Rs1 iXs (Rs , Xs — surface resistance and reactance,
spectively! on the amplitude of the acH field at the surface
of the superconductor, i.e.,Zs5Zs(H). As a rule, the func-
tion Zs(H) is measured using different microwave reson
tors: microstrip,6,12,13 cavity,14 dielectric,11,15,16 and quasi-
optical.17 The measured characteristics of the resonators
the coefficients of reflection, transmission, and absorp
and their dependences on the frequencyf and powerPin of
the radiation supplied from the outside, i.e., the integral n
linear response of the electrodynamic system as a who
studied. The dependencesRs(H) andXs(H) are usually de-
termined from the broadeningD f B of the frequency charac
teristic and the shiftD f 0 of the central frequency. A charac
teristic feature of all resonators listed above is nonuniform
of the distribution of the fieldsH over the surfaces of the
9481063-7842/98/43(8)/8/$15.00
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HTSCs. At the same time, the algebraic relations betw
D f B , D f 0 andRs(H), Xs(H) which are valid for supercon
ductors which are uniform with respectZs were used in
works on the diagnostics of the nonlinear properties
HTSCs.4–6,15,18The nonlinearity of a superconductor and t
nonuniformity of H lead to integral equations forZs(H).
Ignoring this fact results in serious errors in determini
Zs(H).

In the present paper a new approach, based on sol
the integral equations forZs(H), is developed for the prob
lem of the diagnostics of the nonlinearity of HTSCs with t
aid of microwave resonators. The physical and practical
vantages of this approach are discussed, integral equa
for certain types of resonators are derived, the errors of
conventional methods are analyzed, numerical schemes
inverting the integral equations are constructed, and the
quirements for accuracy and degree of discretization of
experimental data are determined on the basis of nume
experiments on the reconstruction ofZs(H).

NONLINEAR SURFACE IMPEDANCE OF HTSCS

In linear electrodynamicsZs is determined as the coeffi
cient of proportionality between the tangential compone
of the amplitudes of the electric fieldEt and magnetic field
Ht5H at the surface of a medium

Et5ZsH. ~1!

For a medium with good conductivityZs characterizes
the conducting properties of the medium, which are refer
to a point on the surface, i.e., it is a parameter of the mate
The nonlinearity of a conductor leads to a self-action eff
of the field on the frequency of the pump wave that c
likewise be described by the relation~1! by means of the
surface impedance, which is now a function of the field, i.
Zs5Zs(H). It is this effect that is ordinarily used as a test f
nonlinearity of HTSCs, which is judged according to th
© 1998 American Institute of Physics
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character of the dependenceZs(H) ~we assume that the
HTSC is a locally nonlinear medium, i.e.,Zs depends onH
only at the same point of the surface!. On the basis of this
definition Zs(H) is still a characteristic of the conductin
microwave properties of the HTSC material.

The methods4–6,15,18used to determineZs(H) are based
on the equation

D f 5D f 01
i

2
D f B5

i

8pWE
S
H2Zsd

2r , ~2!

where the fieldH has a zero phase;W is the energy stored in
the resonator; the integration extends over the surface o
HTSC; D f B , D f 0 are determined relative to the values co
responding to an ideal conductor (Zs50). For impedanceZs

uniform over the surface of the HTSC, expression~2! be-
comes

D f 5
i

2
GZs , ~3!

where

G5
1

4pWE
S
H2d2r ~4!

is a geometric factor, which can be calculated for each s
cific resonator or measured by calibration.

The equation~3! can be used, quite justifiably, to stud
the linear characteristics of HTSCs.

The situation is different in the case of a nonlinear re
nator, where the nonuniformity of the field structure resu
in nonuniformity of the distribution ofZs over the surface of
the HTSC, sinceZs5Zs(H). In this case, the use of Eq.~3!,
as done in Refs. 4–6, 15, and 18, leads to a definition of
impedancê Zs& averaged over the surface, i.e.,

D f 5
i

2
G^Zs&. ~5!

In accordance with Eq.~2!, we have the average imped
ance

^Zs&5

E
S
H2Zs~H !d2r

E
S
H2d2r

, ~6!

which is now determined not only by the properties of t
material but also by the nonuniformity ofH, which in turn
depends on the type of resonator and the excited mode.
latter circumstance decreases the practical value of the
sults obtained using Eq.~3! and makes it difficult to compare
them when the measurements are performed in diffe
types of resonators.

THE INTEGRAL EQUATION

We shall assume that the resonator has one HTSC
as a conducting wall, whose impedanceZs(H) is to be de-
termined. The structure of the magnetic field on the surf
of the HTSC near the resonance frequency is determin
he
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e
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m

e
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provided thatQ of the nonlinear resonator remains high, b
the characteristic functionF(r ) of the corresponding mode

H~r !5HmF~r !, ~7!

wherer is a coordinate vector on the surface of the HTS
andHm is the maximum value of the fieldH (F is normal-
ized so thatFmax51).

The fieldHm of the nonlinear resonator is calculated f
each value of the powerPin according to the measured valu
of the loadedQ. For example, the method for a microstr
resonator is described in Ref. 19. Switching in Eq.~6! from
integration over the coordinates to integration overH and
substituting variables in accordance with Eq.~7! we obtain
the equation

^Rs~Hm!&5E
0

Hm
K~Hm ,H !Rs~H !dH, ~8!

whereK(Hm ,H) is the kernel of the integral equation. Th
form of the kernel depends on the type of resonator and
excited mode, and in addition*0

HmK(Hm ,H)dH51.
The equation~8! was written for the surface resistanc

Rs5Re(Zs), the possibility of determining which we sha
investigate below. Obviously, all subsequent conclusions
be transferred toXs5Im(Zs) since the corresponding equa
tions are identical. We shall present expressions for the
nel K(Hm ,H) and the quantity~8! for certain types of reso-
nators.

a! Quasioptical confocal resonator.In resonators of this
type17 the HTSC film is installed as a flat reflector in th
focal plane of a spherical mirror, consisting of a norm
metal or a low-temperature superconductor. The field~7! on
the HTSC is ordinarily approximated by a radially symme
ric Gaussian function

F~r !5exp~2r 2/a2!. ~9!

Changing in Eq. ~6! the variable of integration as
r→H, we obtain

K~Hm ,H !52H/Hm
2 . ~10!

b! Cavity resonator.Let us consider a square resonato
one wall of which is a HTSC plate. For the fundamen
mode the fieldH ~7! in a rectangular coordinate system wi
origin at the center of the plate has the structure

F~r !5F~x!5cosS p

l
xD , ~11!

wherel is the length of the plate in the directionx.
Making the substitutionx→H in Eq. ~6! yields

K~Hm ,H !5
4

pHm

~H/Hm!2

A12~H/Hm!2
. ~12!

We note that the cavity resonators as well as dielec
resonators with modes having close structures have b
used most often in recent years for diagnostics of the non
ear properties of the HTSCs.11,14–16However, the works in-
dicated all used cylindrical resonators, in which theTE011

mode with a radially symmetrical field structure
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F~r !5J1S A01

r
r D /J1

max, ~13!

wherer is the radius of the cylinder,A01'3.832, andJ1(x)
is a Bessel function of the first kind, was excited.

Clearly, the kernel of Eq.~8! for such resonators is dif
ferent from expression~12!, but as calculations show th
normalized integrands of Eq.~6! for F(r ) of the types~11!
and~13! in the coordinate variablesx andr , respectively, are
close to one another, ifl 5r. On this basis the results ob
tained below for the kernel~12! can be taken as valid for a
of the resonators listed here.

c! Microstrip resonator.In resonators of this type th
HTSC film is a thin, usually curved, strip that serves as o
of the conductors of a segment of a microstrip line.6,12,13The
field H has a quite complicated two-dimensional structu
which for the TEM mode can be represented in the form

F~x,y!5w~y!cosS p

l
xD , ~14!

where the coordinatex is measured in the direction of th
line of symmetry of the strip. The transverse depende
w(y) is calculated using quite unwieldy numeric
algorithms.19 The approach considered here simplifies
analytical approximation of the functionF(r ). To this end,
we employ the solutions of Ref. 20, which were obtained
the approximation of zero strip thicknesst50. These solu-
tions hold for ally, excluding narrow regions near the str
edgesw/22z<uyu<w/2, wherew is the strip width and
z'2L2/t (L — London penetration depth of the field in th
superconductor!.21 In the limit uyu→w/2 these solutions hav
a singularityw→`. We shall use the approximation pro
posed in Ref. 21, which reduces to limiting the region
-

–
m

e

,

e

e

f

integration in Eq.~6! to 0<uyu<w/22z. Specifically, for a
resonator based on a symmetric microstrip line, investiga
in Refs. 5 and 12, we obtain

w~y!5A 12exp~22pz/d!

12exp~22p~w/22uyu!/d!
, ~15!

whered is the thickness of the line.
Formula~15! is applicable forw.0.3d.20 For purposes

of estimation, we shall determine the parameterz in Eq. ~15!
using the computational results for the transverse structur
the current density on the surface of the strip.19 For t50.2
mm, L50.3 mm, and resonator configuration identical
that of Ref. 19 withw5150 mm andd5500 mm, we find
z50.15mm.

We shall now present an expression that is obtained
the kernelK(Hm ,H) by making the substitution of variable
of integration in Eq.~6! x,y→H5H(x,y), y85w/22y tak-
ing account of the evenness of the function~15!:

K~Hm ,H !5
K̃~Hm ,H !

E
0

Hm
K̃~Hm ,H !dH

, ~16a!

K̃~Hm ,H !55 H2E
z

w/2

dy8J~H,y8!, 0<H<Hw ,

H2E
z

c~H !

dy8J~H,y8!, Hw<H<Hm ,

~16b!

c~H !52
d

2p
lnF12S Hm

H D 2

~12exp~22pz/d!!G ,
~16c!
J~H,y8!5A @12exp~22py8/d!#/@12exp~22pz/d!#

$12~H/Hm!2@12exp~22py8/d!#/@12exp~22pz/d!#%
, ~16d!
re-
so-

of
tion
for
ays

in

f

Hw5HmA@12exp~22pz/d!#/@12exp~2pw/d!#.
~16e!

Using Eq. ~8!, the expressions forK(Hm ,H), and the
algebraic equation~3! we calculated the relative errorD in
determiningRs(H)

D5~Rs~H !2^Rs~H !&!/Rs~H ! ~17!

for a nonlinearity of the HTSC in the form

Rs~H !5R0~11bHn!. ~18!

For sufficiently strong fields, such thatbHn@1, the com-
putational results forD(n) are presented in Fig. 1 for differ
ent types of resonators. ForH,100 Oe HTSC films usually
haven5224,5–7 andRs exceedŝRs& by a large amount: by
a factor of 1.3–1.7 for cavity resonators, by a factor of 2
for quasioptical resonators, and by a factor of 4.5–7 for
crostrip resonators. In the latter case the large values ofD are
3
i-

due to the sharp growth ofH at the edges of the strip~edge
effect!. Figure 1 also illustrates the degree to which the
sults obtained for the same HTSC film using different re
nators, where using Eq.~3! ^Rs& is determined instead ofRs ,
differ. The use of the algebraic equations~3! leads to the fact
that the results with respect to the degree of nonlinearity
the HTSC are underestimated. An example of the correc
of the experimental results which were obtained in Ref. 5
a microstrip resonator is presented in Fig. 2, which displ
curves of the coefficientb for the nonlinearity ~18! for
n52.

METHOD FOR SOLVING THE INVERSE PROBLEM

The method proposed in the present work consists
using a HTSC resonator to measure^Rs(Hm)& for several
values ofPin and determiningRs(H) by inverting Eq.~8!.
The equation~8! is a nonlinear Volterra integral equation o
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the first kind. It is known21,22 that the problem of obtaining
the solution of an integral equation is, as a rule, ill-posed
solving which without using additional~a priori! information
small errors correspond to arbitrarily large reconstruction
rors. This is why existing additional information about th
properties of the exact solution must be invoked in orde
solve the inverse problem. The choice of the specific solu
algorithm also depends on the form of the information us
If the desired distribution can be described explicitly as
known function with definite parameters, a very effecti
method is to reduce the problem to a system of equations
these unknown parameters and to solve this system, for
ample, by the least-squares method, as done for the pro
at hand in Ref. 23. However, if the desired distribution is n
described in reality by the prescribed function, the errors
be arbitrarily large.

FIG. 1. Relative deviationD versus the exponentn in Eq. ~18! for different
types of resonators.1 — Cavity and dielectric,2 — confocal,3 — micro-
strip.

FIG. 2. Correction of the temperature dependence of the coefficientb in Eq.
~18!. 1 — Data of Ref. 5,2 — corrected results.
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Rigorous mathematical approaches to obtaining a s
tion are based on the application of diverse algorithms
regularizing the problem. In the present paper the solutio
based on an application of the Tikhonov principle of t
generalized residual~Ref. 22, p. 101!. This principle employs
very general information about the quadratic integrability
the exact solution and its derivative that solves the prob
in the class of continuous functions and agrees well with
specific nature of the problem at hand.

Let us rewrite Eq.~8! in operator form~the indexs is
dropped here and below!

KR5Rm
d , ~19!

whereRm
d is the vector of data obtained with a certain erro

a measure of which in the Tikhonov method is the integ
error dRm defined as

dRm
2 5iKR2Rm

d iL2

2

5
1

Hm
max E0

Hm
max

@Rm~Hm!2Rm
d ~Hm!#2dHm , ~20!

where Rm is the right-hand side of Eq.~19!, which corre-
sponds to the exact solutionR(H); i f iL2

2 is the norm of the

function f in the spaceL2 ~space of quadratically integrabl
functions22!; Hm

max is the maximum value ofHm that corre-
sponds to the largest value ofPin .

In the Tikhonov method22 the approximate solution
minimizes the smoothing functional

Ma~R!5iKhR2Rm
d iL2

2 1aiRiW
2
1

2
, ~21!

i.e., the desired solution can be found by searching fo
function R(H) which gives the functional~21! a minimum.
In the relations presented above

iRiW
2
1

2
5

1

Hmax E0

HmaxFR~H !21S Hmax
dR~H !

dH D 2GdH

denotes the norm of the functionR(H) as an element of the
functional spaceW2

1 ~space of quadratically integrable func
tions which possess quadratically integrable derivatives22!,
Hmax5Hm

max. The problem of minimizing a convex func
tional, which Eq.~21! is, reduces, after the appropriate di
cretization, to its finite-dimensional analog consisting of
computationally well-studied problem of quadratic progra
ming and can be solved by standard gradient methods. In
present work we used the method of conjugate gradient
description of which can be found in, for example, Ref.
~p. 273! ~a Fortran algorithm for it is presented in Ref. 22!.
The numerical implementation of the method in the pres
work ~using the Borland Pascal 7.0! solves the problem in
several seconds on a IBM 486 PC.

A fundamental element of Eq.~21! is the regularization
parametera, which determines the degree of smoothing
the approximate solution. The second~stabilizing! term in
Eq. ~21! gives convexity and therefore ensures the very p
sibility of minimizing the functional and solving the prob
lem. The solution obtained singles out from the set of fun
tions satisfying the initial ill-posed equation the function th
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is minimal in the sense of theW2
1 norm, containing both the

function itself and its derivative, of the stabilizing term, i.e
it realizes the condition of a certain compromise of minim
ity with respect to both the absolute value and the smoo
ness for the desired function. As shown in Ref. 22, the re
larization parameter is uniquely related with the integ
measure of the error in the data~number!, which decreases
monotonically as the error level decreases, but more slo
As the error increases, the role of the second stabilizing t
in Eq. ~21! gradually decreases. The parametera is found as
the root of the one-dimensional nonlinear equation of
generalized residual

r~a!5iKhRa2Rm
d iL2

2 2d250, ~22!

whereRa is a function which minimizes the functional~21!,
i.e., the algebraic equation~22! is solved simultaneously with
the functional equation~21!.

The meaning of Eq.~22! is that the norm of the residua
of the solution obtained should equal exactly the norm of
error, since there are no grounds for minimizing the dev
tion from the measurement data outside the error limits . T
equation~22! contains the parameterd of the effective error,
which must be determineda priori on the basis of the spe
cific conditions of the solution of the problem. This param
eter must include all components of the measurement
interpretation errors. Specifically,d must include both the
random and systematic errordRm of the measurements. Th
method can also include the error in the kernelK(Hm ,H),
which includes the discretization error in the numerical
lution and the possible uncertainty of its approximation
the corresponding functions~for example, expression~10!,
~12!, and~16!!,

dh
25iKhR2KRiL2

2 , ~23!

whereKh is the approximate kernel prescribed in solving E
~19!.

The indicated errors can also cause the data vector t
incompatible with the equation being solved, since
smoothing action of the kernel~8! limits the class of possible
realizationsRm(Hm) and in the presence of a random err
the functionRm

d can drop out of the admissible class, i.e., it
impossible to obtain the measured distributionRm

d (Hm) for
any distributionR(H). A measure of incompatibilitydm ,
which is one of the parameters of the Tikhonov generaliz
residual method, obviously, cannot exceed the total erro
the kernel and the measurements:

dm
2 5iKhR2Rm

d iL2

2 <~dRm1dh!2. ~24!

Thus, the quantity

d25~dRm1dh!21dm
2 , ~25!

which takes account of the measurement and discretiza
errors and other inaccuracies in the description of the ke
and also the measure, which depends on these factors, o
incompatibility of the equation with its right-hand side,
taken as the parameter of the effective error. In the Tikho
method the values of the parameters appearing in Eq.~25!
must represent the corresponding estimates with respe
-
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the maximum in the class of possible realizations for
desired function. The value of the regularization parametea
and therefore the degree of smoothing of the solution
associated with the value of the parameterd characterizing
the effective error. The latter circumstance is a very imp
tant advantage of the method, since now the investigat
subjectivity is transferred from interpretation of the expe
mental data to estimation of the measurement error. Sinc
estimate of the error always contains an uncertainty, th
exists a possibility of choosing a solution strategy. Thus
the problem is to exclude nonexisting details in the soluti
then it is better to adopt an estimate of the error with
certain excess, which, of course, can result in smoothing
some real details of the fine structure. If in solving the pro
lem it is more important not to lose these details, then i
necessary to adopt the smallest error from the region o
actually possible values. In this case, however, spurious
tails, which do not exist in reality, can appear in the solutio
A correct estimate of the error makes it possible to obtain
optimal solution by the Tikhonov method. Afterd is deter-
mined, the procedure for obtaining the final result becom
formal.

A very important advantage of the generalized-resid
method over other well-known methods is that asd ap-
proaches zero in the integral metric, the approximate solu
converges to the exact solution uniformly, i.e., in a met
where the norm is the maximum of the modulus, though,
a rule, in contrast to properly-posed problems the rate
convergence is not proportional to the decrease ind but
rather it is slower. Uniform convergence makes it possible
use the method of single numerical experiments with typi
or extremal initial distributions to estimate the error, which
impossible to do in the cases of integral or rms convergen
since for convergence of these types there can exist reg
of values of the argument where the desired function d
not converge to the exact solution or even diverges.

We note that for some specific forms of the kerne
K(Hm ,H) Eq. ~8! possesses a solution in an explicit form
For example, forK(Hm ,H) of the simplest form~10!, dif-
ferentiating expression~8! with respect to the upper limi
making the substitutionHm→H yields

R~H !5^R~H !&2
1

2
H

d^R~H !&
dH

. ~26!

Despite the simple form of the solution~26!, we have
obtained a well-known ill-posed problem of calculating
derivative from the experimental data.22

For K(Hm ,H) of the form ~12! the equation~8! pos-
sesses a kernel with a weak singularity. This equation can
solved by the method of iterated kernels, similarly to t
Abel equation,25

R~H !5
1

2H E
0

H d

dHm
@^R~Hm!&Hm

2 #
dHm

AH22Hm
2

. ~27!

The solution~27! contains in the integrand a derivativ
of the initial data, which are obtained with some error. O
account of the singularity of the kernel at the pointHm

5H, the smoothing action of the integral does not elimina
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the error arising in the solution as a result of the errors
calculating the derivative. Indeed, in the numerical integ
tion in Eq. ~27! with stepDHm , the contribution of the in-
tegral near the singularity fromH2DHm to H is propor-
tional to ADHm, while the error of the derivative in the
integrand, in the case of an uncorrelated error, increase
1/DHm , i.e., the error in calculating the integral will grow
without bound as 1/ADHm, which attests to the ill-posed
nature of the problem under study.

In summary, a systematic approach to solving both pr
lems studied above must consist in solving the initial integ
equation~8! on the basis of the rigorous methods of regul
ization, among which the Tikhonov generalized-resid
method22 is preferred for the class of problems under stu
if the desired solutions belong to the class of continuous
differentiable functions.

RESULTS OF NUMERICAL MODELING

The specific nature of ill-posed problems lies in the fa
that there does not exist a definite relation between the e
of the right-hand side and the accuracy of the reconstruct
since the latter also depends strongly on the form of
desired function itself. For this reason, the reconstruct
possibilities can be investigated only on the basis of a
merical experiment for typical distributionsR(H) and real-
izable levels of error.

Let us consider the solution of Eq.~8! for the example of
K(Hm ,H) in the form ~12!, corresponding to cavity resona
tors. Since the problem is ill-posed, we shall use
Tikhonov generalized-residual method described above
solve it. Here it should be underscored that for a prescri
discretization the error in the solution of the problem, o
tained using the explicit solution~27! or by inverting the
numerical analog of the initial integral equation~8! ~which
consists of a linear system of algebraic equations with a
angular matrix of the kernel!, will be a completely deter-
mined and finite quantity, which in principle can satis
practical requirements. Thus, the correct procedure is
make an analysis by comparing the results of the dire
inversion and Tihkonov methods.

The numerical modeling of the process of reconstruct
R(H) was performed using the following closed schem
The exact dependenceRm(Hm)5^R(Hm)&, on which a ran-
dom error, simulating the measurement error, was impo
at discrete pointsm51,2,. . . ,M , was calculated for a spe
cific initial function R(H) using Eq.~8!. A random number
generator, which produced a sequence ofM numbers with a
normal distribution with a prescribed mean valueDRm and
standard deviationsRm , was used for the modeling. Th
‘‘measurement data’’ obtained in this manner were used
solve the inverse problem by two methods and the rec
structed distributionsR(H) were compared with the initia
distributions. The variancesR

2(H) of the reconstruction erro
was determined by accumulating a statistical sample for a
of independent realizations of the random error.

For practical applications of the method under study i
necessary to prescribe the parameterd, characterizing the
effect of error and determined by the relation~25! in terms of
n
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the parametersdRm , dm , anddh , starting from the known
conditions of the solution of the problem taking account
the circumstance that the experimental errors are rand
Since the efficiency of the method is determined only
means of a numerical experiment and the optimality of
choice made can be checked, we shall take as an estima
the errordRM for Eq. ~25! not the maximum but rather th
average value of the integral in Eq.~20!. Then we obtain

dRm
2 5

1

Hm
max E0

Hm
max

^@Rm~Hm!2Rm
d ~Hm!#2&dHm

5
1

Hm
max E0

Hm
max

@sRm
2 ~Hm!1DRm

2 ~Hm!#dHm . ~28!

For constant parametersDRm andsRm

dRm5AsRm
2 1DRm

2 . ~29!

One can see that for a zero systematic errordRm

5sRm . Conversely, for a zero random errordRm5DRm .
For a fixed discretizationM , the componentdh ~23! of the
total error was calculated by comparing with the result
exact integration of Eq.~8!. Since the estimate~28! is, evi-
dently, somewhat smaller than the error estimated accord
to the maximum of Eq.~25!, it is natural to choose as th
estimate of the measuredm ~22! of incompatibility its maxi-
mum possible valuedm5dRm1dh , which will bring the es-
timate of the total errord closer to its true value. As a resul
from Eq. ~25! the following expression is obtained for th
total errord:

d5A2~dRm1dh!, ~30!

wheredRm is determined from Eq.~28!.
One can see from Eq.~8! that for a constant systemati

error DRm the error of the solution isdR(H)5DRm ~this
follows from the linearity of Eq.~8! and the unit normaliza-
tion of its kernel!, which makes it possible to investigate th
effect of only the random component of the error.

The equation~8! with the kernel~12! was solved nu-
merically for a functionR(H) of the form ~18! with the
parametersR050.02 mV, n54, andb52.031027 Oe24 in
the range of magnetic fields 0<H<100 Oe. The indicated
values of the parameters are close to the corresponding
ues obtained in Ref. 5 for frequencyf 051.5 GHz at tem-
peratureT577 K. The accuracies of the measurements w
varied in the range 0.001<dRm<0.05 mV.

The results of the numerical analysis with the reco
struction errors averaged over the realizations showed
the Tikhonov method makes it possible to obtain a solut
of much higher quality with a fixed level of error and di
cretization. The functionssR(H) for the Tikhonov method
and the method of direct inversion are shown in Figs. 3a
b, respectively, in comparison with the differenceR(H)
2Rm(H5Hm), which is the natural level of informativenes
of the solution. One can see that the Tikhonov method gi
good reconstruction fordRm<0.02 mV, while direct inver-
sion gives under the same conditions appreciably worse
sults, limiting the admissible level of error in the measu
ments by the quantitydRm<0.005 mV close to the highes



n
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FIG. 3. Accuracy of solution of Eq.~8! for the Tikhonov method~a! and for the direct-inversion method~b! with different levels of measurement errors i
comparison with the reconstructed deviationR(H)2Rm(H5Hm) ~dashed curve!. The number of experimental pointsM520.
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accuracies that are attainable at present. It is also evi
from the figures that for a functionR(H) of the type~18! the
region of informative reconstruction lies in the rangeH
.50 Oe.

By analogy to the measure of errordRm ~28!, it is pos-
sible to introduce an integral reconstruction errordR that
characterizes the quality of reconstruction on the entire in
val H as a whole in the metricL2

dR25
1

Hmax E0

Hmax

^@Rret~H !2R~H !#2&dH, ~31!

whereR(H) is the initial distribution andRret(H) is its re-
construction.

Figure 4 displays the relative reconstruction er
dR/dRm versus the discretization parameterM ~number of
experimental points!. Note the presence of an optimal valu
of M , for which the reconstruction error is minimal, and
addition this the minimum for the Tikhonov method corr
sponds to a much smaller error than the error for the dir
inversion method and it is reached at a smaller value ofM .
The existence of a minimum is explained as follows. As

FIG. 4. Interval averaged relative reconstruction error as a function of
number of experimental pointsM . 1 — Tikhonov method,2 — direct-
inversion method.
nt
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e

value ofM decreases, the discretization error increases,
cifically, for the case presented in the figure the discretizat
error dh , which decreases asM increases, equalsdRm for
M510. The increase in the reconstruction error asM in-
creases~which at first glance seems paradoxical! is due to the
specific effect of the ill-posed nature of the inverse proble
which intensifies asM increases. The same effect, evident
occurs in the calculation of the derivative from the expe
mental data.

A very important and convenient, for practical applic
tions, feature of the Tikhonov method is the possibility
reconstructingR(H) on the entire interval 0<H<Hmax us-
ing measurements ofRm(Hm) in a narrower intervalHm

min

<Hm<Hm
max (Hm

max5Hmax) or on a gridHmi that is different
from the gridHi on which the initial distributionR(H) is
prescribed and reconstructed, and in addition this grid can
much more sparse. The dependenceR(H) can be effectively
reconstructed outside the limits of the measurement inte
of Rm(Hm) in the direction of weaker fields. The correspon
ing inverse problem for the interval 0<H<Hm

min is now de-
scribed not by a Volterra equation but rather by a Fredho
equation of the first kind, which is a strongly ill-pose
problem.22 In this more general formulation the solution,
principle, cannot be obtained by direct inversion of the init
equation but only on the basis of the regularization meth
Figure 5 presents an example of the reconstruction of
initial distribution of the type~18! with the above-indicated
values of the parameters in the interval 0<H<100 Oe ac-
cording to the ‘‘experimental data’’ obtained for 75<Hm

<100 Oe~i.e., using only 1/4 of the reconstruction interva!
and with the simulated errordRm50.005 mV . One can see
that a reconstruction of quite good quality is obtained
40<Hm<100 Oe, i.e., the Tikhonov method makes it po
sible to reconstructR(H) outside the interval of the measure
ments. In this region, where the problem is strongly
posed, the solution is much smoother.

In conclusion, we note that the approach develop
above makes it possible to reconstruct arbitrary functio
R(H), including functions of a form much more complicate

e
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than Eq.~18!. This fact is illustrated in Fig. 6, which show
an example of the reconstruction of a functionR(H) exhib-
iting saturation, which was observed in Ref. 14~granular
HTSC films, f 0518 GHz, T54 K!. The results are pre
sented for one of the random realizations of the measurem
error with dRm50.005 mV and M513. We note that the
error in the solution of the ill-posed problem considered h
depends on the degree of complexity of the functionR(H)
and should be investigated for each type of solution des
by numerical modeling similar to that described above.

CONCLUSIONS

In this paper, a method was developed for perform
diagnostics of the nonlinear electromagnetic properties
HTSCs using microwave resonators. The traditional al
rithms underestimate the nonlinearity of the HTSCs, mak
it possible to obtain an average surface resistance^Rs(H)&.

FIG. 5. Reconstruction ofRs(H) from the experimental data given on 1/4 o
the interval 0<H<Hm . 1 — Initial distribution, 2 — distribution recon-
structed by the Tikhonov method,3 — the function^Rs(Hm)&. The circles
mark the experimental data forsRm50.005 mV.

FIG. 6. Rs(H) with saturation reconstructed by the Tikhonov method~the
labels are the same as in Fig. 5!.
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The value ofRs can exceed̂ Rs& by a factor of;1.5 in
cavity and dielectric resonators, by a factor of;223 in
quasioptical resonators, and by a factor;527 in microstrip
resonators. The method proposed here is based on so
integral equations relatinĝRs(H)& with Rs(H), which
makes it possible to take account of the nonuniformity of
structure of the fieldH in microwave resonators. The mo
suitable algorithms for solving the equations obtained e
ploy a regularization technique developed in the theory
ill-posed inverse problems. Such methods give high-qua
reconstructions of the functionsRs(H) with currently attain-
able accuracies of radiophysical measurements (dR}5210
mV) and minimal volumes of experimental data~the number
of pointsM}10215).
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A container design for fabricating low-energy x-ray scintillation detectors is proposed. CaI2 and
CaI2 :Eu crystal detectors are fabricated and their characteristics are investigated. It is
shown that on account of their layered structure, perfect cleavage, and high light output, calcium
iodide scintillators can be used to fabricate thin-film detectors for long-wavelength x rays.
© 1998 American Institute of Physics.@S1063-7842~98!01408-1#
of

-
it
hi
it
on

g
tio
d

a-
at
th
an
ye

a
Na
o

a

th

in
ta

s
o

el
m
e
te
th

u
a

e
e

-
c-
ur-
, in

ith
on-

it

d

he
s
r.
if-

xit
e,
e
d in
era-
s,

afer,
Special applications of NaI and CsI scintillators are s
g- and x-ray spectrometry anda-particle detection in the
presence of ag-ray background.1–5 One of the basic prob
lems that must be solved to detect ionizing radiations w
low penetrating power is to effect selective detection of t
radiation against a background consisting of radiation w
high penetrating power. In many cases thin-film scintillati
detectors are used to solve this problem.2,5

The use of thin-film detectors for low-energy ionizin
radiations also makes it possible to decrease the scintilla
light losses at the side surface and on crystal defects an
decrease the influence of reabsorption.

The fabrication of detectors for low-energy ionizing r
diations runs into the difficulty of obtaining and encapsul
ing wafers of crystalline scintillators. In the case at hand
quality of the crystal surface plays an especially import
role because soft ionizing radiation is absorbed in a la
near the surface.

The production of thin-film scintillation detectors with
large working area on the basis of NaI:Tl, CsI:Tl, and CsI:
single crystals by cleaving, grinding, polishing, etching,
partial dissolution is a difficult technological process.2

CaI2 and CaI2 :Eu crystals have a high light output and
better energy resolution than NaI:Tl scintillators.3,4,6–9They
concede essentially nothing to CsI:Na with respect to
de-excitation time and effective number.10 In this connection
it is of practical interest to investigate the production of th
film x-ray detectors based on calcium iodide single crys
and to investigate their properties.

The first attempt to use CaI2 crystals to detect soft x ray
was made in Ref. 3. It was shown there on the basis
calculations that 5.5–20 keV x rays, which are most wid
used in x-ray crystallographic analysis, are actually co
pletely absorbed by a 0.1 mm thick crystal. However, in R
3 the calcium iodide crystal x-ray detectors were fabrica
using 1–1.5 mm thick single-crystal scintillator wafers wi
an area of 6316 mm.

Layered calcium iodide crystals have a hexagonal str
ture with pronounced cleavage. They are plastic and h
low hardness. Such properties of CaI2 make it possible to
fabricate from a crystal very thin wafers~up to 0.05 mm
thick! by splitting off and cutting into any desired shap
However, thin wafers can be fabricated from a larg
9561063-7842/98/43(8)/3/$15.00
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strongly hygroscopic, layered scintillator only in a ‘‘glued
on’’ state~for example, glued to the exit window of a dete
tor!, because otherwise the single-crystal wafers deform d
ing the fabrication and packaging process. For this reason
the past3,4,7,8CaI2-based x-ray detectors were fabricated w
thickness greater than 1 mm. Moreover, the standard c
tainer structure employed~Fig. 1! is unsuitable for packaging
thin-film CaI2 wafers with a large working area because
does not allow free access to the scintillator.

To fabricate CaI2-based x-ray detectors, we improve
the technology of growing single crystals,7,8 the fabrication
of crystal wafers, and the structural implementation of t
containers themselves.11 Certain results of the investigation
performed in this direction are also reported in this pape

In the present work we employed containers with a d
ferent design to package thin scintillator wafers~Fig. 2!. A
characteristic feature of this design is that the optical e
window 2, fabricated in the form of a truncated glass con
was placed in a recess made in the inner part of the cas1.
The proposed container design, just as the one presente
Ref. 11, makes it possible to change the sequence of op
tions in the fabrication and packaging of thin scintillator
since the final adjustment of the crystal wafer4 over the
height can be made by splitting off~using a razor blade edge!
in a state glued to~with optical glue3! the exit window2;
separate metal templates can be used. The scintillator w

FIG. 1. Design of a scintillation x-ray detector.1 — Duralumin case,2 —
K-8 glass exit window,3 — OK-50 optical glue,4 — scintillator, 5— MgO
reflector,6 — entrance window~beryllium, 0.2 mm thick!, 7 — clamping
ring, 8 — sealing material~epoxy glue!.
© 1998 American Institute of Physics
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prepared in this manner, together with the exit window
placed into a recess in the case, and are mechanic
strongly and hermetically secured, using sealing materia9,
for example, epoxy glue. Next, a fluoroplastic separating r
5 and a reflector6, consisting of a metallized Mylar film, ar
placed into the case.

For additional sealing, the Mylar film reflector can b
placed directly on the beryllium entrance window7 using
epoxy glue9. The last parts of the container are secured
the case with a clamping device8 and simultaneously the
scintillator is sealed with the gluing material9.

The proposed container is especially advantageous
packaging thin-film scintillators based on the hygrosco
compound calcium iodide, since the degree to which atm
spheric moisture can influence the characteristics of the
tector can be decreased at the time the scintillator wafers
prepared and packaged. This is accomplished because
worked surface of the scintillator is in contact with the atm
sphere where the packaging is performed for a shorter pe
of time, i.e., it is possible to obtain detectors with a thinn
‘‘dead layer’’ of the scintillator. This container design ca
also be used successfully for packaging deposited scintill
layers.

CaI2 and CaI2 :Eu crystals, grown by the Stockbarg
method,7,8 with high spectrometric characteristics were us
to fabricate thin-film x-ray detectors. The x-ray detecto
fabricated from these crystals, with 2.0–2.5 mm thick and
mm in diameter scintillation wafers with the standard des
~Fig. 1! had a 1.6–1.9 times higher light output when dete
ing 137Cs g rays than NaI:Tl x-ray detectors, and they we
characterized by an energy resolution of 4.5–5.5%. At ro
temperature the crystals obtained were also characterize
a 1.8–2.2 times higher stationary x-ray luminescence ou
than a NaI:Tl scintillator.

The results of measurements of the luminescence p
erties with x-ray excitation and the scintillation character
tics with g-ray excitation of our CaI2 and CaI2 :Eu crystals
agree with the data presented in Ref. 6.

Single crystal wafers~0.2–0.8 mm thick, 16 and 20 mm
in diameter! of the CaI2 and CaI2 :Eu scintillators were pack
aged, by the method described in Ref. 11, in containers w
e
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the above-described design~Fig. 2! in hermetically sealed
7B-0S type boxes in a dry-air atmosphere. Measureme
performed by the method described in Ref. 12, of the sc
tillation properties of the thin x-ray detectors obtain
showed that calcium iodide crystal the detectors had a 1
1.75 times higher light output when detecting CuKa x rays
(Eex58.05 keV) than NaI:Tl detectors, and they were ch
acterized by an energy resolution of 39–45%. The ene
resolution of the best calcium iodide x-ray detectors wh
detecting MoK a radiation (Eex517.4 keV) reached 26%.

The curves of the amplitude distribution of the pulses
CaI2 and CaI2 :Eu detectors were gaussian in the region
the photopeak, irrespective of the photon energy of the
tected x rays.

In the course of the basic technological and investigat
work it was established that calcium iodide crystals dop
with lead, indium, gadolinium, and sodium are also effect
scintillators. The light output of CaI2 :GdCl3 and CaI2 :InCl3
crystals with the optimal impurity concentration is virtual
identical to that of the CaI2 :EuCl3 scintillator,12 and the
CaI2 :PbI2 and CaI2 :NaI crystals are characterized by

FIG. 2. Construction of a scintillation detector for long-wavelength x ra
1 — Duralumin case,2 — K-8 glass exit window,3 — OK-50 optical glue,
4 — scintillator, 5 — separating ring~fluoroplastic lateral reflector!, 6 —
reflector consisting of an aluminized Mylar film,7 — 0.2 mm thick beryl-
lium entrance window,8 — clamping ring,9 — sealing material~epoxy
glue!.
TABLE I. Luminescence and scintillation characteristics of x-ray detectors (Eex517.4 keV, FÉU-35A!.

Luminescence Light output Energy
Crystal No. Crystal band maximum, nm arb. units resolution, %

1 CaI2 410–415 100 30
2 CaI2 : 0.005 mol % EuCl3 465–470 105 29
3 CaI2 : 0.01 mol % EuCl3 465–470 105 30
4 CaI2 : 0.005 mol % PbI2 390–410 95 32
5 CaI2 : 0.01 mol % PbI2 390–415 95 33
6 CaI2 : 0.50 mol % PbI2 430–440 70 38
7 CaI2 : 0.01 mol % InCl3 420–430 95 33
8 CaI2 : 0.10 mol % InCl3 420–430 105 30
9 CaI2 : 1.00 mol % InCl3 425–435 75 36
10 CaI2 : 0.02 mol % GdCl3 420–430 95 32
11 CaI2 : 0.05 mol % GdCl3 420–440 105 30
12 CaI2 : 0.50 mol % GdCl3 465–470 73 34
13 CaI2 : 0.04 mol % NaI 420–430 90 32
14 CaI2 : 0.20 mol % NaI 420–430 85 33
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somewhat lower light output than the highly efficient ca
cium iodide scintillators.

The results of measurements of the luminescence
scintillation characteristics of x-ray detectors, based on p
and activated calcium iodide crystals, with 1.5–2.5 mm th
and 16 mm in diameter scintillation wafers, packaged in c
tainers with the design shown in Fig. 1, are summarized
Table I. The table gives the average light output and ene
resolution, obtained while detecting MoK a x rays with at
least three detectors fabricated from the same single cry
It follows from the data in the table that besides CaI2 and
CaI2 :Eu crystals thin x-ray detectors can also be fabrica
using CaI2 :Gd, CaI2 :Pb, and CaI2 :Na crystals. The spectra
composition of the x-ray luminescence of these scintillat
matches well with the spectral sensitivity of the photomu
pliers most widely used in scintillation technology.

Analysis of the published data and the results of inv
tigations of the optical-luminescence properties
CaI2 :EuCl3 and CaI2 :GdCl3 crystals established that the e
ropium and gadolinium ions are incorporated into the c
cium iodide lattice in a divalent state. The activator ban
observed in the absorption spectra of these crystals are a
ciated withf 2d transitions in the Eu21 and Gd21 ions. The
luminescence of europium- and gadolinium-based calc
iodide crystals with a maximum in the range 465–470
was attributed to a complex of centers formed by the ra
earth impurity and interstitial calcium ions. Investigations
the curves and spectra of thermally-stimulated luminesce
the temperature dependence of the intensity and spe
composition of the x-ray luminescence, and the spectra
producing and stimulating the photostimulated luminesce
of these crystals established that the Gd21 and Eu21 ions in
CaI2 are effective electron and hole trapping centers. T
electron–hole mechanism of luminescence dominates in
CaI2 :Gd and CaI2 :Eu scintillators at low temperatures. I
heavily europium-doped calcium iodide crystals t
radiative-reabsorption mechanism of energy transfer to
luminescence centers is also observed with x-ray excitat
The decrease in the light output and degradation of the
ergy resolution in heavily doped CaI2 :Gd and CaI2 :Eu crys-
tals are due mainly to the effect of reabsorption and the p
sistent losses of excitation energy on trapping centers.

The wide complex bands observed in the x-ray lumin
cence spectra of CaI2 :Pb, CaI2 :In, and CaI2 :Na crystals at
room temperature are due to centers of nonactivated or
In heavily doped CaI2 :Pb crystals there is a substantial a
cumulation of the light sum both on trapping centers char
teristic for CaI2 and trapping centers associated with Pb21

ions. Indium- and sodium-doped calcium iodide crystals
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characterized by weak thermally stimulated luminescen
The decrease in the light output in these scintillators w
increasing impurity content is caused mainly by losses
excitation energy and emission on defects associated
degradation of the structure of the crystals.

It should be noted that the container designs propose
Ref. 11 and in the present work can also be used for pa
aging thick~2–10 mm! layered scintillators, since they pe
mit solving successfully the question of removing excess
tical glue and packaging more perfect crystal wafers.

In summary, the results obtained show that on accoun
their layered structure with perfect cleavage and high li
output calcium iodide scintillators can be used to fabric
thin detectors for long-wavelength x rays.

I wish to thank M. R. Panasyuk for measuring the sc
tillation properties of the thin x-ray detectors.
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Electromagnetic wave generation in a cylindrical resonator by electrons orbiting
in a radial electrostatic field

V. V. Dolgopolov, Yu. V. Kirichenko, Yu. F. Lonin, and I. F. Kharchenko

National Science Center, Kharkov Physicotechnical Institute, Ukrainian Academy of Sciences,
310108 Kharkov, Ukraine
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The mechanisms leading to the generation of microwaves by electrons orbiting in a radial
electrostatic field produced by a positively charged filament on the axis of a cylindrical resonator
are investigated theoretically. The dispersion relations describing the interaction of the
waves with the electrons are obtained. It is shown that the generation of electromagnetic fields is
possible on account of both Cherenkov and plasma resonances. The frequencies and growth
rates of waves under Cherenkov resonance conditions and also plasma resonance conditions in
uniform and nonuniform electron layers are found. The advantages and disadvantages of
different generation mechanisms are determined. ©1998 American Institute of Physics.
@S1063-7842~98!01508-6#
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INTRODUCTION

Investigations of the dynamics of charged-particle m
tion in a cylindrically symmetric electrostatic field of a th
conducting filament are of interest because such syst
have an entire series of practical applications: Geiger–Mu¨ller
counters, electrostatic filters for contaminated gases,
plasma pumps, gas-discharge high-vacuum meters, and
ers. Systems with centrifugal-electrostatic focusing of
electron stream~spiratrons! were studied in Ref. 1. In the las
few years a novel, unconventional millimeter-wave gene
tor, which the authors of the device term an orbitron, w
proposed.2 This generator has the advantage that there is
external magnetic field. It was shown experimentally that
an orbitron it is possible to obtain radiation power of t
order of 10 W at 40 GHz with a voltage of 2 kV on th
filament. The authors assert that further elaboration of
device will make it possible to obtain submillimeter wav
right down to 0.1 mm.

The orbitron generator is a cylindrical resonator. T
resonator axis is also the axis of a thin metal rod~filament! to
which a positive voltage is applied. A cylindrically symme
ric layer of electrons orbits around the rod. The electrons
held in a circular orbit by the electrostatic field of the ro
which compensates the centrifugal force acting on the e
trons. Under certain conditions this system is unstable w
respect to disturbances of the electron orbits and dens
and the appearance of electromagnetic field disturbance
sociated with these disturbances. The radius of the cylin
cal layer of electrons decreases with radiation generation
emission from the resonator.

A theoretical description of the instability of the electro
layer in an orbitron is given in Ref. 2. However, it is unsa
isfactory in many respects. This was the reason the pre
theoretical investigation was undertaken.
9591063-7842/98/43(8)/4/$15.00
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BASIC EQUATIONS

Let the resonator be a cavitya<r<b which is un-
bounded along thez axis ~a cylindrical coordinate systemr ,
w, z is used! and bounded at the surfacesr 5a and r 5b
(a!b) by an ideally conducting metal. The metal ro
(r ,a) possesses a positive chargeQ per unit length, corre-
sponding to the potential differenceC52Qln(b/a) between
the rod and the outer shell of the resonator. The den
ne0(r ) of the cylindrically symmetric electron layer is differ
ent from zero only in a narrow region between the surfa
r 5r 2 and r 5r 1

ne0~r !Þ0 for r 2,r ,r 1 ,

ne0~r !50 for r<r 2 and r>r 1 ,

dr 5r 12r 2!r 2 ,
]ne0

]w
50,

]ne0

]z
50, a,r 2,r 1,b. ~1!

Assuming the field and the disturbances of the den
and velocity of the electrons to be independent of the a
coordinatez, the linearized nonrelativistic equations of m
tion of the electrons can be written in the form

]Vr

]t
1

V0

r

]Vr

]w
22

V0

r
Vw52

e

me
Er , ~2!

]Vw

]t
1

V0

r

]Vw

]w
1

V0

r
Vr52

e

me
Ew , ~3!

where V05(2eQ/me)
1/2, V05ewV0 is the unperturbed ve

locity of the electrons,Vr andVw are, respectively, the radia
and azimuthal components of the perturbation of the elec
velocity,ew is a unit vector in the direction of the azimuthw,
Er and Ew are the components of the electric field of th
wave, and2e andme are the electron charge and mass.
© 1998 American Institute of Physics
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The components of the current densityj of the distur-
bances can be expressed simply in terms of the perturba
of the velocityV and densityne of the electrons as

j r52ene0Vr , j w52e~ne0Vw1V0ne!. ~4!

We shall determine the dependence of the variable qu
tities on the azimuthal coordinatew and the timet by the
factor exp$i(mw2vt)%, wherem is an integer. For definite
ness, we assume Re(v).0, m.0. Then the following equa-
tions for the components of the electromagnetic field in
regionr 2<r<r 1 can be obtained from the continuity equ
tion, Maxwell’s equations, and Eqs.~2!–~4!:

Er5
i

W1
S mc2

r 2

]

]r
~rEw!1

2vV0V2

rW
EwD , ~5!

Hz52 i
c

W1
S S v2

V2

W
vmD1

r

]

]r
~rEw!1

2mV0V2

r 2W
EwD , ~6!

]

]r H 1

W1
S vmS 12

V2

W D1

r

]

]r
~rEw!1

2V0V2

rW

3S m

r
2

vV0

c2 D EwD J 5
mV0

W1r 3 S 11
V2

W D ]

]r
~rEw!1

1

c2

3H V2

W S vm1
2vV0

2

W1r 2 S 11
V2

W D D 2vmJ Ew , ~7!

where vm5v2mV0 /r , W5vm
2 22V0

2/r 2, W15v(v
2vmV2/W)2m2c2/r 2, V(r )5$4pe2ne0 /me%

1/2 is the
electron plasma frequency,Hz is the magnetic field of the
wave, andc is the velocity of light. The equations~5!–~7!
hold when the electrostatic field of the electron layer is we
compared with the electrostatic field of the rod. This con
tion has the form

E
r 2

r 1

rV2dr!V0
2 . ~8!

It is impossible to solve Eq.~7! analytically in the gen-
eral case. For this reason, it was solved approximately u
terms of zeroth and first orders, inclusive, in the small
rameterdr /r 2 ~a similar method was used in Refs. 3–5!.
Matching the expressions obtained in this manner for
fields at the boundaries of the layer with the expressions
the fields in vacuum and assuming the field componentEw at
the boundaries with the metal to be zero, we obtain the
persion relation. On account of the complexity of this equ
tion, we shall analyze it only in a case of practical impo
tance where

Uvc r 2U!1, Uvc bU@m2/2, ~9!

and under conditions such that wave generation is poss
These are the conditions for Cherenkov and plasma r
nances.
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CHERENKOV RESONANCE

Cherenkov resonance arises when the angular phase
locity of the wave is close to the angular velocity of th
electronsvm(r 2).0. Then the dispersion relation can be p
into the form

vm
3 1~ in2D!vm

2 2D2
2vm2D3

350, ~10!

where

D5v~0!2
mV0

r 2
1Dn , ~11!

D2
25

px1
2m~h4m21!v~0!cr2

22m21m! ~m21!!h2mb
E

r 2

r 1

dr
V2

2V0
21r 2V2

, ~12!

D3
35

px1
2m~h2m21!2c

22m11@~m21!! #2h2mbr2

E
r 2

r 1

dr
r 2V222V0

2

2V0
21r 2V2

V2,

~13!

h5
r 2

a
.1, x15

v~0!

c
av~0!.

c

b S np1
p

2
m1

p

4 D
is the characteristic frequency of the resonator in the abse
of the electron layer and neglecting losses;n is an integer;
here and below, the termin takes into account phenomeno
logically the losses due to radiation emission from the re
nator and the absorption of energy by the resonator wa
while the term2Dn takes account of the frequency sh
associated with these losses.

The equation~10! is a cubic equation forvm . The
imaginary part ofvm equals the imaginary part ofv and
therefore it is the growth rate~damping rate! of the wave.
The last term on the left-hand side of Eq.~10!, as follows
from the relation~13!, can vanish. In this case the cub
equation transforms into a quadratic equation, all of who
solutions correspond to damped oscillations.

If u in2Du!uD3u, oscillations growing in time arise if

uD3
3u.2uD2

3u/33/2. ~14!

For D3
3Þ0 a more stringent condition than the conditio

~14! is satisfied:

uD3
3u@uD2

3u. ~15!

Then the dispersion relation assumes the form

vm
3 .D3

3 . ~16!

One of the three roots of Eq.~16! always corresponds to
oscillations growing in time. The growth rate is maximum
this case. IfD3

3.0, which corresponds to high electron de
sities and larger 2 , then the phase velocity of the growin
wave nearr 2 is less than the velocity of the electron
whereas ifD3

3,0, which corresponds to high electron veloc
ties, then the phase velocity of the growing wave nearr 2 is
greater than the velocity of the electrons.

For large losses or detuning from resonance, such
the conditions

uD2
2u!uD3

3/2~ in2D!1/2u, uD3u!u in2Du, ~17!

are satisfied, the solution of Eq.~10! has the form
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vm.6S D3
3

in2D D 1/2

. ~18!

One root of Eq.~18! corresponds to oscillations growin
in time. One can see that as the losses due to radiation e
sion from the resonator or to dissipation increase, the gro
rate of the wave does not increase, as happens in the re
presented in Ref. 2, but rather decreases. The frequen
of waves amplified under Cherenkov resonance conditi
v.mV0 /r 2 grow as the radiusr 2 of the electron layer
decreases.

PLASMA RESONANCE IN A UNIFORM ELECTRON LAYER

Plasma resonance occurs when the frequency of the e
tromagnetic field is close to the frequency of the charac
istic local longitudinal oscillations of the electrons in th
laboratory coordinate system. This frequencyvp is deter-
mined by the equation

W2V250 ~19!

and has the form

vp~r !5
mV0

r
6S 2

V0
2

r 2
1V2~r !D 1/2

. ~20!

Let us consider the case where the electron den
grows rapidly from zero up to its maximum value nearr
5r 2 , remains practically constant in the regionr 2,r
,r 1 , and then decays rapidly to zero nearr 5r 1 , i.e.,
]V2/]r .0 for r 2,r ,r 1 . Then the solution of the disper
sion relation assumes the form

dv5
1

2
$Dp2 in6~~Dp2 in!224q!1/2%, ~21!

where

dv5v2vp , Dp.v~0!2vp1Dn , ~22!

q52
px1

2m21~h2m21!2Wvdr

22m@~m21!! #2h2m11bvm
S V0

r 2vm
2

1

2

h2m11

h2m21
D 2

.

~23!

In the latter relations ther -dependence ofvp can be
neglected. The imaginary part ofdv is the growth rate
~damping rate! of the wave. As follows from expression~21!,
instability occurs whenq.0. This inequality, according to
expression~23!, corresponds to the conditionv/vm,0, i.e.,
oscillations whose phase velocity near the electron laye
less than the velocity of the electrons can grow in time. F
large detuningDp or large losses due to radiation emissi
from the resonator or to dissipation the growth rate of
wave is determined by the expression

Im~v!.
qn

Dp
21n2

, ~24!

whence it follows that an increase in the detuning or
losses decreases the growth rate. However, forDp

2.4q the
losses (nÞ0) determine the instability.
is-
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PLASMA RESONANCE IN A NONUNIFORM ELECTRON
LAYER

It is obvious that in an experiment it is very difficult t
achieve]V2/]r 2.0 in the regionr 2,r ,r 1 . In a real
electron layer the electron density will depend on the rad
r . For this reason, it is desirable to investigate the possib
of electromagnetic wave generation under plasma reson
conditions in a nonuniform electron layer. Let the electr
density increase gradually from zero at the pointr 5r 2 up to
its maximum value and then fall off continuously to zero
the pointr 5r 1 . Plasma resonance will occur near the poin
r 5r 1 and r 5r 2 (r 2,r 1,r 2,r 1), satisfying the equation

S v~0!2
mV0

r D 2

22
V0

2

r 2
2V2~r !50. ~25!

In this case the dispersion relation assumes the form

v~1!5Dn2 i H n1
p2x1

2m21~h2m21!2hv~0! sign~vm!

2m21@~m21!! #2h2m11b

3S V0

rvm
2

1

2

h2m11

h2m21
D 2J , ~26!

where

v~1!5v2v~0!,

h5UV2/
]V2

]r U
r 5r 1

1UV2/
]V2

]r U
r 5r 2

. ~27!

The expression~26! determines the frequency shift an
growth rate~damping rate! of the wave. According to this
relation, instability occurs when the second term in brace
Eq. ~26! is negative (v (0)sign(vm),0) and larger in modu-
lus than the first term, i.e., when the phase velocity of
wave near the electron layer is less than the velocity of
electrons, while the losses due to radiation emission from
resonator and to dissipation are negligible.

We note that wave generation by a nonuniform elect
layer under plasma resonance conditions does not req
that resonance conditions of the typev (0)5mV0 /r 2 ~Cher-
enkov resonance! or v (0).mV0 /r 22$2V0

2/r 2
2 1V2%1/2.0

~plasma resonance in an uniform layer (]V2/]r .0)) be sat-
isfied. In our case a nonuniform electron layer is unsta
with respect to excitation of waves whose characteristic
quenciesv (0) satisfy the inequalities

mV0

r 2
2S 2

V0
2

r 2
2

1VM
2 D 1/2

,v~0!,
mV0

r 2
2S 2

V0
2

r 2
2 D 1/2

.0,

v~0!.0, ~28!

whereVM is the maximum of the functionV(r ).
At plasma resonance in a nonuniform layer the energy

the electromagnetic field grows as a result of the interac
of the wave not with all electrons but only with the electro
located near the pointsr 5r 1 andr 5r 2 . For this reason, the
growth rates are lower here than in the case of a plas
resonance in an uniform layer.
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CONCLUSIONS

It follows from the foregoing analysis that wave gene
tion in an orbitron is possible as a result of Cherenkov
plasma resonances. Under Cherenkov resonance cond
the growth rate of a wave can reach its maximum val
where, according to the relation~16!, it is proportional to the
cube root of the small parameterdr /b. In the case of plasma
resonance in an uniform electron layer, according to exp
sion ~21!, the maximum growth rate is proportional to th
square root ofdr /b. Under plasma resonance conditions in
nonuniform layer, according to~26!, the growth rate is pro-
portional to the first power of the small parameterh/b. How-
ever, wave generation due to plasma resonance in a non
form electron layer has a number of advantages. Transfer
energy to the wave, the electron layer approaches the ax
the resonator (r 2 decreases!, and in an uniform layer this
destroys the Cherenkov and plasma resonance condition
a result, a different wave with a higher frequency can be
into resonance. The conditions for plasma resonance
nonuniform layer do not break down as the radiusr 2

changes. The position of the plasma resonance pointsr 1 and
-
r
ns
,

s-

ni-
ng
of

As
ll
a

r 2 changes. They approach the point where the electron d
sity is maximum, when the radiusr 2 decreases. In the case
of Cherenkov and plasma resonances in an uniform layer
frequencies of the growing and damped waves are clos
equal to one another. Therefore weak nonlinear effects
transform a growing wave into a damped wave. Und
plasma resonance conditions in a nonuniform layer the
persion relation has one solution~26!. For this reason, here
weak nonlinear effects apparently cannot prevent wave
tensification. We also note that in a nonuniform layer ma
waves can be amplified simultaneously on account of plas
resonance.
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Self-consistent problem of the excitation of beams of magnetostatic waves
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An analytical solution is obtained for the self-consistent problem of the excitation of beams of
magnetostatic waves by a converter of arbitrary type. Radiation patterns are calculated
numerically for stripline converters at the frequencies where magnetostatic surface waves exist.
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INTRODUCTION

Beams of magnetostatic waves are usually taken to b
superposition of these waves with equal frequencies,
with wave vectors that differ both in magnitude and dire
tion. Knowledge of the relationships governing the formati
of wave packets of magnetostatic waves produced by dif
ent kinds of converters is required in order to improve
methods for doing calculations for specific devices and
integrated microwave circuits based on thin ferrite films. T
problems of exciting beams of magnetostatic surface
volume waves by a point current element and by a filam
with a constant current along its length have been exam
in a number of papers.1–4 Focusing converters, which em
beams of waves, have been studied.5,6 These problems, how
ever, have all been solved in the approximation of a giv
converter current.

In this paper, for the first time we solve the se
consistent problem of the excitation of beams of magne
static surface and volume waves, including the effect on
converter of the magnetization which it excites in the ferr
film. An analytical solution is obtained in closed form fo
converters of arbitrary type, and numerical calculations
done for stripline converters at frequencies where magn
static surface waves exist. A comparison of this solution w
the approximation of a fixed current~field! shows that it is
necessary, in principle, to take the back reaction of the
cited waves on the converter into account.

EQUATIONS FOR THE SELF-CONSISTENT PROBLEM

Let us consider a ferrite film of thicknessd which is
unbounded in theyz plane, has been magnetized to satu
tion in theh direction, and is excited by a converter of arb
trary type ~Fig. 1, where1 denotes the ferrite film!. In the
transmission line which forms the converter, we assume
~in the absence of a ferrite film! only a wave having the
lowest moden with propagation constantg and electromag-
netic field E6n5E6n0(x,y)exp(migz), H6n5H6n0(x,y)
3exp(migz) can propagate. The characteristic vector fun
tions En and Hn are known for most types of transmissio
lines used as magnetostatic wave converters. Without los
generality in the discussion, we shall assume that the m
netic field in the transmission line is transverse. In additi
assuming that the line is lossless, we take the functionsEn0
9631063-7842/98/43(8)/7/$15.00
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andHn0 to be real. In this case,7 we can setEn05E2n0 and
Hn05H2n0 . The magnetic field of the incident electroma
netic wave of the fundamentaln mode equalscHn in the
z50 cross section. The converter is loaded by an arbitr
load which gives a reflection coefficient ofG with respect to
the transverse component of the magnetic field at thez5L
cross section. The eigenfunctions for the magnetizat
mn5mn

0(x)exp(2kn•r ) and the dispersion characteristics
the magnetostatic waves are also assumed known.~Herekn

andr are the wave vector of the wave and the radius vec
in the plane of the film.!

The magnetization excited in a ferrite film by an extern
rf magnetic fieldhn at frequencyv can be found8 in the form
of an integral expansion over the magnetization eigenfu
tion in a two-dimensional wave number space in the plane
the film:

M5(
n
E

2`

1`E
2`

1`

~cnmn!dknydknz , ~1!

where

cn5wnE
V
~hnmn* !dV,

wn5
ivM

Fn

1

vn2v
, Fn5~2p!2E

0

d

@mn
03mn

0* #hdx,

~2!

andV is the volume of the film.
The sum is taken over all branches of the wave sp

trum. The excited magnetization is determined from Eq.~1!
in the electrodynamic, magnetostatic, or dipole-exchange
proximation, depending on the approximation in which t
magnetization eigenfunctionsmn have been found.

We shall takehn to be the magnetic field of the converte
at the site of the ferrite film. In order to account for the ba
reaction on the converter of the magnetization excited in
film, this field must be represented in terms of a given m
netization and we must obtain a system of equations for
self-consistent problem. A representation of this sort can
found based on waveguide excitation theory,7 which is also
applicable in this case because the magnetic field of
transmission line which forms the converter goes to zero
the transverse cross section with distance from the long
© 1998 American Institute of Physics
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dinal axis of the line. The fieldhn is made up of the field of
the wave incident on the entrance plusHn and the field of the
waves excited by the ferrite film~including reflection from
the load at the other end of the line!. The last is defined as
the field excited in the transmission line by an exter
equivalent magnetic current, in the source region when
source is locally removed. If the ferrite occupies a small p
of the transverse cross section of the line~as happens for
magnetostatic wave structures!, then the single mode
approximation9 is applicable:

hn5@c1cn~z!#Hn1$c2n~z!

1@c1cn~L !#Gexp~22igL !%H2n , ~3!

where

cn~z!52
ivm0

Nn
E

0

z

dzE
S
~M•H2n!dS,

c2n~z!52
ivm0

Nn
E

z

L

dzE
S
~M•Hn!dS,

Nn5E
S
$@E2n3Hn#2@En3H2n#%zdS, ~4!

S is the transverse cross section of the film, andNn is the
norm of the electromagnetic wave in moden.

Note that the total field in a transmission line with
ferrite film is made up of the fieldhn ~3! and the field in-
duced by the magnetization. The system of singular inte
Eqs.~1! and~3! for M andhn is also a mathematical formu
lation for the self-consistent problem of the excitation
magnetization in a ferrite film.

SOLUTION OF THE SYSTEM OF EQUATIONS FOR THE
SELF-CONSISTENT PROBLEM

The amplitudescn(z) andc2n(z) of the electromagnetic
waves can be taken as new independent unknown funct
in the system of Eqs.~1! and ~3!. Precisely in this case th
system is relatively easy to solve, owing to the integral ch
acter of these functions. On introducing the functional

FIG. 1.
l
e

rt
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f
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F~knz!5E
0

L

@cn~z!exp~2 igz!

1c2n~z!exp~ igz!#exp~ iknzz!dz ~5!

the system of Eqs.~1! and~3! reduces to a Fredholm integra
equation of the second kind,

F~knz!5E
2`

`

F~knz8 !K~knz ,knz8 !dknz8 1C~knz!. ~6!

The functions which show up in the kernel are given
the Appendix. They depend on the coupling parameter

Fn~knz!5
vm0

Nn
E

2`

`

wn~kny ,knz!uI n~kny ,knz!u2dkny ~7!

which characterizes the interaction of the converter with
ferrite film in the self-consistent problem. The excitation i
tegral in Eq.~7! is given by

I n~kny ,knz!5E
S
Hn0~x,y!mn

0* ~x,kny ,knz!exp~ iknyy!dS.

~8!

In the approximation of a given field in the converte
Fn(knz)[0 and the kernel goes to zero and the functio
F(knz) equals the free term in the equation

C~knz!5cH ~g21!G exp~22igL !

11aG exp~22igL !
@b~knz!1h~knz!#

2@d~knz!1 f ~knz!#J . ~9!

We solve the Fredholm equation of the second kind
successive approximations,

F@ j 11#~knz!5E
2`

`

F@ j #~knz!K~knz ,knz8 !dknz8 1C~knz!,

~10!

taking the zeroth (j 50) approximationF@0#(knz)5C(knz)
to be the value of the free term in the equation, calculated
the specified~given! field in the transmission line

hn5cHn1cG exp~22igL !H2n ~11!

which corresponds tocn(z)[0 and c2n(z)[0 in Eq. ~3!.
The first approximation (j 51) yields a solution to the prob
lem which takes into account the back reaction of the pro
gating magnetostatic waves excited by the converter with
local magnetization. As a result, we find the amplitudescn of
the waves in the beam,

cn5wnI n~kny ,knz!H c
exp@ iL ~knz2g!#21

i ~knz2g!

1F~knz!1@c1cn~L !#Gexp~22igL !

3
exp@ iL ~knz1g!#21

i ~knz1g! J , ~12!

wherecn(L) is determined in terms of the functionalF(knz)
from an algebraic equation obtained by substituting Eq.~12!
in Eq. ~4! with z5L,
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cn~L !5
*2`

1` H~knz8 !F~knz8 !dknz8 1c@g1aG exp~22igL !#

11aG exp~22igL !
.

~13!

From the knowncn we determine the rf magnetizatio
excited by the converter in the far zone by calculating
double integral~1! in the polar coordinateskny5kn sin(Q),
knz5kn cos(Q), y5r sin(w), z5r cos(w). In the inner inte-
gral with respect tokn , we exclude the residues correspon
ing to traveling magnetostatic waves~we consider radiation
only in the direction of positivey!, and calculate the oute
integral with respect toQ ~a superposition of traveling
waves! by the method of stationary phase. Finally, we obt
the solution for the magnetization in the form

M ~r ,w!'cn8~kn0~QS~w!!,QS~w!!mn
0~x,kn0~QS~w!!,

QS~w!)r 21/2 exp@2 ikn0~QS~w!!r cos~QS~w!2w!#

3expF 2gDH

Vn~QS~w!!

y

sin~QS~w!!G , ~14!

where

cn8~kn0~QS~w!!,QS~w!!522p i
cvM

Vn~QS~w!!

3kn0~QS~w!!
I n~kn0~QS~w!!,QS~w!!

Fn~kn0~QS~w!!,QS~w!!

3 j~kn0~QS~w!!,QS~w!!A 2p

C9~QS~w!!
exp~ ip/4!,

~15!

w is the polar angle of the observation point, reckoned fr
the z axis of the converter,kn0(QS(w)) is the root of the
dispersion relationvn(kn)5v, and Vn(QS(w))5]vn /]kn

is the corresponding group velocity of the magnetosta
wave.

The phaseC~Q! is a function of the angleQ, C(Q)
5kn0(Q)cos(Q2w), determined for a givenw from the
equation for the fixed points,

kn08 ~Q!cos~Q2w!2kn0~Q!sin~Q2w!50. ~A!

The fixed points found from this equation are deno
above byQS(w). The second derivativeF9(QS(w)) in Eq.
~15! is calculated for the same value,QS(w). The function
j(kn0(QS(w)),QS(w)) in Eq. ~15! is given by the formula

j~kn0 ,QS!5
exp@ iL ~knz2g!#21

i ~knz2g!

1Fp iF n~g!

g S exp@ iL ~knz2g!#

knz2g

2
exp@ iL ~knz1g!#

knz1g D2
4p iF n~knz!g

~knz1g!2~knz2g!

2
2p iF n~g!

knz1g S exp@ iL ~knz1g!#

knz1g
2 iL D G

3
~g21!G exp~22igL !

11aG exp~22igL !
e

-

c

d

2F2
4p iF n~knz!g

~knz2g!2~knz1g!

12p iF n~g!
exp@ iL ~knz2g!#

~g2knz!

3S 1

~g2knz!
1

1

2g
1 iL D1p iF n~g!

3
exp@ iL ~knz2g!#2exp~22igL !11

g~knz1g! G
1

~12g!G exp~22igL !

11aG exp~22igL !

3
exp@ iL ~knz1g!#21

i ~knz1g!
1

G exp~22igL !

11aG exp~22igL !

3
exp@ iL ~knz1g!#21

i ~knz1g!

p2

g2

3Fn
2~g!F2~g21!G

2igL2exp~22igL !11

11aG exp~22igL !

3exp~22igL !1exp~22igL !12igLG . ~16!

The resulting analytical solution~14! of the self-
consistent problem for the excitation of beams of magne
static surface and volume waves is extremely genera
character, since all the features of the electrodynamic sys
are taken into account in the eigenfunctions and dispers
characteristics of the waves. This solution is valid for a
type of converter and for arbitrary waveguide structures
particular, those containing dielectric layers, multilayer fe
rite films, and metallic shields.

THE EMISSION OF WAVE BEAMS OF MAGNETOSTATIC
SURFACE WAVES BY STRIPLINE CONVERTERS

We shall consider the development of the direction
diagrams using the example of a ferrite film magnetiz
along its longitudinalz axis. Figures 2–6 show the norma
ized amplitude radiation patterns ARP~w! of a converter
short-circuited at the end (G51) for different frequency
bands within which surface magnetostatic waves exist. T
amplitude directional diagram represents the angular dep
dence of the modulus of the amplitude factorcn8 for the mag-
netization eigenfunctionmn

0 in Eq. ~14!. Eliminating all
terms from Eq.~14! which do not contain an angular depe
dence and using Eq.~15!, for the amplitude directional dia
gram we can write

ARP~w!5U I n~kn0~w!,QS~w!!kn0~w!j~kn0~w!,QS~w!!

Vn~w!Fn~kn0~w!,QS~w!!AC9~QS~w!!
U .
~17!

Here the square of ARP~w! yields the radiation pattern o
the converter with respect to power.

The amplitude radiation pattern was calculated num
cally using Eq.~17! for a converter based on a symmetr
stripline ~see the inset to Fig. 2! with a dielectric filling («
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59.8), a strip width of 200mm, and a separation betwee
the metal shields of 1 mm. A ferrite film with a saturatio
magnetization of 1750 G and thicknessd550 mm was sepa-
rated from the strip by a distance of 10mm. The length of the
converter isL54 mm. The magnetizing field equals 103
Oe. In Figs. 2–5, the dashed curves were calculated in
approximation of a given field (Fn(knz)[0), while the other
curves were calculated taking the back reaction of the
cited magnetostatic waves on the converter into acco
(Fn(knz)Þ0). The radiation patterns for each family o
curves were normalized to the maximum of the amplitu
radiation pattern corresponding to the solution of the s
consistent problem.

As the frequency is lowered, the width of the radiati
patterns increases owing to a widening of the sector of p
anglesw within which surface magnetostatic waves exist.
opposed to the case of a uniform distribution of current o
the length of the converter,4 a nonuniform distribution leads
to an asymmetry in the radiation patterns relative
w590° ~the y axis!, even for relatively small converte

FIG. 2. Amplitude directional diagrams. The smooth curve is the s
consistent solution and the dashed curve is for the approximation of a g
field; f 55.2 GHz.
he

x-
nt

e
f-

ar

r

lengths (L54 mm). The preferred propagation direction
the waves is shifted to larger (90°) polar angles for the
servation point.

At higher and intermediate magnetostatic surface w
frequencies~in this case, from 4738 to 5334 MHz!, the
shapes of the radiation patterns calculated in the approxi
tion of a given field and taking the back reaction of t
excited waves into account~Figs. 2 and 3! differ little and are
determined, as noted previously,4 by the angular dependenc
of the group velocity. At intermediate frequencies, howev
the given field approximation yields a higher result for t
amplitude of the magnetization in the far field of the co
verter ~especially forw'90°!, which may cause the powe
emitted by the converter to exceed the input power a
therefore, violate the conservation of energy. At the low
frequencies in this range~Fig. 4!, two preferred directions for
the wave emission show up, which are symmetric with
spect to they axis (w590°). This is the well-known4 dou-
bling of beams of surface magnetostatic waves in the
zone. However, compared to the given field approximatio4

the radiation patterns for each of these directions turn ou
be much narrower and the peaks are shifted by several

-
en

FIG. 3. As in Fig. 2, but forf 55.0 GHz.
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grees from the edges to the center of the sector of an
within which surface waves can propagate. Sharp directio
diagrams of this sort have been observed experimentally~see
Fig. 13.20 of Vashkovski� et al.10!. The angular position of
the peaks in the directional diagram in the self-consist
problem is determined, in accordance with Eqs.~16! and
~17!, by the condition of phase synchronism

g56knz , ~18!

corresponding to equality of the phase velocity of the el
tromagnetic wave in the transmission line forming the co
verter to the component of the phase velocity of the mag
tostatic wave along thez axis. Magnetostatic wave
satisfying the condition~18! interact most efficiently with the
converter and have the largest amplitude in a beam. Ow
to the symmetry of the dispersion characteristics of the m
netostatic waves, the angular positions of these peaks
also symmetric with respect to thew590° direction, but the
level of the amplitude radiation pattern in these peaks diff
because of the nonuniform distribution of the field along
converter. Within a narrow frequency band~on the order of
10–15 MHz! this difference leads to relative suppression

FIG. 4. As in Fig. 2, but forf 54.8 GHz.
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one of the peaks atw,90° and the converter becomes
‘‘superdirectional’’ antenna with a directional diagram
width less than 1° at a level of 0.707, which emits a wa
beam only in a directionw.90° ~Fig. 5!.

At intermediate and higher magnetostatic wave frequ
cies, the phase synchronism condition~18! is satisfied only
by waves with large components of the wave vectorsknz , for
which the excitation integral~8! is small. As they have a
small amplitude, these waves have no influence on the
mation of the radiation pattern~Figs. 3 and 4!.

The finite transverse dimensions of the converter h
not been taken into account in the earlier models,1–6 but they
do affect the radiation pattern. Thus, at the higher and in
mediate magnetostatic wave frequencies, a change in
strip width leads to a change in the angular position of
minima in the amplitude radiation pattern, especially near
principal maximum, whose shape then changes little. On
other hand, at the lower frequencies, where the angular
sition of the peaks in the amplitude radiation pattern is
termined by the phase synchronism condition~18!, widening
the strip causes an enlargement of the spatial region wi
which the electromagnetic and magnetostatic waves inter
this leads to a relative enhancement in these peaks~Fig. 6!.

FIG. 5. As in Fig. 2, but forf 54.91 GHz.
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CONCLUSION

In this paper we have demonstrated the fundame
need to solve the problem of magnetostatic wave excita
in ferrite films in a self-consistent formulation. A gener
analytical solution of the self-consistent problem has b
obtained for a converter of arbitrary type which is valid
the electrodynamic, magnetostatic, and dipole–exchange
proximations for an arbitrary direction of the magnetizi
field and any sort of waveguide structure, especially th
containing dielectric layers, multilayer ferrite films, and m
tallic shields. It has been shown that at the intermediate
higher frequencies where magnetostatic waves exist, the
diation pattern of a converter is asymmetric with respect t
direction perpendicular to the longitudinal axis of the co
verter, even when the ferrite film is magnetized along t
axis. At lower frequencies, the shape of the directional d
gram is determined by the phase synchronism of the exc
magnetostatic waves and the electromagnetic wave in

FIG. 6. The same as in Fig. 2, but forf 54.8 GHz. Strip width~mm!: 1
~smoothed curve!, 100 ~dashed curve!.
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transmission line which forms the converter, while the lev
of the peaks in the radiation pattern depends significantly
the transverse dimensions of the converter.

APPENDIX

The kernel of the integral equation~6! has the form

K~knz ,knz8 !5
@b~knz!1h~knz!#G exp~22igL !

11aG exp~22igL !

3H~knz8 !2P~knz ,knz8 !2S~knz ,knz8 !,

where

H~knz8 !5Fn~knz8 !
exp@ iL ~g2knz8 !#21

g2knz8
,

P~knz ,knz8 !5
Fn~knz8 !

i ~g2knz8 ! H exp@ iL ~knz2knz8 !#21

knz2knz8

2
exp@ iL ~knz2g!#21

knz2g J ,

S~knz ,knz8 !5
Fn~knz8 !

i ~g1knz8 ! H exp@ iL ~knz2knz8 !#21

knz2knz8

2
exp@ iL ~knz2knz8 !#2exp@ iL ~knz8 1g!#

knz1g J ,

b~knz!5E
2`

1`

P~knz ,knz8 !
exp@ iL ~knz8 1g!#21

i ~knz8 1g!
dknz8 ,

d~knz!5E
2`

1`

P~knz ,knz8 !
exp@ iL ~knz8 2g!#21

i ~knz8 2g!
dknz8 ,

f ~knz!5E
2`

1`

S~knz ,knz8 !
exp@ iL ~knz8 2g!#21

i ~knz8 2g!
dknz8 ,

h~knz!5E
2`

1`

S~knz ,knz8 !
exp@ iL ~knz8 1g!#21

i ~knz8 1g!
dknz8 ,

a5E
2`

1`

H~knz8 !
exp@ iL ~knz8 1g!#21

i ~knz8 1g!
dknz8 ,

g5E
2`

1`

H~knz8 !
exp@ iL ~knz8 2g!#21

i ~knz8 2g!
dknz8 .
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Interaction of H 2 ions with foil targets in the charge exchange system of a beam
transport channel

A. S. Artemov, Yu. K. Ba gachev, A. K. Gevorkov,† and A. O. Sidorin

Joint Institute for Nuclear Research, 141980 Dubna, Moscow District, Russia
~Submitted March 3, 1997!
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The possibility of experimentally modeling the interaction of high energy H2 ions with foil
targets using beams with more accessible lower energies that have the same dimensionless
interaction parameter and similar current characteristics is pointed out. Results are presented
from the first stage of a study of the beam–foil stripping of 2 and 7 MeV H2 ions. An analysis of
the charge composition of the beam after a carbon foil serves as a basis for determining the
corresponding cross sections for stripping of the ions and ionization of the product hydrogen
atoms. The data from these and other beam–foil experiments are in good agreement with
theoretical cross sections on carbon at different energies, as well with calculated values based on
the superposition of experimental cross sections for gaseous carbon-containing targets.
© 1998 American Institute of Physics.@S1063-7842~98!01708-5#
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INTRODUCTION

A peculiarity of the atomic structure of H2 ions makes it
possible to use a charge exchange technique for contro
the particle fluxes in modern accelerator-storage r
systems.1 Various internal foil targets are used to realize th
technique at energies above ten MeV~see, e.g., Refs. 2–4!.
The target material and thickness are chosen taking into
count the required working life of the target and the cha
composition of the beam after the interaction. Assum
pairwise collisions and given the cross sections for the m
channels of the stripping process in a target,5,6 the relative
numbers of H2 ions (h2), H0 atoms (h0), and protons
(h1) in the beam are given by

h25exp~2s21d• t̂ !,

h05
s21d

s21d2s01
@exp~2s01• t̂ !2exp~2s21d• t̂ !#,

h1512h22h0 , ~1!

wheres21d is the cross section (cm2) for stripping of an H2

ion into the various states of theH0 atom, including the
continuum,s01 is the average ionization cross section (cm2)
of the hydrogen atoms created by stripping,t̂56•1023t/A0 ,
and t and A0 are, respectively, the thickness of the targ
(g/cm2) and its effective atomic number.

Characteristic plots of the charge composition of a be
as a function of the dimensionless interaction param
s21d• t̂ are shown in Fig. 1 for a ratios21d /s0152.5. For
the same functional dependence of these cross section
energy, these curves are universal for the interaction o
beam of H2 ions with a target of a chosen material. In th
case, a number of features of this interaction can be mod
experimentally at low~more accessible! energies and predic
tions can be made for high energy beams. The informatio
interest includes the optimum thickness and type of targe
9701063-7842/98/43(8)/4/$15.00
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well as its operating lifetime for a given intensity, duratio
and repetition rate of the beam pulse. Here it is possible
test methods for monitoring the target integrity, e.g., from
electron or photon emission. The possibility of modeling t
operating lifetime of a foil target is based on the fact that
dependence of the energy release in the target is analogo
that of the cross sectionss21d ands01 (}1/b2, whereb is
the particle velocity! for a given effective charge of the bea
particles over a wide range of energies from a few MeV
relativistic energies7–9 with radiative heat transfer from th
target surface. Thus, by creating the required charge com
sition of a beam for one energy and target thicknesst̂ , it is
possible to study the thermal loads expected from an an
gous, in terms of intensity, flux of ions at another energy a
target thickness corresponding to the same dimensionles
rameters21d• t̂ ~Fig. 1!. This is especially important for
choosing the optimum material, structure, and fabricat
technique for foil targets in the charge exchange portion o
high energy beam transport channel.4,10 At the same time, it
has been shown11 that the behavior of relativistic H2 ions
differs from that of low-energy positive ions in the beam

FIG. 1. The charge composition of a beam as a function of the beam–

interaction parameters21d• t̂ .
© 1998 American Institute of Physics
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foil interaction processes responsible for the formation
fluxes of highly excited neutral atoms. No experimental
formation on these processes involving low-energy H2 ions
is currently available. In this regard, despite the small re
tive number of these excited particles in a beam, a m
detailed study of their production and loss at various ener
for the same interaction time of the H2 ion beam with the
‘‘field’’ of the target material is of some interest.

In this paper we present data from the first stage of
periments performed in 1987–1988 to test the beam–foil
teraction at low H2 ion energies corresponding to the e
pected dimensionless parameters21d• t̂ in the charge
exchange section (EH25600 MeV) of the MEGAN linear
accelerator~Troitsk!.12

MEASUREMENT TECHNIQUE

The setup of the experiments with 2 and 7 MeV i
beams is shown in Fig. 2. A beam of H2 ions was formed at
the outlet of section1 with spatially uniform (EH2

52 MeV) and spatially periodic (EH257 MeV) rf quadru-
pole focusing of the linear accelerator. Two types of fo
were used as charge exchange targets: polymer fi
of colloxylin $C6H7O2~OH!~ONO2!2%n , with a high durabil-
ity under the pressure drops, and a carbon foil with a thi
ness of 2mg/cm2 ('100 Å), which was deposited on a N
grid with an optical transparency of 84% at the Kurchat
Institute of Atomic Energy. The thickness of the carbon fi
was determined to within615% from the energy lost by
a particles from an 241Am source (Ea55.486u85%,
5.443u13% MeV) using a method, described elsewhere,13 that
takes into account the distortions in the measured spe
~with and without the target! induced by the analyzer. Th
polymer films were prepared by floatation on water follow
by deposition on a metal grid with an optical transparency
98%. Films of different thicknesses were obtained by va
ing the concentration of the initial material in the solve
~acetone!. The thicknesses of the polymer films were me
sured interferometrically and lay within the range 500–20
Å. Rings with different targets2, as well as with the grids~to
determine their transparency relative to the H2 ions! were
mounted in a rotatable drum3. Experiments showed that th
grids without targets ensure complete passage of the H2 ion

FIG. 2. The setup for the beam–foil interaction experiments.
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beam without loss, but with some change in its charge co
position and energy spectrum. By rotating the drum to fix
angles, it is possible to change the target during the cours
an experiment. The beam current prior to the interaction w
monitored by an induction probe4. After the target, the flux
of H2, H0, and H1 particles was resolved spatially in term
of charge by a separator magnet5. Depending on the polarity
of the magnetic field, a Faraday cup6 detected H2 ions or
protons. After 100% stripping on a 10-mm-thick grounded Al
foil 7, the H0 component was detected by a Faraday cup8.
Secondary emission from the surfaces of the Faraday cu6
and 8, along with accompanying electrons from the alum
num foil, were efficiently suppressed by the edge magn
field of the separator. The amplified current signals fro
probes4, 6, and8 were fed to an analog-to-digital converte
and on to a computer for processing. The particle flux m
surements were monitored periodically through their ove
balance and from the equality of the signals from the pro
in the absence of a target with the separator field turned
~probes4 and6! and off ~4 and8!. The fidelity of the current
signals from probe6 when the polarity of the magnetic fiel
was changed was verified during 100% stripping of H2 ions
into protons on a control target2 consisting of a 10-mm-thick
Al foil.

EXPERIMENTAL DATA AND DISCUSSION

The experiments at 7 MeV showed that the strippi
coefficient for H2 ions into neutral atoms on the thinne
polymer film was'0.2%. The rest of the beam was co
verted into protons. The operating lifetime of the film wi
respect to destruction by a pulsed beam current at the sur
of j i'20 mA/cm2, a pulse duration oft j'20 ms, and a rep-
etition rate off 50.5 Hz was'15 min. As the thickness o
the films was increased, the coefficienth0 decreased in
accord with the exponential dependence of Eq.~1!. In the
experiments with a beam energy of 2 MeV, almost compl
stripping of H2 ions into protons was achieved, while th
lifetime of the films under the same current conditions w
somewhat shorter. The fact that the lifetime of the polym
test films in beams with fixed characteristics increased
their thickness was raised was somewhat unexpected.
analysis of the heat loading and properties of colloxylin,
well as an examination of used targets under a microsco
showed that the reason for this~and for the rather short op
erating life of the films! is apparently their thermal decom
position at the places where they come into contact with
grid, which have been heated toTc.90° as a result of en-
ergy loss by the ions striking it. In this case, we might exp
a substantial increase in the lifetime of these targets in r
tivistic beams with similar current characteristics.

The carbon foil was capable of working for several da
under these experimental conditions. No structural chan
were observed during an examination of the surface stat
the foil under a microscope. The experiments yielded
following interaction coefficients without breakup of the H2

ions, as well as with their striping into H0 atoms and protons
on the target with a carbon foil:h2u t5(3.860.2)31025,
h0u t5(2.5560.13)31022, h1u t5(9.7560.50)31021
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~2 MeV!, and h2u t5(1.760.1)31022, h0u t50.2860.01,
h1u t50.7060.04 ~7 MeV!. The measured transparency
the grid for unstripped ions is 0.8460.04. Given this, we
obtain the relative number of particles in the different cha
states following the interaction of the beam directly with t
carbon foil. For beam energies of 2 and 7 MeV, these co
ficients are h25(4.5060.45)31025, h05(3.060.3)
31022, h150.9760.10, and h25(2.060.2)31022,
h050.3360.03, h150.6560.07, respectively. It has bee
shown14 that the functional dependences of the detec
charge states of the incident particles having an atomic st
ture on the thickness of a foil target are analogous to
characteristic dependences for gas targets up to thickne
corresponding to the transition to the equilibrium charg
For H2 ions and H0 atoms interacting with a carbon foil, thi
limiting thickness corresponds toh2'531028 and
h0'1023, respectively. In this regard, using the concept
pairwise collisions and Eq.~1!, we can obtain the cross se
tions s21d and s01 for a carbon foil from the measure
coefficientsh2 andh0 . For energies of 2 and 7 MeV, thes
cross sections are, respectively,s21d5(1.0060.16)
310216 cm2, s015(4.060.8

1.4)310217 cm2, and s21d5(3.5
60.6)310217 cm2, s015(1.560.4

0.6)310217 cm2; these are
shown in Fig. 3. Also shown there for comparison are cr
sections obtained from beam–foil interaction experiment
energies of 0.8 MeV14 and 800 MeV,11 as well as theoretica
data15,16 and the results of calculations based on the sup
position of cross sections and known experimental data5,17,18

for gaseous carbon-containing targets. The good agreem
of these data among themselves, including their approxim
}1/b2 dependence, indicates that it is appropriate to reg
fast H2 ions in solids as independent atomic systems sub
to pairwise collisions. As opposed to an earlier theoreti
prediction,19 this agreement among the data also shows

FIG. 3. Cross sections for stripping of H2 ions (s21d→s,^ ,d,1,* , con-
tinuous curve! and hydrogen atoms (s01→n,,,.,L) on carbon.s, ,

are the results obtained by superposition of cross sections and experim
data on the stripping of H2 ions and H(1s) atoms on CO2 and O2; ^ andL
are theoretical results15 for H2 ions and H(1s) atoms;1 and * are cross
sections obtained from beam-foil experiments14,11; d and. are data from
the present experiments;n are results obtained18 by superposing the mea
sured cross sections for stripping of ground state hydrogen atoms on ca
containing gases~the errors correspond to the scatter in the data on com
ing different molecules!; the smooth curve is constructed in accordance w
Ref. 16; and, the dashed curve is an approximation of the data shown
by a curve}1/b2.
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the contribution of cascade processes involving intermed
excited hydrogen atoms during beam–foil stripping of H2

ions is small.
In concluding, let us analyze the systematic errors

these results owing to neglecting the partial contribution
absorbed gases to the measured thickness of the carbon
The amount of absorption in various methods of fabricat
carbon foils has been measured.20 In the experiments the
cross sections for elastic scattering of fasta particles
(Ea525 MeV) at a given angle and the dependence of th
final energy on the target nuclear mass were used. The
sults show that the main components in the absorbed g
are hydrogen ('13– 60% in terms of numbers of atoms! and
oxygen ('2 – 5%), where the majority of the hydrogen a
oms are chemically bound to carbon. Neglecting the con
bution of absorbed gases to the energy loss by thea particles
leads to a higher value for the number of carbon atoms
determination of the target thickness. At the same time,
ditional stripping of H2 ions and H0 atoms takes place on th
atoms of these gases. The partial contributions of these
channels, with their different signs, determine the system
error in the measured cross sections owing to absorptio
the foil. Since the specific energy losses bya particles on
atomic hydrogen are'23% of the losses on oxygen,21,22 we
obtain an imaginary additional thickness of'3 – 14% for a
carbon target owing to the hydrogen contained in it. T
particle stripping cross sections on atoms of this gas6 are
roughly a factor of ten smaller than on carbon. As a res
the systematic error owing to absorption of hydrogen is
timated to be'1.5– 7% on the side of lowering the cros
sections. Similar considerations for absorbed oxygen lea
almost complete compensation of the errors through the
ergy loss and stripping channels. Thus, when the system
errors owing to the expected absorption of hydrogen a
oxygen in the carbon foil are taken into account, the result
stripping cross sections should be increased by<7%. This
is substantially smaller than the measurement error and
almost no effect on the results presented above.

We thank L. V. Arinin, Yu. L. Vengerov, and other co
leagues for help in preparing and conducting the exp
ments.
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Dynamics of neutralized charged particle beams in external magnetic and self fields
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The dynamics of charged particle beams under the influence of their self-magnetic field and an
external magnetic field is examined on the basis of equations for the trajectory of a
boundary particle. A study is made of the change in the dynamics of fast particles due to the
influence of the electric field of the partially neutralized space charge of the beam, the
stationary electric field, and the field of the oscillations in the quasineutral beam plasma. Changes
in the total beam energy caused by the self-electric field and in the longitudinal velocity
owing to the self-magnetic field are taken into account. ©1998 American Institute of Physics.
@S1063-7842~98!01808-X#
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INTRODUCTION

Ion and electron beams obtained from plasma sou
are transported in a residual gaseous medium. Residua
leaks into the drift space of the beam from the source its
During shaping of high-current charged particle beams,
is injected forcibly into the transport channels in order
reduce the effect of space charge on the dynamics of the
particles. As a result of the ionization of the gas atoms by
beam particles, secondary charged particles accumula
the transport channel. At low gas pressures such
A5n l r /2vs!1, the density of the plasma particles is of t
order of the density of the beam particles.1,2 The quantityn l r
determines the rate of ionization of the medium, whe
n l5ngs i ż, with ng being the density of gas atoms,s i the
cross section for ionization of a gas atom by a beam parti
and ż5dz/dt the velocity of the fast particles, andr is the
instantaneous radius of the beam;vs5(Te /mi)

1/2, which
equals the ion sound speed (Te is the plasma electron tem
perature andmi is the plasma ion mass!, determines the rate
at which the collisionless plasma is lost to the walls. In t
opposite limit of A@1, the plasma density can be muc
higher than the beam particle density. In both cases the s
charge of the beam is fully neutralized. The stationary el
tric field of a quasineutral beam plasma can have a sig
cant effect on the dynamics of charged particle beams.3 This
conclusion relies on the results of a numerical simulation
has not been substantiated by analytical calculations.

An electric field develops in a quasineutral beam plas
if the time for neutralizing the beam charge and the time
ambipolar drift of the plasma components perpendicula
the beam to the vessel walls are shorter than the beam p
duration,tk1ta,tpuls. High current beams of charged pa
ticles have short pulse lengths. If the characteristic lifeti
of the secondary particles exceeds the beam pulse dur
(ta.tpuls), then the plasma component which neutraliz
the charge of the beam can be regarded as motionless.
the resulting electric field of the beam–plasma system eq
zero. If, however, the beam neutralization timetk51/ngs i ż
.tpuls, then the beam will be partially charge-neutralize
9741063-7842/98/43(8)/4/$15.00
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Thus, the self-electric field of a beam propagating in a g
eous medium may be the field of the incompletely neutr
ized space charge or the field of the quasineutral be
plasma.

Along with the self-electric field, the self-magnetic fie
has a significant effect on the beam dynamics, causing
beam to pinch and ultimately limiting transport. To preve
pinching of the beam, an external longitudinal magnetic fi
is used.4 Transport of high-current, short-pulse beams in
external magnetic field and the self-fields has been exam
elsewhere.5,6 References 4 and 6, however, deal with t
special case of a completely charge-neutralized beam, w
there is no self-electric field, and in Ref. 5 the change in
total beam energy owing to the action of the self-elect
field of partially neutralized charges is neglected, along w
the change in the longitudinal velocity of the beam owing
the self-magnetic field.

It is known that in long pulse beams (tpuls.ta ,tosc,
wheretosc is the period of the oscillations!, deneutralization
of the space charge is caused by developed low- and h
frequency plasma oscillations.7 The possibilities for improv-
ing the transport of beams with increasing space cha
along the propagation direction remain unexamined.

The purpose of this paper is to study the dynamics
fully and partially neutralized charged particle beams in e
ternal and self-magnetic fields. Here for short-pulse bea
the changes in the total energy owing to the self-electric fi
of partially neutralized space charge and in the longitudi
velocity under the influence of an external magnetic field
taken into account, while for long pulse beams the effect
the self-electric field produced by the directed and oscillat
motion of the plasma components is studied.

BEAM DYNAMICS IN THE ABSENCE OF DIRECTED AND
OSCILLATORY MOTION OF THE PLASMA

The equations which determine the trajectory of
boundary particle in an axially symmetric beam in an ext
nal magnetic field and the self-fields are4,5
© 1998 American Institute of Physics
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d~g ṙ !

dt
5

kż0c2

r S 12a

ż
2

ż

c2D2
1

4

rvH
2

g S 12
r 0

4

r 4D , ~1!

and

d~g ż!

dt
5kż0

ż

r
, ~2!

where ṙ 5dr/dt, k52eaI b /mbac2ż0 , ea and mba are the
charge and mass of the beam ions or electrons,I b is the beam
current, g5@12( ż21 ṙ 21(r u̇)2)/c2#21/2 is the relativistic
factor, (r û)25vH

2 r 0
2(R221)2/4g2R2, vH5eaH/mbac,

R5r /r 0 , H is the strength of the longitudinal external ma
netic field, ż and r 0 are the initial longitudinal velocity and
radius of the beam, anda is the degree of neutralization o
the space charge.

The system of Eqs.~1! and~2! has been studied4 for the
case of a completely charge-neutralized beam (a51), when
the radial self-electric field Er equals zero. Then
ġ5eaEr ṙ /mbac250 or g5g0 , whereg0 is the relativistic
factor for the initial beam conditions. On the right-hand si
of Eq. ~1! the second term is related to the force produced
the self-magnetic fieldHu52I b /cr, and the third, to the ro-
tational force in the external magnetic field. In Ref. 2, Eq.~1!
includes the value of the self-electric field at the beam rad
Er52I b(12a)/ ż, and is solved without including Eq.~2!. A
model of a uniformly charged cylindrical beam, in which th
secondary particles that neutralize its charge are at rest,
used.

In the general case, for 0<a<1 the solution of the sys
tem of Eqs.~1! and ~2! is given by

ż5 ż0

g0

g S 11
k

g0
ln RD ,

g5g0S 11
k

g0
ln RD 12a

. ~3!

The solution~3! can be used to find the minimum exte
nal magnetic field for whichṙ 50 and ż is minimal. The
function H/Hu of the parameterż has a minimum for
ż5 ż0b0

21(12a)1/2, whereb05 ż0 /c. In a fully neutralized
beam (a51), ż and ṙ go simultaneously to zero when4

S H

Hu
D

Er50

5
21/2g0

k@cosh~2g0 /k!21#1/2. ~4!

Under these conditions there are still no return motio
of the beam particles and it does not pinch. Under the c
dition a,1, the minimum external magnetic field, whe
ṙ 50, is attained for nonzero minimumż. The dependence o
the minimum external magnetic field on the self-field of
partially neutralized beam is given by

S H

Hu
D

ErÞ0

5
21/2g0

b0k@cosh~2p!21#1/2FaS kp

g0
11D 2~a21!

2
1

g0
2G ,

p5
g0

k F S 12a

b0
2 D 1/2a

21G . ~5!
y

s,

as

s
n-

In the Introduction we mentioned that in Ref. 5 th
change in the longitudinal velocity of the beam owing to t
self-magnetic field was neglected in a discussion of be
pinching in the absence of an external magnetic field.
shall demonstrate the necessity of including it using the
ample of a fully neutralized beam, where there is no se
electric field and the total beam energy is const
(g5g0).

Finding the value ofṙ (t) from Eq. ~3! for a51 and
taking z5 żt, we obtain the instantaneous radius of the
cused beam as a function of path lengthz,

z5
g0r 0

k
exp~2g0 /k!E

1

ż/ ż0 x exp~x/k!dx

~12x2!1/2 . ~6!

The distance over which returning particles arise an
helical beam current can develop is given by Eq.~6! for
ż50 or R5exp(2g0 /k). In this case, the integral in Eq.~6!
is a tabulated function of the variablek, equal
to 21F2(1;1/2, 3/2;g0

2/4k2)2(3pg0 /4k)1F2(3/2;3/2,2;g0
2/

4k2), where1F2 is the generalized hypergeometric functio
The distance at which an initially parallel beam (ṙ 50)

constricts sharply to a ‘‘point’’ and the beam is ‘‘blocked
by pinching is given by5 z5r 0(pg0 /k)1/2/2. A comparison
of this expression with Eq.~6! shows that the returning
particle regime and the beam ‘‘blocking’’ associated with
sets in earlier.

In terms of this model, all the particles inside the bea
move similarly to a boundary particle. This model does n
take into account the redistribution of the current dens
over the beam cross section and, therefore, of the forces
ing on the particles owing to the intersection of their traje
tories.

THE INFLUENCE OF THE STATIONARY ELECTRIC FIELD
OF A BEAM PLASMA ON THE FAST PARTICLE
DYNAMICS

Let us consider the dynamics of long-pulse neutraliz
charged particle beams in the absence of an external m
netic field. Negative ion and electron beams are focused,
positive ion beams spread out under the influence of
self-electric field of the quasineutral beam plasma. The m
nitude of this field at the beam radius for low gas pressu
(A!1) for these types of beams are, respectively,Er

5mi(s ingż)2r /e ~Refs. 2 and 5! andEr52Te /er ~Ref. 2!.
We shall use the equation for the beam envelope5,8

d2r

dz2 5
«2

r 3 2
k

g0r
2

rvH
2

4ż2g0
2 S 12

r 0
4

r 4D 6 HN1 /rg0 ,
rN2 /g0 , ~7!

where« is the beam emittance, the parameterk associated
with the self-magnetic field is defined in Eq.~1!,
N152Te /mbaż2 for a positive ion beam, and
N25mi(s ing)2/mba for negative ion and electron beams.

In order to simplify Eq.~7!, we neglect the variation in
the energy of the beam particles owing to the self-elec
field (g5g0).

First we shall study the dynamics of low-current beam
where the self-magnetic field can be neglected,
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«2/r 2@k/g0 . ~8!

In the case of negative ion and electron beams in
absence of an external magnetic field, the first integral in
~7! has the form

S dR

dz1
D 2

5~R221!S a

R2 11D , ~9!

wherea5«2g0 /r 0
4N2 , z15z(N2 /g0)1/2, R5r /r 0 , and we

have used the initial condition (dR/dz1)50 for z150.
The second integral in Eq.~7! gives the dependence o

the instantaneous radius of the focused beam on the
lengthz1 ,

z15
p

2
2arcsin

11a22R2

ua21u
. ~10!

After determining the minimum beam radiusRmin5a.
We use Eq.~9! for dR/dz150 to find the site where the
beam crossover is localized,

zb5
p

s ing
S mba

mi
g0D 1/2

. ~11!

The limitation on the current density in focused bea
of negative ions and electrons due to the presence of
self-electric beam–plasma field is determined by the cur
density at the crossover,

j b5
I br 0

2N2

p«2g0
. ~12!

The spreading of a neutralized positive ion beam ta
place mainly through the action of the ambipolar elect
field of the plasma, since forTe /g0@Tb , whereTb is the
beam temperature, the inequality«2!r 2N2 /g0 holds. The
well-known expression«523/2(Tb /mba)1/2r 0 / ż is used
for the emittance.9 We introduce the dependence of the i
stantaneous radius of the spreading beam on the longitud
coordinate in the case of a zero initial conditio
(dR/dz)050,

z5~pg0/2N1!1/2r 0erfi~ ln1/2 R!, ~13!

where erfi(x) denotes the probability integral with an imag
nary argument.

In studies of the dynamics of high current, long pul
beams, the self-magnetic field cannot be neglected in Eq.~7!.
As the inequality~8! breaks down in negative ion and ele
tron beams, pinching takes place. In positive ion bea
pinching does not set in untilN1>k.

The minimum external longitudinal magnetic field ne
essary to prevent pinching is found in the same way as
short-pulse beams. Given thatg5g0(16N6 ln R/g0) and
ż5 ż0(11k ln R/g0)(11N6 ln R/g0)

21, we obtain

H

Hu
5

1

b0
F S 16

N6

k D 2

2
1

g0
2G S H

Hu
D

Er50

, ~14!

where the quantity (H/Hu)Er50 has been defined in Eq.~4!.
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BEAM TRANSPORT UNDER CONDITIONS OF DEVELOPED
PLASMA OSCILLATIONS

In unstable beams subject to developed beam–pla
instabilities, dynamic deneutralization of the space cha
occurs. A positive ion beam becomes deneutralized with
spect to charge if the amplitude of the electron plasma os
lations increases to a level sufficient for capture and remo
of secondary electrons with the beam. The stationary elec
field rises along this kind of beam from a value correspo
ing to the ambipolar field of the quasineutral beam plasma
the field of a completely charge-unneutralized beam.7 Its
value at the beam radius is given byEr52I b

1hs ing

3(z2z0
e)/ ż0r , where h'1/2 is the fraction of electrons

trapped in the oscillations,ng is the constant gas densit
along the beam, andz0

e is the distance over which the high
frequency oscillations are suppressed nonlinearly by the c
ture of plasma electrons.

A negative ion or electron beam becomes deneutrali
as a result of the trapping of slow neutralizing ions in i
plasma oscillations and their removal from the beam. Th
is a known analytical expression for the distribution of t
stationary electric field in partially neutralized beams of th
sort, where the plasma ions are removed along the bea7

The magnitude of this field at the beam radius
Er522I b

2s ingg i(z2z0
1)/vpir , where g i and vpi are the

growth rate and frequency of the ion plasma oscillations a
z0

1 is the distance over which the slow ions are trapped in
oscillations. In both cases the electric force is defocusing

If the beam is placed in an external magnetic fie
H5H0(z/z0

e,121)1/2, the square of which increases alon
thez axis in the same way as the self-electric field, then i
possible to obtain the equilibrium size of a so-called Br
louin beam. An equilibrium magnetic field of this type ca
be created in a cylindrical solenoid with a variable density
windings carrying a current such thatn(z)5H(z)/I , where
n(z) is the number of turns per unit length andI is the
current in the solenoid coil. For example, in the case o
positive ion beam, the envelope equation~7!, including the
self-electric field under conditions of deneutralization, yiel
an equation for the equilibrium radius:

«2

r 0
3 2g~z!r 01

k

g0r 0
Fhs ing

b0
2 ~z2z0

e!21G50, ~15!

whereg(z)5vH
2 (z)/4ż2g0

2 is a parameter of the channel wit
variable focusing.

The solution ~15! gives an equilibrium radius of the
beam ofr 05«(g0 /k)1/2 and an equilibrium magnetic field o
H054(hs ingz0

e)1/2I b
1/« ż0 .

In order to obtain an unperturbed Brillouin flux it is ne
essary to match the beam with a magnetic focusing lens,
at the entrance to the solenoid, to ensure simultaneously
required beam size and the correct orientation of the ph
ellipse.

CONCLUSION

In this paper the equations for the trajectory of bound
particles have been used to study analytically the influenc
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the electric field of the partially neutralized space charge
the field of the quasineutral beam plasma on the dynamic
negative ion, positive ion, and electron beams. Here we h
included the effect of the self- and external magnetic fie
on the beam. The magnitude of the stationary electric field
a quasineutral plasma was taken from Ref. 2, and its ma
tude in an unstable deneutralized beam, from Ref. 6.

We have investigated the dynamics of short-pulse, n
tralized beams in which there is no directed or oscillato
motion of the plasma. We have determined the magnitud
the minimum external magnetic field required to preve
beam pinching with allowance for the change in the be
energy owing to the electric field of the partially neutraliz
charge.

We have shown that in a fully neutralized beam in t
absence of self-electric and external magnetic fields,
change in the longitudinal velocity owing to the se
magnetic field of the beam must be taken into account.
distance over which return motion of the fast particles set
and ‘‘blocking’’ of the beam becomes possible is shor
than the distance over which the beam is pinched.

We have investigated the dynamics of long-pulse bea
for which it is necessary to include the directed and osci
tory motion of the plasma. We have found the location of
crossover of low-current precision beams of negative i
and electrons in the absence of an external magnetic fi
We have determined the maximum current density for bea
of this type in the presence of the self-electric field of t
quasineutral beam plasma. We have ascertained the wa
which a neutralized positive ion beam spreads under the
fluence of the self-electric field.

We have found the minimum external magnetic field
d
of
ve
s
f
i-

u-
y
of
t

e

e
in
r

s,
-
e
s
ld.
s

in
n-

-

quired to prevent pinching of a long-pulse, neutraliz
charged particle beam.

We have proposed that the transport of unstable neu
ized beams can be improved. An equilibrium state of a be
with an increasing space charge along the propagation d
tion can be realized in the rising magnetic field of a suita
solenoid. This prevents spreading of the beam by the de
oped oscillations of the neutralizing plasma.

The results obtained here can be used to solve probl
in the transport of charged particle beams in gaseous m
associated with obtaining a stationary state in beam-pla
systems, and with equilibrium configurations of beams
external and self-intrinsic fields and their stability. Problem
of this sort arise during the shaping of beams in vario
injector systems.
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It has recently been shown1 that if the frequencyv and
wave vectorki of spin waves propagating in the plane of
magnetic film satisfy the elastostatic criterion

v2!s2ki
2, ~1!

then for thesev andki the resonance properties of a bound
magnetically ordered crystal are determined by a coup
system of dynamic equations consisting of the Landa
Lifshitz equations for the sublattice magnetization vect
and the equations of electrostatics2 for the lattice displace-
ment vectoru. This sort of ‘‘elastostatic’’ approach to ana
lyzing the magnetoelastic boundary value problem has m
it possible to study analytically a wide range of questio
involving the influence of the lattice on the low-frequen
spin dynamics in bounded magnetoelastic crystals.
physical mechanism which creates the anomalies in the r
nance properties of a bounded magnetic sample when co
tions ~1! are satisfied is indirect spin–spin exchange throu
the long-range field of quasistatic magnetoelastic stra
Even when inhomogeneous exchange is neglected~the ap-
proximation of zero exchange!, this type of spin–spin inter-
action in bounded magnetic materials leads to the forma
of a new class of zero-exchange spin-wave excitatio
namely elastostatic spin waves. This class of spin oscillati
forms part of the overall spectrum of magnetoelastic wa
in a bounded magnetic material, just as magnetostatic wa
are part of the spectrum of coupled spin–electromagn
oscillations in magnets of finite size. For a given magnitu
and orientation of the wave vectork, when this phonon
mechanism for spin–spin exchange is taken into accoun
multaneously with the inhomogeneous exchange interac
and conditions~1! are satisfied, the result is a major readju
ment of the spectrum of both the exchange and elastos
waves, so that one can speak of elastoexchange spin-w
dynamics in thin magnetic films. In the case of a thin film
rhombic antiferromagnet1 these elastoexchange anomalies
the spectrum of propagating spin waves include: 1! the pos-
sibility of forming a minimum in the dispersion curve for
traveling exchange spin wave; 2! for certainki the existence
of conditions for a inhomogeneous spin–spin resonanc
points where the spectra of propagating exchange and
tostatic volume spin waves are degenerate; and, 3! the pos-
9781063-7842/98/43(8)/5/$15.00
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sibility of forming, in a model of a semibounded rhomb
antiferromagnet forkiÞ0, a bipartite elastoexchange boun
spin-wave state, which fork!kc represents a quasisurface3

~generalized surface4! spin wave which transforms smoothl
at k5kc into a purely surface bipartite spin wave. Howeve
all the analyses of the elastoexchange spin dynamics of
antiferromagnetic films done up to now have been for co
pletely free magnetic spins on the crystal surface~Amenta–
Rado boundary conditions5!. At the same time, it follows
from a study of the spectra of magnetic-dipole spin wav3

that a surface magnetic anisotropy can have a significan
fect on the structure of the magnetic excitations in a t
magnetic film as compared to the case of free spins.

In this regard, the purpose of the present paper is
study theoretically the influence of surface magnetic anis
ropy on the elastoexchange dynamics of thin antiferrom
netic films, since it is known that exchange enhancemen
magnetoelastic effects and exchange attenuation
magnetic-dipole effects occur simultaneously in the m
netic spectra of antiferromagnetic crystals. As a result, w
this condition is satisfied, the spin dynamics of antiferroma
netic materials can be described on the basis of a simu
neously inclusion the Heisenberg and magnetoelastic in
actions, with the dipole mechanism of spin–spin exchan
neglected. As an example, we take a uniformly magneti
film of a rhombic antiferromagnet whose elastoexchange
namics have been studied previously1 with Rado–Amenta
boundary conditions. If we consider a two-sublattice~where
M1,2 are the magnetizations of the sublattices, withuM1u
5uM2u5M0) model of an exchange-collinear antiferroma
netic crystal and introduce the ferro- and antiferromagnet
vectors~m andl!, then in the case of sufficiently weak~com-
pared to the exchange! magnetic fieldsH, the following ap-
proximation will be satisfied with good accuracy:

umu!u lu, m5
M11M2

2M0
, l5

M12M2

2M0
. ~2!

Given this circumstance, the energy densityW of a
rhombic antiferromagnet, which describes the interaction
the magnetic and elastic subsystems of the crystal, can
written in the form1
© 1998 American Institute of Physics
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W5Wm1Wme1We ,

Wm5M0
2H a

2
~¹ l!21

bz

2
l z
21

by

2
l y
21

d

2
m2J ,

We5
1

2
~c11uxx

2 1c22uyy
2 1c33uzz

2 !

1~c12uxxuyy1c12uxxuzz

1c23uyyuzz!12~c44uyz
2 1c55uzz

2 1c66uxy
2 !,

Wme5~p11l x
21p12l y

21p13l z
2!uxx1~p21l x

21p22l y
2

1p23l z
2!uyy1~p31l x

21p32l y
21p33l z

2!uzz

12~p44l yl zuyz1p55l xl zuxz1p66l xl yuxy!, ~3!

where

uik5
1

2 S ]ui

]xk
1

]uk

]xi
D

is the strain tensor,cab andpab are the elastic constants an
magnetoelastic interaction constants, respectively,by,z are
the magnetic anisotropy constants~including renormalization
owing to the magnetoelastic interaction1!, d and a are the
homogeneous and inhomogeneous exchange constant
spectively,c25g2adM0

2/2 is the propagation speed of th
spin waves in the unbounded magnetic material, andg is the
gyromagnetic ratio.

As in Ref. 1, in the following we shall assume, witho
loss of generality, that the following relations exist amo
the magnetic anisotropy constants (b̃y,z) calculated with the
magnetostriction deformations in the ground state taken
account:

b̃z.b̃y.0. ~4!

This corresponds to an equilibrium orientation of the a
tiferromagnetism vector along theX axis. If both surfaces of
the given thin magnetic film are free of other stresses, t
the system of boundary conditions which determines the s
dynamics in this model of a magnet with a normal to t
surfacen' l is conveniently represented in the form

] l̃ y,z

]j
1b6 l̃ y,z50

s iknk50
J j50,d, ~5!

where l̃ y ( l̃ z) describes the amplitude of small oscillations
the antiferromagnetism vectorl about the equilibriumliX
along theY (Z) axis; j is the coordinate along the directio
of n; b6 is the surface magnetic anisotropy parameter, wh
characterizes the degree of pinning of the mode of magn
oscillations with polarizationl̃ y ( l̃ z) for j5d(b1) and for
j50(b2), ands ik is the elastic stress tensor.

For convenience in comparing our results with Ref. 1,
the following we restrict ourselves to analyzing the elasto
change spin dynamics of a bounded antiferromagnetic m
rial caused by indirect spin–spin exchange through the fi
of ‘‘elastostatic’’ phonons foru'k. Here we shall assum
that the direction of the normal to the film surfacen coin-
re-

to

-

n
in

h
tic

-
e-
ld

cides with one of the Cartesian axes of the antiferromagn
crystal. In this case, it can be shown that forkPXZ (ui0Y)
when ni0X or kPXY (ui0Z) when ni0X, the standard
method for solving the Sturm–Liouville problem for th
system of boundary conditions reduces to the following d
persion relation which governs the elastoexchange dynam
of a thin film of a rhombic antiferromagnet with an arbitra
degree of pinning of the magnetic moments on the film s
face (t i[tanhqid; i 51,2; Ri[1/(ki

22gqi
2)):

Ab1b21B~b11b2!1C50,

A52~R22R1!2t1t2 ,

B5~R22R1!@q2R1t12q1R2t21t1t2~q2R1t2

2q1R2t1!#, ~6!

C52@R2q1t12q2R1t2#@2q2R1t11q1R2t2#,

v25v0
21c2~ki

22q2!1
vme

2 ki
2

ki
22gq2 . ~7!

For kPXZ and ui0Y we have v0
25c2by /a,

g[c66/c44, vme
2 [g2c2p66

2 M0
2/(c66a); for kPXY andui0Z

we have v0
25c2bz /a, g[c55/c44, vme

2 [g2c2p55
2 M0

2/
(c55a); here q1,2(v,ki) are the roots of the characterist
equation~7!, which is biquadratic inq (q252(kn)2) and in
the elastostatic approximation determines the structure of
spin waves in this model of a magnet without taking t
boundary conditions into account. It should be noted tha
the limiting case of perfectly free spins on the magnet s
face (b650), the dispersion relation~6! is completely iden-
tical with that found in Ref. 1. The characteristic equation
the elastoexchange boundary value problem discussed
was obtained and analyzed previously in Ref. 1, where
particular, it was shown that in the caseu'( lin)
(( l'(n)'u), depending on the frequency~v! and projection
of the wave vectork on the film plane (ki), there are four
fundamentally different types of propagating bipartite ela
toexchange spin waves, whose structure is independen
the magnitude of the surface magnetic anisotropy but is c
acterized by the parameterq252(kn)2.

As a result, for (lin)'u, the following are possible
(v1

2[v22v0
2):

A! volume elastoexchange spin waves I (q1,2
2 ,0)

c2k2~12g!12vmeckiAg,v1
2,vme

2 1c2ki
2~cki<vme!,

~8!

B! surface elastoexchange spin waves (q1,2
2 .0)

c2k2~12g!12vmeckiAg,v1
2,vme

2 1e2ki
2, ~cki>vme!,

c2k2~12g!22vmeckiAg.v1
2.0,

C! quasisurface elastoexchange spin waves

c2k2~12g!22vmeckiAg,v1
2,c2k2~12g!12vmeckiAg,

D! volume elastoexchange spin waves II (q1
2q2

2,0)

v1
2.vme

2 1c2ki
2.
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An analysis of Eq.~8! shows that one of the characte
istic features of the elastoexchange spin wave spectrum
this geometry is the presence of ‘‘high’’ and ‘‘low’’ fre
quency bands in which surface elastoexchange spin w
exist, separated by a region of quasisurface~generalized!
elastoexchange spin waves. In order for the high and
frequency bands of these surface spin disturbances to
simultaneously for a given value ofki , it is necessary tha
the value ofki* , determined by the equationc2ki

2(12g)
22vmeckiAg1v0

250, exceedvme/Ag. Depending on the
relationship of the elastic anisotropy parameters~g!, the
structure of these bands on thev,ki plane may be substan
tially distorted,1 but remains topologically unchanged.

Using Eqs.~6!–~8!, we can now proceed to a more d
tailed study of the influence of surface magnetic anisotro
on the elastoexchange dynamics of rhombic antiferrom
netic films. First of all, we consider the role of surface ma
netic anisotropy effects in the elastoexchange spin dynam
of a semi-infinite antiferromagnetic crystal, the dispers
relation for which, when ni0X for both kPXZ and
kPXY, is determined by Eqs.~6! and ~7! in the limit
d→` (b5b1 for j.0 andb5b2 for j,0):

q1
21q2

21q1q22gki
25b~q11q2!. ~9!

It can be shown that for completely unpinned spins
the surface of a semi-infinite magnet (b50), the dispersion
relation~9! describes a bipartite surface elastoexchange
wave which has been found and studied elsewhere6,1 and
whose dispersion relation can be found from Eq.~9! in the
explicit form

v25v0
21c2ki

21
g

2 H 2c2ki
21ckS 4vme

2

g
1c2ki

2D 1/2J .

~10!

If the spins are partially immobilized, then it is not po
sible to find an exact explicit solution of the dispersion re
tion ~9!; however, for arbitraryki a dispersion relation for
the spectrum of surface elastoexchange spin waves inclu
partial surface pinning of the spinsb,0 (b.0) can be
found in the approximationv2!v0

21vme
2 1c2k2:

v2>v0
212c2ki

2~11g!12cki~g~vme
2 1c2ki

2!!1/2

2H ubuc
2

6S c2b2

4
1gc2ki

21Avme
2 1c2ki

2

c2 gki
2D 1/2J 2

.

~11!

A joint analysis of the dispersion curves~11! and the
conditions for the existence of the different types of elasto
change spin waves~8! shows that the main effects throug
which the surface magnetic anisotropy affects the local
tion character of a propagating elastoexchange surface
wave ~10! involve relatively small magnitudes of the wav
vector ki . In this limit, an easy-plane surface magnetic a
isotropy ~11! at small ki leads to strong@compared to Eq.
~10!# localization of the traveling spin wave near the surfa
so that it becomes a purely surface wave (q1,2

2 .0), which,
according to Eq.~8!, lies in the low-frequency band of th
surface elastoexchange spin-wave disturbances. If, on
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other hand, the surface magnetic anisotropy is easy-axi
character (b.0), then for smallki there is no localization
whatever of spin-wave disturbances of this type near the
face of the magnet, and Eq.~11! in this case corresponds to
quasiuniform volume mode over the thickness of the m
netic field which coincides with the regionA1 of bipartial
elastoexchange spin waves~8!. Gradually, with increasing
ki , the effect of immobilization on the character of the d
persion curves~11! is reduced and forki5k* 1(b) it shifts
into the region of quasisurface~generalized! elastostatic spin
waves in both cases. Aski increases, this localized surfac
spin wave, defined by Eq.~11!, smoothly crosses into the
band of ‘‘high’’ frequency elastostatic spin waves~8! at
k5k* 2(b). The critical valuesk* 1,2(b) are defined by Eqs
~11! and ~8!. The boundary curve isv25v0

21c2k2(12g)
22vmeckiAg for b,0 and v25v0

21c2k2(12g)
12vmeckiAg for b.0. Thus, the dispersion relation fo
traveling bipartite elastoexchange surface spin waves in
case of completely free spins~10! found in Refs. 6 and 1
determines the lower~upper! boundary in Eq.~9! for the
existence of localized elastoexchange spin waves near
surface in the case of an easy-axis~easy-plane! surface mag-
netic anisotropy. An analysis of Eqs.~10! and ~11! shows
that the magnitude of the easy-plane anisotropy constant
not exceed some critical value, since, otherwise, the direc
of the equilibrium magnetization would be different in th
volume and near the surface of the magnet.7

It follows from Eqs. ~6!–~9! that the results of above
analysis of Eq.~9! in the limit q1,2d@1 also determine the
spectrum of the elastoexchange hyperbolic modes of a
antiferromagnetic film of thicknessd ~Eq. ~6!!. In the ap-
proximation of pure exchange, the spectrum of the hyp
bolic modes of this thin antiferromagnetic film in this geom
etry is determined by the relation

~q22b1b2!thqd5q~b11b2!,

q25~v0
21c2ki

22v2!/c2. ~12!

An analogous expression has been studied previousl7,8

The conditions for the existence of and the number of r
roots ~surface exchange spin waves! are conveniently pre-
sented in the form of a table9 ~Table I!. In order to present
the results of the analysis of the spectrum of the elasto
change hyperbolic modes of an antiferromagnetic film giv
by Eqs.~6!–~9! for q1,2d@1 in an analogous form, we intro
duce some notation. LetA and B denote the modes of th
elastoexchange surface spin wave~11! which are realized,
respectively, for easy-plane (b,0) and easy-axis (b.0)
surface magnetic anisotropy, andA0 denote the version~10!
examined in Refs. 6 and 1 of the formation of a surfa
elastoexchange spin wave in the case of completely

TABLE I.

(b11b2).0 (b11b2)50 (b11b2),0

b1b2.0 B,B 0 A,B
b1b250 A0 ,B A0 ,A0 A0 ,A
b1b2,0 A,B A,B A,A
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spins on the magnet surface. In this case, the conditions
the existence, number, and type of possible elastoexch
hyperbolic modes in a rhombic antiferromagnetic film f
q1,2

2 @1 can be listed in the form shown in Table II.
A comparison of Tables I and II shows that indire

spin–spin exchange through an elastostatic phonon field
cause fundamental changes in the structure of the spec
of exchange hyperbolic modes withkiÞ0 in a thin uni-
formly magnetized antiferromagnetic film.

With the aid of Eqs.~6!–~8! we now examine how the
presence of a surface magnetic anisotropy affects the s
trum of the trigonometric~volume! elastoexchange spin
wave disturbances of a thin magnetic film. An analysis
Eq. ~6! shows that in the limit of a large surface magne
anisotropy (b6→`) the dispersion relations for the spe
trum of the volume elastoexchange spin modes of a rhom
antiferromagnetic film can be found explicitly:

vn
25v0

21vme
2

ki
2

ki
21g~pn/d!2 1c2~ki

21~pn/d!2!,

n51, 2,... . ~13!

Equation~14! implies that indirect spin–spin exchang
through an elastostatic phonon field leads to possible de
eracy of the dispersion relations for the lowest modes of
elastoexchange volume spin waves~13! for d.cpn/vme.
This degeneracy is related to the fact that for givenv andki ,
volume and elastostatic volume spin waves with the sa
spin polarization can propagate independently in this m
netic film. In order to confirm this, it is sufficient to examin
Eq. ~13! in two limiting cases: 1! c2→0 and 2! p→0. In the
first case~the ‘‘zero-exchange’’ approximation!, Eq. ~13! de-
scribes the spectrum of propagating volume elastostatic
modes induced in the magnetic film by indirect spin–s
exchange through an ‘‘elastostatic’’ phonon field. The
modes form a countably infinite set, their frequenciesv lie
within a certain interval, v0

2<v2<v0
21vme

2 , and for
0,ki,` these limiting frequencies are the points where
spectrum of the volume zero-exchange spin waves ‘‘bunc
up.’’ In the second case (p→0), Eq.~13! describes the spec
trum of volume exchange spin waves propagating along
magnetic film in neglect of the magnetoelastic interacti
These excitations also form a countably infinite set, but n
for 0,ki,` their spectrum is limited only from below, i.e
v2>v0

21c2ki
2 . In both cases, the magnetic wave is t

straight lineki]v/]ki.0. As a result, for a givenki , the
existence regions of the two types of volume spin-wave
citations overlap, which also shows up in the existence
degeneracy points in the spectrum of the volume elasto
change spin wave~13!. If the spins on the magnet surface a
not rigidly pinned~at least on one of the surfaces!, then, as

TABLE II.

(b11b2).0 (b11b2)50 (b11b2).0

b1b2.0 0 0 1
b1b250 0 1 1
b1b2,0 1 1 2
or
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Eq. ~6! implies, the degeneracy in the spectrum of the el
toexchange volume spin waves~13! is lifted owing to a reso-
nant interaction of these propagating volume spin wa
modes~a inhomogeneous spin–spin resonance!. Branches of
the volume elastoexchange spin waves develop in the ne
borhood of the resonance.1,10 Then a frequency interval ap
pears in which volume spin-wave excitations of this ty
cannot develop.~In the dipole-exchange dynamics of th
magnetic films, these gaps are referred to as ‘‘dipol
gaps.9! The spectral structure of these excitations can ea
be obtained using Eqs.~6! and ~13!, if the quantity 1/b is
used as the small parameter~whereb is the magnitude of the
surface magnetic anisotropy on that surface of the magne
which the Kittel condition for pinning of the moments is n
satisfied!.

Having studied the spectrum of the elastoexchange
ume spin waves by the methods of spin-wave microwa
electronics, we can now evaluate the character of the sur
spin pinning. Equation~13! implies that complete pinning o
the magnetic moments on both surfaces of a thin magn
film prevents conversion of the mode with numbern of these
volume elastoexchange spin waves into a quasisurface w
If for ki→0 the eigenfrequency of this mode lay in the ran
of the elastoexchange volume spin waves I~8!, then, as Eqs.
~8! and ~13! imply, as ki increases, its dispersion curv
would cross over smoothly into the region of elastoexcha
volume spin waves II, with a wave vectorkin

2 5vme
2 /c2

2(pn/d)2.0 at the transition point. If, on the other han
vme

2 /c22(p/d)2,0, then all modes of the volume spin
wave excitation spectrum will be volume elastoexchan
spin waves from region II~8! for arbitraryki .

The elastoexchange dynamics of thin rhombic antifer
magnetic films is qualitatively different ifn'(ui l 'k). It
now follows from the boundary conditions~5! that an elas-
toexchange spin wave propagating in theYZ plane is now
not a 4-part, as in Eq.~6!, but a 6-part wave. However, in thi
case, as well, the boundary value problem for a volume e
toexchange spin wave propagating in theYZ (ui0X) plane
can be solved exactly with the following values of the su
face magnetic anisotropy parameters:

] l z

]y
50; l y50; syx50;

j50,d; kPYZ, ni0Y,

] l y

]z
50; l z50; szx50;

j50,d; kPYZ, ni0Z. ~14!

The corresponding dispersion relation is a biquadra
equation in the frequencyv of the spin-wave excitations and
therefore the structure of the spectrum of this boundary va
problem can also be found explicitly:

v6n
2 5

P1

2
6H S P1

2 D 2

2P2J 1/2

,

P15~~ṽ0y
2 1ṽz

2!b1ṽ0z
2 1ṽy

2!/~11b!,
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P25~ṽ0y
2 ṽz

2b1ṽ0z
2 ṽy

2!/~11b!,

ṽ0y
2 [v0y

2 1c2~~pn!2/d21ki
2!, ṽy

2[ṽ0y
2 1vmey

2 ,

ṽ0z
2 [v0z

2 1c2~~pn!2/d21ki
2!, ṽz

2[ṽ0z
2 1vmez

2 ,

vmey
2 [g2c2p66

2 M0
2/~c66a!, v0y

2 5g2c2b̃y /a,

vmez
2 [g2c2p55

2 M0
2/~c55a!, v0z

2 5g2c2b̃z /a,

b[H c55~pn/d!2/c66ki
2, ni0Z,

c55ki
2/c66~pn/d!2, ni0Y,

~15!

An analysis of Eqs.~15! in the zero-exchange approx
mation (c2→0) shows that in this case the spectrum of t
volume elastostatic spin waves propagating in the plane
the film is, as in the case of Eq.~13!, discrete, and thes
modes form a countably infinite set. Now, however, the
modes have four points where the spectrum bunches:v124 ,
and for 0,ki,` they are grouped into two bands which d
not overlap in frequency and which we shall arbitrarily re
to as ‘‘high’’ (v1) and ‘‘low’’ ( v2) frequency bands. If
ṽz

2.ṽy
2 , then for a given orientation of the vectorsn and l,

the type of wave~forward or backward! will be the same for
the volume elastostatic spin wave modes lying in one
quency band and the opposite for the modes lying in
other frequency band. For the same values of the cry
parameters, a change in the type of wave to the opposit
each of the bands takes place on changing the orientatio
the vectorn from one Cartesian axis to another in a pla
with its normal along theX axis. If, on the other hand
ṽz

2,ṽy
2 , then all the volume modes for a given crystal,

both the high and low bands of the spectrum~15!, are simul-
taneously forward (ki]v/]ki.0) or backward (ki]v/]ki

,0) waves, depending on whether the vectorn is directed
along the hard (0Z) or medium (0Y) axis of the crystal.

As to the spectrum of the volume exchange spin wa
propagating in this plane forp̂→0, Eq. ~15! implies that it
corresponds to volume spin oscillation modes which do
interact among themselves and are coupled to two mutu
orthogonal polarizations of the amplitude of the spin-wa
oscillations ~two sublattice model for an antiferromagnet
crystal!. They are all forward waves and for fixedki (0
,ki,`) their existence regions are bounded only from b
low. Since the existence regions found for the volume e
tostatic and volume spin waves can overlap in frequency
a givenki , given the above analysis of the dispersion re
tion ~13!, in the case of Eq.~15! we can expect degenerac
points to develop in the spectrum of the propagating e
toexchange spin waves. Now, however, there will be t
types of degeneracy points in the spectrum. The first, a
the case of Eq.~13!, will correspond to crossing of branche
which describe the dispersion relation of modes with diff
ent numbers (n andn!, but with the same spin polarization
v1n5v1n or v2n5v2n . The second type of degenerac
point corresponds to the crossing of dispersion curves co
sponding to modes of the elastoexchange spin wave s
trum with different spin polarizationsv1n5v2n . Naturally,
a change in the surface magnetic anisotropy parameter le
as in the case of Eq.~13!, to a resonant interaction of th
of
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spin-wave modes at the degeneracy points and to the de
opment, near them, of two types of nonuniform spin-sp
resonance of the resonantly interacting modes which diffe
their spin polarizations. Depending on the type of deg
eracy point indicated above, the character of the dispers
curves of the elastoexchange spin waves formed as a r
of the resonant interaction, will also differ. This is becau
for degeneracy points of the first type, the resonantly int
acting modes are of a single type, while in the case of
generacy points of the second type, an interaction of
forward and backward spin waves is possible, which lead
significant anomalies, compared to Eqs.~6! and ~13!, in the
behavior of the group velocity of these waves near the re
nance region.

As to the question of experimentally observing these
fects of surface magnetic anisotropy in the volume elasto
change dynamics of thin magnetic films, it should be emp
sized that in order to detect them, it is necessary that fo
given value ofki , the width of a single chosen mode of th
spectrum of the normal elastoexchange oscillationsDvn

should satisfy the conditionDvn!uvn2vn11u. The spin-
wave excitation modes examined in this paper are the re
of hybridization, in a bounded magnetic material, of Heise
berg and ‘‘phonon’’ spin–spin exchange mechanisms. Th
we might expect that they would be efficiently excited by t
methods belonging to the physics of magnetostatic osc
tions, as well as by methods traditionally used in acous
electronics for generating traveling volume and surfa
acoustic waves.

In conclusion, the author wishes to express his de
gratitude to E. P. Stefanovski�, T. N. Tarasenko, and A. N
Bogdanov for their support of the idea of this paper and
fruitful discussions.
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Sulfide passivation of III–V semiconductor surfaces: role of the sulfur ionic charge and
of the reaction potential of the solution

V. N. Bessolov, Yu. V. Zhilyaev, E. V. Konenkova, and M. V. Lebedev

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
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A model is proposed for describing the effect of a solution on the electronic properties of
sulfided surfaces of III–V semiconductors which treats the adsorption of sulfur in terms of a Lewis
oxide–base interaction. According to this model, the density of states on a sulfided surface,
which pin the Fermi level, decreases as the global hardness of the electron shell of the adsorbed
sulfide ions is increased. The Thomas–Fermi–Dirac method is used to calculate the global
hardness of sulfide ions with different charges as a function of the dielectric constant of the
medium. It is shown that the hardness of a sulfur ion is greater when its charge is lower
and the dielectric constant of the solvent is lower. ©1998 American Institute of Physics.
@S1063-7842~98!02008-X#
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1. Because of the presence of an oxide layer, the pr
erties of real GaAs surfaces are characterized by a high
sity of states which cause rigid pinning of the Fermi lev
near the middle of the band gap and, as a consequence,
to a high rate of surface radiationless recombination. P
cessing the semiconductor in solutions of inorganic sulfi
removes the oxide layer and causes formation of a thin
fide coating, which substantially reduces the density of s
face states, and leads, in particular, to an increase in
luminescence quantum yield and an improvement in
characteristics of many semiconductor devices.1

The reduction in the density of surface states by sul
ing is attributed to the formation of an ordered layer of sul
adatoms on the surface. Theoretical predictions of the e
tronic structure of a sulfided surface are based on the ch
of a suitable reconstruction, optimizing the position of t
atoms on the surface by minimizing the total energy, a
calculating the distribution of the density of electronic sta
for the given atomic structure. In this way, the electron
structure of a sulfided GaAs~100! surface with a (131) re-
construction has been calculated,2 as well as the distribution
of electronic states on a sulfided GaAs~100! surface with the
~231! reconstruction, more often observed experimentally3,4

On the other hand, the electronic properties of the s
face are modified during the chemical interaction of the io
in the solution with the surface atoms of the semiconduc
Thus, those factors which affect the chemical proces
should have an influence on the electronic properties of
sulfided surface. In particular, the electronic properties o
sulfided GaAs surface can depend strongly on the comp
tion of the passivating solution. For example, using spi
with a low dielectric constants as solvents has made it p
sible to increase the efficiency of passivation, which show
up as an increase in the photoluminescence intensity5,6 and a
decrease in the bending of the GaAs bands near the surf7

as well as an improvement in the characteristics of hi
power semiconductor lasers.8 These data suggest that th
9831063-7842/98/43(8)/3/$15.00
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properties of a sulfur ion in a liquid dielectric medium wi
differ from those of a sulfur atom, whose adsorption is us
ally considered in calculations of electronic structure2–4 and
this difference should affect the distribution of electron
states on a sulfided surface.

In this paper we propose a model which explains
effect of a dielectric medium on the electronic properties
sulfided III–V semiconductor surfaces.

2. The chemical reaction leading to adsorption of
atom on a semiconductor surface is accompanied by ch
transfer and, therefore, a change in the electronic structur
the surface. From a chemical point of view, the properties
the electronic system can be characterized by
electronegativity9 x ~the electrochemical potentialm! and
chemical hardnessh,10 which characterizes the change in th
electrochemical potential of a system as the number of e
trons in it changes. In terms of the theory of the dens
functional,11 the electronegativity and hardness are deri
tives of the total energyE of the electrons in the system wit
respect to the numberN of electrons in the system for a fixe
external potentialn, i.e.,

x52m52S ]E

]ND
n

, ~1!

and

h5S ]2E

]N2D
n

5S ]m

]ND
n

. ~2!

The electronegativity of a semiconductor surface can
identified with the work function of the semiconductor~i.e.,
with the Fermi level relative to the vacuum level!.12,13

The hardness of an ideal semiconductor surface~i.e., a
surface in which the highest filled and lowest vacant el
tronic states are separated by a band gap! equals the width of
its band gap.14 The actual surfaces of many semiconducto
especially GaAs, is metallic, since there are a large num
© 1998 American Institute of Physics
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of states in the band gap. The hardness of such a surface
be expressed15 in terms of the densityrss of surface states
pinning the Fermi level,

hsurf '1/2rss. ~3!

In accordance with the principle of hard and soft ac
and bases,16 only those atoms whose stiffness is rough
equal to the hardness of the semiconductor surface can
with the semiconductor surface.

The hardness of an atom or ion can be defined17 in terms
of the local hardnessh~r ! and the Fukui functionf (r ), which
characterizes the reactivity of the region of an atom at p
tion r ,

hat5E h~r ! f ~r !dr, ~4!

where the integral is taken over all space.
According to the principle of maximum hardness18

when an atom or ion is adsorbed on a semiconductor surf
the hardness of the semiconductor–adatom system shou
higher than the initial hardness of either the semicondu
surface or the atom. This means that adsorption of an a
on the surface of a semiconductor with a metallic electro
structure should reduce the density of surface states tha
the Fermi level, while adsorption on a surface with a se
conductor electronic structure should lead to an increas
the surface band gap.

If the hardness of an atom or ion exceeds the hardnes
the semiconductor surface, then the electronic structure
semiconductor surface coated with adatoms will be de
mined by the hardness of the adatoms. Since the hardne
an atom or ion is determined exclusively by the distributi
of the electron density and the electronic potential,17 it is
possible, thereby, to change the electronic structure o
semiconductor surface by acting on the electron cloud o
atom or ion prior to adsorption.

One of the methods for changing the distribution of t
electron density in an ion is to place it in a dielectric mediu
~e.g., a liquid solvent!. The ionic charge polarizes the solve
and this gives rise to an additional potential which acts
the electron cloud of the ion~the so-called reaction
potential19!. The existence of a reaction potential leads to
change in the hardness of the ion.20

3. In order to clarify the degree of influence of th
charge of the ion and solvent, some numerical estimate
the global hardness of sulfur atoms and negative ions h
been made. According to Eq.~4!, for calculating the global
hardness of an atom or ion, one must calculate the lo
hardnessh~r ! and the Fukui functionalf (r ), which are func-
tionals of the electron densityr~r !. The electron densityr~r !
was calculated using the Thomas–Fermi–Dirac metho21

The Fukui function was determined with the aid of a gradi
expansion22

f ~r !5
r~r !

N
1

a

N
r0

22/3

3H F S r0

r D 2/3

21G¹2r2
2

3 S r0

r D 2/3 ¹r¹r

r J , ~5!
can

s

act

i-

e,
be
r
m
c
in

i-
in

of
a

r-
of

a
n

n

a

of
ve

al

t

wherer0 is the electron density in the core anda is a pa-
rameter which depends onr0 and the atomic number.

The local hardness of an atom and ion in the absenc
a solvent were calculated by analogy with an earlier pape22

Here the contribution of the derivatives of the kinetic ener
of the electrons, of the classical Coulomb repulsion of
electrons, and of the exchange and correlation energ
which are functionals of the energy, were taken into accou
The accuracy of the method was estimated by calculating
hardness of neutral atoms in the second period of the p
odic system.

A comparison of the calculated global hardnesse of v
ous neutral atoms in the absence of a solvent,hat

0 , with
Hartree–Fock calculations22 ~see Table I! shows that the
Thomas–Fermi–Dirac method is suitable for calculating
hardness of atoms in the second period. A calculation of
hardness Sq2 of the sulfur ion as a function of chargeq
showed that the hardness of an ion is greater if its charg
lower ~Fig. 1!.

The effect of the solvent was taken into account using
induced charge model.19 According to this model, an atom o
ion is assumed to be in a dielectric continuum inside
spherical cavity of radius slightly greater than the radius
the atom or ion. Outside this cavity the dielectric constan«
equals that of the solvent, and inside it,«51. When a
charged particle is placed inside the cavity, a charge de
ops at its boundary with a surface densitys that depends on
«. If we assume that the ion is spherically symmetric~which
is entirely allowable for monatomic ions! and the ion itself is
at the center of the cavity, then we can assume thats is

TABLE I. Global hardness of neutral atoms in the second period of
periodic table.

Atom
Hardness,

calculated in Ref. 22, eV
Hardness,

calculated using Eq.~4!, eV

Na 8.25 7.99
Al 8.45 9.42
Si 9.42 10.38
P 10.41 10.78
S 11.38 11.40
Cl 12.35 11.62

FIG. 1. Global hardness of sulfur ions in a medium with dielectric const
«51 as a function of ionic chargeq.
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constant on the entire cavity surface. The presence of a
face charge on the cavity surface causes an additional r
tion potentialFs , which also depends on«, to develop in-
side the cavity,

Fs5E
S

s~s!

ur2su
ds, ~6!

whereS is the surface area of the cavity ands is a vector
defining a point on the cavity surface.

When a spherical atom lies at the center of the spher
cavity and, accordingly,s is constant, the reaction potenti
Fs will be independent ofr inside the cavity,23 but will
depend only on« and the ionic charge. Here, this potent
will not affect the density distributionr~r ! in the atom or ion.

One of the components of the local hardness is the
tential Fe of the electrons of the atom or ion.17 In order to
account for the effect of the solvent one must useFe1Fs in
place ofFe . The global hardness of an ion in solution w
then be

hat* 5hat
0 1

Fs

2N
. ~7!

It is clear that the hardness of the S22 ion decreases a
the dielectric permittivity of the solvent is raised~Fig. 2!.

These results indicate that as the charge of the sulfur
is lowered, its hardness increases, i.e., the efficiency of e
tronic passivation of the semiconductor should beco
greater. In fact, when solvents with a lower dielectric co
stant~such as alcohols instead of water!, the effective charge
of the sulfur ion in the solution is reduced and at the sa
time the photoluminescence intensity of sulfided Ga
increases.24

It should be noted that the chemical bonds which
velop in a solution~e.g., hydrogen bonds! will cause a

FIG. 2. Global hardness of the S22 sulfide ion as a function of the reciproca
of the solvent dielectric constant.
ur-
ac-

al

o-

n
c-
e
-

e
s

-

change in the spatial distribution of the electron density of
ion, which, in turn, should cause a still larger change in
hardness of the sulfide ion than that estimated using the
duced charge model. In particular, a proton attached to
S22 ion (HS2 ion formation! causes a drop in the hardne
of sulfur from 6.08~Fig. 1! to 4.98 eV,20 even without a
solvent.

4. It is clear, therefore, from the proposed model tha
reduction in the ionic charge and dielectric constant of
solvent cause a rise in the hardness of a sulfide ion in
solvent, increased hardness of the semiconductor–atom
tem, and, therefore, a reduction in the density of surfa
states which pin the Fermi level. This conclusion is in go
agreement with experimental data on the sulfide passiva
of GaAs surfaces.5–8,24
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rent Problems in Solid State Physics: Atomic Structure
Surface’’ ~Grant No. 97-3.22! and by the Volkswagen Stif-
tung ~Germany!.
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Time-of-flight measurements in a molecular beam generated from a jet of condensing
carbon dioxide
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The technique is described and results are presented for time-of-flight~TOF! measurements of
the number density of molecules using electron-beam fluorescence diagnostics of a cluster-
containing molecular beam extracted from a jet of condensing CO2. The possibility of using these
methods to record the velocity distribution function of the molecules~monomers! in a
cluster beam is substantiated. Methods for measuring the velocity of the clusters in a CO2 cluster
beam based on their fragmentation upon impact on a solid surface are proposed and
implemented. The domains of applicability of these methods and their shortcomings and merits
in comparison with the conventional methods are discussed. The proposed methods are
used in measurements of the velocity and temperature of the gas and the velocity of the clusters
in a jet of condensing CO2. © 1998 American Institute of Physics.@S1063-7842~98!02108-4#
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INTRODUCTION

Time-of-flight ~TOF! measurements of the number de
sity of molecules are widely used to obtain data on the
locity distribution function of molecules in molecular beam
including gas-dynamic beams extracted from supersonic
jet expansions.1 Under certain conditions1–3 the formation of
a molecular beam from a jet takes place without disturb
the jet. In this case the molecular beam carries informa
about the jet which is not distorted by the sampling proce
Thus, by performing a TOF analysis in a molecular bea
we can reconstruct the velocity distribution function of t
molecules in the jet and, in particular, find the hydrodynam
velocity and temperature of the gas.

Such measurements are performed quite widely in m
lecular beams extracted from single-phase jets;1 however,
several methodological difficulties arise in the case of a c
densing gas. They are associated with the appearance of
ters in the molecular beam. The first and foremost problem
the detection of molecules in the presence of clusters.
conventional detection methods employed in molecu
beams~ion detectors, mass spectrometers! lead to the strong
fragmentation of clusters upon electron-impact ionizati
As a result, it is difficult to separate the signals from mon
mers and clusters and, thus, to correctly perform TOF m
surements. For this reason, it is difficult to perform TO
measurements for clusters of a definite size. The sec
problem is associated with the formation of a molecu
beam from a gas jet containing clusters. While a model
the formation of a molecular beam has been devised
single-phase jets,2,3 only a few papers devoted to this subje
are known for jets of a condensing gas.4,5

A mass spectrometer is usually employed as the dete
for TOF analyses in cluster beams, and the measurement
performed at the monomer mass.4,6 However, due to the
fragmentation of clusters, especially van der Waals clust
the results of such measurements are distorted appreci
9861063-7842/98/43(8)/5/$15.00
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as was noted by Baileyet al.4 Therefore, the phenomenon o
the velocity slip of clusters relative to monomers7,8 is utilized
to correctly measure the velocity distribution function of t
molecules in a cluster beam extracted from a gas expans
In this case the mass spectrometer records a bimodal s
at the monomer mass. The peak corresponding to sho
times of flight is formed by true monomers, and the seco
peak is formed by monomers released from clusters by fr
mentation. The velocity distribution function of the mon
mer component and a mean cluster velocity can thus be m
sured. However, such measurements can be performed
on TOF systems with good resolution. The velocities of t
monomers and clusters in a molecular beam extracted fro
jet of condensing Ar were measured in a similar manner
Ref. 8.

In the present work an electron-beam fluoresce
detector9 was used to record the TOF signals. In practice t
calls for the use of the electron-beam fluorescen
technique10 for measurements in a molecular beam. The
vantage of this method over the others stems from the p
sibility of using optical spectrum analysis, which permits, f
example, measurement of the velocity distribution functio
of molecules in individual quantum states11 or the velocity
distribution functions of different molecules of identic
mass (N2 and CO! in a gas mixture.

It was shown in Ref. 12 that the fairly large CO2 clusters
in a molecular beam make a far smaller contribution to
fluorescence of the molecular beam excited by electron
pact than do the monomers. This circumstance is the b
for using electron-beam fluorescence diagnostics for a C2

cluster beam. The purpose of the present work was to ob
data on the distribution functions of molecules and clust
in a jet of condensing carbon dioxide by performing TO
measurements in the molecular beam using the elect
beam fluorescence technique.
© 1998 American Institute of Physics
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EXPERIMENT

The experiments were performed on the VS-4 lo
density gas-dynamic facility of the Institute of Therm
Physics of the Siberian Branch of the Russian Academy
Sciences.13 The equipment used in the present work is sc
matically represented in Fig. 1. Axisymmetric sonic nozz
of diametersd* 50.95 and 2.11 mm served as the gas sou
1. The pressure in the forechamber of the nozzle~the stag-
nation pressure! was varied in the range 8–609 kPa, the sta
nation temperature being held at the level of room tempe
ture and monitored by thermocouple2. The gas from the
source expanded into a vacuum chamber evacuated
booster pumps with a pumping speed of 35 000 liter/s
cryogenic pump10 in liquid nitrogen 9 with a pumping
speed for CO2 up to 20 g/s. This permitted maintenance
the pressure in the vacuum chamber at the 0.121 Pa level in
working regimes with gas injection. The working ga
technical-grade carbon dioxide, was used without additio
purification. A molecular-beam system was installed with
the working chamber of the VS-4 facility for the TOF me
surements. The formation of a molecular beam from the
was effected by a skimmer3 and a collimator4. The diam-
eter of the skimmer~a conical diaphragm! was equal to 3.23
mm, and the collimator had a rectangular shape and m
sured 2.539.6 mm.

The TOF analysis was performed according to the us
scheme. A chopper5 — a disk with two slits rotating at a
frequency of 180 Hz — ‘‘cut off’’ packets of molecules
which were recorded by the detector after traversing a d
nite distance, which is called the time-of-flight base.

In the present work we used the electron-beam fluo
cence detector that we developed9 instead of a conventiona
ionization detector. It consists of electron beam6 ~diameter,
;122 mm; electron energy, 5.5 keV; current,;20 mA;
distance from the site of emergence of the beam from
electron gun to the collector,.190 mm), an optical system7
for collecting radiation, and an FE´ U-39A photomultiplier8.
The distance between the chopper and the electron beam~the
time-of-flight base line! was equal to 220 mm, and the di
tance between the skimmer and the chopper was 245
The photomultiplier was mounted on a two-coordinate po
tioner, which enabled us to adjust its position and obt

FIG. 1. Schematic representation of the experimental setup.
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transverse profiles of the molecular beam. The optical sys
and the photomultiplier selected ensure the detection of
diation in the spectral range 2002600 nm. Electron-beam
activated carbon dioxide emits in this region at the wa
lengths of theB̃2Su

1⇒X̃2Pg CO2
1 and Ã2Pu⇒X̃2Pg CO2

1

band systems.14

The main difficulty arising when using electron-bea
fluorescence diagnostics of a molecular beam is the low le
of the net signal; the signal-to-noise ratio is usually,1. This
difficulty was overcome with the aid of a signal accumu
tion system. An accumulation system based on a multich
nel analyzer in a standard CAMAC unit controlled by a
Élektronika-60 minicomputer11 permits the accumulation o
1000 signals during 90 sec, the TOF signal being divid
into 1000 time channels.

RESULTS

It was shown in Ref. 12 that when a molecular bea
with CO2 clusters of fairly large size is excited by a high
energy electron beam, the clusters make a smaller contr
tion to the fluorescence detected than do the monom
Hence it follows that the TOF signal obtained using
electron-beam fluorescence detector in a CO2 cluster beam is
formed predominantly by emission from the monomers.
can be used to obtain the velocity distribution function of t
molecules~monomers! in a cluster beam. Clusters do make
certain contribution to the emission of a molecular bea
but, as was shown in Ref. 12, it is small, at least for lar
clusters. For this reason it can be hoped that the error in
results obtained is small.

The distribution function was reconstructed from t
TOF signal by solving the ill-posed inverse problem usi
statistical regularization.15 This procedure was carried out o
a computer using software specially written for the
purposes.16,17 The instrumental function was also obtaine
from the TOF signal for a model system with ana priori
known velocity distribution function for the molecules~a gas
jet of argon, carbon dioxide, etc.! by solving an ill-posed
inverse problem. The reconstructed distribution functio
were fairly close to the Maxwellian velocity distributio
functions of the molecules. This enabled us to use them
obtain the rate of directed motion or the hydrodynamic v
locity and the translational temperature, i.e., the so-ca
parallel temperature, of the gas in a CO2 jet. The error in the
determination of the velocity was 2%, and the error in t
determination of the temperature was 40%.

As was pointed out in the Introduction, the extraction
molecular beams from jets of condensing gas remains l
studied. It is clear, however, that the TOF measureme
should be carried out under conditions where there are
influences from distorting factors: skimmer interference a
scattering by the background gas. Therefore, we perform
an investigation to determine these conditions,5 and all the
measurements performed within the scope of the pre
work were performed under these conditions. Because
some specific features of our system~the insufficiently high
vacuum in the working chamber and the relatively lar
skimmer diameter!, it turned out that in obtaining the depen
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dence of the velocity distribution function of the molecul
on P0 each pressure value must correspond to a cer
nozzle–skimmer distance and that the higher this press
the greater this distance must be.

Figure 2a shows a plot of the velocity of the monome
in a jet of condensing carbon dioxide as a function ofP0d

*
0.6.

As we know, this quantity is a similarity parameter for th
condensation process,6 and such a choice for the horizont
axis facilitates the comparison with the data of other auth
below. The figure reveals that as the stagnation pressu
increased, the velocity of the monomers begins to incre
after the onset of condensation and that in the regime w
developed condensation it exceeds the velocity of the m
ecules in a jet without condensation by 15%. Time-of-flig
measurements of the velocity of molecules in jets of c
densing carbon dioxide have also been performed in Re
and 6; the results obtained in those studies are shown in
2a, and they are in qualitative agreement with the data fr
the present work. Figure 2b presents the dependence o
temperature of the monomers on the stagnation pressure
temperature also rises with increasing stagnation pressur
ter the onset of condensation. However, the rise is fa
small, apparently because of the features of the measure
procedure. The fact is that the nozzle–skimmer dista
must be increased as the stagnation pressure is increas
order to avoid the disturbing influence of the skimmer. Ho
ever, as the distance is increased, the temperature decr

FIG. 2. Dependence of the velocity~a! and temperature~b! of the monomers
in a jet of condensing carbon dioxide onP0d

*
0.6: s — present work for

d* 52.11, DT05292.52285.5 K, andx51252490 mm; h — Ref. 6 for
d* 50.147 mm,T05285 K, andx<230; L — Ref. 4 for d* 50.386 mm,
T0'295 K, andx5386 mm.
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appreciably as long as the flow is not ‘‘frozen,’’ while th
velocity varies only slightly.

It was shown in Refs. 12 and 18 that in the TOF syst
described above a barrier~a quartz glass plate! placed at a
small distance after the electron beam can serve as a det
of the cluster component of the molecular beam. When
barrier is present, the TOF signal exhibits a second peak
example is shown in Fig. 3. The mechanism for the appe
ance of the second peak is as follows: clusters colliding w
the surface of the barrier break up into fragments, the mo
mers and smaller clusters formed recoil from the surfa
enter the molecular beam, undergo excitation, and fluore
and the TOF signal becomes bimodal as a result. The sec
peak is clearly also present in an ordinary molecular be
but it is very weak~at the same parameters of the recordi
system!, and the presence of clusters sharply enhances i

The velocity of the clusters in a molecular beam is me
sured using the following procedure: the bimodal TOF sig
is first recorded with the barrier~Fig. 3b!, then the ordinary
TOF signal is recorded without the barrier~Fig. 3a!, and
finally the reflected TOF signal formed by the clusters
obtained by subtracting the second signal from the first. T
velocity of the clusters can be estimated from the position
the maximum of this signal.19 The following expression can
be written with consideration of the data from Ref. 19 for t
time T corresponding to the maximum of the TOF signal:

T2t/25~L1 l !/V1 l /v1t, ~1!

whereV is the velocity of the clusters,v is the velocity of

FIG. 3. Evolution of the form of a TOF signal as a function of th
detector geometry: a — electron-beam–lens distancez5158 mm; b —
z5158 mm, but with a quartz glass plate between the electron beam an
lens at a distance of 37 mm;d* 50.95 mm, T05285 K, P05608 kPa,
x5360 mm.
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the cluster fragments reflected from the barrier,L is the time-
of-flight base,l is the electron-beam–barrier distance,t is
the lifetime of the cluster fragments on the barrier surfa
and t is the width of the instrumental function at the base

It is known from Ref. 20, in which the scattering of CO2

clusters in a gas-dynamic molecular beam on a solid sur
was investigated, that clusters with a size smaller than a
tain value fragment predominantly into monomers, the sc
tering has a diffuse character, and the lifetime of the fr
ments on the surfacet'1 ms. The barrier is at room
temperature; therefore,v5380 m/s, and the remaining quan
tities (T, t, L, and l ) are measured experimentally. Accor
ing to estimates, the error in a velocity measurement is 5

The results of the measurement of the velocities of
clusters and monomers as a function ofP0 are shown in
Fig. 4. It is seen that the velocity of the clusters is'10%
less than the velocity of the monomers, and velocity s
accordingly occurs. The velocities of both components
crease with the pressure. These results are qualitatively
sistent with the data for a jet of condensing argon.8 For clus-
ters only the point at the maximum stagnation press
deviates from the general picture. This is apparently a re
of a change in the character of the interaction of the clus
with the solid surface.20,21 According to the data in Ref. 20
as the size of CO2 clusters~and, accordingly,P0) increases,
the scattering becomes lobed instead of diffuse, and the
locity of the scattered components decreases significantly~by
a factor of about 2!. The pressure and thus the cluster size
which the velocity anomaly is observed in Fig. 4 are cons
tent with the data in Ref. 20 on lobed scattering. Acco
ingly, the use of Eq.~1! for determining the velocity unde
such conditions leads to a large error. We note that the
sults presented on the velocity of the cluster component h
only an illustrative character primarily because of the ina
equate extent to which the interaction of clusters with a s
face has been studied. As for the measuring system u
consideration, it can be optimized. In particular, the electr
beam–barrier distance can be reduced by about an ord
magnitude with resultant expansion of the range of press
~cluster sizes! for measuring the velocity and reduction of th
error.

FIG. 4. Velocities of the monomers and clusters in a jet of condens
carbon dioxide versus the stagnation pressure:s — monomers;h — clus-
ters;d* 50.95 mm,DT052852282 K, Dx5652360 mm.
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DISCUSSION

The method described above for measuring the velo
distribution function of monomers in a CO2 cluster beam has
one ambiguity. We have assumed on the basis of Ref. 12
monomers make a contribution to the fluorescence of a
lecular beam, while clusters of large size scarcely emit.
addition, it is known that the radiated intensity per clus
molecule decreases with increasing cluster size.12 This
means that clusters of small size~dimers, trimers, etc.! can,
in principle, emit efficiently and accordingly make a cont
bution to the TOF signal just as monomers.

However, clusters of small size, unlike large cluste
have only an insignificant velocity slip relative to the mon
mers, and, in addition, under real conditions there are ge
ally few of them relative to the total amount of the substan
In fact, a molecular beam formed from a jet with a develop
condensation process~a condensate fraction'20230% and
a large mean cluster size! consists practically only of cluster
due to the enrichment of the beam as a consequence o
difference in the thermal expansion of monomers and c
ters. If the condensation process has just begun in the je~a
condensate fraction'1% and a small mean cluster size!,
there will be few clusters in the molecular beam, since th
are considerably smaller and enrichment is relatively we
For these reasons, the clusters of small size should not
ticeably distort the results of measurements of the velo
distribution function of the molecules in a cluster beam.

This method for measuring the velocity distributio
function can be employed not only for CO2, but also for any
substance whose clusters do not emit or emit inefficiently
the wavelengths of the monomers.

In the proposed method for measuring the velocity
clusters in a beam, the measurement result is the hydro
namic velocity averaged over the size distribution functi
of the clusters. This method can be employed for van
Waals and any other weakly bound clusters. The alterna
method, which employs a mass spectrometer, does not
such a restriction, but the measurement result is similar to
former,8 since the same phenomenon, viz., cluster fragm
tation, is utilized in both cases, although fragmentation
curs upon collisions with a solid surface in the former ca
and upon ionization by electron impact in the latter case

We note that there is another possibility for measur
the velocity of clusters using an electron-beam fluoresce
detector in a molecular beam, viz., direct recording of t
cluster TOF signal. However, it can be realized only for clu
ters which emit efficiently upon excitation by electron im
pact and whose emission spectrum differs from the emiss
spectrum of the monomers.

In the present work we tested new methods for meas
ing the velocity distribution function of monomers and th
velocity of clusters in a cluster beam. Their potential a
fundamental advantage lie in the possibility of using opti
spectrum analysis even for such fine measurements as
taining the velocity distribution function of molecules in in
dividual quantum states.

g
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CONCLUSIONS

A method for measuring the velocity distribution fun
tion of the monomers~molecules! in CO2 cluster beams with
the aid of a TOF analysis employing an electron-beam fl
rescence detector has been substantiated and implemen
the present work. A method for measuring the velocity of
clusters in a CO2 cluster beam has been proposed and imp
mented. These measurement methods can significa
supplement the conventional methods employing a m
spectrometer, since the former, unlike the latter, permit
use of optical spectrum analysis. The velocity and tempe
ture of the molecules and the velocity of the clusters in a
of condensing CO2 have been measured using the propo
methods. The results obtained are consistent with the p
lished data.

We thank P. A. Skovorodko for taking an interest in th
work and for some fruitful discussions, as well as S. V. P
roseva for writing the software for processing the TOF s
nals and assisting in processing the experimental results

1Atomic and Molecular Beam Methods,G. Scoles~Ed.! ~Oxford University
Press, New York–Oxford, 1988!, Vol. 1, p. 721.

2J. B. Anderson, R. P. Andres, and J. B. Fen, inMolecular Beams (Ad-
vances in Chemical Physics, Vol. 10), J. Ross~Ed.! @Interscience, New
York ~1966!, pp. 275–317; Mir, Moscow~1969!, pp. 299–345#.

3A. E. Zarvin and R. G. Sharafutdinov, Zh. Prikl. Mekh. Tekh. Fiz.~6!, 107
~1979!.

4A. B. Bailey, R. Dawbarn, and M. R. Busby, AIAA J.14, 91 ~1976!.
5A. E. Belikov, S. Ya. Khmel’, and R. G. Sharafutdinov, inRarefied Gas
Dynamics, Proceedings of the 17th International Symposium~Aachen,
Germany, 1990!, pp. 1220–1226.

6D. Golomb, R. E. Good, A. B. Baileyet al., J. Chem. Phys.57, 3844
~1972!.
-
d in
e
-
tly
ss
e
a-
t
d
b-

-
-

7E. W. Becker, K. Bier, and W. Henkes, Z. Phys.146, 333 ~1956!.
8J. Covellier and A. Binet, Rev. Phys. Appl.23, 91 ~1988!.
9A. E. Belikov, E. S. Voronel’, Ya. Ya. Tomsonset al., Zh. Prikl. Mekh.
Tekh. Fiz.~2!, 18 ~1986!.

10L. A. Gochberg, inProceedings of the 18th Aerospace Ground Test
Conference~Colorado, 1994!, AIAA-94-2635, pp. 1–43.

11A. E. Belikov, S. Ya. Khmel’, and R. G. Sharafutdinov, inFlow of Rar-
efied Gases with Nonequilibrium Physicochemical Processes. Proceed
of the 8th All-Union Conference on the Dynamics of Rarefied Gases@in
Russian# Moscow ~1985!, pp. 116–120.

12S. Ya. Khmel’ and R. G. Sharafutdinov, Zh. Tekh. Fiz.67 ~7!, 63 ~1997!
@Tech. Phys.42, 775 ~1997!#.

13A. A. Bochkarev, E. G. Velikanov, A. K. Rebrovet al., in Experimental
Methods in the Dynamics of Rarefied Gases@in Russian#, Novosibirsk
~1974!, pp. 6–29.

14A. A. Bochkarev, V. A. Kosinov, A. K. Rebrov, and R. G. Sharafutdino
ibid., pp. 98–137.

15Yu. E. Voskobo�nikov, N. G. Preobrazhenski�, and A. I. Sedel’nikov,
Mathematical Treatment of Experiments in Molecular Gas Dynamics@in
Russian#, Nauka, Novosibirsk~1984!, 239 pp.

16S. V. Poroseva, inAbstracts of the 4th All-Union Conference of Junio
Scientists on Current Topics in Thermal Physics and Physical Gas
namics@in Russian#, Novosibirsk~1991!, pp. 59–60.

17S. V. Poroseva, inAbstracts of the All-Union Conference on Ill-Pose
Problems in Mathematical Physics and Analysis@in Russian#, Novosibirsk
~1992!, pp. 114–116.

18A. E. Belidov, S. Ya. Khmel’, and R. G. Sharafutdinov, inThirteenth
International Symposium on Molecular Beams, Book of Abstracts~El Es-
corial, Madrid, 1991!, p. A.10.

19W. S. Young, Rev. Sci. Instrum.44, 715 ~1973!.
20A. A. Vostrikov, S. G. Mironov, and B. E. Semyachkin, Zh. Tekh. Fiz.52,

1164 ~1982! @Sov. Phys. Tech. Phys.27, 705 ~1982!#.
21R. J. Holland, G. O. Xu, A. Robertsonet al., J. Chem. Phys.88, 7952

~1988!.

Translated by P. Shelnitz



TECHNICAL PHYSICS VOLUME 43, NUMBER 8 AUGUST 1998
Novel compact 60-kV Mott detector for spin-polarization electron spectroscopy
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A compact 60-kV Mott polarimeter designed specially for the local analysis of surface and two-
dimensional magnetism by spin-resolved electron spectroscopy is developed and tested.
The use of a design which combines a spherical accelerating field and the absence of a retarding
potential after scattering of the electron beam ensures high stability of the measured
polarization even when the potential and diameter of the beam being investigated vary. As a
result of optimization of the scattering angle (118°) and the use of surface-barrier detectors with a
large collection angle (;48°), the efficiency or figure of merit of the polarimeter, which
determines the signal-to-noise ratio«5(I /I 0)•(Seff)

2, equals 2.531024. Specially developed
electronic circuits and optimum positioning of the detectors provide a maximum electron
counting rate as high as 53106 counts/s. Consequently, it is possible to calibrate the polarimeter
~to find the effective Sherman functionSeff) by extrapolating the measured asymmetry to a
high discrimination level. This instrument can also be used in other areas of solid-state physics,
atomic physics, and high-energy physics. ©1998 American Institute of Physics.
@S1063-7842~98!02208-9#
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INTRODUCTION

Measuring the spin polarization of an electron beam
still a difficult task. For the most part, the scattering of ele
trons on gold films is used for this purpose.1,2 In high-voltage
Mott detectors the electrons in the beam being analyzed
accelerated to an energy of;1002120 keV, and the scat
tered electrons are detected by two~or four! detectors ar-
ranged symmetrically relative to the beam at6120° angles.
As a result of the interaction of the spin of each electron w
its orbital angular momentum, the effective scattering cr
sections for electrons with opposite spins are different.
other words, spin-orbit coupling gives rise to left-right sc
tering asymmetryALR , which can be defined as the norma
ized difference between the signals of the left-hand (NL) and
right-hand (NR) detectors:

ALR5~NL2NR!/~NL1NR!. ~1!

In this case the polarization of the beam is defined a

P05ALR /Seff , ~2!

whereSeff is the effective Sherman function, i.e., the asy
metry which should be observed for 100% electron polari
tion.

To obtain the absolute value of the polarization, we m
determineSeff by an independent measurement or utilize
results of a reliable theory3 and extrapolate the values of th
measured asymmetry in some way to the case of single e
tic scattering.

Let us examine some parameters of different polari
tion analyzers presently in use. Only data on so-called h
9911063-7842/98/43(8)/6/$15.00
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voltage Mott detectors are presented here, since the o
types of analyzers, such as diffraction polarimeters4 or ana-
lyzers based on diffuse electron scattering,5 still cannot com-
pete with Mott analyzers. This is due to the insufficient te
poral stability of these instruments. The need to periodica
clean the tungsten surface by heating to high temperature
the case of diffraction detectors or by depositing fresh lay
of gold in the case of a diffuse-scattering analyzer rend
the other superior parameters of these instruments worth
It is assumed that an electron polarization analyzer, whic
a unique and fairly expensive instrument, should operate
several years without adjusting its principal parameters
special servicing. These requirements are known to be s
fied only by high-voltage Mott analyzers.6,7

A classical high-voltage Mott polarimeter~‘‘conven-
tional’’ polarimeter! consists of a linear accelerating colum
and a scattering chamber, which is under a high potentia
;100 kV and contains a target and two~or four! surface-
barrier detectors located at6120° angles relative to the axi
of the instrument. As the scattered electrons move in the d
space, they are picked up by these detectors, which also
form energy selection of the electrons. The instrument ha
high efficiency. The main deficiencies are: its large size, h
cost, and possible instability of the measured polarization
the diameter and position of the electron beam at the
trance to the analyzer vary.8

The next group of instruments consists of retardin
potential polarimeters. The name is associated with
method for the energy selection of electrons after they
scattered on a target. The main advantages are the s
dimensions and simplicity of design.9,10
© 1998 American Institute of Physics
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Another group of instruments can be called spheri
field-free polarimeters. In this case we have a variant o
conventional analyzer, in which the beam is accelerated
the space between two hemispheres and the scattered
trons also move in a drift space and undergo energy selec
in a surface-barrier detector. These instruments exhibit h
stability of the measured polarization as the diameter
position of the electron beam at the entrance to the anal
are varied.11,12

The main parameters of various types of Mott polari
eters are presented below in order of their decreasing~in our
opinion! significance. We shall comment briefly on seve
points.

1! Efficiency or figure of merit of the polarimeters. Th
parameter, which determines the signal-to-noise ratio, is
culated from the formula

«5~ I /I 0!•~Seff!
2, ~3!

where I /I 0 is the fraction of the intensity of the incomin
beam reaching the detectors after the electrons are scat
on the target.

The maximum figure of merit is generally exhibited b
1002120 -kV Mott detectors, but the efficiency of sever
models of retarding-potential polarimeters is also fairly hig

2! Sensitivity toward displacement of the electron be
being analyzed and to variation of its diameter. This para
eter is extremely important, since in some experiments
characteristics of the beam~its diameter and spatial position!
can undergo slight variations, which can, in turn, cause
controllable variations in the measured polarization. T
spherical field-free polarimeters are the undisputed lea
here.

3! Dimensions of the instrument. The retarding-poten
analyzers have no competitors with regard to size. Some
signs permit employment of the polarimeters within a st
dard vacuum chamber, while conventional 1002120 -kV
Mott detectors have a volume of several cubic meters.

4! Maximum counting rate. This parameter is genera
not mentioned when the designs of different instruments
described. Nevertheless, it is one of the most important c
acteristics for solving a number of experimental problems
which a set of a sufficient number of pulses during a sh
time is required to achieve a certain statistical error. This
important, in particular, in the investigation of different typ
of magnetic relaxation. In retarding potential analyzers
maximum counting rate is determined by the properties
the channel electron multipliers or microchannel plate de
tors used. It reaches a maximum value of;106 counts/s. The
maximum counting rate of conventional polarimeters
1042106 counts/s. The bound on this parameter is due
large capacitance of surface-barrier detectors. In addition
distance between the detectors and preamplifiers is larg
most designs of conventional polarimeters. The consider
capacitance of the connecting cable also leads to a decr
in the maximum electron counting rate.

5! Energy resolution of the electron detectors. In th
case we are referring to the width of the energy ‘‘window
used to detect scattered electrons. In conventional pola
eters it is determined by the parameters of the surfa
l
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barrier-detector/preamplifier unit and amounts to'10 keV.
In retarding-potential analyzers this ‘‘window’’ is assigne
by the magnitude of the applied retarding potential and
reach a value of several electron-volts. As a consequenc
is possible to calibrate retarding-potential analyzers by
trapolating the measured asymmetry to zero energy loss

6! Potential of the electron detectors and preamplifie
In this case the retarding-potential polarimeters has defi
advantages, since problems associated with the high vol
must be solved for conventional 1002120 -kV Mott detec-
tors.

As a result of a similar analysis performed several ye
ago, we settled on a spherical field-free polarimeter. We t
endeavored to take into account and rectify the deficien
inherent in the instruments described. The employment o
60-kV potential enabled us to create a fairly compact a
lyzer, but, at the same time, required definite efforts to op
mize the dimensions of the instrument, the parameters of
detectors, and the configuration of the electronic circu
The novel Mott polarimeter described in this paper is co
siderably smaller than the former instruments and has sev
characteristics which surpass those of the previous analyz
The creation of special electronic circuits and determinat
of the optimum arrangement of the surface-barrier detec
enabled us to increase the maximum electron counting ra
53106 counts/s, as a result of which it has become poss
to calibrate the polarimeter~to find the effective Sherman
function Seff) by extrapolating the measured asymmetry to
high discrimination level.

DESIGN OF THE INSTRUMENT

A schematic representation of the polarimeter is sho
in Fig. 1. The main components of the analyzer are t
polished metallic hemispheres with a common center. T
outer hemisphere operates at or near ground potential. A
tential of about 60 kV is supplied to the inner hemisphe
For this purpose it is secured by means of two cylindri
ceramic insulators connected in series, which were desig
for a total voltage of'80 kV. The electron beam whos
polarization is to be determined is directed into the reg
between the hemispheres through a diaphragm with a ci
lar opening, and then, after being accelerated by the sphe
field, it impinges on the inner hemisphere. Calculations
the electron trajectories show that such a field focuses
incoming beam well. Four surface-barrier detectors with
large working surface of;1.5 cm2 each, a gold foil, and
guiding diaphragms are installed within the small hem
sphere. The optimum scattering angle chosen accordin
calculations is 118°, since the figure of merit« of the polar-
imeter is larger in this case than for scattering at a 12
angle. The angle for the collection of electrons by each
tector is 48°. The scattering film is an 800 Å thick gold lay
deposited on a thin free tungsten film. After scattering,
electrons pass through holes in diaphragms and are picke
by the detectors.

In an analysis of the scattering asymmetry is analyz
the reflected electrons must be energy-selected, since, a
know, maximum asymmetry arises in the case of elastic
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flection. This is because information on the spin is lost a
result of inelastic scattering, which can occur before the e
tic interaction event. In addition, the beam of inelastic el
trons emerging at a scattering angle equal to 118° can
tain electrons which preliminarily underwent elas
scattering at other angles~at high energies the elastic an
inelastic scattering events can be considered independ
of one another!. In our polarimeter such selection is effecte
by the surface-barrier detectors, whose output pulses hav
amplitude proportional to the energy of the incident ele
trons. After the amplification and discrimination of the
pulses at a definite level, their repetition frequency can
assumed to be proportional to the number of elastically
flected electrons. Unfortunately, such detectors~in pairs with
special charge-sensitive amplifiers! have poor energy resolu
tion. In our case it amounts to'18 keV. This resolution is
not equal to the best achievable value due to the use
surface-barrier detectors with a large working surface a
accordingly, a large capacitance. As we have already st
above, we developed and fabricated special preamplifi

FIG. 1. Schematic representation of the instrument:1 — incoming beam,
2 — entrance diaphragm,3 — outer hemisphere,4 — inner hemisphere,
5 — four surface-barrier detectors,6 — gold foil, 7 — vacuum electric
input, 8 — four preamplifiers,9 — ceramic insulators,10 — Duralumin
housing,11 — four discriminators and optical signal formers,12 — fiber-
optic system,13 — ground potential.
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which permit operation of the detectors in a high-countin
rate regime. For the same reason the polarimeter design
developed so that the distance between the surface-ba
detectors and the preamplifiers would be minimal. T
preamplifiers are mounted in a special cylindrical hous
and placed within the polarimeter. The vacuum joint is
cated in direct proximity to each surface-barrier detect
The length of each of the connecting cables is no greater
50 mm. The output signals from the charge-sensitive pre
plifiers are fed into discriminators and shapers. All the a
plifiers are under a high working potential of'60 kV. For
further processing the signals are transmitted by a fiber-o
system to the input of amplifying shapers at ground pot
tial. A special compact stabilized 70-kV power sourc
which measured 34032803160, was fabricated to powe
the analyzer and all the amplifiers.

TESTING AND CALIBRATING THE POLARIMETER

The testing of the polarimeter was carried out in seve
stages. Its high-voltage properties were investigated fi
The criterion for the maximum potential which can be su
plied to the instrument was the appearance in the coun
channels of pulses associated with the detection of elect
arising from discharge as a result of high-voltage breakdo
in vacuum or slight short-term degradation of the vacuum
the polarimeter chamber. A maximum value of'68 kV for
the high voltage was recorded. All the tests were sub
quently carried out at 60 kV.

In the next stage the surface-barrier detectors and
amplification circuit were tested. A source of unpolariz
electrons in the form of a tungsten coil was used. As we h
already stated above, the energy resolution of the elec
detectors is determined by the surface-barrier-detec
preamplifier unit and is related mainly to the presence
internal noise in the preamplifier. Its value is fairly large f
amplifiers operating with high counting rates or, more p
cisely, with very short pulses. In our case the sum of
pulse duration and the dead time of the preamplifier is of
order of 65 ns~the capacitance of a surface-barrier detec
of large area is'60 pF, and the creation of amplifiers wit
such parameters is a formidable task!. To analyze the energy
resolution of the surface-barrier-detector/preamplifier u
we recorded the dependence of the electron counting ra
the channels on the potential on the inner hemisphere~on the
energy of the electrons!. Then the curves obtained were di
ferentiated and approximated by a Gaussian function.
full width at half-maximum of this function was taken as th
energy resolution of the system. Although this method is
absolutely rigorous, we were still able to estimate the ene
resolution. Its mean value was equal to'18 keV for all the
detectors. This value coincides with the data obtained w
the system was tested using a standard signal generator

Then we investigated the dependences of the noise p
counting rate without an electron beamNn(A) and the elec-
tron counting rateNe1n(A) on discrimination level, whereA
is the pulse amplitude or the discrimination level in arbitra
units ~a.u.!. The signal~without noise pulses! electron count-
ing rate was determined by simple subtraction:Ne(A)
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5Ne1n(A)2Nn(A). Figure 2 presents plots of the derivativ
of the signal and noise counting rates as functions of
crimination level. It is seen that the noise can be clea
separated from the real signal by properly choosing the
crimination level despite the low resolution of the detect
used.

In the next stage we tested the operation of the polar
eter and calibrated it using a beam of spin-polarized e
trons with a known value ofP0. The work was carried out in
the department of experimental physics of St. Petersb
State Technical University. The polarimeter was mounted
an experimental setup equipped with a source of polari
electrons based on photoelectron emission from semicon
tor samples under the action of circularly polarized light. T
polarization of the beam wasP053562%. To calibrate the
detector, the polarization direction of the incident beam w
modulated so that each channel could be investigated i
vidually. The asymmetry was determined from formula~1!,
whereNL andNR are the counting rates in the channel as
polarization direction of the incident beam is varied. T
values of asymmetry obtained coincided to high accurac

FIG. 2. Dependence of the derivatives of the signal@dNe(A)/dA# and noise
@dNn(A)/dA# counting rates on discrimination level for one of the channe

FIG. 3. Spectral dependence of the photoemitter of the polarized-elec
source measured in one of the polarimeter channels at the 25 a.u. disc
nation level~Fig. 2!. The counting rate'23105 counts/s.
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each of the channels. Figure 3 presents the measured sp
dependence of the photoemitter used in the calibration in
of the channels at the 25 a.u. discrimination level~Fig. 2!.
The polarizationP053562% corresponded to a quantu
energy'1.6 eV. The effective Sherman function amount
to '0.16. The fraction of the intensity of the incident bea
I /I 0 reaching the detectors after scattering on a target
measured at the same discrimination level. As expected,
cause of the large detector working surface and the sm
distance between the detectors and the gold foil, it was fa
high and equal to;1022. The efficiency of the polarimete
calculated from formula~3! was'2.531024. Although the
improvement in the figure of merit was achieved entirely
increasingI /I 0, rather than the Sherman function, we st
believe that the use of a spherical field-free polarimeter
sign with its low sensitivity to displacements of the electr
beam being analyzed permits minimization of various inst
mental asymmetries. We shall show below that the effec
Sherman function of an analyzer can be varied by vary
the discrimination level until the maximum possible val
for the instrument geometry and electron energy under c
sideration,Seff theor50.33%, is achieved. The counting ra
in the measurements of the dependence shown in Fig. 3
about 23105 counts/s due to design features of the source
polarized electrons used in the calibration. We note tha
work with a counting rate;106 counts/s~which is allowed
by the polarimeter under consideration! the time needed to
record the entire dependence would be equal to 10 s wi
statistical error smaller than the diameter of a point on
graph.

In addition, we propose a new method for calibrating
polarimeter based on extrapolation of the measured sca
ing asymmetry to a high discrimination level. The ability
the instrument to operate with high counting rates, up
53106 counts/s, is utilized in the method. To explain th
proposed method, we briefly recall the main principles t
have been employed to calibrate Mott detectors in the c
where the polarization of the electron beam is unknown.3

In high-voltage Mott detectors the functionSeff depends
strongly on the thickness of the foil. This is mainly due to t
low energy resolution of surface-barrier detectors, since
elastically and multiply scattered electrons are detected a
with elastically scattered electrons in fairly thick foils, an
the information on the spin is consequently lost. Therefo
to calibrate a polarimeter, measurements are performed u
foils of different thicknesses, and the results are extrapola
to zero thickness. ThenSeff is determined by comparing th
extrapolated results with calculations for elastic scattering
retarding-potential analyzers the dependence ofSeff on foil
thickness is determined by the size of the energy ‘‘window
used to detect the scattered electrons. When the en
‘‘window’’ is smaller than 75 eV, the dependence ofSeff on
foil thickness becomes so weak that its decrease as a co
quence of multiple scattering is attributed almost complet
to inelastic effects. In this case extrapolation to zero f
thickness is often replaced by extrapolation to zero ene
losses.

The idea of our calibration method is based on the f
that in a system with a low energy resolution mostly ele

.

on
mi-



de
ifi
w
il
o

us
a
e
in
im
ic

to
nt
se
th

tt
v-
t a
e
ng
d

lue
th
ib
al

rin
us

th
e
un

ll

for
igh
ott
g a

the

al-
tive

ion

be

el-
en-

eld
fter
tion
ar-
am

le
rge
-

m

a

-
g a
d is
high

c-

ls
rbi

l for

995Tech. Phys. 43 (8), August 1998 Petrov et al.
trons which have undergone elastic scattering will be
tected when the discrimination level is increased sign
cantly, i.e., the appearance of signals associated mainly
elastic electron scattering should be expected on the ‘‘ta
of the signal ‘‘Gaussianlike’’ curve at a point at a distance
several multiples of the standard deviations ~for example, at
a discrimination level'50 a.u.; Fig. 2!. The following is
important here: the real number of electrons arriving m
not exceed the maximum counting rate, which is a char
teristic of a given detector. In order to conserve the form
measured counting rate as the discrimination level is
creased, the electron current at the entrance to the polar
ter must be increased. Clearly, when a certain current, wh
is determined by the frequency parameters of the detec
preamplifier unit, is achieved, the system will commit cou
ing errors in the statistically distributed pulses. Con
quently, the asymmetry should depend strongly on
measured counting rate at high discrimination levels.

Figure 4 presents plots of the dependence of the sca
ing asymmetry on counting rate for two discrimination le
els, viz., the working level and a high level. We note tha
significant dependence of the asymmetry on counting rat
in fact, observed at the high discrimination level. Accordi
to our data, the measured counting rate at the 50 a.u.
crimination level is roughly 500 times smaller than the va
at the 25 a.u. working level with the same current at
entrance to the polarimeter; therefore, the maximum poss
counting rate for the 50 a.u. discrimination level equ
53106/5005104 counts/s.

Figure 5 shows plots of the dependence of the scatte
asymmetry as a function of discrimination level for vario
counting rates. It is seen that the plot for 53103 counts/s
achieves saturation at a discrimination level<45 a.u. The
arrow shows the point corresponding to the product of
polarization P053562% and the theoretical value of th
Sherman function calculated for the instrument geometry
der consideration and 60 kV,Seff theor50.33:

ALR5P0•Seff theor50.35•0.3350.116. ~4!

The value obtained agrees well with the experimenta
measured asymmetry at the high discrimination level.

FIG. 4. Dependence of the scattering asymmetry for one of the channe
a function of measured counting rate for two discrimination levels, in a
trary units~a.u.!: 1 — 50, 2 — 25 ~Fig. 2!.
-
-
ith
’’
f

t
c-
r
-
e-
h

r–
-
-
e

er-

is,

is-

e
le
s

g

e

-

y

Hence it should be concluded that the present method
extrapolating the measured scattering asymmetry to a h
discrimination level can be used to calibrate classical M
polarimeters equipped with surface-barrier detectors havin
low energy resolution. For this purpose, the value of
asymmetry measured at the high discrimination level~when
saturation of the asymmetry has been achieved! must be di-
vided by the theoretical value of the Sherman function c
culated for the case of monatomic scattering at the respec
energy. The value obtained will be equal to the polarizat
of the electron beam under investigation@formula ~2!#. The
values of the Sherman function for various energies can
taken, for example, from the tables in Ref. 13.

CONCLUSION

1. A compact 60-kV Mott polarimeter has been dev
oped, tested, and calibrated. The maximum overall dim
sions of the instrument are 2503480 mm.

2. The use of a design which combines spherical fi
acceleration and the absence of a retarding potential a
acceleration of the electron beam has permitted the crea
of an instrument having high stability of the measured pol
ization even when the position and diameter of the be
being investigated vary.

3. As a result of optimization of the scattering ang
(118°) and the use of surface-barrier detectors with a la
collection angle ('48°), the figure of merit of the polarim
eter«5(I /I 0)•(Seff)

2 equals 2.531024.
4. Specially developed electronic circuits and optimu

positioning of the preamplifiers~in direct proximity to the
surface-barrier detectors! have made it possible to obtain
maximum electron counting rate as high as 53106 counts/s.

5. A new method for calibrating conventional Mott po
larimeters equipped with surface-barrier detectors havin
low energy resolution has been proposed. The metho
based on extrapolation of the measured asymmetry to a
discrimination level.

We thank Yu. P. Yashin for supplying the semicondu
tor crystals for the polarized-electron source.
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-

FIG. 5. Dependence of the scattering asymmetry on discrimination leve
different counting rates, counts/s:1 — 23105, 2 — 53103. The arrow on
the graph marks the asymmetry value equal to the productP0•Seff theor

50.35•0.3350.116.
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Effectiveness of the use of oxygen-containing niobium in thermionic energy converters
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Features of the structure and properties of oxygen-containing niobium obtained by vapor-phase
crystallization in the presence of an oxygen addition are studied. The effectiveness of the
use of this material in fabricating collectors for thermionic converters is evaluated, and the
properties and efficiency of oxygen-containing niobium obtained by various methods are
compared. ©1998 American Institute of Physics.@S1063-7842~98!02308-3#
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INTRODUCTION

Thermionic converters with an oxygen addition ha
been the subject of a considerable number of studies, inc
ing investigations into the use of various oxygen-contain
layers in the collectors in thermionic converters~for ex-
ample, Refs. 1–3!. The most interesting results in this are
were obtained in Refs. 4–6, where experimental thermio
converters with an oxygen-containing niobium collec
were investigated. In the present work features of the st
ture and properties of oxygen-containing niobium are st
ied.

EXPERIMENTAL METHOD

Samples of ‘‘vapor-phase’’ oxygen-containing~VPOC!
niobium were obtained by reducing niobium pentachloride
hydrogen on a molybdenum substrate at temperatures in
range 1350–1450 K.7 Oxygen was introduced into th
chloride–hydrogen mixture at various fixed flow rates. N
bium interacted with oxygen from the vapor phase during
crystallization. The total oxygen content in the samples w
determined by neutron-activation analysis. X-ray structu
investigations of the samples were performed on a DRO
2.0 diffractometer at room temperature and with the aid o
URVT-2200VTs camera attachment. The high-temperat
camera was outfitted with a built-in quadrupole mass sp
trometer. A POLYUS-3 ion microprobe was used to inves
gate the composition of the subsurface layer of the sam
by secondary-ion mass spectrometry~SIMS!. The latter two
devices were developed and fabricated in the Institute of
Physics of Metals of the Ukrainian Academy of Sciences

The work function was measured on cylindrical samp
by the total-current method8 in an all-metal apparatus with
oil-free evacuation to a residual pressure no higher than 125

Pa. The measurement error was 0.05 eV. VPOC niob
was investigated directly as a collector material within
experimental thermionic converter with cylindrical ele
trodes. The forming process, particularly the forming of t
cylindrical collector unit, was nonstandard mainly on a
9971063-7842/98/43(8)/7/$15.00
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count of the low plasticity of VPOC niobium. Nevertheles
by combining the special techniques of the vapor-ph
deposition process with gas-static conversion, we were a
to obtain reliable ceramic-metal collector units with an em
sion layer inside that can be used to fabricate an experim
tal thermionic converter. A similar device was made usi
the SB-1 niobium alloy~1 wt % Zr! for comparative investi-
gations. The cylindrical emitter units of these devices w
formed on the basis of single-crystal tungsten tubes wit
^111& axial orientation, which were obtained by a chlorid
vapor-phase technology.9,10 The testing of the devices wa
performed on a high-temperature bench.11 After the device
was outgassed and the interelectrode space was filled
cesium vapor, the current–voltage characteristics were
corded at various emitter and collector temperatures. Opt
zation with respect to the cesium vapor pressure was
formed each time.

RESULTS AND DISCUSSION

1. The investigations previously performed on VPO
niobium7,12 revealed significant differences between it a
other types of oxygen-containing niobium. In particular,
was pointed out that it contains a new metastable ox
phase with an anomalously high hardness, which is cap
of releasing oxygen upon heating. Figure 1 presents the x
diffractogram (CuKa radiation! of one of the samples o
VPOC niobium with a total oxygen content equal to 1
wt %. An analysis of the phase composition~the JCPDS da-
tabase! showed that niobium monoxide is present in t
sample in an appreciable amount along with the solid so
tion of oxygen in niobium. It was also found that the lattic
constant of niobium is increased by more than 1%, while t
of the monoxide is increased by just under 0.5%. The la
may attest to the dissolution of oxygen in niobium monoxi
as well. An hypothesis regarding the existence of suc
metastable phase, i.e., a solid solution of oxygen in niobi
monoxide, was previously advanced in Ref. 12.

These results are consistent with the data from the
© 1998 American Institute of Physics
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FIG. 1. Diffractogram of vapor-
phase oxygen-containing~VPOC!
niobium containing 1.9 wt % oxy-
gen. 1 — Nb, 2 — NbO, 3 — pre-
sumably NbO2 ~according to card
34-898 in the JCPDS!. Vertical
dashed lines — position of the re
flections of high-purity Nb~card 34-
370!, vertical solid lines — same for
the reflections of NbO~card 15-535!.
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croprobe investigations~by SIMS! presented in Fig. 2, which
show that the subsurface layer of VPOC niobium conta

FIG. 2. Intensity of the secondary-ion peaks as a function of the oxy
concentration in VPOC niobium~normalized to the ion current of Nb1):
1 — NbO1, 2 — O1.
s
NbO, whose content correlates with the increase in the t
amount of oxygen in the samples. As was noted in Ref.
the presence of O1 ions in the mass spectrum is unexpect
here, since it is known that it is impossible to knock o
oxygen from niobium with dissolved oxygen, even when o
ide precipitates are present on the surface, by either
treatment13–16 or bombardment with argon ions,17 and nio-
bium monoxide vaporizes congruently.14 This phenomenon
was attributed in Ref. 12 to the presence of a nonequilibri
oxide phase in the oxygen-containing niobium investigat
The data presented below confirm the hypotheses previo
advanced.

The results obtained in the present work can be co
pared with the data in Ref. 18 on niobium diffusively sat
rated with oxygen, sintered niobium obtained from a prelim
narily compacted mixture of niobium and niobium pentoxi
powders, and single-crystal oxygen-implanted niobium. T
investigation in Ref. 18, which was performed using x-r
photoelectron spectroscopy~XPS!, demonstrated the pres
ence of niobium and oxygen in both the free and bou
states in the subsurface layer of all the oxygen-contain
materials just cited. The oxides NbO and Nb2O5 were iden-
tified in the samples in various proportions. It can be asse
that these data do not contradict the results presented ab
In addition, it must be taken into account that while a 2
nm thick subsurface layer participates in the formation of
electron spectrum in XPS, a layer which is approximat
three orders of magnitude thicker produces the x-ray diff

n
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tion pattern. The higher niobium oxide discovered by XPS
confined to a very thin surface layer, whose contribution
beyond the sensitivity range of x-ray structural analysis.
for highly sensitive SIMS, the ion microprobe used in t
present work did not permit the detection of masses ab
220 amu. At the same time, XPS, not being a structu
method, cannot tell us anything about the interrelationsh
between the niobium and oxygen atoms which are dete
as bound atoms by this method. The x-ray structural d
presented in Fig. 1 are direct evidence of the existence
new nonequilibrium phase, viz., a solid solution of oxygen
niobium monoxide. As we have already noted here and
fore in Refs. 7 and 12, the presence of this phase is cha
teristic only of VPOC niobium, and its formation is appa
ently due to the specific conditions of the ‘‘atom-by-atom
formation of a niobium layer from the vapor phase.

It is noteworthy that the presence of oxide phases
VPOC niobium does not have any effect on its electric re
tance at either room or high temperature. This is in go
agreement with the data in Ref. 19, according to which n
bium monoxide is a metallic conductor. This finding pr
vides additional evidence that VPOC niobium does not c
tain niobium pentoxide, which is an electrical insulator.

To complete this section, we should present the res
previously published in a difficultly accessible publicatio
~Ref. 12! on the thermal stability of the new nonequilibriu
oxide phase, which will be needed for the ensuing comp
sons. These results are presented here in a more com
form than in Ref. 12. We are referring to an investigation
samples of VPOC niobium using a high-temperature x-
camera outfitted with a mass spectrometer. In particula
sample containing 0.95 wt % oxygen, which had a th
oxygen-free niobium layer on its surface after synthesis, w
investigated. In the first stage of the experiment, in which
sample was heated to 2000 K, the x-ray diffraction patt
contained only niobium reflections, and the composition
the residual gases corresponded to the gas background i
camera without a sample~the hydrogen peak, which in
creased appreciably when the sample was heated, wa
exception!. During a high-temperature anneal with contin
ous evacuation, the partial pressures of all the componen
the gas mass spectrum decreased proportionally as a res
the outgassing of the camera and the sample. This attest
the high thermomechnical properties and airtightness of
oxygen-free niobium layer. The sample was subseque
withdrawn from the camera and exposed to air, and after
thin oxygen-free layer was removed from its surface, it w
again mounted in the camera. Repeated photograp
showed that the x-ray diffraction patterns contain not o
niobium reflections, but also reflections of niobium mono
ide, which are characteristic of VPOC niobium. Significa
changes were also observed in the residual medium ove
sample. In particular, an intense oxygen peak appeared~Fig.
3!. As the temperature was raised, the two-phase comp
tion of the sample was conserved over the entire tempera
range investigated. The release of oxygen increased slig
as the temperature was raised to about 850 K, but it
creased somewhat during further heating to 1400–1450
Then a smooth increase in the intensity of the oxygen p
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was observed at first, which became considerably stron
above 1600 K and then sharply intensified at temperatu
above 1900 K. It can be assumed that processes invol
conversion of the solid solutions of oxygen in niobium a
niobium monoxide into oxides with a higher oxygen sta
predominate on the sample surface at 850–1450 K. H
ever, x-ray diffraction monitoring did not confirm this. W
can probably say that destruction of the metastable ox
state begins at the end of this temperature range.

2. The temperature dependence of the effective w
function of the electron for samples of VPOC niobium wi
different total oxygen concentrations was previously inve
gated in Refs. 12 and 20. Here these data have been su
mented and compared with the results discussed in Sub
1. It is seen in Fig. 4 that VPOC niobium exhibits a sha
temperature dependence of the effective work funct
~curve 1!, as was previously shown for oxygen-containin
tungsten in Refs. 21 and 22. However, in the case of tung
the anneal time did not have any significant influence on
reproducibility of the course of the curve in repeated m
surements. In the case of niobium, curve1 successively
transformed during the annealing of the sample into l
steep curve2 and then into nearly linear curves3–5, which
were faithfully reproduced in repeated measurements.
slope of ‘‘steady-state’’ curves3–8 and their level along the
vertical axis correlated with the oxygen content in t
samples, as can be seen in Fig. 4.

FIG. 3. Temperature dependence of the amplitude of the oxygen peak i
mass spectrum of the vapor phase over VPOC niobium containing
wt % oxygen.
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Figure 5 shows plots of the concentration dependenc
the work function for VPOC niobium at various measur
ment temperatures. It can be seen that when the total oxy
content in the samples reaches 0.4–0.5 wt %, the ste
ascending curves reach a slightly inclined plateau with
positive temperature coefficientdw/dT5531024 eV/K @this
value differs significantly from the mean tabulated value
single-crystal oxygen-free niobium:23.831025 eV/K ~Ref.

FIG. 4. Temperature dependence of the work function of VPOC niob
with various oxygen concentrations:1–5 — 3.82,6 — 4.2, 7 — 0.36,8 —
1.231023 wt %; preanneal in vacuum at 2023 K for 1~1!, 2 ~2!, 5 ~3,6–8!,
17 ~4!, and 21 h~5!.
of
-
en
ly
a

r

23!#. It should be assumed that the critical oxygen conc
tration indicated above corresponds to its limiting solubil
under the nonequilibrium conditions considered. For co
parison, Fig. 5 presents the analogous concentration de
dences for oxygen-containing niobium obtained by oth
methods.24,25,6 The main differences between the curv
characterizing these samples is that they do not reach a
teau and have a less steep course. Curves6 and8 correspond
to oxygen-containing niobium obtained by the arc remelt
of niobium with an oxide dopant, and curve7 corresponds to
oxygen-containing niobium sintered from a mixture of N
and Nb2O5 powders. Curves6 and7, unlike curves1–5 and
8 were plotted using values of the work function determin
from measurements of the contact potential difference.

If we compare the results of the thermionic emissi
measurements~curves1–5 and8!, we should conclude tha
VPOC niobium has a work function at least 0.2 eV high
than that of arc-remelted oxygen-containing niobium. If w
compare the results obtained by measuring the contact
tential difference with one another, we might conclude th
arc-remelted oxygen-containing niobium is significan
more efficient than VPOC niobium, but there is some ba
to assume that curve6 was obtained without preliminary
annealing of the samples to bring their surface into
‘‘steady’’ state.

Thus, the observed differences can attest to the hig
thermionic emission efficiency of VPOC niobium in com
parison to the other types of oxygen-containing niobium. T
comparison with oxygen-containing tungsten mention
above allows us to conclude that the original chemical s
of the VPOC niobium surface is not reproduced after
anneal during the first measurement cycle. As was indica
in Refs. 21 and 22, in the case of tungsten the factor cont
ling the emission properties is the diffusion of oxygen fro
the bulk. In the case of VPOC niobium the emission prop
ties are apparently controlled by the presence of the none
librium oxide phase, whose ‘‘steady’’ state, as follows fro
f

-

-
-

,
al

-
-

FIG. 5. Concentration dependence o
the work function of oxygen-
containing niobium at various mea
surement temperatures:1 — 1970,
2 — 1870, 3 — 1770, 4 — 1670,
5 — 1570 K ~VPOC niobium, mea-
surement of the total current!; 6 —
data from Ref. 23 ~arc-remelted
oxygen-containing niobium, mea
surement of the contact potential dif
ference!; 7 — data from Ref. 6~sin-
tered oxygen-containing niobium
measurement of the contact potenti
difference!; 8 — data from Ref. 22
~arc-remelted oxygen-containing nio
bium, measurement of the total cur
rent!.
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the data in Fig. 3, is not established at once. During
establishment of thermal equilibrium, the excess oxygen
apparently released into the gas phase and evacuated.
several hours of annealing, a steady state is achieved, w
is determined not only by the oxygen concentration in
sample and its temperature, but also by the partial pressu
oxygen in the surrounding residual medium. The comp
mise between these three factors specifies the steady-
coverage of the sample surface with chemisorbed oxyg
which, in turn, determines the effective work function of t
surface.

3. Results of the testing of experimental thermionic co
verters with an oxygen-containing niobium collector we
published in Refs. 4–6 and 26. In most cases~Refs. 4–6! the
release of oxygen from the collector into the interelectro
space of the thermionic converter was mentioned during
discussion of the results obtained. The authors based
only on the increase in the steepness of the envelopes o
current–voltage characteristics without presenting any di
experimental evidence of the release specifically of oxyg
At the same time, it is fairly well known~see above! that the
outgassing of niobium is accompanied by the removal
oxygen from it only in the form of the monoxide NbO an
that appreciable vaporization of the latter takes place with
dissociation at temperatures significantly exceeding the
lector temperatures.16 Other hypotheses were advanced on
in Ref. 26, where the information in a considerable body
experimental material from both Russian and non-Russ
sources was considered. In particular, it was postulate
Ref. 26 as a result of an analysis of the influence of additi
of oxygen on the increase in the electron temperature an
the voltage drop in the interelectrode space that these ef
are associated with the presence of some volatile oxide
refractory metals in the interelectrode space, which fo
negative ions in the discharge plasma and thereby deg
the space-charge neutralization conditions. When
oxygen-containing material is used in the collector, it follow
from the results presented above, as well as from the da
Ref. 16, that niobium monoxide molecules can appear in
interelectrode space at collector temperatures in the ra
1000–1100 K only as result of bombardment of the collec
surface and only in the form of positively charge ions. At t
same time, when VPOC niobium is used in the collector,
temperature level just indicated is perfectly adequate for
appearance of oxygen in the interelectrode space. Both
ionization of oxygen atoms with the formation of O1 ions
and charge exchange on ions of the monoxide with the
mation of negative NbO ions are possible to some exten
the interelectrode plasma. While in the former case
space-charge neutralization conditions are improved, in
latter case they are degraded, as was suggested in Ref. 2
addition, under these conditions both oxygen neutrals wh
have escaped being ionized and the monoxide ions that
undergone charge exchange impinge on the emitter, prom
ing emission, as has been reported.1–6,22 It can be asserted
that among the entire variety of processes in the plasma
on the electrodes of a working thermionic converter, the p
cesses associated with the release of oxygen from the co
tor material play the main role. However, it follows from th
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data presented in this paper that only VPOC niobium is
pable of releasing a considerable amount of oxygen at
collector temperatures. Hence, it would be expected tha
thermionic converter with a collector made from such a m
terial will have improved output characteristics.

Figure 6 shows the output characteristics of an exp
mental thermionic converter with a collector made fro
VPOC niobium containing 0.65 wt % oxygen. For compa
son, the figure also shows the analogous data for a de
with a collector made from the SB-1 niobium alloy with a
oxygen concentration in the niobium matrix at the 1023 wt %
level ~the remaining oxygen is bound in ZrO2 precipitates!
and for a device with a collector made from sintered oxyg
containing niobium containing 0.37 wt % oxygen. In the la
case the data were taken from Ref. 6. Single-crystal ‘‘vap
phase’’ tungsten chloride served as a the emitter mate
The electrode gap measured 0.25 mm.

It should, first of all, be noted that there is a gene
tendency for a significant increase in the level of the spec
output power of thermionic converters when oxyge
containing niobium is used in the collector. This is in go
agreement with the facts which have been demonstrated
peatedly before. Another significant point is the shift of t
peak power of the thermionic converters toward higher c
lector temperatures. It is noteworthy that the temperature
efficient of the output power increases somewhat upon p
sage from the device with the ‘‘oxygen-free’’ collector to th
device with the collector made from sintered oxyge
containing niobium and rises sharply upon passage to

FIG. 6. Dependence of the maximum specific output power of experime
thermionic converters on collector temperature. Collector material: S
niobium alloy ~1,2!; sintered oxygen-containing niobium~3,4!; VPOC nio-
bium ~5,6!. Emitter temperature, K: 2000~1,5!; 2100 ~2,6!; 1873 ~3!; 2073
~4!.



en
ls
t
O
ur

-
ng
he
e
m

w
r

th
th

ifi
es
c
r o
h
ol
f

00
a

ve
to
en

l
al
wi

C
io
C
th
n
i

as
ffi
rib
s
h
m

in
m
es
us
n
th
t

, t
in
o

e-
ents
Ac-
an

m,
the
en
the
tri-
n
en-
can
-

es
on
tiv-

tics
n-
y
nt

.

is

ion
nce,

iz.

t

y

e

1002 Tech. Phys. 43 (8), August 1998 V. P. Kobyakov and A. G. Kalandarishvili
device with the collector made from VPOC niobium. Wh
devices with different oxygen-containing niobium materia
are compared with one another, two circumstances mus
taken into account. On the one hand, the device with VP
niobium was tested at somewhat higher emitter temperat
~by 27 K for the maximum emitter temperature!. On the
other hand, the device with VPOC niobium~like the device
with the SB-1 niobium alloy! had a cylindrical electrode ge
ometry, unlike the device with sintered oxygen-containi
niobium. The latter had flat electrodes. Apart from t
known advantages of ‘‘flat’’ experimental devices, in th
present case the fact that the flat single-crystal tungsten e
ter had the form of a single~110! face with maximum
emission-adsorption efficiency was significant. As we kno
an emitter made from the same material, but with a cylind
cal emission surface, has six sites corresponding to^110&
directions on the lateral surface in the best case with
^111& axial orientation. A comparison of these surfaces at
maximum possible work function23 reveals thatw55.3 eV
for a flat W~110! face and thatw55.0 eV for a cylindrical W
^111& surface. This circumstance is certainly more sign
cant than the small difference in temperature. Neverthel
the device with VPOC niobium was far more efficient, a
cording to all the papers. The peak specific output powe
this device is 16 W/cm3, 30% higher than in the device wit
sintered oxygen-containing niobium. Also, the optimum c
lector temperature is about 1170 K, as opposed to 950 K
the device with sintered oxygen-containing niobium. A 1
K difference in emitter temperatures corresponds to an
most 50% increase in power at the maximum of the cur
for the device with VPOC niobium, while it corresponds
only an 18% increase for the device with sintered oxyg
containing niobium.

4. It would certainly be difficult to find an unequivoca
interpretation for the results obtained. We should, first of
note the difference between the collector materials used
respect to total oxygen concentration: 0.65 wt % in VPO
niobium and 0.37 wt % in sintered oxygen-containing n
bium. However, according to the data in Fig. 6 for VPO
niobium, both of these compositions are in the region of
plateau on the concentration dependence of the work fu
tion, and the curve for sintered oxygen-containing niobium
far lower at any oxygen concentration. Thus, it can be
sumed that the significant differences in the thermionic e
ciency of the experimental thermionic converters are att
utable to the presence in VPOC niobium of an oxide pha
i.e., a solid solution of oxygen in niobium monoxide, whic
is capable of stably generating oxygen at the collector te
peratures.

It follows from the data considered that the total gain
the output power of the devices with VPOC niobium in co
parison to the ‘‘oxygen-free’’ device of the niobium seri
amounts to almost 70%. If, following the perfectly obvio
arguments advanced in Ref. 6, we attribute this entire gai
improvement of the situation on both the collector and
emitter, we can estimate each contribution separately on
basis of the data presented above. According to our ideas
effect of the use of sintered oxygen-containing niobium
the collector should be assigned almost entirely to the ‘‘c
be
C
es

it-

,
i-

e
e

-
s,

-
f

-
or

l-
s

-

l,
th

-

e
c-
s
-
-
-
e,

-

-

to
e
he
he

l-

lector’’ component of the increase in the power of the d
vice, since the release of the oxygen-containing compon
in thermionic converters can be neglected in this case.
cording to the data in Fig. 6, this effect amounts to less th
30%. Thus in the case of the device with VPOC niobiu
more than 40% of the power increase corresponds to
increase in emission due to the participation of the oxyg
released from the collector in the adsorption dynamics on
emitter surface. However, it should be noted that the con
bution of the ‘‘collector’’ component can, in fact, be eve
larger. The fact is that the presence of oxygen and oxyg
containing compounds near and on the collector surface
appreciably diminish the ‘‘oxygen’’ effect due to the forma
tion of a thin semiconductor film consisting of cesium oxid
or of cesium/oxygen/electrode-material oxide composites
the collector surface and to the increase in electron reflec
ity.

In conclusion, it can be presumed that the characteris
of a highly efficient thermionic converter with an oxyge
containing tungsten emitter22 can be improved considerabl
by using VPOC niobium with the optimum oxygen conte
as the collector material in such a device.
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