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It was shown in Ref. 1 that the reflection of microwaves
from a magnetic fluid varies with the orientation of the in- RT

duction vectorB of the magnetic field applied to it. This is

because wheB is oriented along the electric field vectlr
of the microwaves, the ferromagnetic particles form fila- .50

ments parallel t&€, whereas whelE andB are perpendicu-

lar, the filaments are perpendicular to the directiofEofOne
consequence of this is an increase in the microwave reflec-8.45

tivity R with increasing§ for E||§and with decreasingfor

ELB.

The excitation of mechanical vibrations in a magnetic p_4p
fluid leads to a loss of the structure established in it by the
action of the magnetic field. This phenomenon has been ob-
served experimentally by measuring the scattering of laser
radiation by a magnetic liquifl. 0.3

It can be theorized that the excitation of mechanical vi- 2
brations and the accompanying loss of the induced structure
of the magnetic described above should lead to a decrease .30 2 L 1 '
the microwave reflectivity wherE|B and to an increase g 200 400 600 800 B,§
whenEL B in comparison to the case where mechanical vi-gg_ 1.
brations are not excited.

This hypothesis was investigated experimentally. The

measurements were carried out in the 3-cm wavelength

range. The magnetic fluid completely filled a segment of a This law also holds for the characteristic regions of satu-
waveguide of cross section %4.0cm and length 10 cm. ration on the plot of the dependenceRibn B and provides

Such a fairly large thickness of the liquid layer was Chosenevidence that the former structure of the magnetic fluid is not
for the purpose of eliminating the influence of its rear bound—reStored_ at any va_lue of the magnetic field in the presence of

. - —  mechanical vibrations.
ary on the microwave reflectivity. The dependenc&®a B

was measured foE| B (curvel) andELB (curve?2) in the

absence of mechanical vibrations and in their presence

(curves3 and4, respectively. The results presented in Fig. 1 ) - -

confirm the hypothesis that the excitation of mechanical vi- E{s'/:%auzsr?ng\e/krfl'Fi\;ig(;gfazll& ﬁg'g\af'[ggcp?'écﬁnghsg AL'ei[QfgeV’
brations in a magnetic fluid leads to a decrease in the reflec-7g5 (19977 ' ' s '
tivity relative to the mechanically quiescent case at the samép. A. Usanov, A. V. Skripal’, S. A. Ermolaev, and V. V. Panov, Pis'ma
value of the magnetic field fd?”g and to an increase iR Zh. Tekh. Fiz.21(17), 1 (1999 [Tech. Phys. Lett21(9), 687 (1995].

for ELB. Translated by P. Shelnitz
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In the design of bipolar integrated circuits and discrete ij=0-144(Uc.b.o/%)o'7, (1)
n—p-n transistors, it is often necessary to determine the

structural_ p.arameters from the specmed- gain, f.requenc%’h”e the choice of the resistivity of the collector is made
characteristics, breakdown voltage of specific junctions, etc

The well-known techniques take an inverse approach, i.e.e}ccordmg to the formula
one determines the parameters of the structural elements , 192
(thicknesses of the active regions, dopant concentrations Pep.r=4.8X10 " (Ucpofx)™™ @)
around thep—n junctions, etq. from the technological con-
ditions and then determines the electrical characteristics of The values ofy;, andp., s are also given in Table I. In
the transistors from the known parameters of the structfire. comparing the results of the calculation and the statistical
Although this way of performing the calculation is found to data, one sees that the deviation is not more than 5%. How-
give better agreement with experiment, it is not altogetheever, the presence of the coefficientn expressionl) and
convenient for practical use and requires awkward and ref2) necessitates making an experimental determination of the
peated calculations. breakdown voltages of the collector junction prior to calcu-
We were thereby motivated to undertake a number ofating p., s and y;, (sincex is by definition the ratio of the
experiments to investigate the parameters of plargo—n experimental value ofJ., , to the calculated valye To
transistors of mass-produced integrated circuits for the pursimplify the design process we carried out experiments to
pose of establishing the interrelationships between the ele@stablish the relationship between the coefficiemind other
trical and structural parameters of bipolar transistors. Theharacteristics of planar—p—n transistors. Several batches
objects of study were the planar transistors of the integratedf planar transistors were fabricated on silicon structures
circuits KR514AP1(an approximate analog of the Philips with epitaxial films. The resistivity of the epitaxial films
SAA1060, UAO3KhP2, UAO3KhP1, KR1031KhAlcontrol  doped with phosphorus were 2.4, 3.5, and@:&m. The
circuits for four-phase collectorless motors of differentbase regions were formed by the implantation of boron at
powers. doses of 4, 15, 75, and 450C/cn?. The drive-in tempera-
Statistical data on the depth of the base diffusiire  ture was chosen within the range 1150—1180 °C, the drive-in
depth of the collector junctiony;, and on the resistivity of time of the base impurity varied from 35 min for the implan-
an epitaxial film(resistivity of the collector pe,¢, and the tation of boron in a dose of 450C/cn? to 650 min at a dose
measured values of the breakdown voltage of the collector-ef 4 uC/cn?. The emitter regions were formed in the same
base junctiorl, ;, , and the emitter—base junctidh,,, are  way for all the batches of transistors, by the diffusion of
given in Table I. Also given are the calculated valuescpf phosphorus at a temperature of 1040°. This made it possible
the coefficient of elevation of the breakdown voltages. to span a wide spectrum of values of the depth of the base
Analytical processing of the tabulated results suggestsliffusion, of the impurity concentration gradients in the base
the following expression for calculating the depth of the col-region, and of the breakdown voltages of the emitter
lector junction: junction®

TABLE |. Experimental data and computational results on the depth of the base diffusion and the resistivity of
the collector.

Statistical data Calculated data
Xijb s Pep.f Xjb» Pep.f 1
Type of IC Uemp, V Ucbo V % pum Q-cm pmm Q-cm
KR514AP1 7.0-7.2 30-33 1.04 1.5 0.3 1.52 0.305
UAO03KhP2 7.5-7.7 63-67 1.05 2.5 1.2 2.53 1.245
UAO03KhP1 7.8-7.9 83-87 1.055 3.2 2.0 3.11 2.095
KR1031KhA1 8.1-8.2 125-130 1.06 4.0 4.5 4.06 4.56
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A processing of the experimental data yielded a com-here permit an easy calculation of the depth of the base dif-
pletely determined relation between the coefficient of elevafusion and the resistivity of the collector region.
tion of the breakdown voltagex) and the breakdown volt- . o ) _
fth . b . L 1Ya. A. FedotovSilicon Planar Transistorin Russiafd, Sov. Radio, Mos-
age of the emitter—base junction: cow (1973, 336 pp. ’
x=1+3.6X 10_4(U b)2.45 (3 2A. B. GrebenDesign of Analog Itegrated Circuifn Russiaf, Energiya,
. em .

Moscow (1976, 435 pp.
Thus for designingl—p—n transistors from the specified 3N. A. Samdlov, A. N. Frolov, and S. V. Shutov, Pis'ma Zh. Tekh. Fiz.
values of the breakdown voltages of the collector—base and?2”: 36 (1996 [Tech. Phys. Lett22, 281 (1996,
emitter—base junctions, the empirical expressions obtainettanslated by Steve Torstveit
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The deposition of silicon in capillaries during the thermochemical reaction of silicon

tetrachloride with hydrogen under pulsed heating is considered theoretically. It is shown that
such a reaction results in a significant increase in the uniformity of the deposition rate along the
length of a capillary. ©1998 American Institute of PhysidsS1063-784£98)02608-1

The practical fabrication of semiconductor devices and  If the rate of the layer deposition reaction is far higher
integrated circuits sometimes calls for the deposition of mathan the rate of the temperature rise, we can treat the process
terials (semiconductors, insulators, and mefals the walls  in the cavity in the steady-state approximation for the case of
of capillary slots, holes, and depressions to make the struan isothermal process at each moment in time in the range
ture planar and to form capacitors, vertical interconnectionsfrom 0 tot. For a blind cavity we direct the axis from the
field-effect transistors with vertical channels, etc. The knowrbottom(the origin of thex axis) into the space of the vapor—
methods for such deposition are based on the performance ghs mixture, and for an open caviig hole through the sub-
steady-state thermochemical reactions in vapor—gas mixturesrate we direct it from the midplane of the substrate. In this
at reduced pressure. However, steady-state processes asse, according to Refs. 1-9, the growth r@émin) of the
characterized by a higher growth rate for the layers depositesilicon layers on the cavity walls in the isothermal case can
at the mouths of capillaries than for the layers depositede written in the form
within them. As the pressure in the reactor is lowered, th
uniformity of the thickness of the layer deposited increasef\,/p(x):(7'23>< 10°9)

but it remains insufficient for many applications. In addition, kP E \D.T.P D T
as the pressure is lowered, the deposition rate and, hence, the exp( - ) 0 > 0 F{ _ 6_0 —x|x,
productivity decrease. RTs RTs/ RT; (X) DTow,

of the substrates in vapor—gas mixtures is employed. The s—=€X

The situation changes dramatically when pulsed heatingi< koP
RT, p( a

ES N e,
features of the deposition of silicon in capillaries in such a s RTo DTowo
regime are considered below as an example. ®)

The deposition of silicon from vapor—gas mixtures in HereP is the pressure in the cavitly is the preexponential
capillaries with pulsed heating of the substrates by radiatiotifrequency factor, E is the activation energyR is the uni-
has several valuable advantages over the steady-statersal gas constant, is the temperature of the cavity sur-
regimel~° face,D, is the molecular diffusion coefficient of the silicon-

Let a silicon substrate in an atmosphere of a vapor—gasontaining reactantPo=1.013x 10°, T=273K, X, is the
mixture (SiH,+H, or, for example, SiGHH,) have a hole concentration of the silicon-containing reactabtjs the di-
passing through it or a depression of diamddeand depth ameter of the cavityw, is the linear flow velocity of the
L. For simplicity in solving the problem we assume that avapor—gas mixture in the cavity, and is the coordinate
thermal pulse which is linear in timeacts on the substrate along the cavity. The thickness of the boundary layer in the
during irradiation, so that the temperature of the surface otavity 5(x) can be estimated from the formula

the cavity, i.e., the capillary, on whose walls silicon layers "
are deposited from the vapor—gas mixtures, varies according 8(x)= X _ (4)
to the lawt Poo |
7(Ty)
T4(t)=300+ 2053. (1)

Here p, is the hydrogen density, ang(T,) is the dynamic

viscosity, which equals
The job of the theory is to calculate the growth rate of the
To\ Y21+ 234,

silicon layersV [ T(t),x] in order to determine the thickness (Ty= (_ )
of the layer grown during a pulse: 1) Mo To/ 1+234°

where 7, is the value ofy(Ts) at To=273 K.
{max Depending on the diameter of the cavity, various flow
Aol Te(tmad, X1=2 | V[ T«(t), x]dt. (2) _oepending : Y, v
0 regimes can be realized for the vapor—gas mixture as the
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temperature rises: molecular flow, slip, laminar flow, andwhere
turbulent flow!®'We assume that the pressure in the cavit
b y Q= Invp(tmax)/tmax- 9

varies as the temperature rises according to the law
() Let us estimate the values Wf(ty,,) anddp(tmay Using
S (6) formulas(7)—(9) for the standard conditions of the tetrachlo-
To ride processky~10"cm/s, P=1.013x 10°T,/T, dyn/cn?,
The pulsed application of an incoherent light source to & =38 000 cal/mol, andxo=10"2. For Ty(tya)=1473K,
silicon substrate in a Sigh H, atmosphere is accompanied i-€-» attma,=0.571s, we have/,(tmq,=V,(0.571 s}=7.423
by a fairly sharp click, which is characteristic of a weak X 10°A/min  and  dy(tma=dy(0.571 s)=1.499x 16°A
shock wave? The ratio between the intensity of a shock =149 M atP.=PoT(tmad/To. At atmospheric pressure
wave in a capillary and its intensity in the reactor volume canPmax=Po=1.013x10°dyn/cnf, and we get dy(tma)
increase sharply as a function of the diameter of the capil=26.3nm, i.e., roughly 7-35 pulses of typH are needed
lary. However, according to Ref. 11, the propagation rate of fill in a cavity of diameteD~1um, in agreement with
a shock wave in a capillary can be assumed to be equal iUr experimental data.
order of magnitude to the speed of sound, i.eg
~10°cm/s. With this value oty the thickness of the bound- 1EH P. l"r0’|\<|0|0’gv,l gfél\éégotov, and V. N. Statsenko, Vysokochist. Vesh-
i i i chestva, No. 5, .
oy a0 gy oy e e ponLe SR i
! E. P. Prokop'ev, V. V. Zotov, and V. N. Statsenko, Vysokochist. Vesh-
tal conditionsé can be taken equal to the diameter of the chestva, No. 1, 391994.
cavity D, i.e., 6~D. Estimates fOI’D<10,um and L 4E. P. Prokop’ev, V. N. Statsenko, and V. V. Zotov, Vysokochist. Vesh-

~175um show that the first term in the denominator of for- Sghelft\lgar’otlgp.)’g/Séjilzggéchist Veshchestva, No. 35995

mula(3) is far smaller than the second term, and form@a  ¢g p. Prokop’ev, Vysokochist. Veshchestva, No. 3,(6895.
takes the following form: "E. P. Prokop'ev, Fiz. Khim. Obrab. Mater. No. 1, 7898.
K E 8E. P. Prokop’ev, S. V. Petrov, and V. S. Belousov, Peterb. Zh. Elektron.,
. o"o No. 1, 29(1996.
Vp_7'23>< 10t RT ex% "RT )XO’ @) °E. P. Prokopev, Zh. Tekh. Fiz65, 22 (1999 [Tech. Phys.40, 128
s T's (1995].
i.e., the growth rate does not dependxqrand high unifor- 19E. P. Prokop’ev, V. V. Zotov, and V. N. Statsenko, Zh. Fiz. Khgi, 503

: ; o : 1994.
mity of the thickness of the silicon layers grown is ensured'llg(a. Ig) Zel'dovich and Yu. P. Raer, Physics of Shock Waves and High-

According to Refsl- 1_91 the thickness of the layers grown temperature Hydrodynamic Phenomefscademic Press, New York,
can be estimated in this case from the formula 1966-1967; Nauka, Moscow, 1986, 686 Jpp.

P:PO

dp(tmay ~2Vp(tmad/ao, (8)  Translated by P. Shelnitz
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ERRATA

Erratum: Optical bistability and modulation of light in a thin-film resonator based
on total internal reflection  [Tech. Phys. 42, 1406-1410 (December 1997 )]

A. D. Soler and Yu. P. Udoev

St. Petersburg State Technical University, 195251 St. Petersburg, Russia
Zh. Tekh. Fiz68, 143 (August 1998

[S1063-78498)02708-1

The label on the abscissa in Fig. 2 on page 1407 shouldiredel.
In the caption to Fig. 3 on page 1408, it should reae- 1.50.
In the caption to Fig. 4 on page 1409, it should read; deg: ...3—0.004, ....

Translated by Steve Torstveit
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The geometrical structure of the phase space and bifurcations in the complex Lorenz model are
investigated. It is shown that the hierarchy of bifurcations in a single-mode laser with

detuning of the resonator frequency from the frequency of a spectral line is similar to the hierarchy
of bifurcations of the logistic map. €998 American Institute of Physics.
[S1063-784298)00108-1

INTRODUCTION McGuinness (see, e.g., Ref.)6 The direct observability of
the variables makes lasers the most suitable object for ex-
perimental implementation of the dynamics associated with
the complex Lorenz model. Indeed, the results of experi-
ments with single-mode, far-infrared lasers have been found
to best match the results of numerical integration of the sys-
tem (1) (Ref. 7. And even though Eq$1) provide the most
realistic description of this type of laser exclusively, they are

The complex Lorenz equations, or complex Lorenz
model

X=—a(x—y),

y=—(1-i8)y+(r—2z)x,

) 1 the simplest model reflecting such fundamental laser proper-

z=—bz+ E(X*y+xy*), (1)  ties as the threshold character of lasing, frequency pulling,
and the capability of generating complex wave modes.

was first introduced by Gibbon and McGuinnkss a gen- However, despite a wealth of papers on the complex

eralization of the standard Lorenz modélThe complex Lorenz modef;®~*"to this day it has not received the atten-
Lorenz model differs from the latter in thatandy are com-  tion that it deserves. The investigations of this model are
plex. Formally, this complexity stems from the presence ofconcerned primarily with the analysis of particular regimes,
the real parametef and the complex parametes=r,+ir,,  usually by numerical methods. In our opinion, the most in-
which are not a part of the original Lorenz model. The com-cisive results have been obtained in Refs. 10 and 11 in regard
plex Lorenz model has important bearing on nonlinear dyto the stability analysis of simple periodic solutions corre-
namics because it is a universal finite-dimensional approxisponding to steady-state lasing. The objective of the present
mation for the class of distributed systems that exhibit sostudy is to investigate the geometrical structures of the com-
called dispersion instability of a steady-state solution at @lex Lorenz model and certain global properties of its solu-
point of parameter spage= u. (Ref. 1). For such systems it tions in connection with distinctive features of this structure.
has been showrthat the expansion of the vector represent-  An important geometrical property of the complex Lo-
ing the perturbation of the steady-state solution in powers ofenz model is its invariance under the transformation
the small parameter= (|u— u|)*? in a certain approxima-
tion leads to a system of equations, equivalentljo for the .
coefficients of the expansion. As an example, the model of a y || ye?
baroclinic instability in the atmosphérgis investigated in
Ref. 1.

The variables in Eqg1) are the perturbation amplitudes where is an arbitrary phase constant.
relative to a spatially homogeneous solution of partial differ- ~ This transformation corresponds to the grdufl) act-
ential equations and, as such, do not admit a clear-cut physing in that subspac€? of the total phase spack which
cal interpretation in application to a baroclinic instability. refers to the variablesandy. To picture the role o) (1) —
However, there are systems for which the variables of thehe symmetry for the structure of the limit sets in the phase
complex Lorenz model are observable quantities. These syspace of the complex Lorenz model, it is sufficient to con-
tems are lasers and masers, for whicandy represent the sider the casé=r,=0. It can be showH that in this case
slowly varying complex amplitudes of the electric field andany trajectory inH is attracted to the invariant three-
polarization of the medium, respectively, andlenotes the dimensional hyperspace
population difference between the energy levels of the work-
ing transition. In reality Eqs(1) appeared in quantum elec- Re(x) Rey)
tronics long before their “discovery” by Gibbon and Im(x)  Im(y)

X xe?

: )

z V4

=const, 3

1063-7842/98/43(8)/8/$15.00 877 © 1998 American Institute of Physics



878 Tech. Phys. 43 (8), August 1998 Vladimirov et al.

where the constant on the right side depends on the initisl. NORMAL FORM OF THE EQUATIONS AND THE
conditions. PROJECTIVE SPACE

On this hypersurface the rgal and_lmgglnary parts<_ of It will be advantageous below to use another system of
andy vary synchronously with time, satisfying the equations, g iapjes in addition ta, y, andz Let
of the original Lorenz model. Even under these conditions, )
however, the attractors of the original Lorenz model and its o(ry—1)— 5_5 7>0, b<20. @)
complex generalization are not identical. Indeed, if a given 4
trajectory is attracted to a given limit set situated on thewe introduce the change of variables

hypersurface defined by Eg&3), it follows from the sym-

metry property(2) that a trajectory that differs from the X' =75 ¥ax, y' =y Ygaly— 1+ﬁ x),
given trajectory by a certain common phasexaindy will 20
be attracted to a set that is the image of the given set under xxX*
the action(2) with the corresponding phase Consequently, 2'=n"to|z- 7) . U=ty 5
an attractor of the Lorenz model in the given situation rep-
resents the direct sum of an infinite number of sets isomor/here
phic to an attractor of the original model. ‘ 20—Db
This example graphically demonstrates the more com- a=e 7 B

plex structure of the phase space of the complex Lorenz

model in comparison with the original model and the role of RAIterlg"S Zuf;tfituti(r)]n, IiNhiCh is Si(;nillaé to one prop?]sed
symmetry in this greater complexity. However, it will be INRes. 1oan or the Lorenz model, E¢B. assume the

shown below that symmetry is not a tool that can be used tg)orm

simplify the problem. Here we note an interesting analogy  dx’ . dy’
between the role of symmetry for physical systems described W =Y. W
by the complex Lorenz model and for quantum systems de-

scribed by a wave function. For neither system does the gen- dz’ , 2
eral phase of the state vectwhich would be the vector W:_IBZ +x'|% (6)
with componentx andy in the case of the complex Lorenz

mode) carry any information about the physical state; it Here

=(A+iv)x' —upy —x'z'—ox'|x'|?,

merely characterizes the result of interference of a given 21,0+ 8(o—1) 1+ o

state with certain other states. In quantum mechanics “spu- v= — %, ' KT

rious” information can be filtered out by application of the g Vn

density matrix formalism. If a given state vector in a Hilbert \/; b

space is described By complex numbers, the corresponding o= 30-b" B= \/—_7’ @

density matrix is characterized byN2- 1 real numbers.
The indicated analogy permits this approach to be ap- The Jacobian of the substitutios) is equal to
plied to the complex Lorenz model. In Sec. 1. we introduce da|*o>/ »°. Consequently, fory>0 andb<2o the change of
special projective space, in which states differing by thevariables(5) specifies a one-to-one continuous nafifeo-
common phase of andy are treated as equivalent, and we Mmorphism of the phase space, of the Systélq)n ‘H onto thg
derive equations of motion for the complex Lorenz model inPhase space of the systéf) ' and vector fields, specified
this space. We also show how all information on the physicaPy th? sysrt]em$l) Snd (63]’ Wh'ﬁh are Jppologlcally eguwa—h
state of a system and phase evolution can be reproduced ﬂ) t. In other words, when the con ftions Imposed on the
. . Values of the parameters are satisfied, the dynamics of the
means of these equations. In Sec. 2. we use these equations . . !
. - system(6) is equivalent to the dynamics of the complex
to analyze the boundedness properties of the limit sets of thE

. e orenz model.
complex Lorenz model in the projective space, and we show  ¢\va ignore the termpx|x|2 in (6), we obtain a complex

how these properties are related to prominent features of theaperalization of the Shimizu—Morioka equations, which
phase dynamiCS and homoclinic bifurcations. In partiCUlarhave been investigated in detail in Ref. 20. It has been
the well-known bifurcation of generation of a homoclinic showrf*?? that in a certain approximation the Shimizu—

“pbutterfly” in the original Lorenz model is found to have Morioka equations are also the normal form of the equations
codimensionality 2 in the complex model. On the basis ofdescribing the chaotic dynamics near a bifurcation point with
these results, in Sec. 3. we construct and analyze a oné-triple zero eigenvalue having geometric multiplicity 2. We
dimensional map in the vicinity of a homoclinic bifurcation note that in(6) all the coefficients are real when=0, i.e.,
point for the domain of parameters of the complex Lorenz2Vhen condition(33) holds (see below.

model. The results of our analysis of the map are compared W€ consider the mapl: #(x,y,z) —P, whereP is a
with the results of a direct numerical investigation of bifur- projective space with Cartesian coordinates, w,z:

cations. u=(|x|2=1y|>/2, v=Reax*y), w=Im(x*y). (8)



Tech. Phys. 43 (8), August 1998 Vladimirov et al. 879

The idea of using this map is based on the analogy of thevheree;(t) denotes the fundamental solutions of the linear
complex Lorenz model with a two-level quantum- system of equations
mechanical system. If we regard the variableandy as

components of a Schdinger state vector, we can express the d_Y _9F

, : > : : = Y. (14
corresponding density matrix in terms of a linear combina- ~ dt  dX X=Xq()
tion of Pauli matrices withu, v, andw as the coefficients of
this expansion. Note that We introduce local coordinatés in a neighborhood of a
) point Xge H/Z:
Ix|2=R+u, |y|?’=R-u, x*y=v+iw, 9
Where §1=U(XyY)a §2=U(Xay)a §3=W(va)1
R=(u?+v2+w?)¥2=(|x|2+|y|2)/2. (10 _ _Im((Xo.X))
g — 4 57 (15)
(X0, Xo)

It is evident from Eqs(9) that the variables, v, w, and
z contain the sum-total of information about the state of theFrom now on we use angle brackets to denote the Hermitian
system in the sense discussed in the Introduction. Thelinap scalar product defined o@?. The Jacobian of the transfor-
associates with each point ®f that differ only by the com- mation at the poinK= Xy is equal tgxo|?+ |yo|?>>0, so that
mon phase ok andy the mapll associates the same pointin (15) is a diffeomorphism in a certain neighborhood>X.
‘P, whereas the images of states that differ by the amplitudes Writing Egs.(14) for the systen(1) in the local coordi-
and/or the phase difference wfandy differ. We shall bor-  natesé(é,), .. . ,&s) defined by(15), we obtain
row the termray from geometry® to designate the set of

points of H corresponding to the same point Bf and we 0
shall refer toP as “ray space.” 1o
Differentiating Egs.(8) with respect to the time and dé A
making use of Eqg.1), we obtain the equations of motion in — = 0] ¢, (16)
ray space dt 0

u=—(o+1)u+(o—ri+2v—r,w—(oc—1)R,
(c+ut(o—ritzjv—row—(o—1) 0.0.0.00

i):—(a+1)v—&N—(a—rl+z)u+(o+rl—z)R, o ) ) )
where A is the Jacobian matrix of the system of equations

W= —(o+1)W+Sv+ry(R+u), z=-bz+tv. (11) (11, evaluated at the poirl (Xq(t))

It is evident from Eq(16) that the matrixA specifies the
evolution of perturbations orthogonal £g in Xy(t), whereas
perturbations alongs remain neutral. Since (15) is a diffeo-
morphism, it follows from Eqs(13) and(16) that the spec-

Accordingly, the image of systeli®) under the magl:
H' (X',y',2’)—P', whereP' is a projective space equiva-
lent to P, is the system of equations

u=v'+u(R —u")—ww' —v'(1-2'—p(R' +u")), trum of Lyapunov exponents for a trajectory #yZ differs
) from the spectrum for its projection i® only by the pres-
v'=—pv' +R —u'+(R'+u’)(1-2'—p(R"+u")), ence of a single additional null exponent. In particular, this

: : implies that if a given set inH/Z is an attractor with
w'=—puw' +p(R' +U'), 2'=-Bz"+(R'+u’). Lyapunov dimensionalityd, , its image inP is an attractor
(12 with Lyapunov dimensionalityp, — 1. This relation is also
We note that in phase spacksandH’ the setsZ and  valid for fractal dimensionalities of a limit set iH/Z and its
Z' of points on thez andz’ axes are invariant under the projection inP/Z. The latter result follows from the fact that
flows specified by the systems of equatidqfis and (6), re-  every limit set inH/Z can be represented locally a neigh-
spectively. The same is true of the corresponding point setiorhood of the given rayby the direct product of a set in
in spacesP andP'. It follows, therefore, that the point sets P/Z and the ray, i.e., the s@ ®.
HIZ, H'IZ', PIZ, andP'/Z’ are also invariant under the Another piece of physical information associated with
flows specified by(1) and(6). the trajectories irf{ and, in our opinion, missing from Egs.
Before using Egs(11) and(12) in place of(1) and (6), (12) is the relative phase of two states. A rule for comparing
we need to find a way to obtain information about the motionthe phases of two states of a physical system described by a
in H from the solutions of Eqg11). We consider the rela- complex state vector has been introduced by Pancharatnam
tion between such characteristics of the dynamical state dbr the states of classical polarized lighand has subse-
the system inH and in P as the Lyapunov characteristic quently been generalized to the case of quantum systeffis.
exponents and fractal dimensionality of an attractor. For dt can be stated as follows from the complex Lorenz model:
given trajectory Xy(t) of the dynamical systemdX/dt  Two statesX; and X, are said to be in phase if the norm
=F(X) the spectrum of Lyapunov exponems is defined ||X;+X,| is the maximum of all possible values of the total
as phases ofX; andX,. We note that this rule can be used to
compare the phases of states associated with different rays.
lei(t)] The value of : i defi
iniiend (13) e value of the norm for two given rays is defined as the
|€i(0)] phase of the complex numbéx,,X,). This phase is called

Ai=lim t1iIn

t—oo
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Pancharatnam’s phase. Drawing on the analogy between tigt) = Im((X,F(X))/(X,X), whereF(X) is the phase veloc-

complex Lorenz model and the Schinger equations, Tor- ity vector of the system of equatioli®) [see definitior(17)].

onov et al!® have shown that Pancharatnam’s phase occurg follows from the connection of systent$) and(20) by the

naturally in the laser dynamics problem. We now discuss thigransformation(2) that for arbitraryh(t) the total lead of the

problem briefly from the standpoint of differential geometry. common phase of variablesandy in (20) can be repre-
The triplet (H/Z,P/Z,IT) forms a fiber bundle “2” sented by the two-term sum

(Refs. 23 and 27 for which H/Z is the fiber bundle space,

PIZ is the base, a fiber is a ray, and the structural group is 7~ 4™ Yo (22)
U(1). We note that this fiber bundle is nontrivial, i.e., the where

entire spacé{/Z cannot be represented as a direct product of .

the base and a ray. The equation V4= fo[h(T)"_Im(<XaF(X)>)/<X;X>]dT (22)

§=0 17
i ° ) i i is the dynamical phase, and the geometric phgsis given
defines the complexity on the fiber bundle. According to theoy Eq. (18).

conventional terminology of differential geometry, a curve in We now show that wheh(t) is a given time function or
M is said to be horizontdrelative to a given complexityif 5 constant, the phase lead can be determined by solving the
its velocity vector at every point is directed along the tangengystem(ll) without reference to Eqq1). In fact, the dy-

to the surface¢s=0. The complexity defined by Eq17)  hamical phase is given by the time integral of the function
ensures the uniqueness of a horizontal curvéHirthat is

projected onto a given curve M and passes through a given ~ IM(X,F(X)))  [8(R—u)—(o+r;—-2)w]
point. For the given type of fiber bundles and for the evolu- (X, X) B R '
tion of the state vector along a horizontal traject@slative
to the given type of complexilyit has been show2® that
Pancharatnam’s phase for two states on a given trajectori}(Itr
X(t) can be expressed in the form

expressed in terms of the coordinates of a poirPin
To prove this statement for the geometrical partPiwe
oduce spherical coordinates

u=p cosh, v=psinfhcosep, w=p siné sin¢.

== §£FTAsty (18 According to (8), x=pY2cos@l2)exdi(®)], and
y=p2 sin(@l2)exdi(®+¢)], where ® is the common
where phase. Expressing, in (18) in terms of the spherical coor-
As=Im((X(s)]d/ds|X($))/(X(S)X(S)), (19 ~ dinates, we obtain
I'Tis .the closed contour ifit formed by the segmerit o= 3£ SirA(6/2)d ¢, (23
of the trajectory between two states and a cufvevhose rT

projection is geodesic ifP.

The integral in(12) has a nonzero value if the state vec-
tor of the system irt{ does not return to the initial point after
transition around the closed contddfl in P. This possibil-
ity reflects the nontriviality of the fiber bundfé:?®

We note that a transformation of the ty@® but with
time-dependeni

where the integral is evaluated iR around the contour
formed by the trajectory and a geodesic.

It is evident that the right side df3) is just equal to
one-half the solid angle subtended by the confdur.

This discussion of the characteristics of phase evolution
makes it clear that when a trajectory of the systenf+n
represents the image of a limit cycle ® it is closed only

t for a special choice of coordinate systéoarrier signal de-
P(t)= Joh(T)dT: fined by the functiorh(t). This result is consistent with the
following assertion deduced from the relations between the
whereh(t) is a time function, takesl) into the system of dimensionalities of the limit sets ifY and P: A periodic
equations attractor in? must correspond to a torus #. The projec-
tion of the torus onto a limit cycle is but one example of how
the analysis of system dynamics is simplified by the intro-
y=—[1+i(h(t)— &) ]y+(r—2)x, duction of the projecti\{e spacP. In the next section we _
employ the representations of the complex Lorenz model in
P (11) and inP’ (12) to reveal some general properties of its
solutions.

x=—(o+ih(t))x+ oy,

. 1
z=-bz+ E(x*y+xy*), (20

which is homeomorphic t@l) if h(t) is continuous[in a
laser experimerii(t) is the phase difference of the reference
signal used in heterodyne measureméfrtsm a monochro-
matic signal having the frequency of the empty-cavity
modg. For the Lorentz model it is a well-known f&cthat all

The horizontal curve whose image is the given trajectorythe limit sets of trajectories in phase space are bounded by
in P is the trajectory of a dynamical syste20) with  the sphere

2. BOUNDEDNESS OF LIMIT SETS IN A HOMOCLINIC
BIFURCATION
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X2+y?+(z—o—1)2=K*(o+r)?=0,

where

ko= 1
=7 4ma>(a 1.

We now show that this property is preserved in the com-

plex Lorenz model, i.e., the limit sets iH are bounded by

the hypersphere
IX|2+|y|2+ (z— 0 —r1)?—K3(o+1)%2=0 (24

with the sameK as for the original Lorenz model.
Let us consider the one-parameter family of spheres

(25)
whereM is the parameter, and the time derivatives are

Vu=|x2+|y|?+(z—o—r1)2—M?=0,

- +r,\? +ry)?
Vin=—20|x]2—2|y|2—2b| 2= Z 1) RS CAREY ,
2 2
(26)
since
Vilv, 0= (F.VVy), (27)

whereF is the phase velocity vector; the trajectories on the
sphereVy,=0 are directed into or out of the sphere if the
right side of Eq.26) has positive or negative values, respec-

tively, on the sphere. It is evident fro(@6) that this function

does not depend on the parametérandr,. We can there-
fore use a result obtainédor the Lorenz model: The given
function is positive on any sphei,,=0 having a radius
greater than the radius of the sph¢pd).
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FIG. 1. Bifurcation diagram for the system of equati¢h$) on the plane of
the parameterd,r); o=3,r,=0,b=1/9. The values of the parameteare
plotted in logarithmic scal€eTl) stability threshold of the trivial equilibrium
state;H) Hopf bifurcation curve;S) saddle—node bifurcation curv®)
period-doubling bifurcation curvev) curve o(r —1)— 6%/4=0.

It follows from (12) that the surfacg29) is globally
stable and invariant against flow for=0. This condition
can be rewritten in the form

51—0’
P
We now show that for,>(<)r,. every trajectory be-
ginning in the regiom@<(>) 0 [w’'<(>) 0] tends toward
the region whereQ=(<) 0 [w'=(=<) 0]. Let ry>r, (v
>0). We consider the family of hyperplanes®i: w'=C
<0. It is evident from(12) that for »>0 we havew’>0 on

(30

An equation describing the bounding surface for limit yaqe surfacessince u is always positive Consequently,

sets inP, corresponding to the hypersphégal), can be ob-

tained by making the substitutiofx|2+|y|?=2R in (24),

which gives the equation of a spheroid
S:2R+(z—o—r1)2—K2(r;+0)?=0. (29

We now consider the hypersurfacefhspecified by the
equation

20
Q(u,v,w,z2)=u— —w+R=0.

5 (29

In the subspac®  of variablesu,v,w Eq. (29) specifies

a two-dimensional half cone with vertex at the origin, its

symmetry axis directed along the unit vectar,Q, 8), where
a=[1+(20/6)?]*? and B=(20/8)a. The cosine of the

every trajectory emanating from the regiari <0 (Q<0)
intersects each of these surfaces in succession and eventually
ends up on the surface’=0 (Q=0) or in the region
w’'>0 (Q>0). More precisely, there exists a set of trajec-
tories, having measure zero, which tends to the origin as
t—oo (see below All other trajectories enter the region
w’'>0 (Q>0) earlier or later.

To show that for,<r,. every trajectory tens to the set
of points inP for which Q<0 (w’=<0), we need to analyze
the family of surfacesv’ =C>0. We omit this proof, which
is easily done by the same approach asrforr,..

We now look at some important consequences of the
existence of the bounding surfa@e= 0. First of all, we note
that for a laseri(,=0) all attractors are located in the region

angle between the axis and the generatrix of the cone is equg} » where Q=0 or 5>0 and in a symmetric region for

to a. For 6>0 the cone degenerates into the plane0. For

6<0 the surface is situated in the region of negatiweln

spaceP’ the surfaceQ =0 corresponds to the hyperplane
w’'=0.

HereQ> (<) 0 corresponds tav' > (<) 0. It is evident
from Eq. (12) that for w'=0 we havew’=p(R’+u’)
=v|x'|2. The derivativew’ is therefore nonnegative for
v>0 and is nonpositive for negative. Consequently, for

6<0 (see Fig. L If the discussion is confined to the sub-
space of variablesu,v,w), the region in question is the
region of the solid angld) subtended by the half cone
Q=0. Consequently, for a trajectory associated with a cer-
tain attractor the solid angle subtended by the coniotr
[see(189)] is not greater thaf. In the limit 5— *+ 0 the cone

is transformed into the flow-invariant plame=0, which is
globally stable in this case, so that the solid angle corre-
sponding ta' T tends to the limiting value- 2. This result

v>(<) 0 trajectories on the surface are tangent to it or areexplains the resonance jump of the average slope of the

directed toward the regior?, where Q>(<)0 [w'>
(<)0inP1].

phase of a laser field by an amount equal to the characteristic
average frequency of the intensity fluctuations/2 (7 is the
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average period of the intensity fluctuations, which coincides
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The unstablgstable manifold W* (W®) of the origin is

with the average time for the representative point to gaangent toE" (E®) at x’=y’'=z"=0. Inasmuch as the’
around the origin on the plarve=0). It is interesting to note axis is flow-invariant and belongs t&/, points of these

that this jump was first discovered

in  numerical manifolds situated in a sphere of small radiusatisfy the

calculation$® and was interpreted as a manifestation of theequations

geometric phase in laser dynamics on the basis of a numeri-

cal analysis of the behavior of trajectories in ray sp&ce.

Wi.: Yy =x'{\+0(e)}, z'=0(e? (33

Another consequence of the existence of the boundingnd

surfaceQ=0 (w’=0) is an additional constraint on the val-
ues of the system parameters in homoclinic bifurcation. Sen-
sitive (nonrobust homoclinic loops of the separatrix are

Wie: ¥ =x'{A+0(e)}. (34)

We now consider the projections of the invariant mani-

known to form a very important structure responsible for thefolds WY andW? ontoP’. Since they are flow-invariant, they
formation of a chaotic set of trajectories in the original Lo- must map into themselves under the action of the group
renz modef Since the complex Lorenz model subsumes theJ(1). ConsequentlylT mapswWs andW" onto (respectively

original Lorenz model as a special case &0 andr,=0,

a two-dimensional manifold and a one-dimensional manifold

corresponding homoclinics also occur in the complex modelin P’. From Eq.(8), replacingx,y,z,w by x",y’,z",w’, and
A necessary condition for their existence is the intersectiorirom Egs.(33) and(34) we obtain

of stable and unstable invariant manifolds of the saddle point

located at the origiR®2°

The local structure of the invariant manifolds in the vi-
cinity of the saddle point can be determined from a linear

analysis of Eqs(1) or (6) in the vicinity of the solution
x=y=z=0 (xX'=y'=2z'=0).

The trivial solution of Eqgs.(6) x'=y’'=z"=0 is un-
stable and is a saddle point when

2 —ry0+ 8ry(1—0)
(1+0)?

ry>1+

Its eigenvalues are

2
A I
N=— 5\ 1+ i,
2
N N T
=—=—\/1+—+
)\2 2 1 4 v,

A3=—8,

whereu, v, and B are defined in Eq(7).
They correspond to the eigenvectors

(31

1 1 0
Vi=N7H M|, Vo=N' N2 |, Va=|0],
0 0 1

Where N1’2: \ 1+ |)\1’2| .
It follows from Eqgs.(31) that for sufficiently smallb we
have Ra >0, Re\,<0, and\3<0. Moreover, forv>0

Im A;=—1Im A,>0. (32

We shall consider only the cafe;|<|Re\,|, because it
corresponds to the possibility of the occurrence of a Lorenz

attractor.
The coordinates of points of spa@® belonging to the

unstable linear subspaé&g,=spafV,} and to the stable lin-

ear subspacE®=spanV,,V3} satisfy the equations
EY: y'=x'\;, Z'=0,

ES: y'=x'\,.

W,|H(W|l‘(')c): |X,|2{|m }\1+ 0(8)},

W,|H(W|SOC):|X,|2{Im Ao+ O(e)}. (39

Taking Eq. (32) into account, we conclude that for
v>0 all points of[T(W,,) lie in the half spacev’ =0. Next,
we infer from the formal solution of the third equation of the
system(12)

t/

w’(t’)=w’(0)+ve—m’J (R'(s)+u'(s))ds  (36)
0

that all points of[I(W") lie in this half space. Indeed, since
the integrand of Eq(36) is nonnegativew’(t’) is always
nonnegative ifv’' (0)>0. In this regard, it follows fron{35)
that all points of[I(W},.) except those on the’' axis lie in
the half spacen’ <0. ConsequentlyIT(W") and IT(W; )
can intersect only on the’ axis. But this is impossible,
because the' axis does not belong tv". Therefore, for
v>0 Egs. (1) and (6) do not admit trajectories doubly
asymptotic to the origin. Making use of the property of in-
variance of the systertl2) under the substitution

w' ——w’

37

and proceeding in the same way, one can easily show that
such trajectories are also nonexistent for0. Thus,v=0
or

v— — v,

5(1-o0)
2T 0

is a necessary condition for the existence of a homoclinic
Lorenz butterfly.

3. ONE-DIMENSIONAL MAP

Let the following relation hold fow=0:
)\3
=— "<
k x 1,

where\,; and\ 3 are defined in Eq(31).
This inequality corresponds to the case where the disin-
tegration of a butterfly fo6=r,=0 is followed by the emer-



Tech. Phys. 43 (8), August 1998

gence of a strange invariant set. In the original Lorenz model
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Since the variable Z is nonnegative, we have

the corresponding bifurcation is described by the oneG(E,e1,v)=0 andG(0, 0, 0)=0, so thatG,,,(0, 0, 0)=0.

dimensional ma}?
g—sign é(—e1+sign Al ¢,

0<|gl<1, O<e;<1, (39)

where¢ is a real variableA is a separatrix variable, ang

describes a small deviation from the point of homoclinic
bifurcation in parameter spadwe shall assume from now

on thatA is positive.

We wish to construct a similar map for the complex

Lorenz model. Lex’ andy’ be complex and’=0 in Egs.

(6). Then, as shown above, a limit set of trajectories of the

system belongs to the globally stable hypersurfatey’

—x'y’* =w=0. The solution corresponding to each trajec-
form

tory on this hypersurface has the
(x'(t)e'y’'(t)e',z'(t')), where &'(t')y’'(t),Z'(t'))
is the solution of the syster6) for real-valuedx’ andy’,

We shall assume thab,,(0,0,0)>0. We note that the
point e,=¢g,=0 corresponds to a homoclinic bifurcation of
codimensionality 2, and the parameteris proportional to
the small quantityy. The substitution of

2\ .
:=s§’k[ 1+ F(l—zg)aﬁ(l "W]

and
N2-N\)
_ 1k
€2=8&q { 1+ T
into (43) produces the logistic map
{=N(1=0)+0(]*),

Consequently, the bifurcations in the mg8) are simi-
lar to the bifurcations of the logistic map. Moreover, in a

Si(lk)/k] (44)

and ¢ is a constant that depends on the initial conditions.gmg|| neighborhood of a bifurcation point of codimensional-
This result enables us to write the map for complex—valueqty 2 (e,=0, &,=0) asymptotic expressions can be obtained

x" andy’ (for v=0):

E—el M98 (=g +[¢]"). (39

Here, in contrast with{38), £ is complex, andA is set equal
to unity, which is made possible by the renormalizatiorg of
The change of variable@) transforms the homoclinic but-
terfly into a single homoclinic loop in the projective spde

for the bifurcation sets of the ma@3) by substituting the
bifurcation values of the parameterof the logistic map into

Eq. (47). In particular, the first two bifurcations of the logis-
tic map are saddle—node\€1) and period-doubling N
=3) types. The asymptotic expressions for the bifurcation
curves corresponding to these bifurcations on the plane of
the parameterse(; ,&,) are

A one-dimensional map describing the dynamics of the sys-

tem in the vicinity of this loop in the spad@can be obtained
from Eq. (39):
E—(—e,+EY%)2, 0<E<I1,

Here Z=|¢&|%. As in (39), the map(40) is valid only for
v=0. Forv#0 we have

0<E<1, 0sg<1, (41

E—G(E,eq,v),

whereG(E,e,,0)=(—¢g,+EX?)2.
Assuming that the derivative

_ #PG(E,eq1,v)
va(:!8110)2<—2
v =0

exists for smallE and smalle;, we obtain the following
from Eq. (41) for small v:

2
14
E—>G(E,sl,0)+?GW(E,sl,O)JFO(V“), (42)
whereG(E,&4,0) is defined in Eq(40).
By virtue of the symmetry propert{37) of the system
(12), Eq.(42) does not contain any terms linear or cubiain
Inasmuch a& ,e,<1, the dependence &,,(E,£,0) on=E

szzsi/k 1+ isi(l—k)/k+o(8£11(l—k)/k) (45)
2k?
and
1k 3 2(1—Kk)/k 4(1—Kk)/k
gy=ge; ) 1— %81 +0(e] ) (> (46)

respectively.

To verify the conclusions drawn using the one-
dimensional mapg43), we have numerically plotted several
bifurcation curves for the complex Lorenz model with real
consistent with the model of a single-mode laser. Figure 1
shows these curves on thé,() plane. Inequality4), which
is the condition for replacing the systeth) by the system
(6), is satisfied above curvd [o(r;—1)— §2/4=0]. Curve
T represents the stability threshold of the trivial steady-state
solutionx’ =y’ =z'=0, which becomes unstable above this
curve. Pointh corresponds to a homoclinic bifurcation of
codimensionality 2. Because the resulting one-dimensional
map is identical to the logistic map, this point must be a limit
point for an infinite number of bifurcation curves. Some of
these curves shown in the figure do in fact go to pdint
Curve S corresponds to the saddle—node bifurcatids).

and e, can be disregarded. Then, omitting small termsThe intersection of this curve with the parametric vector

O(v*) in Eq. (42), we obtain the map
E—(—e,+EY)%+3,
0<E<1,

wheree3=(1%/2)G,,(0,0,0).

O<eq,e,<1, (43

from the right in projective spacf is accompanied by the
onset of two limit cycles, one stable and the other unstable.
As the parametef is further decreased, the stable limit cycle
undergoes a series of period-doubling bifurcations, making
the transition to chaos. A numerical analysis shows that the
corresponding curvegurve D in Fig. 1 corresponds to the
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In a number of instruments utilizing a contactless sus-Ref. 14 have directed their attention mainly to the influence
pension system a rotor spins at high speed in a suspensiar the Barnett—London effect on the angular motions of a
magnetic field. The design of such instruments is feasiblsuperconducting body in a uniform magnetic field. However,
only if the properties of bodies rotating in a magnetic fieldthe behavior of a body in a nonuniform field is of major
are known. This understanding is especially significant forconcern, because a mechanical force also appears in such a
superconducting bodies in that the rotation of a superconfield together with the mechanical torque, so that the trans-
ductor in a magnetic field produces several phenomena théational and rotational motions become mutually coupled, in-
can substantially undermine the performance characteristigducing a series of phenomena that affect the operation of the
of the instrument. Of major importance in this regard is thecryogenic gyroscope; the process is analogous to an unbal-
assessment of unwanted effects attending the rotation of @ced rotor in a contactless suspensfon.
superconductor in magnetic fields. One such effect is the
onset of a magnetic field in the interior of the body; this field
has nothing to do with the presence of the external field an
depends linearly on the angular velocity of the body.

The onset of a magnetic field in a superconductor when  The magnetic torque on a superconducting solid sphere
it rotates (analog of the Barnett effégtwas predicted by rotating with angular velocitf2 is given by the expression
Becker et af and given a theoretical foundation by F. Lon- m.C
don in 1960. The magnetic field in a rotating superconductor G=xa3Q, x=-——,
has come to be known as the London moment. The first el
successful experiment to measure it was reported in Ref. ®@herem, is the electron mas<; is the speed of light in
and has been repeated several tifi@dn 1940 Kikoin and  vacuum)e| is the magnitude of the electron charge, ari
Gubar’ conducted a superconductor experiment analogous the radius of the sphere.
the celebrated Einstein—de Haas experiment, showing that Next we determine the surface current corresponding to
the superconducting current is an electron current, and thihe London magnetic moment.
magnetization of the superconductor is a consequence of the The vector potential at an arbitrary poinis expressed
screening current. in terms of the magnetic torque per unit volume according to

The London moment has been treated in several theorethe equation
ical papers based on classical electrodynarhigeneral
relativi_ty,8 and quantum mechaniés. _ _ A(r):j va,(

In instruments utilizing a body suspended in a magnetic v
field the magnetization induced by rotation of the body in-
teracts with the suspension field to generate torque. The ir{?an
vestigation of the motion of the body under the influence of
this torque is of fundamental importance, particularly in es- curll G
tablishing the ultimate error limits of navigation systems that A(f)=f dV'—f ,CU”(
utilize a contactless suspension. Indeed, even if all the fac- ’ ’
tors causing a gyroscope to drift were eliminated, it would  The prime signifies integration over points in the interior
still be virtually impossible to avoid the torque induced by of the body. SinceG=const inside the sphere, c@lis
the Barnett—London effect. Moreover, the London momentgqual to zero everywhere, so that the first integral in Eq.
which is directed strictly along the axis of rotation of a sym- (1.3) vanishes, and the second integral can be converted into
metric rotor, can be exploited as an angle sensor, for exa surface integral. We then have
ample, in a cryogenic gyroscope utilizing an electrostatic [GXn]
suspension. A=

The influence of the Barnett—London effect on the an-
gular motions of a rigid body has been investigated from thevheren is the unit vector normal to the surface of the sphere.
general theoretical point of vie®*3and in application to a The quantityC[GXn] can be regarded as the surface
superconducting gyroscop&® All these papers(except density of the current. In our case it is equal to

. TORQUE ACTING ON A ROTATING SUPERCONDUCTING
PHERE IN A NONUNIFORM MAGNETIC FIELD

(1.2)

dv'. (1.2

r=r|

Invoking the identity curlpG)=V ¢ X G] + ¢curlG, we
sform Eq(1.2) as follows:

dv’. (1.3

[r—r’| [r—r’|

!
s’ |r—r’| ds’

1063-7842/98/43(8)/5/$15.00 885 © 1998 American Institute of Physics
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) 1) Rotating superconducting sphere in the magnetic field
JL:E%[QX n], (1.4 of a single coil carrying a circular current

a) | =const

V\{he.r(.a from now on the subscriptattached to the vectqr Once the integrall.8) has been evaluated, the magnetic
signifies the London current.
energy has the form

We consider a spherical superconducting rotor spinning

in a magnetic suspension formed lysuperconducting coils. 1, 2m7IW 3sin2 9
The vector potential of the system is U=yt —z—xa"——(Q-e), (113
13 O 1 wherer is the radius of the spherical surface defined by the
A= c& JUk|r_rk| dVic+ C path of the circular curreriturrent loop, 9 is half the angle
at which the current loop is viewed from the center of the
is 3 Qxn superconducting sphere, is the unit vector along the axis of
Xf, ds’ —%f, —ds’ (1.9 the coil, andLy, is the inductance.
s [r=r'| 4w Js |r—r’|

The torque on a rotating superconducting sphere is given
Here the first term describes the vector potential of the specby the equation
fied current sources,, the second term represents the po-

tential of the supercurreff induced by the external field of M = ZTer%a?’ sSit 9[Q-e,]. (1.12
the sources, and, finally, the third term gives the potential of Cr
the London currents. Calculating the potential of the Londont follows from this equation that the torque is perpendicular
currents, we obtain to the plane formed by the vectof® ande, and depends on
3 the magnitude of the angular velocity, the radius of the
a o .
A()=x—[QXr]. (1.6) sphere, the position of the coil, and the number of ampere-
r3 turns W. The maximum torque is attained when the current

Using the vector potentiall.5), we find, first, the flux 00P lies in the equatorial plane}=m/2,, and Q€.

linkage with thekth coil b) ¢=const . . .
\ Using Eq.(1.7), we find the flux linkage with the current
W, rxt loo
P=C> 1L+ —kxa39-f [ 3k]dvk, (1.7) P
=1 Sk P 27W

=1L+ xa3sit $(Q-e)),
whereL, is the mutual inductance coefficient of ttieand vo=lbut &

jth cails, I is the total current in thgh coil, andW, andS, g that
are the number of ampere-turns and the cross-sectional area

of the wire in thekth coil; second, we find the magnetic I=(o—d)Lyi - (113
energy Substituting Eq(1.13 into (1.12, we have
1 1 W 27W
_ 3 .
U—g% i+ g7 2 o M= Grp (o~ ) xa’sir? 9@ xe). (1.14

[rxt] 3 , ) In general, the torque at constant flux through the coil
X Jv /3 dVit gxa L[er] ds. (1.8 differs from the torque at constant current in the coil, be-
Kok cause the current in the coil depends on the positio€2of
The first term in Eq(1.8) describes the magnetic energy relative to the axis of the coil.
of interaction of the suspension field with the nonrotating
sphere, the second term gives the interaction of the London ) _ _ _
currents with the suspension field, and the third term repre?) Rotating superconducting sphere in the field of two
sents the self-energy of the London currents. Making use of°®i@l coils with opposing circular currents
the fact that The magnetic energy interaction of the rotating sphere
1 [rx with the field of two current-carrying coils has the form

ka ty ]
= = dV,=—H 1.9
c> s ), 5 v (1.9

1 2 1 2
U = E|1L11+ §|2L22+ | 1| 2L12
represents the magnetic field generated by the coils at the

point in space occupied by the center of the sphere, we can 2 [e xdl]

; : ; : +=xa30Q- > I W, . (1.15
write the magnetic energy of interaction of the London cur- C =y Kk (2
rents with the external field of the suspension in the form K

If the center of the sphere coincides with the center of
symmetry of two coaxial coils having equal geometries and

We use Eq(1.10 to calculate the torques acting on a carrying equal but opposing currents, a torque is not induced
rotating superconducting sphere in various coil-suspensiohy the London currents, because the last term in(Ed.5
configurations. vanishes. We therefore assume at the outset that the center of

U, =—»a3(Q-H). (1.10
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the sphere does not coincide with the center of symmetry ofiumber of effects that influence the operation of the instru-
the suspension, but is located at a pdntcharacterized by ment in much the same way as rotor disbalance in a contact-
a radius vectob drawn from the symmetry center of the less suspension.

suspensiorD; we adopt this point as the origin. Tlheaxis

of this system coincides with the symmetry axis of the sus-

pension, and the andy axes lie in the plane perpendicular to 2 INFLUENCE OF THE BARNETT—LONDON EEFECT

thez axis. ON THE MOTION OF A SUPERCONDUCTING ROTOR IN THE

_ Calculating the energy to within first-order terms in the yoNUNIFORM MAGNETIC FIELD OF A CONTACTLESS,
displacement of the center of mass of the rotor, we have ApjysSTABLE CRYOGENIC SUSPENSION

1, a 5 Separating out the dimensionless parametewe write
U=S1(LutLlap=2Lp)+ o2 X 3 the rotor equations of motion in a dimensionless form includ-
ing the momentum equation and the angular momentum
X sir? & cos[22(Q-e3) —X(Q-&;) —y(Q-&,)], equation:
(1.1 D?r+w(D)r=(Q-V)h, Dk=g[QX(r-V)h]. (2.1

wherex,y,z are the components of the displacement vectotierer, k, , andh are dimensionless vectors representing
b, and&, (i=1, 2, 3) are the corresponding unit vectors the displacement of the center of mass relative to the center
’ 1 ’ ’ .

The torque has the form of the suspension, the angular momentum, the angular veloc-
ity, and the magnetic fieldp (D) is the tensor operator of

27 IW dynamic stiffnessD is the operator of differentiation with
M= 5 xa33 sirt & cosf{2z[ QX e;] respect to dimensionl ess time, the scale of which is chosen
Cr equal to the “nutational” transit time of the rotof
X[ QX e ]-y[QX e (1.17) =1,K, ~ (I is the equatorial moment of inertia, akg is a

characteristic angular momentynand ¢ =R3M T 2~10"8

It is readily apparent that the rotating sphere is acted~10"° (Ry is a characteristic scale of the displacement of
upon not only by the torque, but also by a force expressed i#he center of mass, arid is the mass of the rotpr

the form Inasmuch as cuH =0 and divH =0, the tensopH; /dx;
is symmetric with zero trace; it can therefore be written in
27IW ) - . . the form of the irreducible second-rank tensor
F= xa33 sirf § cost{20ze;— 0,6, — Q,8,}.
Cr
(1.18 M B 1 [oHy dH,
: Lop) Loo=IH3z/9X3,L50= E272—% o o) |

It follows from Eq.(1.18 that the force vector is not in o ] )
the same direction as the angular velocity and does not de- 'f the field is axisymmetric, the tensdl,, has only the
pend on the displacement of the rotor. one comppnen@zo. We write the London force in terms of
A general analysis shows that the torque induced by th&n irreducible first-rank tenstr
Barnett—London effect occurs when the expansion of the po- 5
tential of the suspension field contains the first harmdaic Fi=— \/;x{sz@ﬂl}l.
uniform component of the field existsConsequently, it
looks as though to avoid drift errors induced by the London  For subsequent calculations we write the second equa-
currents, one would have to endow the suspension magnetin (2.1) in the form of the irreducible tensor
field with a configuration such that a uniform component did
not exist in the field in the vicinity of the stable equilibrium  K1=iVBe{Q10{L@r1}1}1=M;. 2.3
state of the body. For example, the body could be placed at \ye geterming from the first equatior(2.1), assuming

the center of the system formed by coaxial coils carryinginat the eigenfunctions of the problem are damped:
equal but opposing currents. Equatidisl?) and(1.18 in-

dicate that this is not the case. In fact, if the rotation of the \F 5

sphere without gravitational forces did not alter the equilib- 1=~ V3 1€®EQih1+ 5{To0 {00}, 24
rium position, the torque acting on the spinning rotor would

be equal to zero. However, the rotation of the sphere genetVhere

ates the forcé1.18 [which in general can be written in the . .

form F;=xa%Q;(dH;/4X;], which displaces the rotor to a E= §Trw(D), Too=w3—E,

new equilibrium position dictated by the condition that the

forces created by the suspension field is equal to the force 1 . .

induced by the London effect. This displacement induces the T,,=T,_,= \[g(“’l_ 7).

torque (1.17). If the rotor nutates, coupling between the

translational and rotational motions can set in. In a contact- Substituting Eq.(2.4) into the right side of(2.3), we
less, adjustable suspension such coupling can produce ctain

(2.2
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Mlyz—l— > LogL2q00E(D)QCH L p= 8k£zo T Slnzﬂcoszﬂsmp
\/—Anpsd,u
5.5 ><cos,3|m[&1(ik)—4w3(ik)],
X Caar1,Chtrs+i—— > 2 Laglag
AnpSadu . € X .
sinpor=— 7 L5k| 1~ 1Tco§,8 sinp cosp[4w4(0)
XQl)xTZletCZplSCZQ’1,uC2q1t (2.9 X
HereC1!,, is the Clebsch—Gordan coefficielt. —w1(0)]— kszo( ) sir? B co Bsinp
Below we consider the axisymmetric case, i.e., we as-
sume that£20 O £22 ,82 2= 0 T20 O al’ldT22 T2 2 XCOSdew1(|k)_4w3(|k)],
=0. Equation(2.5) is now simplified considerably, acquiring
the form . B 2 X
B= Zkﬂzom(l n coszﬂ)smﬁcosﬁ
3n?-2)Q - 1
2\/—2 (3n°=2)Q4, X 23ir12p|mw3(ik)+5(1+C052p)|mw1(ik)}.

(2.9

Here o is the angle of precession of the angular momentum
vector about the field axis, and is the angle between the
angular momentum vector and the field axis. Using the first
and last equations of the systdeh8), we find the first inte-

1
X|E(D)=5(3n?=2)To(D) [21nC11n-  (2.6)

We average(2.6) over the free Euler—Poinsot motion
and write the torque in the form

M =[8V]V;+V Vot eVsy, 27 9
where k2( 1- —cos’- ,8) const, (2.9
2
§£§O< X co§,8) (k-h)? whigh cprresponds in the physica}l sense to thg conservation
of kinetic energy. If the suspension is isotropios;E w,),
e X )2 we have one more integral
X[4w3(0) — @1(0)]+ 72L50 +o—
[405(0) = @1(0)] 16&20( 1+x k cosp3\/Ctg?p=const. (2.10
X sir? B cog B(k-h)2Re w4 (ik) — 4w4(ik)], From the last equation of the systéth8) we deduce a

sufficient condition for asymptotic stability of the nutational

e 2 oscillations of the body:
V2=15%% sir? B cog B(k-h)?

1+yx

1
x| 2 sirf p Im w4(ik) + §(1+co§p)lm wl(ik)}>0.
(2.11

For an isotropic suspension, conditiGh11) goes over
to the inequality

X Im[ w1 (iK) — 4w3(ik) ],

€ a2 X V2
V3=Zk2£20m Sln2,8C032B

x 2[k><h]|m&)3(ik)+%(1+(k.h)2)|m;,1(ik)]. x Im o (ik)>0. (212

We now consider the case in which a superconductor in
a magnetic suspension is acted upon by an elastic force pro-
portional to the displacement of the geometrical center of the
sphereqor, and the viscous friction force is proportional to

The expression for the transfer function assumes the

Heree s the unit angular momentum vectdf, denotes the
transverse part of the gradient=(1;—14)/1,, andg is the
nutation anglgthe angle between the vectkrand the dy-
namical symmetry axis of the rotorAlso determining the
torque in projection onto the symmetry axis of the body ano‘orm
averaging, we write the equations of evolutlonary motions of 0(0)=0qo(1+ 7D),
the angular momentum vector and the nutation angle:

whereupon

2
. & .
kzzk%go 15| sitBcos s 1 (G0 k&)~ iTqok

ik)= = ,
@) (do—k?) +igork  (do—k?)2+q572k?

x| 2 sir? p Im ws(ik) + %(l+00§p)lm w(ik) |,

and, accordingly,
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the angle between the field axis and the angular momentum

TqokK
IMmw(ik)=— zqzo 755 <0. decreases. Consequently, not only the precession velocity,
(do—k*)“+0agrk but also the angle of cone of precession varies.
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Kinetic processes taking place in the atomic—molecular system,©009in the middle
atmosphere with the participation of oxygen molecules in the excited electronic stj('@’skg

and Q(b12 ) are analyzed in detail. The possibility of increased ozone production under
the |anuence of solar radiation during the laser excitation gfnlecules in thealA state is
demonstrated on the basis of numerical modeling. Upper and lower bounds are determlned
for the densities of galAg) molecules at which the ozone concentration increases in the
irradiated zone. ©1998 American Institute of Physids$1063-78428)00308-(

INTRODUCTION 0,+hv(A <198 nm— products Ji, Q)
The possibility of an increase in the ozone production SO, +0(D) I, (1)

rate in the stratosphere during the photodissociation of ex- 9

cited O, molecules has been discussed at some length in —>02(alAg)+O(1S) Ji, (")

recent times:* The increased rate is caused by the acceler-

ated formation of atomic oxygen in the photodissociation of Oz +hw

O, molecules either from excited electronic stat%aéAg) (198<\ <310 nm — products i, )

and Q(b12 ) (Ref. 1) or from highly excited vibrational

levels of the electronic ground stétéIn neither case, how- —0y(b'2)+0CP) Iy, (1)

ever, has the ozone production kinetics been analyzed in de- .

tail. The problem is that the presence of exciteg Bol- —~0y(a"4g)+O('D)  Jyr, (1)

ecules also tends to intensify collisionak @agmentation O;+hy

processes. Consequently, an increase in the rate of ozone

production during excitation of, for example, the(@'A 4) (310<\ =360 nm— products Ju, (1)

state is attainable only when certain conditions are observed. 1o+ 3 ,

It should be noted that excited,@'Ay) and Q(b's) —0a(b72g)FOCP) Jyrs (1Y)

molecules play an important role in the upper and lower —>02(a1Ag)+O(3P) Iy, (A1)

stratosphere. They determine the intensity of atmospheric

emissions at wavelengths of 1.2 and 762 nm and can —0y(X%2)+0(*D) Jyym, (")

contribute significantly to @ production at altitudes above O.+hy

45 km>® Interest in research on kinetic processes in the at- 3

mosphere involving §(a'Ag) and Q(b'S;) is also (410<A<610 NnM—0,(a'Ay)+OCP) Jy, (V)

prompted by the need to analyze the propagation of laser

radiation subjected to resonance absorption in electronic— Ost+hv

vibration transitions of the ©molecule®* 6 3y — 3
- - . 10<A <750 Nnm—Ox(X°% )+ O(°P) Jy. \Y
The specific objective of the present study is to analyze ( m 2 g)TOCP) Jv V)

the kinetics of ozone production and destruction in the atmoHere J; is the rate of théth photodissociation process, and
sphere during the laser excitation of, @olecules in the hv is the absorbed radiation quantum. We call attention to
alAg state. the fact that procesqll) is dominant up to altitudes

H =30 km in the upper atmosphere, and proce$bés and

. (V) are dominant at lower altitudes. This condition is illus-
KINETIC PROCESSES INVOLVING O,(a'Ag) AND O»(b'%5)  rated in Fig. 1, which shows altitude profiles of

The main source of QalA ) and Q(b12+) molecules [1=1-5 in Roman numerals, corresponding to processes
in the stratosphere is the photod|SSOC|at|on gf(@ef g.1t  ()=(V)], calculated for a solar zenith angle=0 from the
is customary to single out the short-wavelength part of the&duation
spectrum withA<<198 nm, the Hartley bands with=198 No+AX
—310 nm, the Huggins bands with=310-360 nm, and J(Z,X):f lo(M)a(N)e(N) (N, z,x)dA, 1)
the Chappuis band with =410-730 nm (Refs. 6 and . ho
An analysi§® has shown that the following processes takewherely()\) is the extra-atmospheric solar irradianog))
place in these spectral intervals: is the radiation absorption cross sectigf)) is the quantum

1063-7842/98/43(8)/8/$15.00 890 © 1998 American Institute of Physics
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Ox(X%% ) +hp(198<\=<242 nm

Z KM
ml 0,(C%A,)
82. 48 O(AE ) p —2003P) Jx.  (X)
! 0,(c'S])

64.00 Recently, the photodissociation of, @om the excited

statesa’A, andb'X | is being considered as a secondary
source of free oxygen in the stratosph&réAccording to
Ref. 1, the most probable transitions in the Herzberg con-

tinuum are

46.00

28.00 Oz(alAg)+hv(200$)\<320 nm

0,(C%A,)

3
e OZ(A?’EJ) —20( P) Jx, (X)

-6
197,57
O,(b'S ) +hp(250<\ <370 nm
FIG. 1. Altitude profiles of the @photodissociation rates in different spec-

tral intervals.1) J;; 2) 3y 3) Ju; 4y 5) Iy 0,(C3A)
ﬁ{oz(Agzj)}_aoép) Jy - (X1)
yield of the reaction;r(\,z,x) is the transmission function We note that the change in spin multiplicity in transition
of the atmosphere at the altitudé=z for the solar zenith ~ from the singlet stataA 4 (b'3) to the triplet stateC3A,,
angley. The same procedure as in Ref. 9 is used to calculatpresents a relatively mild hindrance to the indicated transi-
this function with allowance for Rayleigh scattering and thetions. At the present time, unfortunately, there are no data
altitude variation of the principal absorbing components (O from measurements of the cross sections of proceSées
and Q). The values oflo(\), o(\), and ¢(\) are taken and(XI). Previously calculatéd values ofc- do not exceed
from Refs. 6, 10, and 11. Also shown are the results of calhalf the corresponding values of for OZ(XSE ). Possible
culations in Refs. 7 and 12, represented by the dot-dasheshannels of Q(alAg) and Q(blz ) photod|ssoc|at|on in
and dashed lines, respectively. the shorter-wavelength spectral range corresponding to the
The most important source of atomic oxygen needed foSchumann—Runge continuum and bands are transitions to
ozone production in the atmosphere is the dissociation,of Othe antibonding terms®11, and 11, (Refs. 2 and ®
molecules under the influence of ultraviolet radiation from 1
the surf It is currently assumed that the photodissociation of ~ O2(8Ag) +hr(141=X <212 nm
moIecngr oxygen existing in the electron_lc ground_ state —1M1,—2003P)  Jy, (XI1)
OZ(X3Eg) takes place during the absorption of radiation
with A=115-242 nm. ggur spectral intervals are usually Oz(alAg)+hv(141s)\<239 nm
distinguished in this case 1) the Lyman bandsLl(, with
A=115-121.6 nm; 2 the Schumann—Runge continuum —1°M,—20CP)  Jan, (i)
with A=130-175 nm; 3 the Schumann—Runge bands with O,(b'S ) +hp(158.3=\ <231 nm
A=175-198 nm; 4 the Herzberg continuum with =198
—242 nm. In this case the photodissociation reactions are —1M1,—20C°P) Iy, (XIV)

written in the form n
O,(b*S4)+hp(158.3sA<275 nm

1°11,—20°P)  Jyy. XV
0,(X33 ) +hr(A<121.6 nm — L= 200P) - (xv)

These transitions are allowed optically, so that their

—0,(e'A))—~20('D)  Jy, (V1) cross sections- must be several orders of magnitude greater
than the cross sections of transitio?s) and (XI). For ab-
B sorption in the Lyman bands the,@'Ay) and Q(b'S )
Ox(X%2 ) +hp(130<A <175 nm photolysis products are @) and O¢S) (Ref. 14:
—0,(1%11,)—»20(°P)  Jyy, (Vi) 0,(a'Ay) +hv(124.3s\ <141 nm
—’lAu—’zo(lD) N (XVI1)
0,(X%%,) +hp(175<A=<198 nm O,(atAy)+hr(A<124.3 nm)

—0,(B%3))—=2003P)  Jyy, (Vi) —k*'A,—20(*D)+0O(*S) Iy, (XVII)
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O,(b*= ) +hr(A<158.3 nm

-18 i
./ OCP)+0O(*S) Iy 70

~eRN ofD)+orD) B X

S ap-20f
In general, a functional dependeneg\) analogous to g 10
the functiona(\) for transitions from th@(3Eg_ state must -
exist fori=a'A b3 . Figure 2 shows graphs of()) for © gg-22

thea'A, and bPEJ states(curves1 and 2, respectively in
the interval\ = 160— 360 nm; the graphs have been obtained 10~
analytically on the assumption that the behaviotogh) is

identical for transitions from these states and fromXﬁEg_ FIG. 2. Absorption cross sections versus wavelength.

state both in the Herzberg continuum and in the Schumann—

Runge bands and continudtmAlso shown is a graph of

o(\) for transitions from thex329’ (curve 3, Ref. 6; the

dashed curves represent graphs/i\) obtained in Ref. 13 of Ox(a'Ag) and Q(b'S ) in the stratosphere is insignifi-
for the Herzberg continuum. We call attention to the fact thaccant, so that despite the large valuesid, x), the photodis-
the shift of the frequency interval toward higher values.of ~Sociation of Q(a*Ag) and Q(b*S ) as a source of atomic
in the photodissociation of Ofrom the a’Ay and b’ Oxygen can be disregarded upze 45 km.

states leads not only to an increase in the solar irradiance, but Excited G molecules are also formed in collisional re-
also to an increase if(\,z, x). Indeed, as an example, ag O combination, inE-E exchange processes, and in chemical
absorption maximum in the Hartley bandl 255 nm) oc-  reactions involving the interaction of :Owith O(°P) and
curs within the interval of the Herzberg continuum for O('D) atoms!®*°

OZ(X3E§), so that the solar radiation intensity in this spec-

tral interval decreases rapidly with decreasmgror the in- ' 0(X35 )+ M,
tervals A =240—- 300 nm and\ =275 356 nm correspond- 3 3 1
ing to the Herzberg continuum for,Qa*Ay) and Q(b'X ), OCP)+0O(°P)+M — Oy(a’Ag)+ M,
respectively, the absorption by;@ substantiall(50 times N Oz(blig )+ M,
weaker, andr(\,z,x) is much greater here. Consequently,
Jy andJy, must be higher thad,y , even though the values 1 3
of o for Oy(a'Ay) and Q(b'Xy) in the corresponding . ) /" 0x(a7Ag) +O(°P),

spectral intervals are lower than fon(X°%). This asser- O2(X"%4) +O("D)N O,(b'=4)+0(°P), (XX)
tion is clearly evident from Table I, which shows the values
of Io(A) for A=200-360nm, the values ofo;(\),
i=X%%,, a'Ay, andb's for transitions(IX), (X), and

150 200 250 300 A ,nm

(XIXa)

O,(a'Ag) +0,(aAg) —»Ox(h'S ;) + 0x(X33 ),

(XI), and the values ol , Jx, andJy, at various altitudes, (XX1)
calculated from Eq(13). At z<20 km there is a decisive

contribution to the photodissociation of ,@*A,) and /" 0y(b'E ) +0p(X%% ),

O,(b'=) from absorption in the Herzberg continuum, and 3 1 3y -

. L +0(3P)— Oy(a™Ag) +0,(X%y), XXII
at z>20km the same is true for absorption in the Os+OCP) 2 39)_ 2X %) ( )
Schumann—Runge bands and continififine concentration N 20,(X°y),

TABLE |. Absorption cross sections and photodissociation ratesz())(@g’), Oy(a'hy), Oz(blzg) in the Herzberg continuum.

Absorption cross section of amol. Photodissociation rate of
Wave- Extra-atmospheric solar in Herzberg continuune, cn ) molecular oxygen, s
length radiation flux Altitude
A, nm 10X10 4, Ix-cm 2, st nm X334 a'Aq by z,km Jix Iy Iy
200 7.211) 1.29(—23) 1.1(—24) 0 10 2.22¢19) 1.61(9) 1.86(—8)
220 5.5312) 6.0(—24) 2.9(- 24) 1.5(- 25) 15 1.69¢ 15) 2.09(9) 2.14(-8)
240 5.1612) 1.0(-24) 4.3(-24) 8.0(- 25) 20 2.62¢13) 2.81(9) 2.32(-8)
260 1.2513) 0 4.2(—24) 1.65( 24) 25 5.55(12) 3.75(-9) 2.48(-8)
280 1.4113 0 2.9(—24) 2.6(—24) 30 4.16(11) 5.05(-9) 2.64(-8)
290 9.2113) 0 2.0(~24) 2.85(-24) 35 1.66( 10) 6.50(-9) 2.82(-8)
300 6.1013) o 1.1(—24) 2.95(24) 40 3.66( 10) 7.78(9) 2.98(-8)
310 9.5113) 0 4.5(-25) 2.85(-24) 45 5.53( 10) 9.11(-9) 3.10(-8)
320 1.5914) 0 1.0(- 25) 2.6(~24) 50 6.80¢ 10) 1.04(-8) 3.18(-8)
330 2.1114) 0 0 2.3(-24) 55 7.57¢ 10) 1.15(8) 3.21(-8)
340 2.4114) 0 0 2.05(-24) 60 8.04( 10) 1.20(8) 3.22(-8)
350 2.7314) 0 0 1.65(- 24)
360 3.1014) 0 0 1.3(=24)




Tech. Phys. 43 (8), August 1998 A. M. Starik and O. V. Taranov 893

TABLE Il. Kinetic model and process rate constants in an @—0O; mixture.

Process Tp: S
No. Reaction Ki(JW), (cmf)""Ys(s'Y) H=20 km References
1 05+ hp(198<\ <610 nm)—0,(*Ag) + OCP) 3=+ I+ 2.92x 10° [8,9]
2 O3+hp(610<A <730 nm)—0,(°% ;) + O(°P) J,=Jy 1.13x10* [9]
3 0,(%% 5 +hv(198 <\ <242 nm)-O(*P) + O(°P) J3=Jix 1.76x 10*? [6,9]
4 0,(1%5) +hv(220<A <320 nm)—~O(*P) + O(P) J,=Jy 3.28x10° [9,13
5 0,32, +hyy(A=1.27um)— O,(*Ay) W 6.78
W, |=1oo—)
cm?
6’ 03+ 0(P)—0,(*Ag) +0,(33) 230 2x10°3 [15,18
Ke=0.9x 101 exp( -
6" 0;+0(P)—20,(°%y) 230 2.5x10°3 [15,18
Kgr=0.9>< 107118X[{— ?
7 O3+ 0,(*Ag) —20,(*25) +O(P) 2840 5.22x10-3 [18]
K,=5.22X 10‘“exp< - ?O)
M=0, 1.6x107'8 031 [18]
8 0,(*Ag) +M—0,(*S ) +M KM={M=0, 4x10°5 1.35¢10°* 18]
M=0 1.6<10°16 3.4x10°° (8]
9 O°P)+0(P) +M—0,(®3 ) +M Kg =2.4x 10 3. (T/300)"2 7.32x10°° [15,18
9’ OCP)+0(CP)+M—0,(*Ag) +M Kgr=2.4x10"%.(T/300) 2 7.32x10°° [15,19
10 O(P)+0,+M—0;+M LT 3.14x10°4 [18]
K10=6.9X10" " (ﬁ))
11 O,(*Ag)—0,(°2 ) +hr(A=1.27um) Ann=2.58x10"* 3.88x 10° [6]
Vs 202(X32g, ), J’, K" andJ",K" are the rotational quantum numbers in the

electronic stateX®Y and a'A,. We recall that optical
/" Oy(atAg)+0(X%%), 2 y P

. 3 - 1 .
O.+0(1D XXIII transitions between th¥ Eg anda*A, states are forbidden
3+ Ol )\ Ox(b'S ) +0(X33 ), ( ) by the selection rules. However, spin-orbit interaction pro-
N OZ(X3EQ_)+ZO(3P) duces absorption lines that are allowed in the magnetic-

dipole approximation. Rotational levels appear in aﬁeg
Comparatively rapid fragmentation of singlet oxygen oc-state only for)”=K"”=2, whereas in thé(3Eg’ state each
curs together with its productidit® rotational level with quantum numbé¢’ consists of three

Oz(alAg)+ |V|—>02(X329 )+ M, (XX'V) ?szgjlfscolrgpa?r:‘ldeq;? withd K'+1,J K’, andJ K 1

Oy(b'=g)+M—0y(a'Ag) + M, (XXV) It is evident from the foregoing discussion that the pro-
1 o - cesses exhibit rather complicated kinetics even in such a

Oz(a™Ag)—0x(X 2g )+h, (XXVI) simple atomic—molecular system. However, our analysis has
1s + 3y — shown that forH <25 km a simplified scheme based exclu-

Oo(b72g) = 0o(X2g )+, (XXVID) sively on reactions involving GP), O,(X3% ), Ox(a'Ay),

O3+ 0,(a'Ag,b'S ) —20,(X33 ) +O(3P). and Q can be used in the case of laser-excitea®A ).

(XXVIIl')  Table Il lists the reactions included in this scheme. Also
shown are the rate constarks of collisional processes, the

The recombination of O and/Jesults in the production ) o ,
photodissociation process ratds determined fory=0 on

of ozone: > ) i )
the basis of earlier recommendatidhd;**8 the induced
O(®P)+0,(X33 5 ) +M— 03+ M. (XXIX)  transition ratedV, , and characteristic time constants of these
For all practical purposes reactiof§—(XXIX ) deter- processes at=20 km. The quantityr, is determined from
mine the kinetics of processes in the oxygen atmosphere. the relation
2 In2
KINETICS OF OZONE PRODUCTION IN THE (1) 1=W,=0pn/hy,, omFﬁAmn\/?H(x,a),

STRATOSPHERE UNDER THE INFLUENCE OF RADIATION

WITH A j~1.27 . . . .
! pum wherel is the laser intensity) ,,, is the wavelength at the

We consider the simple model mixture O,60; ex-  center of the absorption transition lin&,,, is the Einstein
posed to radiation with a frequeney equal to the resonance coefficient for this processhp is the Doppler linewidth
frequency of the electronic—vibration transition of the (FWHM), andH(x,a) is the Voigt function, which is calcu-
O, molecule m(X32§ VL K’)—>n(a1Ag AVARNLN O] lated from standard relations with the influence of both Dop-
whereV' andV” are the vibrational quantum numbers, andpler and collisional spectral line-broadening mechanisms



894 Tech. Phys. 43 (8), August 1998 A. M. Starik and O. V. Taranov

taken into account; here the line-broadening cross sectiorstants of diffusion, heat conduction, and convection without

for the collision of Q molecules with various partners regard for the temperature variation in the irradiation zone.

M=0,,03,0 are assumed to be equal to the gas-kineticThe initial conditions are consistent with atmospheric condi-

values. tions at the given altitude at tim&,, and the variation
We shall assume that thermodynamic equilibrium existof the solar irradiance is modeled by varying the optical

between the vibrational, rotational, and translational degreethickness of the atmospher¢=0 at t<t,, and =1, at

of freedom in the investigated spectral intervals. The systeny<t<tq+ 7p,).

of equations describing processésll (Table Il) can be We consider the basic processes responsible for the pro-
written in the form duction and destruction of ozone in the atmosphere. In the
dN;, 9n absence of an artificial sourc&{=0) the Q(alAg) con-
e —J3N;+J,N3—W, g—Nm— Nn> centration aH <45 km is low as a result of rapid extinction
m in collisions. The photodissociation OfZQilAg) as a source
+ N3N, (Kg+2Kg) + N(KéNi— K1oN1Ny) of O(®P) can be disregarded. The principal source ofR)(
in this case is the photodissociation of @nd Q(X32g’),
N, S KQ"NM+WS+2K7N3) , ) a!though reactior? invoIving Oz(alAg) glso plays an appre-
M ciable role. Ozone production occurs in the recombination of
N O(®P) and Q(X°%3) (reaction10).
— = =J;N3+W,| —=N,,—N, Exposure to radiation whose frequency coincides with
dt 9m the frequency of the electronic—vibration transition
m(X32§ ,V’)—>n(alAg , V") significantly alters the kinetics
—Na| > K§'Ny+Ws+K7Ng+J, of Oy production. In fact, the gfa’A,) photodissociation
M rate J, at an altitude of 20 km is TOtimes the ratel; for
+N3N4K G+ KgNﬁN, ©)) 02(X3Eg_) (Table ). Consequently, on the one hand, the
advent of a large quantity of goalAg) leads to the produc-
%: — (314 J5)N3— KgNaNy— K7NsNo + KNy NN, tion of additional atomic oxygen and th.e agceleration of re-
dt action 10, but then, on the other hand, it raises the feag-

4 mentation rate in reaction. This circumstance is illustrated
dN, in Fig. 3, which shows the rate§ of production and frag-
gt = 2(JsN1+J4N2) + Ng(J1+ 3o~ KgNa+K7Ny) mentation of Q(a'Ag) (a), OCP) (b), and Q (c). The val-

ues of the ratesS;, where S;=(J;+J,)N3; S3=J3Ny;
— 2KgNZN—K3gN1NgN. (5 S4=Jd4Ny; Ss=W,(9n/gmNm—Np); Se=KgN3Ny;

_ . _ M . _ 2N+
HereN; is the density of particles of thiéh speciesi=1 for S7=K7N3No; _ S=No2nKg N ; , So= K9N4N}
0,(X334); i=2 for Oy(atAy); i=3 for O;, andi=4 for Slo:.KloNlN“'N’ Su=WsN,, were obtamedi by .nu.mencal
o¢P); ,Slm andN,, are the degnsities of omolecules in states solution of the systeni2)—(5) for the case of irradiation at a
mandn, g,,, andg, are the multiplicities of their degeneracy; Ifqug??)/ ?i?wléaloiot:lheer;i?wn?;%iiggﬂu\?v:l(r:]yvquﬂ\]/e” ;:%nter of
N=3% Ni; Ke=(K§+Kp), Ko=(Ki+Kpg); and Wg X . e ’
—A,.. Under the stated assumptions J'=4,3"=3, andK'=K"=3 for 1=50 W/cn?, 7,,=5h

mn and forl =0 (dashed linesat 3 h after sunrise on the equator

Nm=Ni¢m, (to=8h 41 min) atH=20 km (the numbersl-11 in Fig. 3

:gva/ exd — 6,V /T] od - i cogespgnd t)o the rates of processes 1-11 in Table Il, and
em= KT 1—exp(— 65/T) kT)' So= 50 =S). . .

The rates of @ production and fragmentation under the

N,=Nye,, influence of laser radiation depend @), 7,,, andt,. The

 gnB,r exd oN"IT] E;r induced tranS|t|or_1 rateV, (which _depenlds ohy) determines
on= exp — —|, the rate of replenishment of exciteg(@"A4) molecules, the

KT 1—exp—6,/T) kT

laser pulse duratiom,, determines the number of these mol-
where 6, and 6, are characteristic vibrational temperatures,ecules during irradiation, while the tinig at which irradia-
andE;, andE;» are the rotational energies of the, @ol-  tion begins dictates the zenith angle and, hence, the solar
ecules in theX3E§ and alAg states,B,, andB,» are the radiation intensity, i.e.J,. Figure 4 shows the results of
rotational constants in vibrational statés andV”, andkis  numerical calculations of the variation of the density of O
Boltzmann’s constant. moleculesN; at an altitude of 20 km under the influence of
The quantitie€;, andE;» are calculated with allowance radiation with various values dfy(W,), 75, andtg. It is
for splitting of thej’ level in the X3E§ state into three evident that whert, differs only slightly from the time of
components witH'=K’+1,J'=K’, andJ'=K’—1 (Ref.  sunrise {,), laser irradiation lowers the £Oconcentration,
16). owing to the dominant influence of proce3s since the
We analyze the dynamics df;(t), assuming that the Oz(alAg) photodissociation rate is negligible during this
density of the mixture is constant. We consider the conditime (see Fig. 3. Later, however, a3, increases, the ozone
tions whenr,,> 7, 77,7, Where 7, is the duration of concentration is observed to increase as well. For sufficiently
irradiation, andrp, 71, and 7 are characteristic time con- large 7y, the final value ofN; can be much greater than the
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FIG. 4. Time variation of the density of{nolecules in the irradiated zone.

b 1,29 1,=50Wicn?; 3,4, 1,=200W/cnt; 1,2,45 7o=5h; 3,6 7
- =20 min.
707
107 density of Q@ molecules in the undisturbed atmosphere
(dashed ling For 1=50Wi/cnf, 7,,=5h, and

- 10! to=8h41 min this increase attains 1.5%, and for
' to=10 h 40 min it even be as much as 3.3%.

- 0 These results imply the existence of a domain of param-
£ eters (o, 7pu,W;) in which the Q production rate in the
b atmosphere can increase under the influence of radiation
5;-10’ with A~ 1.27um. These parameters determine the density of

— replenished galAg) molecules. It is therefore pertinent to
-107 consider the following problem: What muli(t) be in or-

T_____z der for dNz/dt at W,>0 andt,<t<ty+ 7, to be greater
: . . thanngldt at W,=0. We seek a solution faNz(t) in the
542 8.06 10.35 13.02 1529 &,k form N3(t) =e(t)N3(t), wheree(t)>1 is a bounded con-

tinuous function; hergand from now oh Nf(t)=N; (W,
=0) andN{=N{(to). We make use of the fact that the con-

c
105} tributions of reactions 6 and 9 to the dynamicsNyfunder
b 10 the influence of radiation can be disregarded under the given
108 T T == conditions, and2;K}N;=KsN=const. It is now readily
shown that
dN
10°F FEL2(NL+N)+3N5+N, =0, 6)
0 r—_—_—_—_—_—_——_—__—————— e — dN4 dN3
W+W:2(J3N1+J4N2). (7)
-10° ———— — Taking Eq.(7) into account, we can write the inequality
gy | r___ dN,/dt>dNYdt in the form
l \ 17,2 —(J1+J)NY(e — 1) — KsNO(eNy— N9 + K 10NN,
Z7 ] t
[ L (] i
5.4z 808 10.35 .02 15.29 &,k X N§+N3—8N3+2ﬁ (JsNa+J4No)dt | —KioNN3
0
t
X | N§+N§— Ng+2f (N9 +J,N9)dt|>0. )
to

FIG. 3. Time variation of the rates of production and destruction of . .
0,(a'Ay) (@), OCP) (b), and Q (c) during laser irradiation of the atmo- Let J,(t) andJ3(t) be monotonic, nondecreasing func-

sphere ah~1.25um for W,>0 (solid curveg andW, =0 (dashed curves  tions in the intervalto<t<ty+ 7,,] (these conditions pre-
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vail in the atmosphere from sunrise to ndoklsing these
conditions along with relation&) and(7), we readily obtain
the upper bounds

3
Zl NE—(Np+N;+eN)<N;8;+N,5,, (9)

P

Il
iy

NE—(N;+N,+eNJ)=NS6+ NS89, (10)

Here 81=7pu/7rs, 2= Tpul Trar Tri(i=3, 4)=[Ji(t)]7",
and 5i0= 6i(tg). Making use of(9), (10), and the following
relations, which hold atz=20km, 7g4/7e3~1.2X10 %,
NS~NI(t), andNJ(t)>={ ,N°(t), we write inequality(8)
in the form

N2+bN,+c<0,
TF
NV A
1 27pu|’Y3
NO(S—].)T ( T )}
0 3 F4 0 F 0
NG = NG 1 a8,
1 2Tpu| 2 27_pu|')/3
m10=[N?Ky] 1, m=[NK;] 7%,
0
|
Te= TeaT10/ 77, Yiczm- (11
1

Inequality (11) has two real positive roots ib?—4c
>0 andb<0. In this case there exists a set of densilgs
such thatN3'<N,<N35". For b>0 there is one positive
root, and G<N,=<N3". We now estimateN5"? and N for
the indicated cases. The inequalib<<O holds for 7
>gy37¢/2, which for z=20 km at noon and:~1 corre-
sponds tor,,>120.8 s(here the conditiot?—4c¢>0 holds
for any 7,,>0). We note that for any it is possible to
choosery, such thatb<<0. This indicates that even when
Tr4> 77 [the photodissociation of g)alAg) is a slower pro-
cess than the chemical fragmentation of] Oy, can be
chosen so thadlN;/dt>dNJ/dt. Allowing for the fact that
T10Y5 77<1, for N3 and NI we obtain

(e—=1)7r4
sup 0 _ o) R4 0
N3 Nl[l Y3 27’pu| Y2l
inf 0 72 (8_1)TF4
Ng ~Ng| —+—F—— (12
8 2Tpul

It follows from Egs.(12) that N3** increases and, con-
versely,Ng‘f decreases ag, decreases and ag, increases.
We have thus shown that if the quantity of(@"A ) replen-
ished by irradiation with\ =1.27 um satisfies the indicated
set of solutions, the rate of{production in the atmosphere
for W,>0 is greater than fovV,=0, andN3(t)>Ng(t).

In the casédb>0 a necessary condition for the existence

of N3"P>0 is the relationc<0, which is valid fore<1 and
Tpu|<8’yg’7'|:/2, i.e., the density of @molecules in the inter-

A. M. Starik and O. V. Taranov

N/NG| 2
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g 107 10¢ 107 10* 10°|w|

FIG. 5. Bounds on the g)alAg) concentration versus the parameter

val 7, decreases in this cas{éxlg(t)<Ng(t)]. If e<(1
+ 99710/ 77) (1+ 710/477), thenN5™Pis given by the expres-
sion

N3 2
N§UP~ 2\ [~ (7ea(1—&) + ¥97¢) (13)
2 2 0 F4 &) T Y27F).

Y3Tpul

In contrast with the preceding cas¢$"” now decreases
as 7, increases for allrpu|<syng/2.

Inasmuch afN, depends oW, it is clear that condi-
tions also exist for the quantity However, even in the el-
ementary case when) is much shorter than the characteris-
tic times of collisional processes, no one has succeeded in
obtaining expressions in explicit form for the bounds\Wi
andl. The value ot also occurs implicitly ifN3"*and N},
becauserg, and 7z5; depend ont. As ty to noontime, the
value of -, decrease more rapidly thar; (Ref. 9. A
natural lower bound oil, is Ng. The densityN, also has an
upper bound, which depends on the irradiation technique. In
the event of saturation of the absorbing transition we have
NI*= G, NY(1+ G, where Gpn=0gnNSNE/gnNSNE.
Figure 5 shows the bounds &y as functions of the dimen-
sionless parametaes= (& —1)7g4/ 7y, Which characterizes
the relative variation of the £concentration under the influ-
ence of radiation during the tims,, starting with the time
t=ty. Here curved and?2 correspond thg‘f/Ng= f(w) and
NSY/N3= ¢(w) for the caseo<0, whene>1, curve3 cor-
responds tdNS"NS= (w), whenb>0 ands<1 for Toul
<syng/2 (w<0), and curvest and 5 correspond to the
natural bound$N3/NJ and N3®/N3.

We now examine the values bF, such that for a given
o the maximum values of or, equivalently, the maximum
values of N3 are attained att=7,,. Let 73
<min{77,7e4,Ws '}, 75=(SuKyNy) ! (this condition is
satisfied atH=<30 km). The variations oN; andN, in the
interval [tg,to+ 7p,] can now be written in the approxima-
tion of a two-level system:

N;=B/A+(NS—B/A)exp — A(t—to)/7a),

N,= NS+ (NS—B/A)[1—exp( —A(t—to)/74)],
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On )TA
A=|—on,+ — 41,
(gm PmT Pn 7

(NT+N3), (14

TA— Tg-

TA
B= ( cpn?l +1
Taking Eq.(7) into account, folN3(t) we have

Na=exp(—ay(t))

t
Ngﬁtft bi(t)expa(t))dt
0

t
al(t) = J’t [‘Jl+ J2+ K7N2+ KlON Nl]dt,
0

by(t)= (15

t
S+ NS+ th [J3N1+J4N2]dt} K1oN;N.
0

We now introduce simplifying assumptions. Let,
>A"17, andty>r, . We can then write the solutior{¢4)
in the form

N;=(NT+N3)y, Np=(Ni+N5(1-y),

-1
14 o0 &m

Om ¢n

Next we make use of the fact thaty< 7, , 7, for the
given conditions. 1fJ,N,>J3N, in this casethe latter con-
dition holds forN,>NU"), then att,>t,

TA

1+, = (16)

y:

TA
1+0,—
®n 7

ft(J4N2+J3N1)dt=J4ft N,dt,
to to
and fora4(t) andb,(t) we readily obtain
ay(t)=ax(t—1tg) 710,
by (t) =yai(N3+NJ[1+bi(1—-y)(t—to)],
bS=2/7e4(yi+¥5) (¥5+ 79
a,=ajly+(1-y) 710/ 77]. (17)

Substituting Egs(17) into (15 and making use of the
fact thatN§>Ng, we obtain

N3=N5{ci(1—c)[1—exp —(t—tg)ay)]
+C1Ca(t—tg) +exp — (t—tg)ay)},

ai=(yi+v9)/ 710,

e
Ci=Y[y(1—Tio/77)+ 110/ 77]7Y,  Ca=(1-y) a—;-
(18)
The functionN;(t) determined from{18) has a minimum for

In cj 1-¢
t=to+ —, Cy=1+ ,
a C1Cs

(1—(1—cy)cy)+caca(incg—1)

NI""=NE{ ¢, +
C3

At 7, <ty therefore, irradiation causé¥; to decrease,
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(b$) "1=3.15x10°s]: N3=N§ci{1—co+Cran(t—tg)}. In
this time interval the functioNz(y) has a maximum at
Y=Yo:

-1
r
YO:(_Y_l)

710
r
—7—1)<1+
710

Joo
‘}’g T10

g('f_'[o)/7'F4\77__7

X

7'pul'}’g(t - to)) _ 1)

27ry

e
Y3710
2 T7

X

.
(1+Gm) 1= —(g-1)?
7

The maximum value ot in this case is given by the
EXPressions ma= N3*IN§=c,+ (1—yo)bj(t—to). Sincey
depends on the ratio, /7, it is clear that a decrease in
causes to decrease foy<<y, and, conversely, to increase
for y>vy,. Figure 5 shows the dependenceNsf/N3 on the
parameterw corresponding te ., (curve 6). We note that
the range of possible values Nf, for which g, iS attained
for a givenr,, increases a® increases.

From these considerations we infer the existence of a
large set of parameters characterizing irradiation
(to, 7pu,W,), for which the excitation of molecular oxygen
in the Q(alAg) state causes the rate of production af i®
the stratosphere to increase and for which thec@ncentra-
tion in the irradiated zone increases significantly.
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01617.
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Increase in the hydraulic pressure in various zones of a two-fluid hydrophilic capillary
due to nonuniformity of the external electric field

D. V. Tikhomolov and O. N. Slyadneva

St. Petersburg State University, 199124 St. Petersburg, Russia
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The phenomenon whereby the thickness of the water film next to the inner surface of a
hydrophilic capillary filled with two fluids increases in the presence of an external static electric
field is investigated. A hypothesis of the essential nature of the phenomenon is submitted,

along with a corresponding equation for calculating numerically the thickness variations as a
function of several parameters of the working system, including the strength of the external

field. Experimental results are given. The results of theoretical calculations and the experimental
data are shown to be in good agreement. The orientation of stationary dipoles of the

molecules constituting highly polar liquids in an electric field is estimated.1998 American
Institute of Physicg.S1063-784£98)00408-3

The subject of this paper is the experimentally estabthe thickness of the film in the equilibrium state was
lished phenomenon that the thickness of a polar electrolyte- 10— 100m.
(watep film contained between a nonpolar flujdthether a It followed from the experiments that the film thickness
gas or a liquid is immaterialnd a solid surface increases in increased by an order of magnitude or more when the capil-
systems investigated by us with a special intricate geometrilary was exposed to an external static electric field charac-
cal structurethe details of which are described belomnder  terized by an average strength along the capillary
the influence of a static or slowly alternatifguaranteed up Ex=U,/l,=0.1-4 V/cm (U, is the potential difference be-
to 50 H2 electric field. In our opinion, the specific geometri- tween the ends of the capillary, ahdis the length of the
cal structure of the systelthe measurement cgllescribed capillary). Optical observations confirmed that the new equi-
below is not really significant at the conceptual, qualitativelibrium state acquired by the film under the influence of the
level, but was chosen by us because, first, it enabled us @xternal field, as a ruts had a constant thickness along the
carry out a specific numerical calculation of the physical@xis of the capillary; synchronous optical observations cor-
constants from the experimental results and, second, this cdfflate qualitatively with electrical measuremehfsAt this
was the one used in the actual experiments. Consequentlg,o'”t’ however, we note that a change of size and shape can

the results of the study can be applied to systems havinj€ détected but not measured by optical means.
other geometrical configurations, e.g., to classical direct |€S€ observations have provided the basis of an elec-

emulsions. The sum-total of the results available to us at thIérOkme“C logging method which has been tested in on-site

present time, characterizing various aspects of the phenong_eoplhysmalt|ﬂdustt)r|al-e>r§pllf[)rgt|t())n opera;;@ﬁsbutthwhose
enon(optical, electrical, et¢, has led us to hypothesize that ngg Zplg]ceknof \?vzll-zg\r/lelj ee d ;;ﬁ;ﬁ?c rZrI]s?tignser rea-
this phenomenological macrophysical property of the given ped p . i

In 1993 one of the present authors published a Pgaper

system is attributable to an anomaly of the molecular struc- . . : . .
i T - . “advancing a hypothesis to account for the increase in the film
ture of water as a special case of a liquid consisting of highl

Yhicknesses under the influence of an external field. How-

polar molecules. ) ever, the vast inventory of experimental data accumulated

One of the present authors has published the results of §l}e,i51y over a wide range of possible variables has un-
expenmental.stug“y of the dc electrical conductivity of & jergcored the advisability of elaborating the advanced hy-
model emulsion in a hydrophilic cylindrical capillary. The 4hesis and subjecting it to more rigorous theoretical analy-
system consisted of a quartz glass capillary filled with asis ynderlying the theoretical solution of the problem is a
current-conducting aqueous solution of an electrolffe®  model working system used in virtually all scientific studies
dispersion mediumand containing in its interior a nonpolar concerned with modeling the behavior of capillary-porous
fluid (gas or liquid — the disperse phase the form of a  podies filled with two fluid$~*® Schematically the given
column extending along the axis of the capillary. The lengthmodel systemFig. 1) consists of a hydrophilic cylindrical
of the column () was greater than the diameter of the cap-capillary having a constant circular cross sectiofi radius
illary (2ry), but no more than tenfold. When the capillary r,). A nonpolar fluid column in the shape of a cylindef
was filled with fluids, owing to the natural hydrophilic qual- radiusr), terminated at the ends in hemispheres of the same
ity of glass, a thin film of water remained between the laterakadius as the cylindrical part of the colufiris placed in the
surface of the column and the inner surface of the capillarymiddle part of the capillary. The remaining interior space of

1063-7842/98/43(8)/6/$15.00 898 © 1998 American Institute of Physics
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tions (Fig. 1), which for now are based on the conventional

I I
' I —_— classical physics description of the significant parameters of
! To el. circuit
-]
J 1

——— 1
To el. circuit T

-+

NI

molecular media in terms of a statistical mean, which re-
mains invariant in an infinitely small unit volume of the me-
- dium.

¢ We choose the direction of flow past the hemispheres as
FIG. 1. Diagram of the model capillary systeghown schematically — the coordinate along which the variations of the parameters
actuallyr,>ry). in the investigated process are to be estimated:

»

l

X=r. Sin 6=(r,—ry) sin 6. @

the capillary is filled with an aqueous electrolyte solution,in accordance with the foregoing discussion, we write the
which forms a thin electrolytic buffer laydéwetting fluid) of  relation between the-component of the external electric

thickness ¢=r—r. between the outer cylindrical surface of field and the geometrical parameters of zone Il in the form
the column and the inner surface of the capillary.

In the absence of external forGacluding electrig fields d(IR) 1

the equilibrium value of ; depends on the balance of forces: Ex= dx =1

the capillary pressure from the cylindrical part of the column

and all possible components of the disjoining pressuravherel is the current intensity, which as a charge flow in the

present in the filnt? absence of concentratignhargé polarizatior? does not de-
When the ends of the capillafyith the indicated equi- pend on position in the aqueous solution, i.e., is not a func-

librium already established in)itire connected to the electric tion of x; R is the electrical resistancg; is the electrical

circuit, the magnitudes of the external fidicare constantin  conductivity of the solution, andra?=m(rZ—r2) is the

the axial direction in the region occupied by the aqueousransverse cross section of the annular film in zbne

solution alone(zonelll in Fig. 1) and in the water film ad- In the postulated physical scenario of increasing film

joining the cylindrical surface of the columzonel in the  thickness we are concerned not with the absolute strength of

figure); in other words, the field is uniform in both zonks the field as with its incremertE:

andlll. The water in these zones is polarized in the external

@

)(7T(a2+ x?) '

field and, like any highly polar substance, primarily because I 1

of the orientation componefti.e., orientation of the polar dE= X \ a2+x2)” )
water molecules as constant dipoles in the external ffeld.

Here the poles of the 4O dipolé”, being of opposite sign We now describe the medium with its molecular struc-
and equal magnitude, are acted upon by electric forces equalre taken into account. For this purpose we arbitrarily de-
in absolute value but oppositely directed. limit a vacuous region in zonk. We characterize the size of

A different situation is encountered in the case of waterthis void by the radius of a sphere whose volume equals the
dipoles in the electrolyte-occupied zone between the surfacedatistical mean volume of the medium associated with the
of the hemispheres and the inner surface of the capillaryraction of each molecule, taking into account existing no-
(zonell in Fig. 1). The dipoles are oriented in this zone astions as to the structural configuration of specific liquids-
well, but here the lines of force of the electric field bend.,  ter in this casg At the center of the sphere we place a water
the field is not uniform and, accordingly, the electric forces molecular dipole characterized by the distance between its
acting on the pole of the dipole do not cancel out. We aspoles dg, and by the chargey,. Inasmuch as the force
sume that no other factors influence the dipole in the systentharacteristics of the external electric field acting on a mol-
According to classical mechanics principles, the moleculeecule in the systems treated here depend mainly on the
then acquires angular momentum in the direction of increasOhmic losses of the mediufand not on the dielectric losses
ing external field. By virtue of the symmetry of the force as in Onsager's pap&f, we place the delimited void in a
fields the motion of the dipoles in both directions of the continuum characterized by the conductivjgyof the solu-
column is directed from zonkl to zonel, creating in zoné  tion.
an elevated hydraulic pressure against the cylindrical surface It is a well-known fact that in an external static electric
of the nonpolar fluid and thereby pushing it in the directionfield the dipole electric vector of a molecule of a polar sub-
normal to the axis of the capillary. The motion stops if astancegwatep tends to align itself in a direction tangential to
countereffect occurs in the working system during applicathe direction of the external field vector. We assume by vir-
tion of the external field. Since the water phase is continuoutue of the entropy factor that the dipole vector and the exter-
and the column has a finite volume, when this motion of thenal field vector are in different directions separated by an
molecules is summed over all dipoles in zdhgit should anglevy. It is obvious that the effectiveness of the external
cause the thickness of the water film to increase and, accordield acting on the molecular dipole is determined quantita-
ingly, the radius of the column to decrease. The latter effectively in the geometrical sense by the average projection of
implies an increase in the capillary pressure in the directiorthe constant dipole moment of the molecule onto the direc-
from zonel to zonelll .1 tion of the external field, i.e., in accordance with the relation

Our theoretical derivation of the force driving the motion E.4=E cosy. In the statistical sense the efficiency of the
of the dipoles rests primarily on a series of simple construcexternal field acting on the dipole is proportional to the cor-
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relationw of the rotation of the dipole moment in the direc- However, since the electric field parameter appearing in
tion of the external field® We can therefore write the equation, i.e., the current intensity, depends on the spe-
cific structure of the conducting channel, it is incorrect to
substitute the experimentally recorded current intensity into
The electric forced f; acting in zondl on the dipoles in the the theoretical equatidi.The parameters of the electric field
volume of a water ring of thickness equal to the characterismust be represented in such a way as to give explicit form to
tic diameterd,, o, of the void for the water molecule: the geometrical structure of the current-carrying channel of
2 the aqueous solution. This requirement is easily met if the
daip current intensity is represented as the quotient of the poten-
m cosvy, tial differen_cr—_z between thg ends of _the total cylinder
®) U,=const divided by the resistance @gair the total cap-
illary Ry="f(ry). In the postulated system model the capil-
whereeg,onNa/M is the statistical mean density for one of lary resistance is the sum of the resistances of three parts
the poles of the dipole per unit volume of wat&y;, is the  occurring in series: the part outside the colurfam both
pole charge of the kO dipole(equal in absolute value to the sides in summation the part encompassing both menisci
electron charge py is the bulk density of HO, M is the  (again in summation and the part where the water film is
molecular mass of O, w(a2+x2)dH20 is the volume of the  bounded by the cylindrical part of the surface of the column.

W=COS 7. (4)

1

df, _
a?+x?

pmNA )
=Cdip m(a%+x )dHZOX

indicated ring, The corresponding equation has been published eérlier:
2 re—r

l_ ; R¢= > arctan(k—f)2

X7\ a?+x? XTI = (re—=ry) M= (re=ry)
is the difference between the field strengths on the surfaces le—2(r—ry¢) 1
bounding the indicated ring, aret;, is the distance between + Ya[r2—(re—r)?] + o ©
poles of the dipole in the $O molecule(we shall assume K K
from now on thatdg;, is equal to 0.4 10 m, in accor- The first term on the right side reflects the resistance in

dance with Ref. 18 we use the last termg,/dy,o to adjust the vicinity of the menisci, the second term refers to the
for the fact that the probability density of the dipoles in theWater ring in the cylindrical part of the column, the third
ring is lower in the statistical mean than fo,® (the dis-  term gives the resistance outside the colutgris the length
tance between poles of the dipole is smaller than the dianf2f the column including the menisdi is the length of the
eter of the water molecule and so is even smaller than theapillary, andy is the conductivity of the solution. Replacing

diameter of the voig I in Eq. (8) by the voltageU, as a quantity independent of
The electric force acting on all the dipoles in each zoneghe structure of the conducting channel in explicit form and
Il is by R, as written on the right side of E¢9), we obtain the

final form of the equation derived in accordance with the

2| puNal postulated physical notions regarding the cause of the in-
Fei= L ~ Qaip€aip—yy—| (@7 X )d 2| %Y crease in the film thickness and the mechanism characteriz-
ing the equilibrium state of the current-carrying film:
ddlpedIp I\IA\/I B w Usw €aipPmNadaip n Mk
re—r K
< MIri=(re—ro?1 ri=(ne—rp?
| pmNA r
dd|ped|p M In W. (6) M=r¢

—(r—rp)? J_i_rf arc“”‘”m

The force created by the evolution of the capillary pres-

sure in the case of a cylindrical surface is . le—2(rk—ry) n h—le| o (10)
—(ne—rp? g M= T
Fe=| | m(r2=r8) = —— ar2—(r,—r/)?] 7) - ol di -
K lre ko le/ T Tk Mk D In concluding the theoretical discussion, we call atten-
_ o _ _ tion to the fact that the latter equation contains two variables
whereo is the two-fluid interfacial surface tension. whose values are knowa priori. One is the unknown resis-

~ Thus, proceeding from the basic concepts of forces actancer itself, and the second is. The substitution of the
ing in the system and governing the equilibrium film thick- ahove-determined value of into the equation is ruled out
ness in the capillary connected into the circuit producing theyy the extremely debatable issue of the measure of orienta-

external field, we obtain tion of the H,O molecule in watefliquid) when the latter is
2 exposed to a static electric field.
W edipPM'\‘A'ddipIn Mk __97 (r2=(r—rp?. The question ofv can be answered in principle by com-
Mx rﬁ—(rk—rf)2 re—ret X Kt paring the results of calculations of by an independent

(8) method unrelated to the conceptualization proposed here.
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Such a comparison can be based on an equation expressing t .
Ohm's law for the resistance of the capillary as a whatg)( Tr Tpomm
in terms of the resistances of the individual parts of the 70000: . .
complex-structured current-carrying channel. The numerical 8000+
values ofRy can be obtained from experiments to measure 5000: 1
the current—voltage curveR(=U,/I). -
Here we base the Ohm’s law calculations on the same 4000 2
model system as in the theoretical derivation. The corre- 2000+
sponding computational equation is obviously Ef).. To 7 S S T I T S
underscore the fact that the resistamgecalculated in this 0 10 20 30 40 4,V

case is not connected to the theoretical derivation, but re- .
flects the thickening phenomenon in its own right, we attacif'®: 2 ©raphs of;
the superscripe’ to the pertinent value af;, writing r§ to
signify that the value corresponds to the experimental result.
Like the theoretically calculated value, the “"experimentaltheoretically unrelated to the initial zero-current equilibrium,
value” can contain an error due to inconsistency between thgh the experimental work we did not wait for equilibrium in
real structure and the model structure, but this fact has nehe initial system and instead began to apply the external
bearing on the physical postulates concerning the mechanisfield 25—30 min after filling the capillary with the fluid, at
of the current-induced film thickening process. which time the period of rapid variations of the geometrical
The parametew can be evaluated by two methotte-  parameters of the film had come to an end. Figure 2 shows
cording to control calculations for special cases, the values ahe experimental data forf=f(U,) as points on the graph,
are very closg The first method is to substitute the value of along with the approximating curv2 (the correlation coef-
r{ determined from resistance measurements into(EQ). ficient is 0.95 as representative of typical curves obtained in
In this case the only unknown i&. The second method, our experiments. The geometrical characteristics of the sys-
which we use below, entails the following. It is initially as- tem represented by cun&are exactly identical with those
sumed thatv=1, i.e., that the axes of all dipoles are strictly underlying the model calculations of=f(U,) (curvel in
aligned with the external electric field. We denote the correFig. 2.2 We have subjected the experimental data to statis-
sponding calculated thickness bly. The corresponding spe- tical processinf with a view toward discerning reliable con-

=f(Uy) andr{=f(U,).

cial form of (10) is sistencies in the variation of the parametric relations ob-
5 tained from the experiment using E®) and calculated from
€aipPMNadaip Mk Eqg. (11). We analyzed 26 experimentally determineeV
“ M[r2—(r,—rH2] r2—(r,—rhH? curves at 15—-20 measurement points each. The results of the
calculations ofr§ andr; were compared for each curve by
2 re—r setting the geometrical characteristics of the model cell in the
X W arctanW f:alculation ofr_tf exactly equal to thg aqtual measured values
in each experiment for the determinationrgf We grouped
Ic_z(rk_rtf) le—1le o these 26 tests into three samples differing in the general in-
2 T2 T . (11)  dices of the nature of the nonpolar fluid and the constituency
M= (N r) M M= T of the electrolyte.
We use Eq(11) to find the corresponding value of . Thus, sample 1 comprised systems with octane and KCI

The value ofw is obviously determined from the expression solution as the fluids and with the following dimensians
andl (um) for the ten experimental systems included in the

re sample(respectively. 126 and 1000; 108 and 1000; 68 and
W= (120 950; 44 and 2600; 126 and 1000; 126 and 1500; 64 and
f 1250; 114 and 550; 157 and 1250; 143 and 1250.
To illustrate the values aft=f(U,) obtained from Eq. Sample 2 comprised systems with octane and NaCl so-

(11, curvel in Fig. 2 is calculated for the system octane— lution as the fluids and with the following dimensionsand

KCI with the geometrical characteristicg=126um andl, |, (um) (respectively. 67 and 2350; 59 and 1500; 132 and

=1x10° um.” 2350; 67 and 950; 74 and 1170; 59 and 1660; 59 and 4000;
We now describe the experimental part of the study. Thé&0 and 1660; 132 and 2320; 46 and 1480.

following characteristics were varied in the experiment: the  Sample 3 comprised systems with air and KCI solution

radius of the capillary (46 170um); the length of the col- as the fluids and with the following dimensiong and |

umn[(10—-20)r,]; the constituency of the electroly(CL, (um) (respectively. 123 and 1400; 68 and 1800; 150 and

NaCl); the nature of the nonpolar fluibctane, air. The  2350; 119 and 1750; 104 and 1600; 117 and 2550.

length of the capillary was 25 cm in all the tests. The elec- Calculations show that the electric field in the vicinity of

trolyte concentration was M. (y~1 S/m). It has been re- the menisci(zone IlI) for all the samples was (22.7)

marked previousBf"!! that the system takes a long time to X 10°V/m for U,=3V and (5-6)Xx10°V/m for U,=25

settle into equilibrium at zero current. Since the application—40V. It follows from the data, in particular, th#t,, de-

of an external electric field establishes a new equilibriumpends scarcely at all on the composition and only very
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rfe,nm ated electrical resistances of the system. However, based on
6000 the experimentally deduced logic of the model solution,

practical experience in experiments, and the analogy to the

000 data-similarity issue encountered in an analysis of published
4000 information on the polarization of dipolar dielectric liquids,

we have assumed that the most probable factor responsible
for our actually observed discrepancy between the numerical
data forr§ andr} is the influence of the entropy factor on the
orientation of the dipole molecules.

The comparative analysis of the best-known theories in-
terests us only as it bears on the final results, and for this
FIG. 3. Graphs ofri=f(U). The symbols represent experimental data "€8S0N We discuss in greater detail certain aspects of consis-
points, and the curves are approximations to thirill) octane—KCI2, +) tency between the resulting data and classical canons of po-
octane—NaCl solutiorB, A) air—KCI solution. larization theories for dipolar dielectrics. In the physical

sense we interpret the valueswf cosy=0.4— 0.6 obtained

in our work in an external field of 30605000 V/m as the
slightly on Uy. The results of calculations of the average average value of the projection of the constant dipole mo-
values from Eqs(9)—(11) for all the samples are shown in ment of the water molecule onto the direction of the external
Figs. 3 and 4. field vector. The values obtained farare in good agreement

Following are, in our opinion, the most fundamental with Kirkwood’s data obtained in a calculation of the dielec-
conclusions drawn from an analysis of the actual data inditric constant of water on the basis of an analysis of his

Jogo
2000
1000

rverrryvyvyryvogrzy

i
0 0 20 S50 49 50U,V

cated above and shown in the figures. model. He estimates the orientation parameterjcoalcu-

1. To a high degree of approximation the valuesvafo  |ated in the present study to have a value of 0.4—0.5, and he
not depend orJ, . interprets it in the geometrical sense as a projection. On the
2. The values ofw are essentially independent of the other hand, it should be noted that our valuesaoflo not
geometrical characteristics of the systems. conform nearly as well to the theoretical principles of Debye

3. The sample-average valuesr§fandr} for a model and Onsager. This summarization appears legitimate to us
having geometrical characteristics equal to the real averagdégom the practical standpoint. In particular, it is generally
and having physical parameters equal to those used in thegnown'® that the application of the Debye and Onsager theo-
experimental sample are of the same order, differing at mosies and combinations formulated on the basis thereof to lig-
by a factor of two or three in absolute value. uids consisting of polar molecules yields substantially infe-

4. The values ofr{ are always lower than the corre- rior results in calculations of the main electrical parameters
sponding values af}, indicating that the error of estimation (e.g., the dielectric constantn light of the historical evolu-
of r¢ by means ofr} is systematic, the discrepancy being tion of Debye’s opinions, strictly speaking, any Debye model
essentially independent of the nature of the nonpolar fluidwill be inferior to Kirkwood's model in consistency with the
and depending very slightly on the constituency of the elecfinal result. For the sake of objectivity we note that the
trolyte in the investigated systems. In the first approximatiorphysical significance of the entropy factor is transparent and
the ratio of r¢ to r (i.e., w or cosy) is constant with an well defined in the Debye theory: the molecular-thermal mo-
estimated value in the interval 0.3-0.6. tion of molecules. In the Kirkwood theory this factor is ab-

It is obvious that for the given physical structure of the stract and is incorporated into the theory independently of
model the indicated systematic error can be attributed to ththe nature of the forces governing it. Nonetheless, both theo-
omission of several probable phenomena associated, for ekes contain semiempirical clues. Both the local field in the
ample, with motion(including flow), the onset of viscous Debye—Onsager theories and the height of the potential bar-
friction forces, and a dearth of specific details of the geo-ier in Kirkwood’s theory can only be determined experi-
metrical structure of the conducting channel with the evalumentally, in essence representing empirical correction factors
to the analytical relations.

With these considerations and the above-described ex-
perimental data as guidelines, we can only state that our
investigated phenomenological effect cannot be described on
the basis of a Debye theory, most likely because of incorrect
notions concerning the thermal motion of molecules in lig-
uids in the indicated theoretical studies. This assertion is
probably consistent with the latest opinions expressed by De-
bye himself(1935.

The main conclusions of our work are summarized as
follows.

10 20 d0 20 52, YV 1. The closeness of the film thicknesses calculated on the
basis of our proposed hypothesis, even without regard for the
FIG. 4. Graphs ofv=f(U,). The legend is the same as in Fig. 3. influence of the entropy factor on the orientation of the water

[/ I 1 1 1 1 A 1 I
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dipoles, to the thicknesses determined by an independefithe exclusion of from the derivatives with respect toin the derivation
method dissociated from our hypothesis indicates the validity does not contradict the stated assumption: The current intensity differs for

: L . different structures, but in any case it is constant over the entire conducting
of the hypothesis explaining why the thickness of a water channel for any structure, regardless| of

film increases under the influence of an external electriopiticulties are met in solving both Eq11) and Eq.(9) in explicit form for
field, all the more so in overview of the evolution of the r}andr¢, respectively. We have relied on an iterative numerical procedure
pressure gradient in highly polar liquids exposed to a non- implemented on a computer using standard applied algorithms and pro-

; P grams.
uniform electric field. ®The scatter of the results pertaining to systems of the given sample is

_ 2. The va_lue optalned fow is interpreted as the projec- extremely small folU,>3 V; at lower voltagedJ, the scatter is greater
tion of the orientation of the dipole moment vector of® and irregular, but the average values are close to the high-voltage averages.
molecules onto the direction of the external electric field as a
result of the entropy factor. The indicated valuewnofs very
close to the parameter given by Kirkwood, which essentially :p. v. Tikhomolov, N. N. Krasikov, and L. M. Marmorshie Kolloidn.
characterizes the same property in highly polar liquids — the zh. 48, 1034(1986. )
cause of the orientation effect in static electric fields. ?K. P. Tikhomolova, N. S. Arndt, D. V. Tikhomolov, and E. Voznaya,
Kolloidn. Zh. 52, 805 (1990.
3D. V. Tikhomolov, Author’s Abstract of Candidate’s Dissertatjim Rus-
YThe local instability of fluids sometimes for high valuesebr prolonged siar], Leningrad Gos. Univ., Leningrad, 1986.
exposure to the external electric field has caused optically detected lenticu4N. N. Krasikov and D. V. Tikhomolov, Kolloidn. Zh48, 1164 (1986.
lar water layers to evolve, adjacent to the film, so that the calculated5p. v, Tikhomolov, A. P. Konshin, and N. N. Krasikov, Geol. Razvedka,
average thickness of the film in the initial stages of its formation are too No. 2, 136(1989.
high. The experiment was halted when such a “dimple” was observed to 6p_ V. Tikhomolov, P. A. Aleksandrov, A. P. Konshiet al, Inventor's
develop. Certificate No. 1484118in Russian, Priority April 9, 1987.
dIn the strict theoretical sense the only dubious part of the film in the 7p. v. Tikhomolov, Zh. Prikl. Khim.66, 519 (1993.
zero-field equilibrium state occurs at the junction of the hemisphere and8a. Bretherton, J. Fluid Mechl0, 166 (1961).
the cylinder. Diametrically opposing notions are advanced, but all are®C. w. Parc and G. M. Homsy, J. Fluid Mech39, 291 (1984).
based on the authors’ own logical deliberations without rigorous proof.20k. p. Tikhomolova and O. V. Kokorina, Kolloidn. Zi55, 147 (1993.
However, considering the order of magnitude of the thicknesses obtainett k. p. Tikhomolova and O. V. Kokorina, Kolloidn. ZI55, 167 (1993.
experimentally and the length of the disputed zone, its resistance could né8y. |. [vanov, V. V. Kalinin, and V. M. Starov, Kolloidn. Zh55, 32
contribute significantly to the resistance of the capillary as a whole. Prac- (1993.
tically speaking, the structure of the film can differ initially from the model 13N, p. Astrakhantseva and O. G. Us’yarov,Rnoceedings of the Confer-
in that scarcely any time variation of the conductivity is observed, owing ence on Surface Forces in Thin Films and Stability of ColldidsRus-
to the long time to settle into equilibrium and the formation of dimples, so = sian|, Nauka, Moscow(1974, pp. 155—163.
that in reality equilibrium never occurs. Moreover, long, thin fluid columns 4B v, Deryagin, N. V. Churaev, and V. M. MulleSurface Forcegin
are characterized by the development of a variety of changes due to fluc- Russian, Nauka, Moscow, 1987.
tuation effects. 5Ya. I. Frenkel’ and A. I. Gubanov, Usp. Fiz. Na@4, 68 (1940.
30verlooking for now the debate as to what should be the measure ofQ. A. Osipov and V. I. Minkin,Handbook of Dipole Momen{én Rus-
orientation, we note that the viewpoints of most authors known to us sjan, Vysshaya Shkola, Mosco 965, 264 pp.
converge in this assertion. For example, according to Kirkwood’s modell’K, p. Tikhomolova, Electroosmosigin Russiai, Khimiya, Leningrad
the fraction of the orientation component of the polarization of water (1989, 247 pp.
amounts to 0.85. All other authors report an even higher fraction. 18y, V. Sinyukov, Structure of Monatomic Liquids, Water, and Aqueous
“In the ensuing discussion we regard water molecules as an integratedglectrolyte Solutiongin Russiaf, Nauka, Moscow(1976), 255 pp.
physical system endowed with definite electrical and geometrical proper®y, p. D'yakonov,Handbook of BASIC Algorithms and Programs for Per-
ties known from other data. sonal Computer§in Russiaf, Nauka, Moscow(1989, 240 pp.
9Concentration polarization should not occur for the thicknesses encoun-
tered in the experimenig. Translated by James S. Wood
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On the basis of the principle of minimization of energy of a closed system in which spontaneous
processes are occurring, we investigate the breakup of a highly charged drop into two and
three droplets of comparable dimensions under conditions of virtual spheroidal deformations.
© 1998 American Institute of Physid$S1063-784208)00508-X

INTRODUCTION tempted to investigate the stability relative to strong spheroi-
dal deformations of a charged drop with subcritical charge.
As was shown in Refs. 1 and 2, a drop carrying a chargedowever, some inaccuracies in the physical statement of the
greater than or equal to the Rayleigh limit disintegrates byproblem were made in Ref. 11, having no good effect on the
emitting roughly two hundred fine daughter droplets, roughlyensuing analysis. In particular, they neglected the electro-
two orders of magnitude smaller in size, and losing in suctstatic interaction of the droplets in the final staafter
an event only 0.5% of its initial mass and 23% of its initial breakup, which makes a substantial contribution to the bal-
charge. At the same time, a number of experimental studiesnce of energy.
(see, e.g., Refs. 3)+Hhave observed the breakup of charged Thus, we will attempt to derive a condition for the
drops into a small number of droplets of comparable dimenbreakup of a charged drop of an inviscid, incompressible
sions. This type of breakup has been noted by observers fdiguid into two or three droplets of comparable dimensions,
ball lightning® Of course, under different experimental and proceeding on the basis that). the total potential energy of
natural conditions breakup of a drop into two droplets ofthe daughter droplets in the final count should be the mini-
comparable dimensions can be explained by different causnum value in accordance with the principle of minimum
ative factors. For example, in the experiments performed irpotential energy of the final state of a closed systeyye
Ref. 5 such a breakup was explained as caused by significaniill take the kinetic energy of the system before and after
viscosity of the medium damping the instability of the high breakup to be equal to zero, and tBe total volume and
modes of capillary oscillations of the unstable drop, and theharge of the liquid are not changed by breakup of the drop.
mechanism of this process was analyzed on a qualitative In the solution of the problem we consider three limiting
level in Refs. 7 and 8. In the experiments in Ref. 3, breakugases: 1 a surface-charged drop of a liquid insulatoy, &
of a drop into droplets of comparable dimensions at a subeharged, ideally conducting drop, anyl 8 volume-charged
critical charge of the parent drop was explained as being dugrop of a liquid insulator.
to significant mechanical deformations of the initially spheri-
cal drop. In Ref. 4 the same phenomenon was explained as

caused by braking in a highly nonuniform external electric
1. STUDY OF CONDITIONS OF DECAY OF A CHARGED

fleld. In the experiments in Ref. 10 Fhe brgakup of a dropDROP INTO TWO DROPLETS OF COMPARABLE
into several droplets of comparable dimensions took place I MENSIONS

a periodically varying external electric field.

In the theory of atmospheric electricity in connection a) Surface-charged drop of a liquid insulatowe con-
with the problem of the microseparation of charges in a thunsider a drop of radiuR with coefficient of surface tensiom
dercloud, and also in a study of the temporal evolution ofand chargeQ. We assume that the charge is uniformly dis-
charged liquid-droplet aerodispersed systems, of greatest iributed over the surface of the drop and is frozen in it. In
terest is the situation in which a drop with subcritical chargeother words, we assume that the possible breakup of a drop
(less than the Rayleigh limitoreaks up under conditions of into smaller droplets takes place during a time much shorter
significant spheroidal deformations caused by forces of ahan the characteristic time of surface charge redistribution
non-electrical nature. In connection with the above-said weeffected by mobility in an electric field and diffusion. After
will solve the problem of the breakup under conditions ofbreakup of the parent drop under strong deformation, the
virtual spheroidal deformations of a weakly charged droptotal potential energy of the system of two spherical daughter
into two or three drops of comparable dimensions, in analdroplets(we ignore distortion of their spherical shape ensu-
ogy with how this was done in Ref. 11 in an effort to explain ing from their electrostatic interaction as smlis equal to
the phenomenon of radioactivity in the liquid-drop model of q2 q2 .
the atomic nucleus, without repeating, however, the miscal- W 2 2 o di02
culations made in this work. The authors of Ref. 11 at- U_2_r1+2_r2+47mr1+47mr2+7’ @

1063-7842/98/43(8)/8/$15.00 904 © 1998 American Institute of Physics
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whereq, andq, are the charges of the daughter droplets,
andr, are their radii, and is the distance between the cen-
ters of the daughter droplets.

Let V,/V=n (V, is the volume of the first daughter
droplet,V is the volume of the parent drppThen, from the
condition of constant volume we obtain

V,=(1-n)V=r,=n""R; r,=(1-n)*R. 2

According to what has been said above, the total charge of
the parent drop is distributed between the daughter droplets
in proportion to their surface areas. Thus

2/3 2/3

i S n L
@ S 1-m?B O BT (ons®

From the condition of constant charge we obtain

(l_n)2/3 r-]2/3
42= 75 23 1T 5 39
n<*+(1-n) n<*+(1-—n)

Thus, the potential energy of the final state is equal to

2

22 2
— +470R
2R 7

1

U:f(n): n2/3+(1_n)2/3

n2/3(1_n)2/3 Q2

2/3 _n)2/3 —
XN (L) e o

The above expression, according to the formulation of
the problem, should be minimum with respectrtoi.e., the
conditions

af(n) &%t (n)
n =0 and 2

>0. 3

should be fulfilled.
Requiring that the first of these conditions be fulfilled
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w
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b
1
2
0 Tn

0 ‘;n

' FIG. 1. Dependence of the parame#®rof the parent drop om. Locus of

we obtain the critical value of the Rayleigh parameterpoints of curvel lying above curve? corresponds to minimum variation of
W= Q2/(167TUR3) of the deformed parent drop for its the free energya — surface-charged insulating dydp— conducting drop,
breakup into two daughter droplets ¢ — volume-charged insulating drop.

[ﬂ2/3+ (1_ n)2/3]3
4(n—=n»*®  2(n—n?)~Y(1-2n)[n*+(1-n)*’

m [n71/3_(1_n)71/3:|m

4+

4

wherem=r/R.

Note that forW=1 a spherical drop disintegrates via the
Rayleigh channel analyzed in Refs. 1 and 2. In the construc-
tion of the dependenc@/(n) an indeterminacy in the choice
of r arises. For the purpose of a qualitative analysis we as-
sume the minimum possible distance, iesr,+r,. Then
the graph oW(n) has the form shown by curvein Fig. la.

From the requirement that the second derivative be posi-
tive, analogously we obtain a second relation betw&én
and n, determining the boundary of existence of possible
channels

W>[n"#3+(1—n) %3]

4n_4/3+4(1_ﬂ)_4/3/ (n_n2)2/3)

[n234(1—n)23)3 \ m
[n—1/3_(1_n)—1/3]2/ (n_n2)2/3)
[n23+(1—n)23)4 \ m

2(n—n?)~ 13 { (1-2n)?
m[n2/3+(1—n)2/3]2\ n—n2
(1-2n)[n~ = (1-n)~ 23] *
+8 .
[n2/3+(1_n)2/3]
The graph of this function is plotted in Fig. 1a by curve
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2. The requirement that the second derivative be positive is X
satisfied by the locus of points above cul:€lhus it can be 1
seen from Fig. 1a that, depending on the valu&/othe drop

can break up in an arbitrary fashion, but asymmetric breakup

is most likely. Symmetric breakup is possible in principle

only for W=1, if the zero value of the second derivative at

this point is taken as being positive. The possibility of

the realization of such a channel is treated in more detail in

Ref. 13.

b) Charged, ideally conducting drodn the situation
considered here, the charge, as in the preceding case, is dis-
tributed uniformly over the surface of the drop, but this ide- : 1‘
alization means that in the given case the characteristic n
charge redistribution time is less than the breakup time of th€IG. 2. Dependence of the charge fractionf a conducting daughter drop-
drop. Then the energy of the final state, as in Sec. 1la, it on its dimensionless volune
given by expressiofil).

In contrast to the model considered earlier, now the vol-
ume and charge of the daughter droplets are both free param- ) b\ -1
eters. From conservation of the total volume and charge of W= (n~ 18- (1—n)~13 k__ (1-Kk)
the liquid, assuming as before that/V=n, we now obtain n*3 (1-n)*

expressiong2) relating the two radii. Next, setting,/ ) L —
b €2 g 9./Q This function is plotted in Fig. 1b by curve

=k, from the condition of constant charge we obtain e - ,
q,=Qk and g,=(1—k)Q. Taking the notation introduced Determining the sepond dgnvauves qf the fun_ct|0n
above into account, we rewrite the expression for the poteni.(k:n) from the extremality conditiori5), we find a resric-

tial energy of the system in its final state as tion on the existence region of possible channels of breakup

, , , , W>[n74/3+(1_n)74/3](n71/3+(1_n)71/3_m71)
k“ Q° (1-k*° Q

— — 2
U—f(k,n)—mﬁ+mﬁ+4WUR X( k_2 (1_k)2 ~ mk_Z_ (1—k)2
X n8/3 (1_n)8/3 n7/3 (1_n)7/3
X[+ (1-n) 2+ (1-kk5-. 2 (1—K)?

4
7131 _ ~\1/3 _ n\7/3,1/3
As in the preceding case, this function should be mini- n(1-n) (1=m™n

mum in the final state, i.e., the conditions (1-k)k )‘1

-4 (7)
of of A B (1_ n)4/3n4/3
(%) k:O’ (% n=0, B o ° ®) A graph of the functionV(n)=0 corresponding to rela-

tion (7) is plotted in Fig. 1b by curv@. As in Sec. la, we
should be fulfilled, where A=g%f/9k?, C=¢f/dn?  find that, depending on the value\f, the drop can break up

B=g%f/kan. in an arbitrary fashion, but asymmetric breakup is most
Finding the first derivatives of(k,n) and scaling them likely. Symmetric breakup is possible in principle only for
by (8/3)roR? (to make them dimensionléssve obtain W=1, if the zero value of the second derivative at this point
is treated as being positior more details of the possibility
k (1-k) 1 of realizing such a channel, see Ref).13
nT/g_ (1——n)1’3+ %(1_2@:0' Figure 2 plots the dependence of the charge fraction of

the daughter droplet on its volume. Numerical calculations
show that when a daughter droplet comprising 10% of the

2 2

_Wk_+ ﬂ+n‘1’3—(1—n)‘1’3= 0, (6)  Vvolume of the mother drop splits off, it carries away 27.5%
n*3 (1—n)*3 of the charge of the mother drop, and when the volume frac-

tion of the daughter droplet is 0.01, the charge fraction is

whereW is given by expressiofd). 0.123, when it is 0.001 the charge fraction is 0.054, and
Expressingk in terms ofn from the first equation of \yhen it is 0.0001 the charge fraction is 0.024. As was al-
system(6) ready noted above, for the given case the most probable
event is breakup with detachment of a daughter droplet hav-

~ (A-n) B+ (2m)t ing volume much less than that of the mother drop. Hence it

B n~ B4 (1-—n)y"B_m? is clear that for detachment of droplets having dimensionless

volume n<0.001 our results are in good agreement with
and substituting this result in the second equation of systerthose presented in Refs. 1 and 2. It is interesting to note that
(6), we find the desired critical dependerdde=W(n) the values ofW for the daughter droplets are above-critical
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(above the Rayleigh limitand, consequently, they can dis- w
integrate anew, as was predicted in Refs. 1 and 2.

¢) Volume-charged insulating dropleilere we assume
that the charge is uniformly distributed throughout the entire
volume (frozen into the materialof the parent drop with
volume densityp. Then the electrostatic energy of this drop

S
=
T

is given by L
R8m2pr* =Q*  Q° 1
E—JO —98 dr+JREdr—ﬁ 1+§ ,

wheree is the dielectric constant of the drop. X .
After breakup of the parent drop the total energy of the 0.2, 20 €
system of two daughter droplets is equal to

FIG. 3. Value of the parametéN necessary for breakup of a volume-

qi 1 qg 1 charged drop into two droplets of equal size, plotted as a function of the
U=—14+ —|+—{1+— dielectric constant of the liquid.
2I’1 5e 2I‘2 5e
4102
+4770'r§+4770'r§+—. . . .
2r this case asymmetric breakup predominates. For a volume-

. L charged drop, breakup occurs only for equal dimensions of
For a uniform charge distribution throughout the volume,[he daughter droplets.

of the parent drop the charge divides in the same ratio as the
volume,q;=nQ, d,=(1—n)Q. Thus, for the energy of the
final state of the system for breakup of the parent drop into

two daughter droplets we obtain 2. STUDY OF THE CONDITIONS OF BREAKUP OF A
CHARGED DROP INTO THREE DROPLETS OF
n® Q2 1 (1-n)?2 Q2 1 COMPARABLE DIMENSIONS UNDER CONDITIONS OF
U=f(nN)=——=| 1+ — |+ ———— == —
(n) 113 2R 5¢) " (1-n)¥ 2R 5o STRONG VIRTUAL DEFORMATIONS.
Q2 a) Surface-charged insulating droplere we assume that
+47raR2[n2’3+(1—n)2’3]+(1—n)n2—. the charge is uniformly distributed over the surface of the
r

parent drop and is frozen in place. After breakup under con-

In the given case the condition of minimum potential ditions of virtual deformation of the drop the potential en-
energy of the final state has the for®). To determine the ergy of the system of three daughte_r droplets, wh.ere the two
position of the minimum, we take the first derivative of the CUter droplets are assumed to be identical by virtue of the

energy of the final state and set it equal to zero. After scalinGYMMmetry of the problem, is equal to

out dimensions we find 2q2 qz 2049
1 2 2 2 142
=—+—+ + + )
U or, 21, 8maritamor; o 9

5[n2’3—(1—n)2’3](1+ %)Wﬂn‘l’?‘—(l—n)‘l’ﬂ
Here g, and g, are the charges of each of the two small
daughter droplets and the large daughter droplet, respec-
tively, r, andr, are their radii, and is the distance between

_ ) ) ) the centers of the large daughter droplet and either of the two
Introducingm as in the previous cases and calculatdor  sma|| daughter droplets.

water (¢=81), we obtain the dependence shown in Fig. 1c | expressior(9) we left out the term taking into account
by curvel. From condition(3) for the second derivative We the glectrostatic interaction between the two outer daughter
have droplets, a correct account of which, as a consequence of

screening of this interaction by the central drop, is very prob-
(8) lematic.

LetV,/V=n (V is the volume of the parent drol, is
the volume of one of the small daughter drbphen from
the condition of constant volume we obtain

R
+3W(1-2n) —=0.

n—4/3+(1_n)—4/3

wW> T .
10( 1+ g)[(n)—1’3+(1—n)—1/3]—18/m

A graph of the functionV(n)=0 corresponding to rela-

tion (8) is plotted in Fig. 1c by curve. It is clear from the ri=Rn®  r,=R(1-2n)¥: (10)
figure that breakup of the drop is possible in the given model
only for V,~V,, as was obtained in Ref. 13. It is natural to assume that the charge of the initial drop

Figure 3 plots the dependen®¥(c) for n=0.5. It can  divides between the daughter droplets in proportion to their
be seen that for the case of breakup of a surface-chargeslirface areas. Then, in analogy with how we proceeded in
drop, breakup can take place in any ratio dependingvoin Sec. la, we obtain
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(1-2n)3
2n?P+(1-2n)?3
213

0>= Q,

n
207 (1-2n)?

Substituting expressiongl0) and (11) into expression
(9), we obtain an expression for the variation of the potential
energy of the final state of the system for breakup of a drop
into three daughter droplets

1
2n 2/3+(l 2n)2/3

11

2 2

o5 T4moR[2n?3

U=f(n)=

2R

Z(n_2n2)2/3 Q2
[2n?3+(1-2n)23)2 21

We require, as before, that conditiof® be satisfied.
According to the first of these conditions, we have

[2n2/3+(1_2n)2/3]3
8(n—2n9)%  2(n—2n?) Y3(1-4n)[2n?R+(1-2n)23]’
4+ -
m [n~B—(1-2n)"*m

+(1—2n)%3+

(12

whereW andm, as before, is given by expressi¢f).

In the construction of the dependend&n) an indeter-
minacy arises in the choice of the distance between the cen- 0 0.33n
ters of the droplets at the instant of breakup. For the pur-
pose of a qualitative analysis we setr;+r,. Then the
graph of the dependend&&(n) will have the form shown in
Fig. 4a by curvel.

From the requirement that the second derivative be posi-
tive, we similarly obtain a second relation betwa&randn,
defining the boundary for the existence of possible channels
of breakup,

4[n~*3+2(1-2n) 7]
[2n2/3+ (1_ 2n)2/3]3

W>[n~*3+ 2(1—2n)‘4’3]|

g 0.3 n
—1/3_ 1/312 _9pn2\2/3
[n (1-n)” 3] 2(n—2n%) FIG. 4. a— Curves of the parametét of a surface-charged insulating drop
[2n2/3+ 1— 2n)2’3]4 m as a function of, corresponding to extremal variation of the free energy of

the system{curvesl, 3, and5); 1 — minimum possible deformation of the
dropr, 3 — deformationr, =2r, 5 — deformationr, = 10r; the locus of
points of theith curve lying above thei ¢ 1)-th curve corresponds to mini-

(n—2n®)~* | (1—4n)2

B m[2n2/3+ (1- 2n)2’3]2[ (n— 2n2) mum variation of the free energy for the corresponding initial deformation:
i=1—r,=r;i=2—r,=5r;i=3—r,=10r. b — The same dependences
_ —1/3_ _ —1/ -1 as in(a), but for a conducting liquidc — Dependence of the paramesr
+ 32(1 4n)[n 2(1-2n) 3] (13) onn for a drop of insulating liquid with charge uniformly distributed over
[2n?R+(1-2n)?7 its volume, corresponding to extremal variation of the free energy of the

system;1 — minimum possible deformation, =r, 3 —r, =28r; the locus
The region of parameter values marked off by this inequalitysf points of theith curve lying above thei ¢ 1)-th curve corresponds to

is located above curv2 in Fig. 4a. It is clear from Fig. 4a minimum variation of the free energy for initial deformatios 1—r, =r;
that, depending on the magnitude of the paramierthe  i=2—r,=28.
drop can break up into smaller droplets in different propor-
tions, but only asymmetrically. It is clear that the most prob-
able such breakup is the one in which two small dropletsn Fig. 4a, calculating from relationd2) and (13), will be
split off from opposite sides of the parent drop. curves5 and 6. In summary, it is not hard to see that with

If in expressiong(12) and (13) we double the distance growth of the distance between the daughter droplets there is
between the daughter droplets in the final stateuble the a growth in the tendency toward symmetric breakup.
parametem), then the corresponding curves will be curdes b) Charged, ideally conducting drogAs in the preced-
and 4 in Fig. 4a. If we increase the distance between theng case, the charge is uniformly distributed over the surface
daughter droplets by tenfold, then the corresponding curvesf the drop, but in contrast to the previously considered case
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the characteristic charge redistribution time is now muchand6 in Fig. 4b. Comparing Figs. 4a and 4b, it is clear that

smaller than the breakup time of the drop and it become@ both these idealizations the results are similar; with

necessary to seek the charges of the daughter droplets frognowth of the initial deformation of the parent drffpr large

the requirement of constancy of the electric potential. Then) symmetric breakup of the drop becomes possible. In this

final energy state, as in the preceding case, is given by exase, in the model of an ideally conducting drop, the value of

pression(9). the Rayleigh parametét at which breakup occurs is ob-
In contrast to the previously considered model, the di-served to grow. In the limit of very large deformations

mensions and charges of the daughter droplets do not depelid— 1.5, so that such breakypreakup of the drop into drop-

on one another. From conservation of the total volume of théets of comparable dimensionbecomes problematic, since

liquid, settingV,/V=n as before, we find expressions fgr
andr, defined by relatior(10).

for W=1 the Rayleigh instability is observed for an initially
spherical drop for which the charge of the parent drop is

Settingqg, /Q=Kk, from conservation of charge we obtain dispersed in the form of a series of highly dispersed, highly
q,=Qk, g,=(1-2k)Q. Taking the notation introduced charged droplets? Nevertheless, it can be realized under
above into account, the expression for the variation of theonditions of extremely rapid deformations of the drop,
energy of the system now depends on the two paramkterswhen its viscosity is high and the formation of emitting

andn

ik 2k Q% (1-2k)?% Q7
kMW= 3m2R " (1 2nm2R

+4m7oRY2n?3+ (1-2n)%%+2(1-2k)k.

bulges is hindered.It is also clear from general physical
considerations that strongly charged drops can break up in
this way in a highly viscous liquid mediulfas was noted in
the experiments in Ref. 11In this case the high viscosity of
the drop itself or the medium damps the instability of the
higher modes, which hinders the formation of Taylor cones

As in Sec. 1b, this function should take its minimum at@nd the development of the instability via the Rayleigh

breakup of the parent drop, i.e., conditiof® should be
satisfied, which give a system of two equations determining

the position of the extremum of the functidiik,n). Hence
we obtain the critical dependence féf

K (1207 |t
W=(n1’3—(1—2n)1’3)(n7/3——((1_2n))4/3> , (14

where

o 2(1-2n)B+mt
2n~#B42(1-2n) *B—am

The desired critical dependenté=W(n), following from
system(14), is represented in Fig. 4b by cunie We intro-
duce the notation

A*=4n"134+8(1—-2n) Y3-8/m,

B*—‘—"<L 2(1—2k))'

BEIE (1—2n)*3

8[ k2 2(1-2k)?
_§ — 4+ ,

*
r17/3 (1_ 2n)7/3

1
D* =5 [n *+(1-n)~*.

With this simplifying notation, the restriction on the region
of existence of possible channels of breakup can be written

in the form
W>D*A*[A*C* —B* ]~ L. (15)

The region of values of the paramet&vsandn in which
breakup is possible lies above curén Fig. 4b.

Doubling the distance between the daughter droplets, we
obtain curves3 and 4 in Fig. 4b. Increasing the distance
between the daughter droplets by tenfold, we obtain cusves

mechanisn.
¢) Volume-charged insulating dropVe assume that the
charge is uniformly distributed throughout the entire volume
(frozen into the materiglof the initial drop with volume
densityp. Then the electrostatic energy of this drop is given
by the relation derived in Sec. 1c.

After breakup of the initial drop the potential energy of
the system of three daughter droplets is given by

243 1) d 1

U=or\1T5s) T2, 5
2

+8mori+4mwari+ iquz.

We assume in accordance with the assumption of
frozen-in charge in the material that the charge divides in the
same ratio as the volumeg;=Qn, g,(1—2n)Q. Then for
the energy of the final state of the system upon breakup of
the parent drop into three daughter droplets we obtain
W+[n~B—(1-2n)" 13

1
213__ _ 2/ i
5[n??—(1-2n)??]| 1+ 5;

R
+3W(1—4n)—=0.

=

Settinge =81 for definitenesgas in watey, we find
[n71/3_ (1_ n)*l/3]

1

13_(1_ 52 il
5[n?*—(1 2n)23](1+58

3(1—4n)°
m

J’_

A graph of this function is plotted by curvkin Fig. 4c.
From the condition on the second derivative we obtain

n~43+2(1-2n)"%3

1d 14+ =
5¢

(1439
[n—1/3+2(1—2n)—1’3]—%6
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The region in Fig. 4c in which breakup is possible is second derivatives for the case in which the charge is uni-
located above curv€. From the mutual arrangement of formly distributed over the surface of an insulating drop,
curvesl and2 in Fig. 4c it is clear that for=r;+r, the = wherex is a parameter defining the degree of deformation of
drop will not break up into three daughter droplets. the initial drop and is equal to the distance between the ends

Let us consider the case in which the initial drop is of the drops. Curved and2 correspond to breakup of the
strongly deformed, i.e., whersr,+r,. As the calculations initial drop into two daughter droplets; curv8sand 4 cor-
show, breakup becomes possible only at sufficiently largeespond to breakup into three daughter dropletsvesl and
deformations, whem is 28 times larger than its minimum 3 correspond to setting the first derivative of the energy of
possible valudthe corresponding curves are cungand4  the final state equal to zero, curvesand 4 define allowed
in Fig. 40. It is easy to see that upon breakup the ratio ofchannels of breakypin the calculations we varied the mag-
volumes of the daughter droplets=0.27, i.e., breakup has a nitude of the primary deformation for fixed, i.e., in the
substantially symmetric characte¥ {~V,). With further in-  given case the volumes of each of the small daughter drop-
crease of the initial deformation, the degree of symmetry ofets are equalby the mother droplet here we understand the
the breakup also increases. drop from which one droplet splits off in the first case, and

Thus it is clear from the above-said that for breakup of afrom which two droplets split off in the secopdrhe small-
surface-charged non-deformed or weakly deformed dropest deformation of the initial drop was found from the calcu-
breakup can occur only asymmetrically. In this case the ratidation where in the final state after breakup into three drop-
of volumes of the daughter droplets is found to depend ortets, the droplets are touching each oth#ris quantity,
the parametew. The most probable outcome is breakup forscaled by the radius of the initial drop, corresponds to the
whichV,;<V,. Such breakup becomes possible for a weaklyleftmost point on the abscigsaFigure 5 plots curves for
deformed drop already aW.,;;=0.5 (W,,, is defined for n=0.0001 and the magnitude of the smallest primary defor-
n>0.1). For strongly deformed surface-charged insulatingnationx,,;=2.19. From the mutual arrangement of curtes
drops, with growth of the degree of deformation the prob-and 3 it can be seen that for the case of relatively small
ability of symmetric breakup is increased, but in this casedeformations(up to x~6) breakup into three droplets is
asymmetric breakup into three daughter droplets predomimore probable, and for the deformatiar-6 breakup into
nates all the same. For an ideally conducting drop, withtwo droplets predominates. With growth ofthe magnitude
growth of the degree of deformation the probability of sym-of the deformation necessary for breakup into two daughter
metric breakup is decreased. For extremely large values afroplets to predominate falls rapidly. Starting at roughly
the initial deformatiorm, breakup becomes possible alreadyn=0.175(Fig. 6), breakup into two droplets is observed to
atW,,,;;=0.25. For a weakly deformed volume-charged insu-predominate over the entire rangexn
lating drop, breakup into three daughter droplets is generally In the case when the charge is distributed throughout the
not realized. For large deformations, such an event become®lume of the drop, as was mentioned earlier, for a weakly
possible. In this case, the volumes of the daughter dropletdeformed drop only breakup into two daughter droplets of
are roughly equal, i.e., for the give case symmetric breakupoughly equal volumes is possible while breakup into three

is more probable. daughter droplets becomes possible only for very strong vir-
tual deformations.
3. INFLUENCE OF PRIMARY DEFORMATION ON THE The third case of an ideally conducting drop is similar to

CRITICAL CHARACTERISTICS OF THE INSTABILITY OF

the first case, but in this case only breakup into two droplets
STRONGLY CHARGED DROPS

is observed already far>0.01.
Figure 5 plots the dependend&®(x) for the first and To summarize, for instability of a weakly deformed
surface-charged drop, breakup into three daughter droplets

w with emission of two daughter droplets much smaller than
0.27F the mother drop is energetically favored. Disintegration into
0.80r
J
7 4
2 K
4 \ 1
i 1 z
0255719 7.5 25.0 2
FIG. 5. The parameteWw of a surface-charged drop of insulating liquid
corresponding to extremal variation of the free energy of the system, plotted L

as a function of the deformation parameteior n=0.0001. Locus of points 0‘203,97 14.00 25.00

of theith curve lying above thei (-1)-th curve corresponds to minimum
variation of the free energy. FIG. 6. Same as in Fig. 5, but for=0.175.
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Optical study of parameters of the passage of a shock wave from air to water
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A study is made of the penetration of shock waves from air into water. The shock wave in air is
generated as a result of dielectric breakdown induced by pulsedd3@r radiation. A

combination of the double-exposure shadow method and holographic interferometry is used to
measure the shock-wave parameters. Density and pressure profiles behind the wave front

are obtained at different times after onset of breakdown. It is shown experimentally that as the
wave passes through the interface from the air to the water, there is a fourfold amplification

of the pressure in the shock wave front. Estimates of the width of the shock wave front formed
in the water are given in the context of studies of large-scale explosion processes. It is

shown that simple empirical dependences, established in the course of studies of large-scale
explosions, are also valid with certain corrections for microscopic laboratory experiments.
© 1998 American Institute of Physids$1063-7848)00608-4

INTRODUCTION (129 ng between the two probe pulses. Figures 2a and 2b
display shadowgrams illustrating the penetration of a shock

The efficacy of using shock waves in a liquid to solve d e
y 9 N ave into water at angles of incidence close to the normal

various medical, technological, and environmental problem
depends substantially on the spatiotemporal structure of thg — 2:34S and b — 4.7us after onset of breakdown
shock wavepressure in its front, steepness of the front, den- gure 2¢ displays shadowgrams_ |I_Iustrat|ng almost grazing
sity and pressure profiles behind the front, etene way of incidence of a shock wave from air into water. Here “irregu-

forming shock waves in water, with steep shock fronts, is b ar” refiection of the Sh.OCk wave and formation of a !\/Iagh
generation of a primary shock wave in the air above thavave are observetdin this experiment the shock wave in air

water surface. In this case, a steep shock front typical of suchyas initiated at the focus of laser radiation on the surface of
' ’ a solid target. Shock-front imagéBigs. 2a and 2bcorre-

a wave in air can be expected along with amplification of the X ) o
i g p \;ﬁﬁondmg to the first and second exposure are visible in the

ressure in the shock front upon passage of the shock wa
b pon p g shadowgrams, and the speed of propagation of the shock

from air to water* _ :
In the present work the primary shock wave was gener!Vave can be determined from the distance between these

ated by dielectric breakdown in air produced by focused ralmaggs. . .
diation of a pulsed C®laser. To study the parameters of the Figure 3a pl_ots the time dependenc_e Of the small radius
shock wave and its penetration into the water medium, w&t @nd the velocity, of the shock front in air, obtained by

used a combination of the double-exposure shadow méthod"0Cessing the shadowgrams, and Fig. 3b plots the time de-
and holographic interferometry. pendence of the pressuf®, and densityp; in the shock
front, calculated from the formulas

SHOCK WAVE STUDY BY THE DOUBLE-EXPOSURE
SHADOW METHOD

Pulsed C®-laser radiation with an energy per pulse of
~4 J was focused with the help of a spherical mirtqFig.
13 near the free surface of the water medium. The time
dependence of the laser pulse was typical for a GBer,
i.e., it consisted of a main peak with duration around 200 ns
and a trailing edge stretching out to 2./5. As a result of
dielectric breakdown a laser spark was created at the mirror
focus 3, accompanied by generation of a shock wdvé@he
investigated process was probed in the direction perpendicu-
lar to the plane of the figure, in ruby laser light synchronized
with the CQ laser. o - . ) )

The arrangement for obtaining double-exposure shadoub'™ X % DU o exaton of & shoc waye: spheral mior
grams is described in detail in Ref. 3. The main circuit ele-fom co,-laser. b: Cross section of shock wave perpendicular to symmetry
ment of the setup is a light delay line providing a time shift axis.

1063-7842/98/43(8)/5/$15.00 912 © 1998 American Institute of Physics
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) ) ) FIG. 3. a— variation with time of the small radi& and velocityv, of the
FIG. 2. Shadowgrams of shock wave at different instants of taxig after shock wave frontb — variation with time of the pressuf, and densityp,
breakdown, and reflection of the shock wave from the water surface 0§, the shock wave front in air.

grazing incidencec).

(wherem is an empirical coefficient angdg, is the normal
density of water if the amount by which the speed of the

_p 2_ .2
P1=Po=2poy(vi—agy)/y+1, @ front, v,, exceeds the speed of sound in watag, is
P known. However, in our experiments the speed of the front

(y—1)+(y+ 1)_1 in water, measured from the shadowgrams, displayed hardly
Y Y P .

P1_ 0 2 av difference from the speed of sound. Therefore, to deter-

Po1 1 mine the pressure in the shock front in water, and also to
(y+D)+(y= 1)p_0 study the pressure and density fields of the shock wave in

more detail, in air as well as in water, we used the method of
wherePg andpg, are the normal pressure and density of air,holographic interferometry.
aoy is the speed of sound in air, andis the adiabatic expo-
nent(for air y=1.4). , o INTERFERENCE-HOLOGRAPHIC STUDY OF SHOCK
In principle the pressure in the shock front in BRif can  \yayes

be calculated from the formula o
Holographic interferograms were recorded by the

Ps—Po=pov2(vo—agy)/m (3) double-exposure method according to the scheme of focused
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FIG. 4. Holographic interferograms of a shock wave
in air.

images. The optical circuit of the setup is described in detaibbject,n, is the index of refraction of air under normal con-
in Ref. 4. Figure 4 displays typical holographic interfero- ditions, and\ is the wavelength of the probe radiation.
grams of a shock wave in afa —t=4.7 us) and after its The density profile in the immediate vicinity of the
penetration into watetb — t=6 us). On the front of the shock front can be approximated to first order by the expres-
shock wave, where the gas density varies abruptly, there ission

jump in the interference bands, which can lead to an error in P

determining their shifts by some integer number of bands. To  ;(y)=p, - _p|r=R(R_ r), (5)
eliminate this ambiguity, we estimated the magnitude of the or

jump of the bands near the shock front using data on thgherep, is the density in the shock front, determined from
shock-wave parameters obtained by the shadow method. ghadow measurementdp(r)/r is the density gradient be-

For cylindrical symmetry, the relation between the bandhing the front, which can be calculated from the formula
shift k(x) and the radial density distributigs(r) is given by

the Abel transform 1 19_P:A(M)d_M+ B(M)K ®
) Po ar dr
200-1) (Rl po )"
k(x)=— f = (4 describing gas flow in the vicinity of the shock frohHere
X =X M =uv,/ag, is the Mach number anid is the curvature of the
wherex is distance measured from the symmetry axis of theshock front. The function&(M) andB(M) depend only on

p(r
p

obtained by solving the system of gas-dynamic equations
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Fo

FIG. 5. Density profiles behind a shock wave front in &jrus: 1 — 1.1,
2—21,3—3,4—4.7,5—7.8,6— 10,7 — 13;r is the distance from
the symmetry axis.

FIG. 6. Pressure profiles behind a shock wave front in waters: 1 —
46,2—5.6,3—6.6,4—8.0,5— 8.8,6 — 10; 1 is the distance from the

- . ter surface.
the shock-front parameters, which can be determined from - oo

the shadow measuremerfisz more detailed calculation of

th functi d a derivati f f ill b b- .
ese functions and a derivation of formuf@ will be pu of the wave front caused by the change in the wave speed as

lished latet.
i the wave entered the water. Nevertheless, the wave after en-

Substituting the approximatiofb) in formula (4) and tering th t b idered Al tri
carrying out the integration, it is possible to calculate the ering the water can be considered as an axially Symmetric
bject, whose 0 axis is shifted relative to its position 0 in

course of the interference bands in the immediate vicinity of! ) ; ;
the shock front. The arrangement of the bands beyond th@" It follows from t_he Ia_1w of refrachopis_nell s law in the
front is determined directly from the interferogram, aﬂersmall-angle approximation that thé @xis is offset from the

which, with the help of the inverse Abel transform it is pos- water surface by the d!star.wbé= hvy/vz, wherev, andv,
sible to find the radial density distributiqs(r). are the wave speeds in air and in water at the moment the

Results of interference measurementg@f) in a shock vvlavg petﬂetrates th?_water. I;rocgssmg the |Sttelrfe[jografr.rl13 en;-
wave in air for a sequence of times are plotted in Figin5 ploying the assumptions made above, we obtained profiies o

the given sequence of experiments water was not present H?e pressure behind the wave front in &io. 6 for dlfferent

the cuvette It may be noted that local values of the index of tmes reckoned from the time of breakdown in @i the

refraction in inner regions of the laser spark, measured frongeometry of our experiment the wave entered the water at

interferograms corresponding to early stages of the proceé? 4 us).

(t<3 ws) turned out to be less than unity, which indicates

the presence of_ a significgnt ele(_:tro_n density and pr<_)hibiteg|SCUSS|oN OF RESULTS

us from determining the air density in the central regions of

the laser spark from interferograms recorded in the light of It is of definite interest to compare the observed rate of

one wavelength. For this reason, only values near the shogktenuation of an underwater shock wa¥ég. 6) with the

front obtained at early stages of the process are plotted in thempirical dependence of the pressure in the front on the ra-

density profiles. dius of the wave, determined from a study of large-scale
The following series of interferograms, one of which is underwater explosions. As is well knowrthe pressure in

shown in Fig. 4b, was obtained with water present in thethe front of a spherical underwater shock wave should at-

cuvette. The focal point O of the G@aser radiation was tenuate as~**3 The corresponding dependence is plotted in

located a distance~ 6 mm from the water surfad€ig. 1. Fig. 6 by the dashed line. To calculate it we used the effec-

The band shifts in the interferograms in water were substarfive radius

tially smaller than for the waves in air, and ambiguities in the 2R;R,

determination of the band shifts near the shock front did not R =

arise. At the same time, interpretation of the interferograms

in the given case was complicated by a disruption of thevhereR; andR, are the principal radii of curvature of the

axial symmetry associated with an increase in the curvaturshock wave.

)

Ri+R,’
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AP, From hydrodynamics we know that the pressure in the
01 4 | Water wave front of a wave that has passed into water at normal
v * incidence can be calculated from the |2fos formula

40t y+1
ﬁ( P1—P,)?
30‘ PZ_POZZ(Pl_Po)"F P P 27 P y (8)
—Po)+ ——
( 1 0) 7_1 0
ar which for our case R;~9.5atm, y=14) gives
\\ P,~46 atm, which is in fair agreement with the value
04~ —~— P,=42 atm obtained from experime(gspecially if we take
| e o into account that due to the shadow of the meniscus the point
AR T Y TN O NN N Y Y O S at which the given quantity was measured was located a
J 2 & 6 ¢ 55 0 %z distance~1 mm from the surface.
da In summary, the combined application of the shadow

FIG. 7. Variation with time of the pressure in a shock wave front as theMethod and the interference-holographic method has enabled

shock wave passes from air to water; * denotes the value of the pressutdS t0 obtain a quite complete picture of the variation of the

calculated according to the Iziitav formula. parameters of a shock wave as it passes from air into water.

It turns out that the nature of the attenuation of the pressure
in the shock front, and also the amplification of the pressure

It can be seen that the given curve essentially coincide® the passage of the wave from air into water can be de-

with the envelope of the pressure profiles. scribed by simple empirical formulas established in a study
It follows from the density and pressure profiles plottedof real underwater explosions. Possibly, laboratory studies

in Figs. 5 and 6 that the shock waves both in air and in watesimilar to those reported in the present work can be used

have a very steep front. The spatiotemporal resolution of ouwith certain corrections to model hydrodynamic processes

interferograms, determined by the duration of the probe laseaccompanying large-scale explosions.

pulse (30 n9, affords only an approximate estimate of the

growth time of the front, which does not exceed 50 ns. Yyu. S. YakovlevHydrodynamics of Explosiorii Russian, Sudpromgiz,
From a comparison of the curves in Figs. 5 and 6 wezken;ngéaqi _1961é V. Draden. Yu. L Ostrovsit and M. Hinberg. Zh

constructed the time dependeriégg. 7) of the pressure in - F:g.lSr:vélll(ﬁB&r[Sgc.’ PrL:;./s.. Tesc;]c.NPSh;/Qag 19i(1|e>n8§]r.g' '

the front of a shock wave traveling from air to wateolid 3], 1. Komissarova, G. V. Ostrovskaya, V. N. Filippov, and E. N. Shedova,

lines). The dashed line plots the variation of the pressure in zh. Tekh. Fiz.67, 138(1997 [Tech. Phys42, 247(1997)].

the wave front in the absence of water. As can be seen from'- | Komissarova, G. V. Ostrovskaya, V. N. Filippov, and E. N. Shedova,

Fig. 7, the pressure in the front grows by roughly fourfold as 2™ TekN- Fiz.62 34 (1892 [Sov. Phys. Tech. Phy87, 130 (1992)].

it passes through the air—water interface. Translated by Paul F. Schippnick
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The appearance of convection in a liquid filling a long vertical channel with ideally heat-
conducting walls is considered in the case where the temperature of the liquid, originally at rest,
decreases linearly with height and the cross section of the channel has the shape of a

circular or annular sector. The critical Rayleigh numbers and eigenfunctions of the boundary
problems are written out for the critical motions. The appearance of convection is also examined in
a liquid-saturated porous medium filling a vertical channel with ideally heat-conducting or
insulating walls and having a cross section in the form of a circular sectorl9€8 American

Institute of Physicg.S1063-784£8)00708-9

In the theory of free thermal convection in the Bouss- P2 19 1 2
inesq approximation a class of solutions is known describing A= —+ Tor = (D)
stationary convection in a liquid in a long vertical channel of ar r<de

constant cross section, heated from below, whose convection . . o
flow is everywhere directed along the chanh@Motions of whereT is the perturbation of the initial linear temperature

the liquid of such kind are possible only if the Rayleigh Profl€: R=gpAa’(vy) ' is the Rayleigh numbeq is the
number is equal to one of the eigenvalues of some bounda ;:fpgleranor; dﬁe to ?ra\/'w’ v X alt(r.e respgctlv_ely the co-
value problem. The system of equations and the boundar icients 0 t erma ex_par.13.|on, |_nemat|c v_|sc05|ty, and
conditions constituting the statement of this problem make it. ermal diffusion of thg liquid; and finallA>0 is the ver-
possible to calculate the maximum temperature gradienqcaI tempe_ra'Fu_re gradlent._ .

(constant along the chanietwhich if exceeded the hydro- In the I|m|t|r_1_g case of ideally heat-conducting walls the
static state of the liquid becomes unstable, and convectioROundary conditions have the form

arises.

A number of works have considered the appearance of
convection in channels of circular, annular, elliptical, and
rectangular cross section in a vertical liquid layer between
parallel infinite planes, and also the appearance of convectivig addition, the flux of liquid through any cross section of the
filtration, analogous in its physical mechanism, in a liquid-channel should be equal to zero.
saturated porous medium located in vertical chaniete, Eliminating the temperature perturbation from system
for example, the literature cited in Ref).2 (1), we have

In the present paper we examine the appearance of con-
vection in channels with cross sections having the shape of AAy—Rv=0.
circular and annular sectors whose opening angle takes some
sequence of values. We also consider the appearance of con- It is not hard to write out a solution of this equation
vective filtration in a porous medium filling a channel with a satisfying the requirement that the total flux of liquid along

v=0,T=0 forr=1—a<o¢=<a

and for Osr<l,p=*a. (2

cross section having the shape of a circular sector. the channel be equal to zero,
1. Let a long vertical channel with cross section in the .
form of a circular sector of radius and opening angle be v(r,@)=sinA@[CyJ\(yr)+Csyl (yr)], y=R%, (3

filled with a liquid at rest, whose temperature falls off lin-

early with height. We introduce the cylindrical coordinate where A>0, C; and C, are constants, and,(yr) and
systenr, ¢, z, whosez axis is directed opposite the force of I,(yr) are Bessel functions of the first kind.

gravity and passes through the vertex of the cross section of From the physical point of view the temperature pertur-
the channel and for which the ray=0 bisects the angle bation is caused by convection of the liquid, so that in the
between the two line segments of the boundary of the crossalculation ofT it is necessary to take into account the solu-
section. In dimensionless variablesindependent critical tion of just the inhomogeneous equation obtained upon sub-
motions with velocityv having only a vertical component are stitution of expressiorn3) in the second equation of system
described by the system of equatidns (2). As a result, we obtain

Av+RT=const, AT+v=0, T(r,e)=v"2sinA@[C1dy(yr)—Csl,(yr)]. (4)

1063-7842/98/43(8)/4/$15.00 917 © 1998 American Institute of Physics
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Next, after substituting solution@®) and (4) in the first  TABLE I. Smallest e|genva|ueR 1 R(p) for a channel with cross

equation of system(1), we find that the constant in this section in the form of a circular sector and¥alue of the coefficigntl 1

equation—the longitudinal pressure grad?eﬁis equal to of the powers in the expression for the relative correction for an annular
sector.

Zero.

From the boundary conditions on the flat walls of the © L -
channel(2) we findA=7m/a, m=1,2,3, .... Itiseasy to on Rid1 Tn+21 Rid1
see that the quentltlyl_c_ietermln_es the azimuthal structure of 1 o 408 28 2019
the corresponding critical motion. 3

Upon substituting solution@) and(4) into the boundary 2 27 1103 108 33.22
conditions(2) in the cylindrical part of the wall of the chan- 5
nel we arrive at a system of two linear homogeneous alge? 2m 2384 338 48.83
braic equeu_ons nﬁ:l_ andcC.. The condmon for .the emstepce o 4483 960 66.95
of a nontrivial solution of this system is that its determinant 5
be equal to zero. This condition takes the fadg{y)!I,(7y) 5 2 7662 2560 87.53
=0. Since for reah>0 the zeros of the functioh,,, are 11
complex, the spectrum of critical Rayleigh numb&g?), 6 2m 12214 6534 110.52

13
s=1, 2 3, h O %j)e_termmeﬂ by the zer:os Ef the flfmrc]tlon 5 18465 16155 135.89
Jk(x)..we aveR j)\s, wherej, ¢ is thesth root of the 15
equationd, (x) = 0. 8 27 26766 38952 163.60

The eigenfunctions of problefd) and(2) corresponding 17

to these eigenvalues are written as follows: 9 2m 37500 91943 193.65
19
Uns(r @)=z (jrsM)SiNNe, 10 2m 51079 213631 226.01
21
Ths(r @) =iy 20a o1, 9). (5)

We will consider channels differing from one another in
the size of the dihedral angle between the flat walls:
a,=2m(2n+1)"1, n=1,2,3, .... Forsuch channels for where an= w/n, n=1,2,3, ..., ,takes an analogeus tack.
evenm the order of the Bessel function is equal to an integelete that in this case fm': 1,2,3 the smallest C”t'?al Rax—
x=m(n+2), and for oddm it is equal to a half integer, so leigh numbers and diagrams of the corresponding critical
that for oddm the solutions(5) are expressed in terms of motions can be found among the results presented in Ref. 2

elementary function$In both cases the eigenvalues are easfor a channel of circular cross section.

ily calculated with the help of tables of zeros of the Bessel 2. Let us consider the question of the appearance of con-
functions of half-integer and integer ordérs. vection in a vertical channel with ideally heat-conducting

walls and having a cross section in the form of an annular

For
sector with opening angle &, a,=2m(2n+1)71,
- N n=1,2,3, ..., outer radiua and inner radius equal tea,
—min 2 £<1. In this case, in addition to boundary conditig@sthe

B©) additional condition that the eigenfunctions vanish ate is
and fixedn, the smallest cr|t|cal Rayleigh numb&, s ob- imnosed. Since the origin of the cylindrical coordinate sys-

tains form=1 and is equal t&' +1 1=l 1, thefirstroot  tem does not belong to the region under consideration, the
of the equationd,; {(x) =0. Tabulated da(‘zaallow usto find representation of the desired solution of systdjninvolves

wa) for eacha, forn=1,2,3,...,20.
From Table |, which gives the values Bﬁ 1, for vari-

ous values ofn, it can be seen that as, decreases the
threshold for the appearance of convection grows. Physi-
cally, this is explained by an increa&ss a consequence of a
closing together of the ideally heat-conducting waiis the
intensity of decay of the temperature perturbations arising |n

the |IQUId 3/2 1“406 m=1 3 131657 m=2 R,,z,z=3562 , m=1
By way of an example, Fig. 1 displays a diagram of

critical motions realized successively as the levels of the
critical Rayleigh numbers in a channel withy=2/3 are
raised. The radii and arcs marked off in these figures inside
the given sector are node lingen which expressiongs)
vanish dividing the regions of upwelling and downwelling

fluxes. Ryp, s~ 4483;me3 Ry ,=9078,m=2 Ry ~9T7m=4

The corresponding study for channels with cross section
in the form of a circular sector with opening anglev,2 FIG. 1. Diagram of critical motions in a channel with =2/3.
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Bessel functions of the second kiNg(yr),K,,r) as well as 77
of the first kindJ, (yr),!,(yr), where as before jn(x)= In+ 35X, Ya(X)= Yt 5(X).
A=m n+§ , .Since Jn+%(jn+%,1)=0, from Eqg. (9) we find, setting
X:]n+%,11
m=1,2,3, ..., 2
@) =SiM @[ CyIy(y1)+ Col(71)+ Ca¥, () Yo line 3= = ——————
v(r,e i o[ C1\(y 2h(y 3Ny 2 2 ﬂ-JM%l‘J 1(Jn+%1)
y n+ z H
+C4K\(y1)], - : . :
K] Substituting this expression in E(), we obtain
T(r,@)=siM @[ C1J,(yr) = Cal\(yr)+C3Y,(yr) j2n—1
2 nt 21
—C4K\(yr)], ®  5,.1= 2 .
. "2l m2nt1)(1.3.5 ... (2n-1)3 1(jns 10)?
— Rz n+ 3% 2y
where y=RA4.

The existence of a nontrivial solution of the system of ~ As a result, in the linear approximation i, .1, we
four linear homogeneous algebraic equations obtaining upohave
substitution of expression$) in the boundary conditions for L 1 4ol L onit
r=1 andr=g¢ require that the determinant of this system be Ra+ 517 (n+ zat Sn+ 7,1) - Rn%l (It o, 51 ),
equal to zero:

where
[ (¥ Yr(ey)=Ih(ey)Y\ (V)] on—1
Jo,1
X[L(V)Ki(£7) = 1(£7)K\(7)]=0. ool nr 2l
z — 5
For realy the expression inside the second pair of brack- 7 m(2nt 1)(1' 3:5...(2n- 1)Jn+ %(JM %,1))
ets does not vanish, so the eigenvalues of the problem under

Thus in the case of ideally heat-conducting walls the
stability threshold of the hydrostatic state of the liquid in a
channel with cross section in the form of an annular sector
(M Yy(ey)—d(ey)Y,\(y)=0. (7)  with outer radiusa and inner radiuga is raised in compari-
son with a channel having a cross section in the form of a
circular sector of radiua with the same opening angle. For
givenn ande the relative correction

(0) (0)
R 1 -R R 1 ~2n+1
( nt+zl n+%,1)/ n+%,1 Tn+318

consideration are defined as the rogfs;, s=1,2,3, ... of
the transcendental equation

The eigenvalueR, (= yfjs correspond to the eigenfunc-
tions

U s(r @) =SIN@[J,(7y,s) Ya(¥rs)

=Ya(yns) (7 sh)]s _
, can be calculated with the help of tabléf the values of
T @) =7 50051 9). jntia andJ;+;(jn+%,1). As an example, in Table | we give
With regard to the case of smadl we calculate the the numerical values of the coefficients., 11 for some val-
smallest mh=1, s=1) critical Rayleigh number correspond- ues ofn.
ing to some fixech. We sety,11=j, 31+ sl 1, Where 3. Let us now consider the appearance of convection in a
Jn+3,1 is the first root of the equatiod,, 1(x)=0. Taking  liquid-saturated porous medium filing a vertical channel
On+11 to be small, we expand the functlodﬁJr Wrn+io) with cross section in the form of a circular sector when the
andY . 3(vn+ 1,1 in Eq.(7) in Taylor's series in the vicinity  temperature inside the channel decreases linearly with height
of the point j,.1,, and we expand the functions and the liquid is initially at rest. From the equations of con-
Jn+Heyn+ i) andYn, i(eyns 11) in power series. Taking vective filtration of an incompressible liquid in a porous me-
only the leading terms of the expansion of the left-hand sidelium it follows that thez-independent motions whose veloci-
of Eq. (7), we have ties are vertical are described by a system of differential and
algebraic equatiods
1-3-5...(2n-1) ,

34 )On+ 1 2
1 1Un+ ,1 + 3,1 a
(ejns1)"" 2 neg 2T 2 AT+v=0, RPT-p=0, R<P):gfx KA, (10)
1
(en+ 21 )"z whereK is the permeability coefficient of the porous me-
~1.3.5. (2n+1) Yo+ z(ln+ 11 (8  dium.

By virtue of the absence in syste(h0) of derivatives of
We also make use of the expressidor the Wronskian  the velocity, a boundary condition anis not required. Thus,
for the spherical Bessel functions of the first kifg{x),  for ideally heat-conducting walls the first equality of bound-
Yn(X) ary conditions(2) must be eliminated. For the case,
. , -, o =27(2n+1)"1, n=1,2,3, ..., inanalogy to the preced-
JnO0Ya(X) = Ja()Yn(X) =X "5, ©) ing case we find that the eigenvalues are given by the roots
where irns: $=1,2,3, ..., of theequations], (x) =0, where
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1
A=m n+§ m=123... .

In this case we obtailR{")=j2 .. The eigenfunctions
have the form

Ths(@)=d(ysMsin N e. 11

The smallest eigenvalues for some(corresponding to
the rootj ;1 1) are given in Table I.

In the case of insulating walls the boundary conditions
are written in the following form:

. (?T .
r=1—a<o¢p<a: E:O’
aT
osr<slep==* %I (12
It is not hard to find that fora,==(2n+1)"1,
n=0,1,2, ..., thesigenvalues of probler(i0) and(12) as

V. A. Kazhan

cording to Eqg.(11), in terms of Bessel functions of half-
integer order. For fixed the smallest eigenvalue is found for
m=20.

Note that the casa=0 corresponds to a circular chan-
nel, inside which is found an insulating radial partition run-
ning from the cylindrical wall to the axis of the channel. For

such a geometry the smallest eigenvaRiE) =9.87. As for

1
the casesn>0, for anyn for a channef,withan=7r(2n
+1)~ ! and having insulating walls the smallest eigenvalue
is equal to the smallest eigenvalue for a channel with
=2m(2n+1)~! and having ideally heat-conducting walls

(see Table)l
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1
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4F. W. Olver(Ed), Bessel Functions. Part lll. Zeros and Associated Val-
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Thus, all eigenvalues of this problem are expressed, acFranslated by Paul F. Schippnick
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Modeling of breakdown of a gas by electrons of the boundary layer during irradiation
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Results are presented from a numerical simulation of the breakdown of a dense inert gas by
boundary-layer electrons upon irradiation of a metal target by high-power picosecond laser pulses.
It is shown that taking the electric field of the boundary layer into account leads to a

substantial increase in the concentration of the seed electrons near the target surface, which
accelerates the ionization process. The dependence of the breakdown time on the electric field
intensity of the incident wave and the concentration of the gas atoms is derive@99®

American Institute of Physic§S1063-78428)00808-3

INTRODUCTION of the electron concentration follows a much smootheffaw
-2
One of the most important results of the effect of emis- _ Z
. . . No(z)=ng| 1+ —| , (1)
sion electrons on the processes of interaction of electromag- 2D

netic radiation with condensed matter is the effect of low- . . .
threshold rapid ionization of a gas at high pressure\’\’h(:"“:“D:(“BokT/ezn())l/2 is the Debye screening radius and

(p~100 atm). As experiments have shovine intensity of np.is the boundary-layer concentration, defined by t_he con-
electromagnetic irradiation in this case is several orders o?“t'on of removal of degeneracy:Er(ng)=kT, ie.,

3/2 H
magnitude lower than the threshold intensity necessary fo'?ox.T ' Thus_, growth .Of the glectron temperatu.re IS accom-
breakdown of the gas far from the target. panied by an increase in the size of the EBL region where the

A numerical simulation of the ionization of a gas by conceqtration falls off according to dependerite At the
emission electrons was performed by Mazhukdral >3 Ac- same time, the boundary-layer value of the concentratipn .
cording to their results, at a radiant intensity, ~ 104/ also grows, and when temperatures of the order of the Fermi
m? and nitrogen pressute~ 100 bar during a time-1nsa €My in the metal are reached, all the EBL electrons pass

region of highly ionized plasma should be observed to forroVver to a classical state. In this case their distribution obeys

near the target surface, screening it from the incident radisdePendencél), andn, becomes of the order of the electron

tion concentration in the metal. Consequently, upon intense non-
.This is an appropriate point at which to make some re_equilibrium heating of the electron component of the metal

marks about the physical model, on which the calculations irf" €Xtended layer of seed electrons having a high concentra-

Refs. 2 and 3 were based. As Mazhukinal. note in their .

tion can be formed near its surface. The rate of ionization
later work? their previous work neglected the effect of un- PrOcesses due to EBL electrons should therefore be substan-
neutralized positive charge forming on the metal surface an

H’ally higher than in the model of free thermal-electron emis-
creating a strong electrostatic field. This field attracts emis®>°" " the metal. In addlt_lon, the electric field qf the EBL
sion electrons back to the surface, thanks to which an ele¢2" strongly alter the profile of the electron and ion concen-
tron boundary laye(EBL) is formed near the metal surface. tratlfns dn(;a_?r thte fﬁrf@;' ted larities. it should also b
This layer has a significant influence on the penetration of n addition fo the indicated reguiarities, it should aiso be .
high-frequency electromagnetic radiation into the mefal. noted that Refs. 2 and 3 used the radiative transfer equation;

Note that an EBL exists near the surface of any conductonj?owever.’ as wil be. Sh""Y” below, a region of h|ghly lonized
however, at temperaturéb~10°— 10° K the influence of plasma is formed in regions of maximum amplitude of the

this layer on processes near the conductor is inconsequentigﬁ"’mdlng electromagnetic wave—therefore, it is necessary to

The point is that at such temperatures electrons in the Corgmploy Maxwell's equations in the calculations.
ductor are highly degenerate and the electron concentration

falls off with distance from the surface very rapidly,
nexz 2exp(—Bz), where 3~ 1 is a quantity of the order of
the mean interelectron distance in the métahis makes it This work presents results of a numerical simulation of
possible to consider the EBL of the degenerate electrons dgeakdown of a dense gas by EBL electrons upon irradiation
being as thin as desired. However, with this rapid falloff of of a metal target by high-power laser pulses of picosecond
the electron concentration the degree of degeneracy falls, amtlration. In light of the fact that the initial electron concen-
when the Fermi energl-(n,) becomes of the order &T, tration on the surface is very large, it is of interest to answer
the electrons pass over to the classical state. Further decredabe question of what should the threshold values of the near-

MATHEMATICAL MODEL
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surface gas density and laser radiation intensity be, suchthat 3 4T, 1 ¢ dTe] 3m
very rapid near-surface ionization of the gas can take place, 5K——=— | Xe—=5 |~ 7 K(Te=Ta)ve
y rap 9 p ' 2 dt ngoaz Jz M
thereby screening the irradiated target. By the phrase “very
rapid ionization” we mean breakdown of the gas, whose 3 e?|E|?v,
onset timer, is much less than the characteristic electron— —| 1+ SkTe|m+ et ?) )
W+ vg)

lattice relaxation time in a conducter~10"1°s, i.e., in the
regime of very rapid ionization the lattice temperature at the . . o
onset of strong surface screening remains at the same ordé'}(hteretMl IS th_e rt?]ass IOf ?n aton?l_of thefgehss the 'infﬁtlon
of-magnitude level as it started with, as a result of which thePotential, ve 1S the electron collision Iréquency in the gas,

target material is not damaged in any way. For this reason, iﬁqual fto the sum of th; gle:;;ron—p n tgnd felectron—atolm col-
the present work we consider substantially higher radiant in; >ON ITequencies, ana, 1S the lonization Irequency caicu-
ted according to the classical Thomson formidla.

tensities than in Refs. 2 and 3. The problem is treated in g" .
The electron—atom collision frequency was calculated

one-dimensional formulation. The calculations make use of .
the following assumptions. using the well-known temperature dependence of the trans-

1. The gas above the target is inert; therefore, ionizatiorpOrt g{SSS section of electron scattering on the inert-gas
oms.

and recombination processes cannot lead to the formation Si the durat f th d iderati
molecular compounds. Formation of molecular ions of the d m;;e N dl_Jt_ra lon ?th € pr(l;(I:ess_es un ﬁrlconstlh erat;]on
sortA; is not taken into account, since under the conditions €T the conditions of the probiem 15 much less than the

of the problem the coefficient of dissociative recombinationEIicignlglatt't(lf]e Irt(i]axattlon t'Te n d ?h t)t/p|cal r;netal f
involving such ions is substantially less than the coefficient’! s, he latlice temperature an € temperature o

of impact—radiative recombination in ternary collisidfis. :he healvy lg::lsdco'inponent V\:'” vary o?ly \t/\r/1eakly durlnlg tthe
2. As will become clear from the calculations that fol- '€ caicuialed. or example, even for the mean electron

— . — 713 .
low, the degree of ionization of the gas up to the onset Of[empera:ureTe'nlo eVbat the tlmett ﬁh S dthe Igt;g:e
screening of the target does not exceed?0rherefore, the empt)re]:_ra ure wi ;;]ar)q tty an a;noun to € otr ero tak
number of excited atoms in the gas is small and ionization OFor IS reason, the fatlice and gas temperatures were taken

atoms only from the ground state was taken into account i|I\0 be unvarying in the calculations. In addition, the radiative
the calculations thermal conductivity was not taken into account in the cal-

To describe the ionization kinetics of the gas, we solveQCUIat'on of the heat transfer processes, since the plasma aris-

a system of equations combining the heat conduction equé':lg as a result of rapid ionization is optically transparithe

tions for the electron temperature, the continuity equation§nean free.path of a photon |n||,§h~(w/wp)2(w/ Ve)).‘>}"
for the electron and ion components, and Maxwell’'s equay\/here wp IS the eIectlrop plasma frequency andis the
tions for the electric field of the electromagnetic wave andwavelength of the rad|aF|Qn

the field of the unneutralized space charge. The mechanisrfn The boundary conditions for Eqe2) and (3) have the
of ionization of the gas due to the multiphoton photoelectric orm

effect was not taken into account, since the characteristic

onset time of breakdown under the conditions of the problem E —

is of the order of 10°—1071% s, which is much greater than z O 2 Imla
the characteristic time of ionization due to EBL electron
impact?? dTe
The heat conduction equation in the region0 (meta) X5, =0 z=0, S

has the form

wherel ,, andl, are the boundaries of the region under con-
sideration in the metal and in the gdsrmally I ,,,I ,—).

dTe 0 T, The equations of continuity of the electron component
Mot = gzl Xm gz |~ ¥(Te™ T and the ion component have the form
+KrKik080C|E0|29Xq2k0KiZ), (2) ane,i 9 5ne’i
Tt " gz|Peigy THeiEdle;
whereT, andT, are the electron temperature and lattice tem- +vNe= BpNeNi — By NN , 6)

perature of the metalZ,, and x,, are the specific heat and

thermal conductivity of the electrong, and«; are the real whereg, and 3, are respectively the coefficients of photo-

and imaginary part of the complex refractive index in therecombination and impact—radiative recombination, By

metal,E, is the amplitude of the wave field a&0, anda is  and u,; are the diffusion coefficient and the mobilit§.

the coefficient of heat exchange of the electrons with the In Eq. (5) we have left out the divergence term djxu,

lattice. For typical metals, whene,,~10?m~3, the coeffi- since the mechanism of diffusional transport plays the main

cienta~10"%W.m 3. K ! (Ref. 11. role in rapid ionization processésVe represent the electron
The equation of heat conduction in the gas>Q) has  concentration in the form of a sum¢=nNg(ion)+ Ne(iay) »

the form'? wherengon and Ny, satisfy the following equations:
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‘9ne(ion) d ane(ion) dzE
A . 2 1

ot 9z De 9z +MeEzne(|on) E-l—kos E=0,

2
+ Vlne_ﬂpneni = Bunehi, e2n e2n v
g'=1— 2e L 2e > f, (8)
+ +

Metiay) _ 9 [ Metiay) o } ©) Mool ve) - Meolw™tve)

gt az| e gz | MHeteletay| at each time step, wheig= w/c.

The given equation assumes that the development of

By virtue of the fact that the concentration of the EBL parametric instabilities in the nascent plasma, accompanied
electronsng,y) Near the metal surface is much greater thary decay of the electromagnetic waves into plasma and ion—
the concentration of the electrong;o,) formed as a result of sound waves! will take place much slower than the devel-
ionization, the boundary value of, at z=0 is equal ton,  opment of ionization. In order that this condition be fulfilled,
according to Eq(1). This allows us to write the boundary itis necessary that the growth ragg of the decay instability
conditions for Egs(6) in the following form: of the electromagnetic wave, which is equal in order of mag-
nitude toyy~(eE/mwc)w,, be much smaller than the ion-
ization frequencyy, . If the field strength of the wave field

n =ng, ! :
_ ety =70 E<5x10°V/m and the concentration,=10*'m~2 while
z=0: D IMeion) + 10 Neiom =0 the temperaturé ~ | (the parameter values that were used in
¢ oz &=z "e(lon) ™ the calculations thenyy<10'%~! and»,=10"% . Conse-

quently, under the conditions under consideration collisions
are the primary mechanism of radiative dissipation, which

INg(l
De%_FMeEzne(lay):Ov makes it possible in Eq8) to use the “traditional” depen-

z=l,: 7) dence for the complex dielectric constarit
IMNei i i itions:
D, e(ion) + teENeion = 0. Equation(8) obeys the following boundary conditions:

0z

z=0, I,: [E]=0, =0, 9

The boundary conditions for the ion componentave
a form analogous to the conditions fageny . The initial  \yhere the wave field has the form
conditions forngien and n; are: Ng(ion)li=0=0, Njl;=o=0.
The initial condition forng,y) corresponds to the electron
distribution (1) at the initial temperaturd,. Note that the
setup time of the distributionil) near the metal surface is
equal in order of magnitude t®/ve=w, (ne)~10"*
—10 ®s (v, is the thermal speed of the electryrise., the
boundary-layer concentratiany(T) is able to “track” varia- 1
::?nnssf)f the temperature occurring over substantially Ionge5>|a: E= EEw{exp[i(wt—koz)]—exp[—i(wt—koz)]}

The distribution of the longitudinal electric field, is

1
z<0: E= Eexp[kofqz]{Eo exfdi(wt+kgx,z)]+c.c},

1
0<z<l,: E= E{Ea(z,t)exp{iwt]Jrc.c.},

i 1
found from the equation n E{Rex;:[i(wt—koz)]+c.c}. 10
IE; __ E(n “n) Representing the wave amplitude and the dielectric con-
gz & ° stant in the formEy=Eq,+iEg, R=R;+iR,, E,=Eq

+iE,,, €' =g, +ie,, with the help of boundary conditions
which at each time step obeys the boundary condition (9), we obtain the following relations at the boundaries of the

region:
e (la dE 1
EZlZ_O:g_OJO Ne(lay dZ d: Z:O—kOKiEal(O)-f—koKrEaz(O)ZO,
here it h taken int t that the integral of 9dEa2
(here i as been taken into account that the integral o a Kok Eap(0) — kokiEnp(0) =0,
Negiom— Nj IS €qual to zerp dz |,_,

The spatial distribution of the electric field of the elec-
tromagnetic wave is the solution of Maxwell’'s equations. dEa

However, by virtue of the fact that, !, the characteristic dz |, —koEaa(la) =2koE.. ,

time of variation of the parameters of the probléooncen- a

tration, temperature, el¢is much larger tham 2, the field dE,,

distribution can be found by solving the stationary wave iz +KoEa1(1a)=0. (1)

equation 2=l
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FIG. 1. Distribution of the electron temperatirg, and also the electron and ion concentratiogsat different timeg=7.0x 1013 (a,b; 1.0x 10" ?s(c,d).
The gas concentration wag=3X 107’ m~3; after an incident wave witl,,=2x 10° V/m.

In this case, the wave equati¢8) splits into two equa- its value reaches a few tenths Igfwhich leads to a signifi-

tions cant increase in the rate of the ionization processes. The
2p temperature hardly varies with time beyond this point, and
al +K2(8,Eq— £ 40) =0 the electron concentration increases rapidly in the regions of
dzz 0T el the maxima ofT,, (this ionization stage is clearly visible in
2 Figs. 1a and 1p After the value ofn, at the maxima be-
a2 | o _ comes larger than the critical concentratiog, the spatial
dz +ko(e1Eazte2Ea1) =0. (12 istribution of the fieldE, loses its periodicity while its am-

litude begins to decrease with further growthngf, which

To solve this system of equations numerically, we usecFeads to a rapid falloff of the temperature near the surface of
the finite-element method. A difference approximation of theyg arget. The rate of decrease of the temperature at the
heat conduction and continuity equations was deVGIOpeBeginning of this stage lies within the limits 40to
with the help of a first-order conservative scheme andh. 10° deg/ps for the example shown in Fig. 1. The electron
The diffusion terms were written in implicit form, while the - oo cenration reaches its critical valog starting in the re-

term £En in the continuity equation was written in explicit 4ion of the first intensity maximurfnearest to the surface of

form. the targeY, after which this happens near the other maxima

(this trend is easy to make out by comparing Figs. 1b and
RESULTS OF NUMERICAL CALCULATIONS AND 1d). Simultaneous with this, the layers of plasma of above-
DISCUSSION critical density increase in thickness, which then leads to

their coalescence and total screening of the irradiated target.
Figure 2 plots some points reflecting the dependence of
the characteristic breakdown timg on n, and E,,. The

In our calculations we chose the following numerical
values of the parameters of the problens 1.06 «m; radia-
tive intensity| o~ 3x 10— 3x 10'%W/m?; refractive indi-
ces of the metal at the given wavelength=1.5, «;=10.1
(corresponding to a concentration of the conduction electrons
in the metal n,=4x10°%m3); gas concentration
ny=(10"—10°®m~3 (pressurep=40—400 atm); ioniza-
tion potentiall = 15.8 eV (corresponding to argonthe ini-

tial temperaturely was varied from 300 to 3000 K, which ar
did not have a noticeable effect on the results; dimensions of
the calculation regiot,,=10x; ko *, I,=2\. 7t

Figure 1 displays profiles of the electron temperaflye
for two different times(Figs. 1a and Icand profiles of the
electron and ion concentratiomg andn; (Figs. 1b and 1d
corresponding to a gas concentratiog=3x 10°'m~2 and

7y [107"s]
™
¥

incident wave fielcE..=2x 10°V/m. As can be seen, for the 5T

large values oh, and E,, and early times considered, the g .

mechanism of ambipolar diffusion has no qualitative effect 4

on the spatial distribution of the temperature and concentra- o

tion. Their distribution clearly reproduces the profile of the 3 2 L L I
0 2 4 6 8§ 10

intensity |E,|? of the standing electromagnetic wave, having 27 -3
period\/2 at the initial stage of ionization, while the profiles ne [107m™]

of ne andn; are nearly indistinguishable. The electron tem-giG, 2. High-frequency 2> 1) dependence;=7,(E.. ,n,). E.., V/m:
perature at the given stage of ionization grows rapidly untilo — 2x10°, ® — 3x10°, O — 4x 1C°.
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breakdown timer, is defined as the time at which the ance in the gas of regions of highly ionized plasma, screen-
electron—ion collision frequency,; becomes larger than the ing the target from the incident radiation. The duration of
electron—atom collision frequency.,. Such an arbitrary this process for gas density~ 10°"— 10°®m~2 and radiative
definition of the onset of breakdown makes it possible tointensity |o,~3X10°—3x10%/m? (E.,~3X10°V/m)
record the onset of strong ionization of the gas regardless dies within the limits of a few tenths of picoseconds to sev-
its concentration, i.e., to track the degree of ionization of theeral picoseconds. Our calculations yield a relation between
gas without regard for the absolute electron concentratiorthe threshold values d&, andn, for which the regime of
Calculating for several combinations &, and n,, it is  very rapid (<< 7)) ionization of the gas is realized.
possible to obtain curve families= ,(n,,E..). Using these
dependences it is easy to estimate any one of the parameters
UE na’_ and E°°, after first assigning the yalues_ of the O,ther IA. A. Uglov, N. N. Rykalin, and M. M. Nizametdinov, Zh’.lEp. Teor.
two. It is possible to make such an estimate irrespective of riz. 69 722(1975 [Sov. Phys. JET@2, 367 (1975].
the the frequency of the electromagnetic wave if instead of?V. I. Mazhukin, A. A. Uglov, and B. N. Chetverushkin, Dokl. Akad. Nauk
the variableE,, we useE../w (in the high-frequency cage  ,SSSR246 1338(1979 [Sov. Phys. Doki24, 443(1979].

. . L . . V. I. Mazhukin, A. A. Uglov, and B. N. Chetverushkin, Fiz. Khim. Obrab.

If the intensity of the incident wave field is less than ... “\o 6 731979,
some thresh0|d Value, then Screening Of the target W|” n0t4V_ . Mazhukin’ A. A. Ug|0v, and B. N. Chet\/erushkin’ Kvanto\/aya
take place. For example, fon,=10’m 3 and E.=2 Elektron. 10, 679 (1983 [Sov. J. Quantum Electroi3, 419 (1983].
. 5 7
% 10°V/m the temperature at the maxima reaches the value”- V- Vlev, K. B. Paviov, and M. A. Yakovlev, Zh. Tekh. Fi4, 50
0.4 after less than a picosecond and its growth then contin (1994 [Tech. Phys3S, 888 (1994]
: 1ess P 9 _ A. V. Ivlev and M. A. Yakovlev, Zh. Tekh. Fiz65, 142 (1995 [Tech.

ues at a significantly lower raf¢he electron concentration at  phys.40, 368(1995].
this time does not exceed (0-®.3)n.]. Therefore, if the ;A- B. Gupta and K. S. Singwi, Phys. Rev. 15, 1801(1977).
electron concentration reaches its critical vaiyg it is after Yu. B. Afanas’ev and A. P. Kanavin, Kvantovaya Elektrdr0, 2267

. . . . . (1983 [Sov. J. Quantum Electror3, 1473(1983].
a time comparable with the electron—lattice relaxation timesx g paviov and M. A. Yakovlev, 1zv. Akad. Nauk SSSR, Ser. Fiz., No.

in the metalr, . 1, 84(1989.
0yy. P. Razer, Physics of Gas Dischargdin Russian, Nauka, Moscow
CONCLUSION (1987, 592 pp.

115, 1. Anisimov, Ya. S. Imas, G. S. Romanev al, Action of High-Power
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heating of the electron component a boundary layer of emisi—jL. J. Kieffer, At. Data2, 293 (1971. - _
sion electrons is formed above the target surface. Under the: P-_S"j"”’\'lpaliam&”'c Av‘i(“l%’;gf gé%h‘POWEV Radiation on a Plasfia
condition of high gas density and high radiation intensity, ook Nauka, Mosco » £90 PP

formation of the electron boundary layer leads to the appearfranslated by Paul F. Schippnick
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The design and arrangement of a detection system for measuring spectra, using a 140 GHz
gyrotron as the probe-radiation source, developed for investigating collective Thomson scattering
in plasma are discussed. The measurement procedure and examples of the results obtained

are presented. €998 American Institute of PhysidsS1063-784£8)00908-§

As is well known(see, for example, Refs. 1 angl #he  frared lasers were the leading sources for a long time. How-
spectra of electron density fluctuations, whose frequeneies ever, for optical sources the conditidB) can be satisfied
and wave numberk are related by the relation only for very small scattering angle@ssentially forward

w=kv;, (1) scatt_ering, which makes_it much more difficult to measure

and interpret the collective scattering spectra. Good results
wherev; are the characteristic ion velocities, carry informa-from local measurements of the ion temperature were ob-
tion about the ion distribution function. tained with a DO laser(385 um, 0.5 J with 1.4us pulse

A widely used method of investigating the characteris-quratior) as the source of probe radiatiéiNonetheless, the
tics of plasma turbulenoespecifically, the spectra of electron |imited pulse duration makes the use of this source very
density fluctuationsis collective scattering of monochro- problematic for important applications such asparticles
matic probe radiation by the plasma. For collective scattergiggnostics of a thermonuclear plasma, where the scattered
ing, the well-known resonance conditions hold: signal is another several orders of magnitude weaker. In this

ws=wi+w,, Ks=kit+kp, 2) connection, the millimeter range is quite promising. Quite
powerful generatorggyrotrong, used for electron-cyclotron

wherew; ki , o, Kk, andws ks are the frequencies and wave heating in a quasicontinuous operating regime, have been
numbers of the probe radiation, the plasma turbulence, ang

the scattered radiation. respectivel eveloped for this range. This gives hope that the signal/
ation, respectively. . noise ratio can be substantially increased by averaging over a

Thus, the spatio-temporal spectra of the scattered radia- .. . .
Sufficiently long measurement tinle.

tion carry information about the plasma turbulence spectra.
In the present paper we present a system, developed at

For the scattere'd signal spectrum to be determined by tht%e Institute of Applied Physics of the Russian Academy of
resonance relation$2), the so-called Salpeter parameter

must satisfy the relation Sciences, for measuring collective scattering spectra that is
intended to be used together with a gyrotron, which provides
1/k,23r§> 1, 3 powerful probe radiation at a frequency of 140 GHz. The
system is intended for use in medium-size controlled thermo-
The relations (2) and (3) determine the admissible nuclear fusion installation@p_ecifically, we have in mind the
collective-scattering geometry for the known frequency of W7-AS stellarator-— Gar.chl.ng, Germany, and thg FTU to-
the probe-radiation source, while for the chosen scatterinff@mak — Frascati, ltalywith ion temperature ranging from
geometry and the expected parameters of the ion componeﬁ?veral hundr(_ads of (_eV to several keV. The spe_ctral analy_sls
of the plasma the relatiofl) determines the required fre- @nge makes it p053|ble_ to measure th_e collective scattering
quency range of spectral analysis. The problems of ion disspectra of thermal density fluctuations in hydrogen or deute-
tribution function(specifically, the ion temperaturdiagnos- rium plasma in different geometri¢scattering angle interval
tics by the collective scattering method have been discusseiem 60 to 180°).
for many years in the literature® The main difficulty here The collective-scattering systertFig. 1) includes a
is due to the extremely low value of the scattering coefficiensource of powerful probe radiatio— a gyrotron, a transmis-
of equilibrium fluctuations, which for typical conditions of a sion line for the powerful probe radiation, a receiving-
thermonuclear plasma does not exceed 801/Hz. This  transmitting antenna system which determines the scattering
makes it necessary to use a powerful source of probe radigeometry and makes it possible, in principle, to change the
tion and a quite sensitive detector. position of the scattering volume inside the plasma filament,
Historically, progress in experimental investigations ofa transmission line for the scattered radiation, a detection
the ion distribution function depended on the development ofystem for measuring spectra, and a data acquisition, storage,
powerful sources of radiation, among which optical and in-and processing system.

wherer 4 is the electronic Debye radius.

1063-7842/98/43(8)/8/$15.00 926 © 1998 American Institute of Physics
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FIG. 1. Block diagram of the system for measuring collective scattering: 1t °o6 s
1 — Gyrotron,2 — high-power line3 — vacuum chambe# — plasma5 ?a T o 1
— low-power waveguide line6 — HF part of the detectoi7 — IF spec- e, .
trum analyzers8 — digital processing system. a 1 1 n °
g 0.2 0.4 0.6
F,GHz

REQUIREMENTS FOR THE DETECTION SYSTEM FIG. 2. Relative power density of the gyrotron noise.

The main requirements for the detection system are dic-

tated chiefly by the expected characteristics of the Scatterer‘ﬁitting and receiving antennas. Sufficiently strong parasitic

signal. Referring the reader to the literature for the detéils, radiation can cause overloading of the detection system or
we note that in the case of scattering by thermal fluctuationgven damage to the mixer at the input of the detection sys-
Fhe s.igr_1al investigated consists pf noise wh.ose' spectrum ligg 1, 14 prevent this the receiver must be shielded by a sys-
in a limited frequency band and is symmetric with respect Qg of attenuators, which together with the parasitic signal

the frequency of the probe radiation. The shape of the spegys, \yeaken the scattered signal, degrading its ratio to the
trum depends on the scattering geometry and the gas COMfector noise, or by notch filters, which decrease the degree

position, the density, and the electron and ion temperatureg, \hich radiation at the frequency of the probe radiation
of the plasma. The width of the spectrum is maximum for“gets through.”

hydrogen with close-to-backward scattering. At temperatures The ratio between the characteristic gyrotron noise and

of the order of several keV the upper limiting frequency foryhe seful signal is determined by the strength of this noise in
hydrogen plasma is=1 GHz, which gives the required ana-

tering geometry and the plasma parametefS This does 1 ,d4e need not be well known, whereas subtracting out the

not requ_ire dete_ction appar_atus with ultrahigh sensitivity ar_“jgyrotron noise is a more complicated procedure. It is difficult
makes it poss't?'e' by_ using a _superheterodyne detectiofy expect the gyrotron noise spectrum to be constant within
scheme, to provide a wide dynamical range for the values o seful signal bancFig. 2). For this reason, in order to
the measured signals with adequate spectral resolution.  «qpiract it out” very careful measurements of the gyrotron
I ][t should behkept in mind, however, thatfln reality exter- oise spectrum and quite accurate measurements of the para-

nal factors, such as parasitic penetration of some portion fsic signal strength at the input to the detection channel in
the powerful probe radiation to the input of the receivingy,q ¢ojective-scattering regime must be performed. Experi-
antennd as well as the characteristic cyclotron radiation Ofmental investigatiofis1-*3have shown that the parasitic ra-
the plasma, can limit the sensitivity of the receiving systeMyiation level depends strongly on the scattering geometry
The thermal cyclotron radiation of the plasma is, as a ruleg,4 the plasma parameters. As one can see from the Fig. 2
s:tronger than the expected scattered _signal, but its_ Co_ntrib_tllt')r decoupling of the order of 40 dB between the transmit-
tlon_can be.decreased to several eV, if the magnetic field I[ﬁng and receiving antennas and for probe radiation power of
the installation does not correspond to cyclotron resonance about 0.5 MW the noise level at frequencies displaced by

the frequency of the probe radiation. Moreover, since it iS;59_150 MHz from the center of the generation line can be
difficult to expect the cyclotron noise spectrum to have anyys ihe order of 100 eV in terms of the noise equivalent tem-
features in the quite narrow analytical band, even a wea erature.

scattered signal can be distinguished against its background
by means of accumulation and averaging over a sufficientl
long period of time.

The most serious obstacle for reliable measurement o
collective-scattering spectra could be “parasitic getting  The measuring systefirig. 3) is assembled in the man-
through” of the probe radiation to the input of the receiving ner of a superheterodyne multichannel radiometer with input
antenna, both as a result of multiple reflections from thesignal modulation. The following basic parts can be distin-
chamber walls and on account of the side lobes of the trangjuished according to functional characteristics: a wide-band

%LOCK DIAGRAM OF THE SPECTRUM MEASURING
YSTEM
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FIG. 3. Block diagram of the measurement of the spedtra: Waveguide 140.00 B -©
input, 2 — detector shielding syster8,— heterodyne frequency converter,
4 — system for stabilizing the heterodyne frequenBy— synchronizer, 1
6 — IF spectrum analyzer8,— low-loss coaxial line8 — digital process- 39.90
ing system.
139.60
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heterodyne converter equipped with a system for shielding t,ms

the mixer from parasitic gyrotron radiation; a system for sta-

i . iataL IG. 4. Variation of the gyrotron frequency inside the generation pdise.
bilizing the heterodyne frequency; intermediate frequenc;}g:yrotronA’ 2 gyrotronE, 3 — gyrotronC.

(IF) spectrum analyzers; a multichannel analog-to-digital
converter; and, a computer-based data acquisition and pro-

cessing system. In addition, a square-law detector for mea- : . . . .
: o - : . operating regimes. This makes it possible to use for collec-
suring the parasitic radiation power entering the input chan:.

tive scattering a prechosen interval for the generation pulse

nel is connected, through a waveguide coupler, at the Inlouéuring which the frequency drift does not exceed several

of the detection system. .
. MHz. From the standpoint of measurements the most favor-
The heterodyne converter enables transferring the spec; : o :
: . . . 7~ able sections of the radiation pulse appear to be the sections
trum of the signal being investigated from the high-

frequency(HF) region (of the order of 140 GHinto the IF with the minimum curvature on the frequency—time charac-

. o teristic, i.e., several hundreds of milliseconds after genera-
region 50-1200 MHz, where spectral analysis is performed.. . .
. . ; : tion commences. However, in the first place, the pulse-to-
The spectral analysis problem is solved with the aid of two - .
. . : ._pulse repeatability degrades somewhat on these sections and,
multichannel systems performing parallel analysis, enablin . .
the second place, the duration of the powerful pulse in-

operation in real-time with of the order of 1 ms resolution. . ; IR .
The IF scanning spectrum analyzer includes a main f”te#ected_lnto the chamber is I|m|t(.ad.to sgveral tens of millisec-
nds in the case that the radiation is not absorbed by the

system with 10% relative spectral resolution. The secon . . .
plasma, and such operating regimes are of interest from the

analyzer for the IF spectrum is a “lens” system, which . . e

. . . . : . standpoint of decreasing the level of the cyclotron radiation
makes it possible to investigate with a higher spectral resol_)ack round. On this basis the gyrotron C is of no interest for
lution any section of the spectrum with a width of 100 MHz g i 9y

within the entire scan band. collective scattering, while gyrotron A is most promising.

L . The choice of the superheterodyne radiometer scheme
A characteristic feature of the frequency converter is the : ; . e .
" . . . . - . makes it possible to satisfy the sensitivity requirement even
guasihomodyne” operating regime, which is made possible . e
for the average parameters of the mixer and IF amplifier,

by wo-band operation of the mixéwithout suppression of whose conversion losses and noise temperature determine

the mirror-image banand by the equality of the heterodyne tpe sensitivity of the detector. Specifically, the components

and gyrotron frequencies. The use of both bands is 0ptlmalrlsed made it possible to obtain at 140 GHz a noise tempera-

from the standpoint of sensitivity, since the sc:attered—signa&ure ~0.6 eV referred to the inputwith ~0.2 eV at the

spectrum is symmetric relative to the probe signal frequency, .~ .
) . “mixer inpud.
To preserve a single-valued relation between the output sig- As is well known, the radiometric sensitivity determined

nal spectrum and the IF signal the relative detuning of the . .
. as the minimum detectable increment to the antenna tem-

heterodyne, detector, and gyrotron frequencies must not ex- . . .
- . perature is determined by the relation

ceed the minimum spectral resolution. The system for stabi*

lizing the heterodyne frequency provides a relative frequency 2T,
stability of 1078, which is obviously less than the spectral ATmin:\/TTa (4)

resolution of the device, so that detuning can appear because

of either regular drift of the gyrotron frequency during the where Af is the width of the spectral channel ands the

pulse or inadequate pulse-to-pulse repeatability of the gyroaveraging time.

tron operating regime. In an experiment the total noise temperature of the mea-
Investigations of several gyrotron®\(C,E), which in  suring system, referred to the antenna input, consists of the

principle can be used for collective scattering on W7-AS,characteristic radiation of a plasma with brightness tempera-

showed(Fig. 4) that each gyrotron investigated is character-ture T, the gyrotron noise, characterized by the tempera-

ized by its own characteristic time dependence of the freture T, in the “wings” of the generation ling¢Fig. 2) and

guency and this dependence repeats from pulse to pulse withe characteristic noises of the receiving system with tem-

an accuracy of not worse than 10 MHz in identical gyrotronperatureT, ,
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FIG. 5. Frequency characteristic of the notch filter based on a Wa"egmdﬁression line can be treated as an additional perturbation of
section. the “through” transfer function of the entire system as a
whole; thus, 3 dB damping corresponds to frequencies of
_ -1 approximately=60 MHz, while distortions introduced out-
Tn=TprtLaTgnt Ly "Ten, © side a+90 MHz band do not exceed 2 dB. Damping on the
wherel, is the coupling coefficient between the receiving wings of the line of the notch filter leads to a small additional
and transmitting antennas ahgis the transfer factor of the loss of sensitivity in the low-frequencfLF) channels. To
channel from the receiving antenna to the mixer input. eliminate the influence of the temperature instability, the fil-
To give an idea of the order of magnitudes, we note thater is placed in a thermostatically controlled unit.
a sensitivity of 1 eV with an averaging time of 1 ms corre-  The second component of the shielding system, making
sponds to cyclotron noise of the order of 50 eV in narrowit possible to block the input of the detection system at a
channels Af~5 MHz) and of the order of 200 eV in wide level of not less than 40 dB and open it only for the mea-
channels Af~100 MH2) or intrinsic detector noise with surement time, is @—i—n attenuator that can be controlled
total damping in the detection channel of the order of 20 dBpy a specially formed gate-voltage pulse. Inside the gate this
for narrow channels or 27 dB for wide channels. Finally, theattenuator operates as a modulator. The controlling voltage is
intrinsic gyrotron noise gives a similar limit on the sensitiv- formed with the aid of a synchronizer, which permits varying
ity in channels displaced approximately by 100 MHz fromthe triggering time and gate duration over wide limits.
the center of the generation line with decoupling of the order
of 40 dB between the receiving and transmitting antennas. 4iGH-FREQUENCY DETECTION SYSTEM

The HF part of the detection system for measuring spec-
tra, which is assembled as a separate unit, well-screened
A key element of collective-scattering experiments per-from external radiation, includes the followingrig. 6): a

formed with a gyrotron as a source is the problem of shieldwaveguidep—i—n modulator, a ferrite rectifier, a mixer, two
ing the receiver from parasitic radiation. The level of thisIF amplifiers between which are inserted an HF filter with a
radiation, even taking account of antenna and transmissiolimiting frequency of 45 MHz, a heterodyribackward wave
line losses, is sufficient to disrupt the normal operation of theube and a ferrite rectifier and band-pass filter with an ap-
detector. To solve this problem, a shielding system was deproximately 300 MHz band placed in the heterodyne chan-
veloped which employs a multiresonator notch filter andnel. Moreover, the HF part of a phase-locked loop is also
switched electronigp—i—n attenuators. This system solves placed there. A notch filter, which is a component of the
two problems: attenuation of the parasitic gyrotron radiationgircuit shielding the detector from the parasitic gyrotron sig-
and gating of the detected signal to prevent overloading ofal, and a coupler for measuring the parasitic gyrotron radia-
the detection system at the moments when the gyrotron getiion power are placed at the mixer input in front of the
eration line falls outside the suppression band of the notcimodulator.
filter. In the HF unit, the signal entering from the transmission
The system employs a mechanically tunable filter basedine for the scattered radiation is amplitude-modulated with a
on a dominant-mode waveguide with 20 cylindrical resonafrequency of 10 kHz and enters a balanced mixer through the
tors operating on thél,;; mode'* This filter (Fig. 5) gives  rectifier 1. The losses in the modulator do not exceed 1 dB,
maximum suppression of up to 100 dB and not less than 4@nd the direct losses in the rectifier equal 3 dB with 27 dB
dB in a band of the order of 50 MHz. The characteristicdecoupling. The signal from the heterodya- a backward
outside thex-50 MHz band relative to the center of the sup- wave tube(140 GHz, 10 m\W — is also fed into the mixer

SHIELDING SYSTEM
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through a rectifier 2 and a band-pass filter. The filter gives

additional suppression of the heterodyne noise of at least 5-8 . I ™
dB in the 300 MHz band centered to the heterodyne fre-

quency. The dc operating regime of the mixer is maintained —= 2 p{ 8 ] 10 1
with a current sourcégnot shown in the diagramand is

monitored according to the measured voltage on its diodes. 71 &4 § )

The use of nonreciprocal devices in the input circuits, though

this involves a degradation of sensitivity, is justified by the 5 ] “ |
fact that it makes it possible to solve the parasitic signal j

problem inherent to modulation radiometers. FIG. 7. Block diagram of scanning IF spectrum analyZe- Input, 2 —

The IF signal from the mixer output is amplified by a p-i—n attenuator3 — IFA, 4 — synchronizer5 — external gating signal,
wide-band low-noise amplifier based on bipolar transistors® — 10 kHz reference voltage outpt, — gate,8 — 32—channel multi-
The band of the IF amplifier is from 45 MHz to 1.3 GHz, the P'eXer9-40— LF channels41 — output to ADC.
integral noise temperature equals 210 K, and the tdeal

two modules gain equals 56 dB. To improve the dynamic constant relative resolution of 10%, employs a specially de-
characteristic of the IF amplifier at low frequencies, an HFyeloped 32-channel multiplexer, consisting of a chain of ac-
filter with a cutoff frequency of 45 MHz and a rate of fall off tive wide-band intermediate-frequency amplifiefiAs),
of 10 dB/MHz is inserted between the IF amplifier modules.eight cascades of active power dividers based on field-effect
The noise temperature of the detector as a whole, takingansistors, 32 intermediate-frequency band-pass filters, and
account of losses in the notch filter, the modulator, and th@2 amplitude detectors. In addition, it has a wide-band out-
rectifier, i.e., referred to the input of the unit, was equal toput, decoupled with the help of an attenuator, for connecting
about 5000 K. an auxiliary spectrum analyzer.
The IF signal flows from the output of the HF unitalong  The IF filters are assembled in a three-loop arrangement
a coaxial cable with low losses into the spectrum analyzersyith capacitive coupling based on lumped elements and
The frequency of the heterodyne is stabilized withtuned to the following frequencies: 48, 54, 59, 66, 73, 80, 90,
phase-locked loogPLL). The PLL system includes the fol- 102, 111, 123, 136, 153, 172, 187, 205, 227, 252, 280, 308,
lowing components(Fig. €): a waveguide coupler, a har- 344, 379, 418, 464, 514, 570, 625, 692, 766, 845, 940, 1033,
monic mixer, IF-amplifier PLL, RCH6-02 frequency synthe- 1155 Mhz; the band of each filter equals approximately 10%
sizer for the range 4-8 GHz, phase detector, and a schengg the average frequency of the filter. The decoupling be-
for ControIIing the frequency of the backward wave tUbe.tween neighboring channels is not less than 20 dB.
The HF components of the PLL are placed directly in the  The IF analyzer channel also includes a voltage-
microwave unit of the spectrum analyzer. The stabilizationcontrolled intermediate-frequency—i—n attenuator and a
system includes only one PLL unit, which was made poswide-band IFA, which are placed in front of the multiplexer.
sible by the use of a high harmonic number=21) and a  The transfer factor required to provide the dynamic range of
high frequency of the reference oscillat@678 MH2. The  the IFA is set by an attenuator. In addition, this attenuator is
heterodyne frequency is stabilized in the entire generatiofised for additional gating synchronously with the HF modu-
band of the backward wave tulfef the order of 20% and  |ator.
in the synchronization mode it is set by the frequency of the  Each LF channel of the analyzer includes a low-noise LF
reference oscillator — frequency synthesizer amplifier, a synchronous filter, an attenuator, a synchronous
Frei=21 - Foyn— 250 MHz. G dgt_ector, an_integrating R_C circuit, and an output video am-
lifier. The time constant is chosen to be 1 ms based on the
The stability of the heterodyne frequency is determinedmpossibility of using a modulation frequency above 10 kHz
by the synthesizer parameters and in our case is not less thggcause of the limited speed pfi—n modulator.
5X10°°; this stability is much more than enough for the  The use of a system of attenuators makes it possible to
spectral analysis system described above. The hold-in barghtain a wide dynamical range for the measured signals ap-
of the PLL system equals 600 MHz and the lock-in bandpearing at the input of the detector system: from hundredths
equals 250 MHz. The minimum frequency tuning step is 21y an eV, which is the threshold sensitivity because of the
kHz. intrinsic noise of the detector system, up to® 1&V. This
made it possible to use the measuring system not only for the
direct purpose for which it was intended — measurements of
the ion temperature, but also for investigating nonequilib-
The IF scanning spectrum analyzer and an additionatium plasma turbulence as well as for real-time measure-
high-resolution spectrum analyzer were assembled as indments of the frequency drift of the gyrotron radiation.
vidual units. Both devices implement parallel analysis and  The second spectrum analyzg@tig. 8 is intended for
differ only by the parameters of the filter systems and thanvestigating the fine structure of the spectrum and makes it
presence of a second heterodyne in the auxiliary spectrumossible to observe with a resolution of 5.5 MHz the spec-
analyzer. trum in a 100 MHz band, centered to one of the frequencies
The scanning spectrum analyzg@tig. 7), intended for  of the analytical band. It is implemented in an arrangement
analyzing a signal in a band from 50 MHz to 1.2 GHz with awith second heterodyning and includes the following: an in-

INTERMEDIATE-FREQUENCY SPECTRUM ANALYZERS
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whereu;, u®®, andu(5°® correspond to the values of the
output signal in thé-th channel for collective scattering, for
24 44 o measurements of the signal from an empty chamber, and for
calibration according to the cyclotron radiation, respectively.
FIG. 8. Block diagram of a “lens” spectrum analyzdr— HF filter, 2 — For a different orientation of the directional pattern of
mixer, 3 — second heterodynd,— band-pass IFA5—24 — system of 20 the receiving antenna the cyclotron radiation can be used
narrow-band filters25-44 — LF channels. only for relative calibratioriprogrammed equalization of the

transfer factors in all channels of the spectrum anajyaer

the assumption that the effective temperature of the radiation
put preselector, a mixer, a second heterodyne, a convertegk constant within the analytical band. The absolute value of
signal selector, IFA2, a 20-channel multiplexer, and a systenthe measured signals is obtained here with a low accuracy,
of 20 selective channels. The second intermediate frequenGyhich is determined either by estimating the cyclotron radia-
equals 250 MHz. The analytical band is tuned by switchingijon level in the given geometry or by estimating the losses
the heterodyne frequency with a step of 100 MHz togethefn the receiving channel and absolute calibration with a

with Corresponding SWitChing of the preselector filters. The“b|ack body” source connected to the receiver input_
LF part of the unit is similar to that used in the scanning

spectrum analyzer.

CONCLUSIONS

The first experiments, which were performed on the
W?7-AS stellarator, on collective scattering using a 140 GHz
The voltage at the output of each spectral channel of thgyrotron in the detection system described above for measur-
analyzer can be written as ing spectra were of a preliminary character and made it pos-
U=KT. 410 ) sible to understand the need tp update a.r'1umber' of compo-
booha T nents and fundamental solutions. Specifically, it became
where K; is the total transfer factor of theth receiving clear that deeper suppression of the parasitic gyrotron signal
channel from the input of the receiving antenna to the analogs needed. It was necessary to reject open quasioptical com-
output of the spectrum analyzér,; is the antenna tempera- ponents in the line transporting the scattered signal and to
ture, averaged over the band of théh receiving channel; provide careful screening of the waveguide channel and the
and,u? is a constant shift of the “instrumental zero.” HF part of the detector and to introduce a more effective
Generally speaking, in each chant¢l and uio depend system for gating the signal being investigated. To improve
on the choice of the dynamical range, determined by théhe stability of the parameters of the detector the radiometer
settings of the attenuators. For this reason, to measure tleércuit was change¢to modulation instead of compensatjon
signal at the input of the receiving antenna it is necessary tand thermostatting of the HF part of the radiometer was in-
perform calibration measurements, which make it possible téroduced. For purely illustrative purposes, we present here a
determine these quantities in each channel for each choice atimber of examples.
the dynamical range. The ideal method of calibrating the  The first results on collective scattering were obtained on
entire detection system as a whole would be to place tw&V7-AS in the backscattering geometry using the gyrotron A;
noise sources with known and quite strongly differing tem-in addition, the probe and scattered beams were close to the
peratures in front of the input of the receiving antenna. Withequatorial plane. In this geometry, in the absence of absorp-
such an absolute calibration the quantitiés and uiO are tion of the probe radiation by the stellarator plasma, the level
determined uniquely in each channel, which makes it posef the scattered gyrotron radiation was sufficiently high so
sible to perform an absolute measurement of the effectivéhat scattering by thermal fluctuations could be detected only
temperature of the radiation in each channel in the collectivefor certain optimal positions of the receiving and transmit-
scattering regime. A good calibration source for a horizontating antennas by subtracting the gyrotron noise from the gen-
orientation of the directional pattern of the receiving antennaeral signal. An example of such a difference signal and gy-
is an optically thick, resonant plasma layer emitting at therotron noise spectrum is shown in Fig. 9.
second cyclotron harmonic, such that the radiation tempera- When intense absorption of the probe radiation occurred
ture of the layer is equal to its physical electronic tempera{the extraordinary wave at the second cyclotron harmonic
ture. An empty vacuum chamber, whose radiation temperawvas used as the probe radiatiothe scattered signal could
ture can be assumed to be equal to the temperature of tht be distinguished against the background consisting of the
surrounding medium, can be used as the second referenptasma cyclotron radiation. Another example of the spectrum
source. If the effective temperature of the cyclotron radiatiorof the scattered radiation is shown in Fig. 10. This spectrum
and of the measured signal are much greater than this quamas obtained with scattering by nonthermal lower-hybrid
tity, then its exact value is unimportant and the effectiveturbulence in the same back-scattering geometry, and the
temperature of the measured signal can be determined &svel of the scattered signal exceeded by several orders of
follows: magnitude the cyclotron radiation of the plasma, the gyrotron

MEASUREMENT PROCEDURE
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nOiS_ea and the level of the signa_l scattered b_y thermal _ﬂUCFIG. 11. Experimentafasterisks and computedline) scattering spectra of
tuations. Good frequency resolution was obtained by using &ermal fluctuations.

“lens” system of spectral analysis. Figure 11 shows the
spectrum obtained for scattering by thermal fluctuations, us-
ing gyrotron E as the source of the probe radiation. This  These investigations have demonstrated that it is pos-
spectrum can be used for local determination of the ion temSible in principle to use a gyrotron as a source of powerful
perature, since it is obtained in a 90°-scattering geometryadiation for collective scattering. This is very important not
from a volume with a size of the order of 4 cm. A charac-©0only and not so much for measurements of ion temperature,
teristic feature Of the new geometry is good decoup"ng bebut aISO fora-partic|e diagnOStiCS undel’ the Conditions Of a
tween the transmitting and receiving antennas — the level ofhermonuclear reaction. Today the gyrotron is the only real
the gyrotron noise at the input of the receiving antenna igource of powerful long-duration probe radiation, whose use
approximately two orders of magnitude lower than the levelPPens up the prospect of local measurements of the collec-
of the detected signal. The spectrum presented is distirfive scattering spectra ef particles with quite high sensitiv-
guished against the cyclotron radiation background, whos8Y due to the high “radiometric gain.” The principles,
effective radiation temperature is two to three times higheMhich were checked on the W7-AS setup, of the system for
than that of the scattered signal. measuring collective scattering spectra can be transferred
The system for measuring collective-scattering spectraVithout any serious modifications to theparticle diagnos-
with the introduction of strong additional attenuation of the tics system. At the same probe-radiation frequency the “col-
signal makes it possible to investigate also the frequenc{ectiveness” condition for scattering is satisfied for any
drift during the gyrotron pulse. As an example, Fig. 121maginable geometry. For reasonable widths of the spectrum
shows the evolution of the generation frequency of gyrotrorPf the measured signal3—4 GH2 the scattering angle
E obtained in this manner. should not be much greater than 30°. An appreciable de-
crease of the parasitic signal level can be expected in a large
reactor-scale setup, but since the scattered signal is expected
to be weak, it appears that a notch filter will remain a nec-

ﬂ essary component of the detection system. Since the duration
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FIG. 10. Scattering spectrum of lower-hybrid turbulence. FIG. 12. Evolution of the radiation spectrum of gyrotrBn
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The problem of the conductance of shock-compressed metal—insulator<{M#¢a) film

structures based on polymethyl methacrylate is solved by numerical and analytical methods.
Analytical expressions are obtained for the conductance of a MIM structure impacted by

solid particles moving with velocities exceeding 1 km/s and for the output voltage of a capacitor
detector. The numerical and analytical calculations of the conductancesnt pulsgof a
shock-compressed structure are in qualitative agreement with one anothd®9&®American
Institute of Physicg.S1063-784£98)01008-3

The study of the processes occurring when high-velocitybarrier consisting of the top platéaluminum of a capaci-
particles interact with metals®> semiconductors, and tor, i.e., a crater is formed without mechanical damage to the
insulators> is of great scientific and practical interest in insulator*’ The equation of state for the aluminum plate is
connection with the fact that such materials are used as tranased in the forr
ducers of the physicochemical parameters of the partiéles
and as elements for monitoring the serviceabi_lity of the p=p.(v)+ 7(0’8)[8_%(7)], (6)
structural components of space vehici@he sharp increase v
in the conductance of shock-compressed Mihetal—
insulator—metalstructures is due to both compression of the
material and thermal ionizatidhParticle transducers based
on polymethyl methacrylate possess a high impact sensitiv-
ity, reliability, and stability of characteristics under the con-
ditions in space. To determine the conductance of shock-

where

mn
pc(v)=T(0'Ln—0'g), UC=T7 o=,

m
Cc

n
Cc
compressed insulators in MIM structures as a function of Y~ " Sc(v)_cmn<ﬁ_ﬁ

+eg,
time and the particle parameters, a system of equations con-
sisting of the equations of hydrodynamics and electrodynam- 203+ (yo—23)(1+ o2 (o2 + a2
ics is solved using the equations of state for a methimi- Y(v.e)= T+ (e+eqv))le, '

num) and an insulatotpolymethyl methacrylaje
vo=0.369 cni/g, vy=0.361cni/g, y,=2.19, o,=0.95;

dp _ a=8, m=1.8,n=0.6, ¢,,,=23.399 J/g;e ,,=3.06 kJ/g,
ot Tdv(pW) =0, @D 125 kJ/g,[p]=10* bar; c,=1.425< 10° J(kg- deg).
(oW.) Polymethyl methacrylate with the equation of stéfg
I pW; : taken from Ref. 11, is used as the insulator
+ ‘W)+Vp= ' :
div(pWiW) +Vp=0, @ The law of variation of the electrical conductivity of a
2(pE) shock-compressed MIM structure is taken in the form
p . .
oE TdiV(pEW) +div(pW) =0, ) o= aoexp(— AE/KT), 7
— (0 E—W22) i=12 4 where g,=70591() -cm, and for polymethyl methacrylate
P=plp; 2, i=12, ' @ we takeAE =1.2eV~const in the particle velocity range
p—a(p3—p8) 1-10 km/s. The pressure in the region of the insulator de-
p=ap’ T= 4p—N’ ) pends on the thickness of the top plate of the MIM structure.

The quantityo, and AE are found by substituting ,,
which are, respectively, the laws of conservation of massg,, T,, ando, into Eqg.(7) and solving the system of equa-
momentum, and energy and the equations of state of alumtions (2). The values ofU,E,p, and p, characterizing the
num and the insulator. behavior of the materials as a function of time, were deter-
The temperaturel is determined from a three-term mined by solving the system of equatiofis—(5). The pro-
equation of statd,and the quantitiep, E,W, p, andT are  gram also permits calculating the temperature field in the
found by solving the equations by the method of largecells. The solutions were used for calculations of the electri-
particles’ Here we are considering the case of a collision ofcal conductivity and the conductivity, which depends on the
a particle with a MIM structure, deposited on a semi-infinitetemperature of the shock-compressed conduction channel of

1063-7842/98/43(8)/4/$15.00 934 © 1998 American Institute of Physics
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6,2 tem™’ a 2, ks T. ¢ the MIM structure (total current through the shock-
compressed capacijoilU is the voltage on the plates of the
structureV is the volume of the region of integration encom-
passed by the shock wawe(r, t) is the electrical conductiv-
ity, d is the thickness of the insulator, amdandt are the
coordinates and time.

The total conductancé& of the conduction channel
equals

GZJ f(v)f o(r,tydv-d—2 9)

If the conductivityo is a function of timet only, then
Eq. (9) can be written in the form

G=o(t)V(t)d 2. (10)

The volumeV(t) can be calculated approximately ac-
cording to the equation

V(t)=S8(t)d, (11)

0 0 2 ¢4 ZE 8 10 12 14 whereS(t) is the area of the spot formed by the shock wave
) pm on the back side of the insulator.

FIG. 1. a — Pressure, velocity, density, and temperature of the shock- . In this case, SUbStltuung expressujhl) into Eq. (10

compressed insulator versus tinhe— pressure, velocity, and density of the 9IVES
insulator versus the longitudinal coordinate. 1
G=o(1)S(t)d - (12

At t=0, S(0)=0 andG(0)=0, i.e., the conductance of

the MIM structure. Given the temperatueeis determined the conduction channel itself equals zero. However, the con-
from the known functiono=a(T) or given o and T the  ductance of the entire structure consists of the conductance
empirica| dependence of on T can be determined. Figures of the rest of the insulator. Lﬁg be the area of the entire
1a and b show the computed curves of the pressure, densi@yrface of the insulator anfl. the area of the conduction
velocity, temperature, and electric conductivity of the shock-channel. Then the total conductance will equal
compressed insulator as functions of time and the longitudi- _ -1, e _ -1
nal coordinateZ, respectively. The top plate, the insulator, Gg=0()S(1)d" "+ o(Sy~ Se(1)d 7 (3
and the bottom plate of the structure were 20, 1.5, andr@0  where gy, is the conductivity of the undisturbed part of the
thick, respectively, while the particles were LB in size. insulator at room temperature.
The computational results show that the film MIM struc- The expression can be put into the form
ture is highly sensitive to shock action. Thus, for a 4ra ,
particle moving with velocity 5 km/s the electrical conduc- ~ Ca~ Gol 1+ (a(D)/oo=1) - S()/Sy], (14
tivity of the shock-compressed channel changes by 7 ordefghere G, is the conductance of the structure before the
of magnitude. The temperatufe=900°C, 0=10 %A, p  shock.
=4.5x10°kg/m?®, and pg=3X10°Pd, which in order of We shall make a number of assumptions which do not
magnitude corresponds to the experimental results of Ref. ‘&hange the qualitative character of the processes occurring in
There is no justification for using the solution of the the presence of a shock:
systems of equation$l)—(5) for processing information 1) A spherical wave propagates away from the point of
from the MIM-based transducers under real operating condicontact of the particle with the target. The amplitude of the
tions because of the large volume of the calculations angyave can be calculated in accordance with the shock adiabat
greater complexity of the apparatus. A simple model is repf the barrier material.
quired for calculating the currertioltage pulse from the 2) The distribution of the parameters from the contact
MIM structure as a function of time, the particle parameterspoint to the shock wave front is uniform.
and the structural parameters of the transducer. An analytical 3) The phase transition occurring during the passage of
expression for calculating the current in the conduction chanthe shock waves is neglected.

nel of a shock-compressed MIM structure was obtained in  4) The damping of the shock wave will be determined on
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the form the basis of the law of conservation of energy.
U From the theory of shock waves the pressure on the front
J= _f f j a(r,t)dV, (8)  of the shock waves is
D2J) Jw
W2
by solving the equations of electrodynamics for an equiva- p= o (15

lent circuit of the transducer. Herkis the current through (1= am)(1+Vp  lpm)?’
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wherep, and p,, are the initial densities of the particle and
target andWj is the collision velocity.

During the propagation of the shock wave the particle <
pumps in kinetic energy for a period of tintg, so that the
specific internal energy is constant in time. The distanté - 1 R,-
from the top of the contact surface to the free surface at the &1 C—F

moment when the particle and the target no longer interact
with one another will equal

H=RVprIpm=R:a, (16) Ry

whereR, is the characteristic particle size.
We estimate the timg, according to the formula

to=Ri(a+1)/Wp. (17 FIG. 2. Equivalent circuit of the shock-compressed MIM structure.

After the particle is spent, fdr>t, the parameters of the
shock wave decay as a result of an increase in the volume of
the material. On the basis of the law of conservation of enwherek=4.582< 108K g/erg is the coefficient of propor-

ergy tionality.
Substituting expressiof23) into Eq.(22), we obtain the
E=f pedV, (18)  law of cooling of the insulator
(V)

whereE is the internal energy stored in a volume of radilis — Tt E
over a timety andp is the density of the shock-compressed 0 213 pu[ Wo(t—to)[(1—ay)(1+a)] *+H]3k’
matter. (24)

i th titi t th - . . .
Since the quantitiep ande do not depend on the coor We shall now determine the arrival time of the shock

dinates, we shall write the relatiofl8) in the form )
E=peV(t). Since the wave is hemispherical, we have"V2'€ at the back surface of the insulator from the moment of

V(t)=2/37R3(t), whereR(t) is the law of motion of the '™MPact

shock wave front. It is obvious that (L+d—H)(1—ay)(1+a)
¢ td:t0+ WO y (25)
R(t)zf D(t")dt'+H, (19
to whered is the thickness of the insulator, located at a distance

L from the source of the shock wave.

At this moment current starts to flow through the MIM
structure. Switching to the new variabte-t+ty, we re-
write expression(24) in the form

whereD(t") is the velocity of the shock wave.
Assuming that for times close @, the velocity of the
shock wave is practically constant, we obtain

R(t)=D(t—tg) +H. (20
E

The velocity D of the shock wave is related with the T=Ty+ — 3o

particle parameter as 2[3mp[Wot[(1—aw)(1+a)] "+L+d] 2(26)
Wo
=~ where
D= iamdra; @D
. . : 2 Wt 8

Substituting expression®1) and (20) into Eq. (18) we —mpy| =———————+L+d| k=N.

obtain 3 (1-ay)(1+a)
Wo(t—to) 3 We shall determine the are® of the spot on the back
EZpMS(t)EW[m‘FH . (22 side of the insulator as
M
Since S.=n[(Dt+L+d)?—(L+d)?]. (27)
o [ Wo |22 Substituting expression®6) and (27) into Eq. (14), us-
E= 7M 1ta §7TH3:COI'\SI, ing expressiori7) for the conductivity of the MIM structure,
a we obtain
expression22) makes it possible to determine the variation 141
of the specific internal energy(t). For Plexiglas the relation G.=Gn 1+ ooeXp—AE[To+EN 7] )_1
between the temperatufie at the shock-wave front and the o0 ooexp(—AET, Y
specific internal energy is given by expressiofil1)
w[(Dt+L+d)?—(L+d)?]
T=Kke, (23 X S, . (28)
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a wheret,=R,C, G,=1/R,, C is the capacitance of the MIM
structure(capacitoy, E; is the voltage of the power supply,
andR, is the load resistance.

The initial condition for Eq.(29) has the form at=0

u,v

1077
RE;  GyE
OLII(O) USt R +R Gg+ Gzr

1072
whereRy is the resistance of the conducting channel.
The solution of Eq(29) can be reduced to quadratures:

U eF{ ftG(t) )dt

-9 -8 I- t’
10 0?0 1077 X[UstJr_f epr (—+1 dt,,}dt ]
28 ty Jo
b
- ot (30
107+ The results of solving Eq.30) are presented in Fig. 3a
(output voltage and in Fig. 3b(conductance of the MIM
10°F structure. The results show satisfactory order-of-magnitude
agreement with the experimental datnd the results ob-
107" tained by solving the system of equatidd$—(5). Therefore
al the model proposed for calculating the conductance of a
Q:,m 1.1km-5-1 shock-compressed MIM structur@utput signgl can be
107 used, for example, for designing transducers of physical
chemical parameters of high-velocity particles.
1074} Tkm s
-
[/ 0 10 t,s 1V. N. Nikolaevski (Ed), High-Velocity Impact Phenomeniir, Mos-

cow, 1973.
FIG. 3. a — Voltage of the shock-compressed capacitor versus time; b —2N. A. Inogamov, A. B. Konstantinov, S. I. Anisimov, and S. B. Zhitin, Zh.
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Fiz. 14(6), 517 (1990 [Sov. Tech. Phys. Lettl4(3), 230(1990].
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: : : Astron. Lett.12, 254 (1986)].
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Irradiation of solids produces a microscopic nonequilibrium state in which the vibrational
energy distribution function of the atoms deviates from the thermodynamically equilibrium
function. Expressions are obtained for the nonequilibrium distribution function and for the
frequencies of activational transitions of atoms out of a potential well. It is shown that the
radiation stimulation of diffusion processes involves a deviation of the temperature dependences
of the frequencies of transitions of the atoms out of positions of equilibrium from the

Arrhenius law. Under subthreshold irradiation conditions the rate of diffusion processes is higher
for atoms whose vibrations thermalize over long times and depends linearly on the irradiation
intensity. Under above-threshold irradiation conditions the characteristics of cascade regions in
solids — their sizes and the vibrational excitation energy of the atoms — can be determined

by comparing the computed and experimental temperature dependences of the diffusion
coefficient. © 1998 American Institute of PhysidS1063-78428)01108-§

INTRODUCTION tion function of the atoms from a thermodynamically equi-
librium function. The thermalization times of atomic

The kinetics of different activational processes in solidsvibrations (greater than 10'%s) are much longer than the
under irradiation can differ substantially from the kinetics of characteristic times of other microscopic dynamical radiation
such processes in the absence of irradiation. Such differenc@hienomena in solids, so that the need to take account of the
are most strongly manifested experimentally as diffusion acinfluence of microscopic nonuniformity on diffusion pro-
celeration(radiation-stimulated diffusiondue to a factor of cesses seems obvious.

10— 10'%increase of the diffusion coefficient of the intrinsic
and impurity atoms in metals, semiconductors, and wide-gap
insulators.

Different mechanisms are invoked to explain this phe-
nomenon. However, they cannot be used in all cases of |et the subsystem of particles characterized by an en-
radiation-stimulated diffusion. Examples are the mechanisrergy distribution functiorf (E) interact with a radiation flux
of diffusion acceleration due to “radiation jarring” of solids | in a manner so that the energy transfer to the particles in
accompanying the relaxation of the metastable states that afige subsystem in the energy interval, £ +de) is deter-
formed or the crowdion mechanism of diffusion accelera- mined by the differential cross sectiav=«(g)ds. We
tion as a result of the displacement of entire groups okhall use the approach of Refs. 6 and 7 to derive the kinetic
atoms” Such notions are enlisted to explain radiation phe-equation for the distribution functiof(E). Let us represent
nomena in metals under above-threshold irradiation condithe change produced in the distribution function by the inter-
tions. The processes leading to the formation of defects imction with the fluxl as
insulators as a result of the decay of electronic excitations are
examined in Refs. 3 and 4. A mechanism of radiation- wiK(S) ex[{_d_fzd)f(E)_f(E)

Here expt ed/dE) is a shift operator

NONEQUILIBRIUM DISTRIBUTION FUNCTION

de. (1)

stimulated diffusion due to electronic charge transfer on im-
purities in semiconductors under subthreshold irradiatio
conditions is proposed in Ref. 5.

The most general approach from the standpoint of dif- —ed
ferent types of radiation action and materials appears to be an &% d_E) F(E)=T(E-e)U(E~e), )
approach based on analysis of the influence of vibrational
excitations of atoms on statistical processes in solids. Indeed/nere
aside from the contribution of radiation to defect formation 0, x<0,
by the impact mechanism and the formation of long-lived U(x)=[1 “=>0

electronic excitations, a major fraction of the energy is con-
verted directly or by collisional and electronic relaxation Let the excited particles relax with thermalization time
over times 10%°—10 1®s into atomic vibrational energy. 7. We shall employ the-approximation, according to which
One can talk about a microscopic nonequilibrium state, charthe relaxation time does not depend on the excitation level of
acterized by the deviation of the vibrational energy distribu-the particles. The equation for the distribution function is

1063-7842/98/43(8)/5/$15.00 938 © 1998 American Institute of Physics
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o)

If (E) (o)

1
== UE) - fo(E)+ |

0
x| 4o

wherefy(E) is the equilibrium distribution function.
We obtain for the nonequilibrium distribution function
in a stationary state the expression

l1-«a

X

)f(E)—f(E) de, 3

f(E)= 4

dE

whereo = [ k(g)de is the total interaction cross section and
a=r7oll/(1+ 7al).
Expanding expressiof) in a series we obtain

F<_8d) fo(E),
1-alofk(e)ex de

%)

n —&d n
(E)=1-03 (g) fx(s)exr{%)ds fo(E)
)
or
(E)=1-0X (g) fx(sl) k(e
XU(E—g1— ...e))fo(E—e1— ...&p,)
Xdeq...de,. (6)

PROBABILITY OF A TRANSITION THROUGH AN ENERGY
BARRIER

Let a particle whose energy is characterized by the dis-

tribution functionf(E) move in a potential well whose pro-
file remains unchanged during the motion of the particle
Over a period of the oscillations the particle will leave the

potential well if its energy is higher than the energy barrier

V. A. Stenapov 939

X k(eq)...k(e,)deq .. .de,.

(€)

The expression obtained for the probability of transitions
of excited particles through an energy barrier can be used to
calculate activational transitions under conditions of external
excitations of atoms in solids, where the functiete) de-
termines the energy transfer to the atoms.

The casek(eg)=o0-8(e—¢y), where the differential
cross section is described by a Dirac delta function, corre-
sponds to resonance laser action and is studied in Ref. 8. The
condition

(10

with 0<e<gqy can obtain in solids irradiated by fluxes of
high-energy particleglectrons, ions, neutrong,rays. Here

o is the total scattering cross section angds the maximum
energy transferred to the atoms. The atoms acquiring energy
above the threshold energy leave the potential well by a
mechanism different from an activational mechanism. For
this reason, we shall assume thgf does not exceed the
threshold energy of a displacement of atoms in a solid. We
shall also assume that the excitation energy of the atoms is
still quite high and greater than the energy barriers for el-
ementary activational processes in solids. As a rule, the
threshold displacement energy for metals exceeds 15 eV,
whereas for nonmetals it can assume values ranging from
6 eV (in InSb) up to 80 eV(in diamond,® while the activa-

tion energies do not exceed 2—3 eV. kpr>W and under

the condition(10) the integral appearing in Eq9) can be
written in the form

k(e)=oleg,

anf exp(eq+ ...en)/T)deq ... de,+expWIT)
\Y

X feodsl .. .den—quW/T)f deq .. .de,, 1y
0 v

whereV is the volume in ar-dimensional space bounded by

W. Therefore, we shall estimate the frequency of transition%e coordinate planes and the hyperplaset te
... teg

per unit time as

wZVﬁ:f(E)dE, (7)

where v is the vibrational frequency of the particle in the
potential well. In the equilibrium cask(E)=Ae T and

)

w
wo=vV exp T

Under the conditions of microscopic nonequilibrium we
obtain from Eq.(6)

wzv(l—a)AnZO (g) f:f\; expeit+ ... +e,—E)

XU(E—g1— ...—e )k(ey) ... K

X(e,)dEde .. .dsnzwo(l—a)E (—)
n=0 \O

d)

exp((eq+ ... +en)T),
expW/T),

W>81+ e
W<81+ P

+éeq
+éeq

=W.
Performing the integration we obtain

W
Jn=(—T)“+sSex;{?

(12

Substituting expressiofl2) into Eq. (9) gives

S| [—aT\" w
w=wy(l-a)D ||—| +exp=a"
n=0 €p T
W/ —aT\" L (—WI/T)K
_eXp?( €0 ) kgo k!
= 1 + w 1+ all 1 oW
=wof (1—a) exp_l_ oo (1—a)exp oo
aT)\ 1
X1+ —] . (13
€o
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For small values ofx expression13) becomes radiation-stimulated diffusion coefficient is proportional to
the rate of change of the charge state of the impurity. Taking
80_W+T L. . . . . .
w=wo| 1+ aexpgW/T) ————. (14)  this into account, the acceleration of diffusion is due to vi-
€o

brational excitations of impurity atoms as a result of elec-
From Eq.(14) follows the condition under which the tronic recombination processes. To make an accurate calcu-
microscopic nonequilibrium must be taken into account inlation of the parametes and radiation-stimulated diffusion,
order to calculate the probability of particle transitionsthe character of the electron-vibrational relaxation must be

through the barrieW: taken into account.
The dependence of the parametenf nonequilibrium
W - .
aexp=>1 (15) on the thermalization time of the atoms and on the cross
7L

sectiono of the interaction of the atoms with the radiation
flux leads to the possibility of selective stimulation of the
diffusion of atoms in solids. The thermalization time of light
impurity atoms is longer than that of the main lattice atoms.
The diffusion coefficientD in solids is proportional to In Ref. 12 it was established experimentally that irradiation
the hopping frequencyw of the atoms with y rays, x rays, and heavy ions selectively stimulates
5 hydrogen migration in semiconductors and insulators. The
D=bl"w, (16) large cross section for freeing of hydrogen from traps
wherel is the hopping length between stable neighboring(10”°cm™2) indicates that the process occurs by a sub-
positions of the atoms antdl is a geometric factor. threshold mechanism. In Ref. 12 it is noted that a vibra-
According to Eqs(14) and(16), the diffusion coefficient tionally excited bond containing hydrogen possesses local
under microscopic nonequilibrium conditions is determinedvibrational quanta with energy 0.2—0.5 eV outside the pho-
by the expression non spectrum of the crystal, and generation of three to five
phonons by the multiplet mechanism is required to dissipate
go— WH+T ; ; e ; .
= (17)  this energy. As a result of this, the diffusion process is acti-
vated by the excitation of the vibrations of hydrogen-
whereD, is the diffusion coefficient under equilibrium con- containing bonds.
ditions andeq is the maximum energy transferred to the
diffusing_atoms by the particles of the radiation flux. POINT DEEECT CONCENTRATION AND DIFEUSION DUE TO
At hlgh temperaturesD~D,. At low temperatures, ABOVE-THRESHOLD IRRADIATION
where the conditior§15) is satisfied, the diffusion coefficient
is virtually temperature-independent and is proportional to The concentration of vacancies and interstitial atoms in
the parametes of nonequilibrium. This is an obvious result, simple irradiated materials in the case of above-threshold
showing that at low temperatures the probability of transi-"radiation are determined by the standard macroscopic equa-
tions of atoms out of a potential well is proportional to the tions (see, for example, Ref. 13
probability of excitation of the atoms with energy greater aC,
than the energy barrier. i~ K= Ki(CGC, = CeiCey) — Piwi(Ci — Cei),
There are a large number of experimental results on sub-
threshold radiation-stimulation of diffusion, primarily in aC,
semiconductors. In the case of the irradiation of semiconduc- 5 — K=K1(CiC, = CeiCe) ~ Py, (C, = Cey),  (18)
tors microscopic nonequilibrium could be due to the excita- ) o o
tion of atomic vibrations in the process of relaxation of theWhereKy is a coefficient characterizing the rate of mutual
radiation-induced electronic states. An example is the resufécombination of point defects?; , are the probabilities of
obtained in an experiment on the stimulation of diffusion in Ca@Pture of defects on sinksy; , are the hopping frequencies
silicon by x raysi® After irradiation with intensityl=5  ©Of defects; andCei., are the thermodynamically equilib-
x10"2cm 2.5 ! at temperatures-300K the concentration Mum concentrgtlons of the correspc_mdlng defegts.
profiles of the distribution of gold in silicon corresponded to I the stationary case the solution of E¢ES) is

SUBTHRESHOLD RADIATION-STIMULATED DIFFUSION

D=Dg{ 1+ aexpW/T)

diffusion coefficients under equilibrium conditions at tem- 2K(1+ B) 7 12
peratures higher by 300 °C. It is easy to show that the rela- C;= — { 5 —1] +Cai,
tion (15) holds under such irradiation conditions. For diffu- Piwiy (1+8)
sion activation energyW=1.5eV, the x-ray scattering cross P. o
sectiono=10"cn? and the lifetime of vibrational excita- C,==—+C,q,, (19)
tions on impurity atomsr=10 1!s, the parametes~ 7ol Py,
=5x10"'8 andae"'T>10'. where n=4KK, /(P;P,w;w,) and 8=K;C.,/(Pw;).
We note that from Eq(17) follows a linear dependence If the relation (19) is used neglecting the microscopic

of the diffusion coefficient on the irradiation intensity. Such nonequilibrium to calculate the defect concentrations, then
a dependence has been observed, for example, in expesgn unphysical result is obtained at low temperatures: The
ments ony-ray stimulated diffusion of copper in cadmium vacancy concentration is greater than the total number of
sulfide!® In the opinion of the author of Ref. 11, the atoms. Taking account of the microscopic nonequilibrium
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FIG. 1. Computed stationary concentrations of vacan@eand interstitials 50 100 150 5200 ?‘fo Jo0 350
(b) in nickel versus the reciprocal of the temperature under equilibrium 10°/T , K
conditions(1) and under reactor irradiation conditions neglecti@y and

taking account of3) the microscopic nonequilibrium witly=1.8x 10~5 FIG. 2. Computed coefficients of diffusion of nickel in nickel versus the
@) reciprocal of the temperature under equilibrium conditiobg)(and under

irradiation conditions D) with o=10"1°. [0 — experimental values of the
diffusion coefficient in the case of irradiation with Niions (300 keV,
. ) . . . 1=6.3x10%cm 2. 1)1
consists in using expressi@h4) instead of expressiof9) to

calculate the defect hopping frequency. In so doing, it can be

assumed that the thermodynamically equilibrium defect con-

centrations do not change and their temperature dependend8§t concentrations displayed in Fig. 1 shows that when the
are described by the Arrhenius relatioBg, ;=exp(-V,;/  Microscopic nonequilibrium is neglected, the stationary va-

T). Indeed, using expressid) we obtain Uf'or the aveyfage cancy concentrations are substantially underestimated and
energy of the nonequilibrium subsystem the interstitial concentrations are substantially overestimated

. for the case of reactor irradiation in the temperature range
a|" below 400 K.
<E>:(1_a)nzo (3) f w(eq) ... k(2n) The parameter of nonequilibrium under above-thres-
hold irradiation conditions, where cascades of displacements
XU(E—e1— ...en)fo(E—e1— ... eq)Ede; ... & appear, can be determined as the ratio of the total energy
N introduced by radiation into the solid, minus the energy of
na”‘lj ex(e)de the defects and electronic centéfer insulator$ produced,
to the average excitation energy/2 of the atomic vibrations
o in the cascade region, i.e., we assume that all of the excess
=(E)o+(e) T , (20) energy is expended on the excitation of atomic vibrations. In
Ta the absence of processes leading to the formation of elec-
where(E)o=[Efo(E)dE is the average energy of the equi- tronic radiation centerémetals,
librium system (thermostat temperature(s)= [e«(&)de/ loT
o is the average energy transferred to the particles in the a=2[E,—g(V;+V,)]—=2Kr
subsystem. &o
Under real irradiation conditiongccelerator and reac- whereE,, is the energy transferred to the atoms by the par-
tor) @ does not exceed 108° and(s) is less than 100 eV. ticles of the radiation fluxEg is the threshold energy of
This means that under microscopic nonequilibrium condi-displacementg~E/2E, is the cascade functiofihe aver-
tions the average energy of a system of particles and togethage number of displaced atoms per primary knocked out
with it all thermodynamic quantities also vary by not more atom); and,K=¢lg is the dose accumulation rateumber
than 10 “%. of displacements per primary knocked out atom, da/s
Figure 1 shows the computed stationary concentrations The ratio /¢, is the average number of excited un-
of vacancies and interstitial atoms in nickel versus the recipdisplaced atoms per displaced atom in the cascade region,
rocal of the temperature neglecting and taking into accountvhile g2E,/¢, is the average number of atoms excited in
the microscopic nonequilibrium with parameter=1.8 the entire cascade region. These parameters can be estimated

(¢4
g

=<E>o+<1—a>n§O

2E,

’
€0

(21)

X 10715, In the calculations it was assumed th&t=w; using the results of experimental measurements of radiation-
P;=P,=10 7 (annealed metylK=10 ®da/s(reactor irra-  stimulated diffusion coefficients.
diation), the defect formation and migration energi¥s Figure 2 shows the experimental values of the diffusion

=5eV,V,=1.63eV,V,,=1.25eV, andV;,=0.2 eV, and  coefficient of the isotop&Ni in nickel under irradiation with
the defect vibrational frequencies,=5x10s™! and »; 300 keV °®Ni ions with flux 1=6.3x10%cm 2. s ! as a
=10%s. Analysis of the temperature dependences of the ddunction of the reciprocal of the temperatdfeThe figure
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also shows the computed dependences of the diffusion coef- The microscopic nonequilibrium state is characterized
ficient of nickel in nickel under equilibrium conditions and by a parameter of nonequilibrium, which is proportional to
under microscopic nonequilibrium conditions with parameterthe irradiation intensity and the thermalization time of the
a=10"1% The diffusion coefficients were calculated from atomic vibrations. This gives rise to a linear dependence of
the formula the subthreshold stimulation of diffusion processes on the
—10-17 irradiation intensity as well as to the possibility of selective
Dn=10"7(Cy o, +Ciay), (22 stimulation of the)éliffusion of atoms VF\)/hich theyrmalize over
where the relatiorf14) was used for the defect hopping fre- long times.
guency, while the defect density was calculated according to  Taking account of the microscopic nonequilibrium state
Eq.(19). The diffusion coefficienD, under equilibrium con- under above-threshold irradiation conditions, the macro-
ditions was also calculated according to E2R), where the  scopic kinetic equations for the creation—annihilation of de-
standard Arrhenius dependences were used for the concefects can be used to calculate the defect density at low tem-
trations and the hopping frequencies. The above-indicategeratures. By comparing the computed and experimental
values of the energy barriers and vibrational frequencies ofemperature dependences of the diffusion coefficient it is
defects for nickel and the dose accumulation rite3  possible to determine the parameter of nonequilibrium, from
X 10" 2 da/s @=3.7x 10°) were used in the calculation. which it is possible to obtain the important characteristics of
The temperature variation of the diffusion coefficient above-threshold actions on solids — the size and the atomic
(Fig. 2) can be divided into three sections. The Arrheniusvibrational excitation energy of cascade regions.
law (I) holds at high temperatures. As the temperature de-
creases, the deviation from the Arrhenius law is due to the, N ]
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Defect-density switching wave in crystals under pulsed laser irradiation
F. Kh. Mirzoev
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A model is proposed for the ignition of a defect-density switching wave in a crystal by powerful
laser pulses. It is shown that the switching wave arises as a result of the nonlinear
dependence of the activation energy of the defect-formation process on the strain field due to
defects. The conditions under which a switching wave arises and the profile, velocity,

and propagation direction of the wave are discussed.1998 American Institute of Physics.
[S1063-78498)01208-2

INTRODUCTION _

E=EO—<Z U(r—ri)>~Eo—zU(r). )

It is well known that powerful laser pulses acting on '
crystals generate generation of point defd@P9 (vacan-
cies, intersticeswith concentration much higher than the ~ The first term on the right-hand side of H4) describes
equilibrium concentration. According to the thermal model,the generation of point defects by thermal fluctuatiogg (
the formation of point defects is related with thermal fluc- =d”»Ng, d — lattice constanty — atomic vibrational fre-
tuations and its probability increases with the temperature ofiuéncy of the order of the Debye frequency=Vy,/
the medium(or the radiation intensifyand with the defect d~10"*s™*; No — density of lattice sitesV,, — sound
densityn.! The effect of the defect density is due to the speed, the second term describes the spatial diffusion of
decrease in the heigli of the activation barrier for defect Point defects D — diffusion coefficient, and the third term
formation due to the appearance of an elastic strain of th@escribes recombination on centdrecombination rate3
medium as a result of the difference of the covalent radii of= Bo €xP(—WIKT), Bo=pvd?, p — density of recombination
the atoms of the matrix and the defects. Under certain concenters\W — activation energy for diffusion of defects,—
ditions the nonlinear character of the defect generation proBoltzmann’s constanfl — temperaturg
cess can lead to instability at the surfgee in the interior The equation(2) describes the renormalization of the
region of the crystal together with the formation of different defect activation energly due to the appearance of an elastic
static spatially periodic structuré£.In reality, however, the Strain field from the defects themselves. Helfg —r)) is the
concentration dependence of the source funajjaran have strain field potential produced by thethe defectyr is the
a maximum due to an increase in the activation energy aaverage distance between defeetss the coordination num-
sufficiently high defect concentratiofdJnique phenomena ber; andE, is the defect formation energy in the absence of
can be observed in this case — the presence of two stablgteraction. The interaction between defects is described in
states of equilibrium and the propagation of a point-defecterms of the elastic strain field in the nearest-neighbor ap-
density wave front(a solution of the traveling front type proximation.
through the crystal. During the propagation of such a wave In the general case the strain field potential around a
the local defect density in the crystal switches from a certairdlefect in crystals can be represented| as
minimum valuen,,, to a maximum value 4.
The aim of the present paper is to analyze the critical ar™

conditions of excitation of a switching wave and to estimate ~ U(r)=———-, (©)
its profile and propagation velocity. apt agl

where the exponemi=3 or 6 andm=3 (a;,3= const)®
Far from a defect (—x) expression(3) gives the
AUTOWAVE MODEL asymptotic form U(r)—r~P, while close to a defect

; - : . ) )
This effect can be analyzed theoretically on the basis O[r'—>0) eltherp(r)—w asymptotically or a singularity ob
ains, depending on the values of the constants. In the present

a distributed nonlinear system of equations describing the , . . .
: : ) aper we shall confine our attention to the most interesting
dynamics of an ensemble of point defects taking account o ; )
. L . o . Special case:
their elastic interaction. If it is assumed that the main pro-

cesses controlling the behavior of the defect density in time

3
are generation, diffusion, and recombination on centers, then ;) _ 5y riro @
we have I+ (r/rg)®
an a°n - . .
—=goexg —(E+W)/kT]+D —; - fn, (1)  WhereUg andr are the characteristic amplitude and radius
at ar of interaction for the strain field.

1063-7842/98/43(8)/5/$15.00 943 © 1998 American Institute of Physics
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1.5¢ Using a piecewise-linear approximation of the source func-
- tion g(n), it is easy to obtain
\d
'Ts 1.0k ' N1~ (G/3Bo)(1-3VBBo/GLY), ny~G/3By,
|
g : n3~(G/3By)(1+3VBBy/GQ). (8)
)
“"0 5t ! Here G=goexp(—Ey/kT), B=2zU,/kT.
> l Let us investigate first the stability of the solutions of
& \ : Eqg. (1) with respect to a spatially periodic disturbance with
! L \ , , wavelength\
o N, R 1 ny 4 n'(r,t)=ngexp(yt+iqr) 9)
n, 0% m™? o ’
_ . where the wave number of the disturbanges2#/\ andvy
FIG. 1. Graphical solution of Ed7). is the growth rate of the instability.

The equation linearized near the stationary solut®n

) ) with respect to small nonuniform correction$(r,t) can be
We note that although in Ref. 4 an expression of the type, ritten in the form

(3) was used to model the elastic interaction of defects in

metals, it can be equally used for semiconductor systems. an’ n’ ,0S
Substituting expressiof#) in Eq. (2), we obtain for the T D_arz n m(n =n;), (10
activation energy for defect generation
0 where
n
E(n)ZEo—zzUoW- 5 S(n){gjexd BnQ/(1+n2Q?)]— Bn}exp(KQ2n/kT),

The derivation of expressiofb) took account of the fact 9o= G exp(—Wo/kT).

thatr=n"3 ry~d, andQ~d?® is the volume of a defect. Substituting expressiof®) into Eq. (10) gives the dis-
At the same time as the defect formation energy depersion relation

creases with the appearance of lattice strain, the defect mi-

gration energy also decreases, a result of which is that the

diffusion coefficient increases and therefore the recombina-

; ; P _ 2

tion rate increases. If it is assgmeq thidt=Wo—KQpn (K The stability of the solution is determined by the sign of

— bulk modulus, Q,, — activation volume for defect L : ! .
Loy . . . _ the derivative in Eq(11). It is obvious that at the points;

migration,” we obtain for the strain-accelerated recombina- T . T

tion rate andn; the derivative is negative and the solution is asymp-

totically stable. At an intermediate poinh{) dS/dn’ (n’
B(n)=BexpKQZn/kT), B=pBoexp—Wy/kT). (6) =n,)>0, if

To within the accuracy of the numerical values of the  n>n, =kT/6zUy(}. (12
parameters of the quél)—(@), the microscopic nature of The interval G=g=<qg determines the region of unstable
the defects can be different in crystals with different short- 1 N

. . values of the wave numbers, wherqé—D (0S/on")(n
range order structure or chemical-bond type. The equations a . _
. . o =n,). Thus, the left-handr(=n;) and right-hand fi=ny)

(1)—(6) form a nonlinear dynamical system, characteristic for B . . >

: d o . roots in Fig. 1 are stable, while the middle roat=n,) is
the physics of autowave processes in nonequilibrium media.

. . e . Unstable.
The basic solutions, most often materializing in experiments
on the observation of autowaves in such media, are solutions
in the form of traveling excitation fronts and traveling
pulses’ In many respects the system is similar to that studiedESTIMATES OF THE PROFILE AND PROPAGATION
in the theory of combustidror the theory of nonequilibrium VELOCITY OF A DEFECT WAVE

explosive crystallization in amorphous media.

dS
y(q)=—Dg?+ E(neni). (11

To analyze a solitary front traveling with constant veloc-
ity v, we switch in Eg.(1) to the self-similar variable;

n=r—vt, n(r,t)=n(7n). (13
In th i -h h f Eqgs.
(1)_(%; € stationary-nomogeneous case we have from Eqs Substituting expressiofiL3) into Eg. (1) we obtain the

STABILITY ANALYSIS OF THE STATIONARY SOLUTIONS

equation
E(n)
9o&Xp — — 7| = Bon- (7) dn _ d°n
T —p—=D— +5(n). (14)
dn d»n?

The equation(7) can be solved graphically. In a certain
range of values of the parameters of the system it can have The equation (14) with the boundary conditions
from one to three real roots, i.@=n;, n;<n,<n; (Fig. 1). n(—«)=n5, n(«®)=n,, and n;](ioo)zo is an eigenvalue
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d

2 n
a7y +JOS(§)O|§

dn _ (dn 2>0
5 a =U a .

For small and positive values of, the solution closely
follows the curveA and reaches the axis(curvel) at points

n<ns. However, ifv is large, then the solution reaches the
trajectory(curve 2) given by the equation

n\2
E(ﬁ
Since the unstable manifold and the solutiomre con-
tinuous functions ofy, there exists a>0 such thatn(»)
—n; as p— +o andn(#n)—ns as — —«. For this solu-
FIG. 2. Phase portrait of wave trajectories for the system of equati@s  tjon the derivatived n/d» approaches zero exponentially as

n— *oo, since f11,0) and §3,0) are saddle points. There-
fore the only stable stationary solution of E{.4) is de-

problem, whose spectrum determines the possible values §F11P€d by a separatrix, passing from the saddle paigiD}

the velocities, while the corresponding eigenfunctiors) Into the saddle pointr(,0). , i
determine the forms of the defect wave. The problem of the propagation of the front of a solitary

SettingF =dn/d», we shall investigate Eq14) in the wave for the systengl5) can be reduced to the boundary-
phase planeR,n). First, we represent this equation as avalue problem

+ [ "sterae- | "serae

system of equations dF
dF dn DFﬁﬂLvF—S(n):O (16)
Dd—=—vF—S(n), d_:F (15)
K K with the boundary conditions(n;) =F(n3)=0.

The number of zeros of the functid®(n) depends on In the general case the probléf®) is solved by numeri-
the temperature. FOF;<T<T,, whereT, and T, are the cal methods. To obtain results in an explicit form we ap-
solutions of the equation proximate the functiors(n) by a cubic polynomial

(3f2—1)(kT)2—3fk(3fA+2zUy)T S(n)=6(n—n,)(n—n,)(ns—n),

+3fA(fE+2zUy) =0, where §=Q023,.

_ - _ In this case the problerf16) can be solved exactly. Set-
1= Bo/2g0A =Eo=Wo, ting F=8(n—n,)(n—ns) in Eq. (16) and equating the co-

where Eq.(7) possesses three roots, there exists a singlefficients of like powers oh, we have for the propagation

eigenvalue of the velocity.” Figure 2 displays the charac- velocity of the wave

teristic form of the phase trajectories of the system of equa-

tions (15) in the (n,dn/d %) plane for the case>0. It can v=(N1+n3—2n3)V(6D/2), &=+6/2D. (17)

be shown that for >0 the system of equatiorid5) always

has a solution such that(»)—n; as n— —«~ and n(»)

—n; as p— +«. Indeed, forv =0 any solutionn satisfies

Next, integratingdn/d »=F, we obtain the profile of the
solitary wave

the equation Ng—n,
dn\2 ] n(r,t)=n,+ . (18
D(— +2f S(¢€)dé=const, 1+C9XF< )
dn 0 L
and the trajectory of the motion is one of the curves in Fig. 2. The solution(18) corresponds to a wave of switching of
The phase trajectorx, described by the equation the point-defect density from the minimum valog, which
dn! 2 . exists in the initial statet&0), to the maximum values.
D(E; +zf S(£)dé=0, The width of the region of switching of the defect density is
0
. 1
leaves the left-hand saddle poim,(0), goes around the L=\/(2D/0)/(n3—n1)~g\/kTD/zuog(’)Q. (19
point (n,,0), and returns to the poinin(,0). It does not
reach the saddle pointn,0), since therefgS(¢)dé<0, If at t=0 the wave is located at the origin of the coor-
while [(*S(£)dé>0. dinates, therC=1. A plot of the wave solutiori18) for this
The singular pointi,,0) (center typ@corresponds to an case is shown in Fig. 3.
unstable solution of Eq14). If n(¢) is a solution starting on The velocity of a switching wave can be calculated by

the unstable manifold of the saddle poim; (0), then from the approximate methods that are widely used in the theory
Eq. (14) we obtain that in the first quadrant of bistable active medidfor the case of slow switching
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7- r-uvt

FIG. 3. A wave of switching of the point-defect density.

waves®? or in the theory of thermal propagation of flames
(for the case of fast switching wayesLet us represent Eq.
(14) in the form

d’n dn duU n
i Cay e UM [sede @
The solution of Eq(20) can be regarded formally as a

trajectory of a classical particle of “massD moving with
time » along then axis in the potential (n) in the presence
of friction forces, which are proportional to the particle ve-
locity v, playing the role of a dynamic viscosity. If both
sides of Eq.(20) are premultiplied by the derivativen/d¢
and integrated with respect tover the range o, + ),
then taking account of the conditiony »)—n; as p—
—o andn(y)—n; as p— + it is easy to obtait

+=(dn)?
J (G e
Since the denominator in ER1) contains the derivative

dn/d#, which depends in turn on the velocity of the
switching wave, it is difficult to use this formula in practice.

However, if the velocity of the wave is low, then(z)

=ng(7), whereng(#) is the profile of a standing switching
wave, corresponding tB=0, where

-1
(21

v= LHSS(n)dn

R=f"38(§>df=um3>—uml>.

ny

Then we obtain from Eq21)
R f 7(dn) |
R e ) %
The functionng(#») can be found from the equation

D (n
"= \@f [U(ny)—U ()]~ *dn,

Therefore the velocity of slow switching waves is pro-
portional toR.

F. Kh. Mirzoev

Utn)

il £ 1
n., ’Ez ns n

FIG. 4. The potentialU versus the density.

DISCUSSION

The solution(18) is a step moving with the velocitii7)
with no change in profile and with a transitional region of
characteristic width.. We note that the sign of the velocity
changes at the poimt; +n;=2n,, which corresponds to the
condition that the front of the switching wave is immobile. In
a crystal stable, stationary zones with high and low content
defect are possible.

The velocity of the wave decreases as the difference
U(n3)—U(n,) decreases and vanishesRat 0. If R<0, the
switching wave moves in the opposite directior{:7) —n;
as n——o and n(n)—n; as n— +x, i.e., as the wave
propagates, the state; of the medium is replaced by the
staten, . If R>0, then as the wave passes, switching occurs
from a low-defect stat@, into a high-defect state;, and
hence the wave propagating through the medium is a genera-
tion wave. However, iR<0, then after the wave passes the
medium switches from a high-defect into a low-defect state
and we have a recombination wave. Sifté@epends on the
temperaturgor the radiation intensijy the switching wave
can be controlled by varying the temperature — the velocity
and even the direction of motion of the wave can be
changed. At low temperatures the wave will be a generation
wave, while at high temperatures the wave will be a recom-
bination wave.

To build up a defect generation wave the defect density
must exceed a certain threshold vahje, determined by Eq.
(12). For the parameter characteristic for vacancy-type de-
fects in SiUg=0.8eV, z=5, =10 ?2¢cn?®, p=10°cm 2,
D=1.5exp0.95kT),*® kT=0.03eV, and K=5x10"
e/cn?, we haven, ~10'*cm?®. On account of the passage of
such a wave the local defect density in the crystal switches
from the minimum valuen,; to the maximum valu@;. Ac-
cording to Eq.(17), the propagation velocity of a switching
wave lies in the intervab=10"3—10"1cm/s. An estimate
of the width of the region of switching of the defect density
using Eq.(19) gives L=5%X10 %cm. We obtain for the
maximum density of defects produced by the wave the esti-
mate n;=N,. At such point-defect densities in materials
with covalent bonds in the crystal latti¢gi, Ge, Bi, and so
on) the free energy of a crystal can reach the values neces-

In the case of fast switching waves, however, the potensary for amorphization in a solid-phase reaction regime. It is

tial U(n) can have the form shown in Fig. 4. Following Ref.
8, we find for the velocityw

v~(2DR)Y2\B.kTQ/8zU,g.

possible that in order for amorphization processes to develop
not only must a critical point-defect density be reached but
the point defects must then accumulate and form clusters,
which can serve as centers of nucleation for the amorphous
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phase. The total contribution of PDs and their clusters detertion of the normal phase in high-temperature superconductor
mines whether or not the energy state of the crystals abovi@ms*? and in dielectrics during electrothermal heating on
the energy for a supercooled liquid is attained. We note thaaccount of the nonmonotonic temperature dependence of the
every specific system has a set of physical factors whichiielectric loss factot®
determine the possibility and mechanism of the transition | wish to thank L. A. Shelepin for a discussion of the
from a crystalline into an amorphous state, and the factoresults obtained in this work.
determining the generation of a switching wave is one of
them. It is obvious that to reach an amorphous state the local
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tion of the high-energy state of crystals with values of the Russiaf, Nauka, Leningrad1990, pp. 188.
free energy above that of a supercooled liquid. The physicalZR- A. Masumura and G. Sines, J. Appl. Phys, 3933(1970.
; ; . . M. Torrens, Interatomic PotentialsNew York (1972, pp. 247.
picture developlr_lg at the second stage of the process thelA. V. Vasil'ev, Yu. M. Romanovski and V. G. YakhnoAutowave Pro-
stage of nucleation and growth of the amorphous phase —cessegin Russiai, Nauka, Moscow(1987), pp. 82.
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A method is developed for reconstructing the dependence of the surface impedah¢el pbf

high-T superconductoréHTSC9 on the amplitude of an ac magnetic field from

measurements of the nonlinear radiophysical characteristics of microwave HTSC resonators. It is
shown that the nonuniformity of the structure of the electromagnetic field in a resonator

lead to integral equations fat(H). The corresponding integral equations are obtained for certain
types of resonators. The errors of the conventional methods employing algebraic relations

for Zy(H) are analyzed. The Tikhonov regularization method, developed in the theory of ill-
posed inverse problems, is used to reconstruct the funcHgt$) from the integral

equations. Numerical experiments on the reconstructiaf @fl) were performed, and the
requirements for the accuracies and other characteristics of the experimental data were determined
from them. © 1998 American Institute of Physid$1063-78428)01308-7

INTRODUCTION HTSCs. At the same time, the algebraic relations between
Afg, AfgandRg(H), X4(H) which are valid for supercon-

In the last few years, the nonlinear electromagnetic propeuctors which are uniform with respe@, were used in
erties of HTSCs have become a subject of active investigavorks on the diagnostics of the nonlinear properties of
tions. There are several reasons for the interest which hadTSCs?%158The nonlinearity of a superconductor and the
developed in this problem. In the first place, HTSCs havenonuniformity of H lead to integral equations faz (H).
promising applications in many microwave devices: resonatgnoring this fact results in serious errors in determining
tors, filters, antennas, delay lines, multiplexers, and others. Z(H).

The nonlinearity of superconductors limits the dynamical In the present paper a new approach, based on solving
range of these devices. In the second place, such changes ¢ae integral equations fat,(H), is developed for the prob-
serve as a means of quality control of HTSCs, which in largdem of the diagnostics of the nonlinearity of HTSCs with the
measure determines their nonlinear propertiestinally,  aid of microwave resonators. The physical and practical ad-
these investigations are also important for the physics of swantages of this approach are discussed, integral equations
perconductors, since at present there is no consensus cdior certain types of resonators are derived, the errors of the
cerning the mechanism of nonlinearfty*! The following are  conventional methods are analyzed, numerical schemes for
cited as likely reason¥ destruction of Cooper pairs by a inverting the integral equations are constructed, and the re-
microwave field, penetration of Abrikosov vortices into the quirements for accuracy and degree of discretization of the
mass of a superconductor or into the intergranular contaaxperimental data are determined on the basis of numerical
region, global heating of HTSCs by an electromagnetic fieldexperiments on the reconstructionBf(H).

or local heating of individual nonsuperconducting defects.

The nonlinear properties of HTSCs are ordinarily char-
acterized by the dependence of the surface imped@gce
=Rs+iXs (Rg, Xs — surface resistance and reactance, re-  In linear electrodynamicZ, is determined as the coeffi-
spectively on the amplitude of the ald field at the surface cient of proportionality between the tangential components
of the superconductor, i.eZ;=Z¢(H). As a rule, the func- of the amplitudes of the electric fiel, and magnetic field
tion Zy(H) is measured using different microwave resona-H_=H at the surface of a medium
tors: microstrip®113 cavity1* dielectric**®1® and quasi-
opticall’ The measured characteristics of the resonators are E=2ZH. @
the coefficients of reflection, transmission, and absorption For a medium with good conductivitys characterizes
and their dependences on the frequefh@nd powerP;, of  the conducting properties of the medium, which are referred
the radiation supplied from the outside, i.e., the integral nonto a point on the surface, i.e., it is a parameter of the material.
linear response of the electrodynamic system as a whole iBhe nonlinearity of a conductor leads to a self-action effect
studied. The dependencBg(H) and X¢(H) are usually de- of the field on the frequency of the pump wave that can
termined from the broadeningyfg of the frequency charac- likewise be described by the relatigt) by means of the
teristic and the shifA f,, of the central frequency. A charac- surface impedance, which is now a function of the field, i.e.,
teristic feature of all resonators listed above is nonuniformityZ,=Z,(H). It is this effect that is ordinarily used as a test for
of the distribution of the field$d over the surfaces of the nonlinearity of HTSCs, which is judged according to the

NONLINEAR SURFACE IMPEDANCE OF HTSCS

1063-7842/98/43(8)/8/$15.00 948 © 1998 American Institute of Physics
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character of the dependen@(H) (we assume that the provided thatQ of the nonlinear resonator remains high, by
HTSC is a locally nonlinear medium, i.&Z; depends o1 the characteristic functio® (r) of the corresponding mode
only at the same point of the surfac®n the basis of this

definition Z4(H) is still a characteristic of the conducting H(r)=Hnd(r), @)
microwave properties of the HTSC material. wherer is a coordinate vector on the surface of the HTSC
The method$®*>*®used to determing(H) are based andH,, is the maximum value of the field (¥ is normal-
on the equation ized so thath,=1).
i i The fieldH,, of the nonlinear resonator is calculated for
Af=Afy+ EAfB= 81TWLHZZSer, (2 each value of the powd®;, according to the measured value

of the loadedQ. For example, the method for a microstrip
where the fielH has a zero phas#V is the energy stored in resonator is described in Ref. 19. Switching in E8). from
the resonator; the integration extends over the surface of thgtegration over the coordinates to integration otrand
HTSC; Afg, Af, are determined relative to the values cor- substituting variables in accordance with K@ we obtain
responding to an ideal conductd{=0). For impedanc&, the equation
uniform over the surface of the HTSC, expressi@h be-

H
comes <F<S<Hm>>=f0 "K(Hpm, H)R(H)dH, (8)
i
Af=5GZ, (3 whereK(H,,,H) is the kernel of the integral equation. The
form of the kernel depends on the type of resonator and the
where excited mode, and in additiof{,"K (H,H)dH=1.
1 The equation8) was written for the surface resistance
G= 1w f e (4 R,=Re(z.), the possibility of determining which we shall

. . . investigate below. Obviously, all subsequent conclusions can
is a geometric factor, which can be calculated for each spepe transferred tX,=Im(Z,) since the corresponding equa-

cific resonator or measured by calibration. tions are identical. We shall present expressions for the ker-
The equation(3) can be used, quite justifiably, to study nel K(H,,,H) and the quantity8) for certain types of reso-
the linear characteristics of HTSCs. nators.

The situation is different in the case of a nonlinear reso- a) Quasioptical confocal resonatom resonators of this
nator, where the nonuniformity of the field structure resultstype17 the HTSC film is installed as a flat reflector in the
in nonuniformity of the distribution oZ over the surface of focal plane of a spherical mirror, consisting of a normal
the HTSC, sinc&;=Z¢(H). In this case, the use of E(B),  metal or a low-temperature superconductor. The fi&)con
as done in Refs. 4-6, 15, and 18, leads to a definition of théhe HTSC is ordinarily approximated by a radially symmet-
impedancg Zs) averaged over the surface, i.e., ric Gaussian function

M:'EG<ZS>_ ©) d(r)=exp —r¥a?. 9

Changing in Eg.(6) the variable of integration as
In accordance with E¢(2), we have the average imped- r —H, we obtain

ance
K(Hm,H)=2H/H2,. (10)
2 2
LH Zy(H)der b) Cavity resonatorLet us consider a square resonator,
(Zg)= , (6) one wall of which is a HTSC plate. For the fundamental
f H2d2r mode the fieldH (7) in a rectangular coordinate system with
S

origin at the center of the plate has the structure

which is now determined not only by the properties of the -

material but also by the nonuniformity &f, which in turn d)(r)zCD(x)zcos(l—x), (11

depends on the type of resonator and the excited mode. The

latter circumstance decreases the practical value of the revherel is the length of the plate in the direction

sults obtained using E¢3) and makes it difficult to compare Making the substitutiox—H in Eq. (6) yields

them when the measurements are performed in different )

types of resonators. K(H,,H)= 4 (H/Hw) (12)
a

Hm V1—(H/H)?Z

We note that the cavity resonators as well as dielectric
resonators with modes having close structures have been
We shall assume that the resonator has one HTSC filmised most often in recent years for diagnostics of the nonlin-
as a conducting wall, whose impedariégH) is to be de- ear properties of the HTSG$*-®*However, the works in-
termined. The structure of the magnetic field on the surfacélicated all used cylindrical resonators, in which thEg;4
of the HTSC near the resonance frequency is determinednode with a radially symmetrical field structure

THE INTEGRAL EQUATION
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integration in Eq«(6) to O<|y|<w/2—¢. Specifically, for a
01 max . . gt . .
d(r)y=J; I 1377, (13 resonator based on a symmetric microstrip line, investigated

in Refs. 5 and 12, we obtain
wherep is the radius of the cylindeAy;~3.832, andl;(x)

is a Bessel function of the first kind, was excited. B \/ 1—exp(—2m{/d)
Clearly, the kernel of Eq(8) for such resonators is dif- e(y)= 1—exp(—2m(w/2—|y|)/d)’
ferent from expressiorf12), but as calculations show the
normalized integrands of Eg@6) for ®(r) of the types(11)
and(13) in the coordinate variablesandr, respectively, are
close to one another, If=p. On this basis the results ob-
tained below for the kerndll2) can be taken as valid for all
of the resonators listed here.
¢) Microstrip resonator.In resonators of this type the
HTSC film is a thin, usually curved, strip that serves as on
of the conductors of a segment of a microstrip fté3The  $= 0.15um. _ , ,
field H has a quite complicated two-dimensional structure, We shall now present an expression that is obtained for

which for the TEM mode can be represented in the form thg kerneII.<(H.m,H) by making the substitution of variables
of integration in Eq(6) x,y—H=H(X,y), y'=w/2—y tak-

(15

whered is the thickness of the line.

Formula(15) is applicable forw>0.3d.%° For purposes
of estimation, we shall determine the paramétar Eq. (15)
using the computational results for the transverse structure of
the current density on the surface of the stfiror t=0.2
pmm, A=0.3 um, and resonator configuration identical to
éhat of Ref. 19 withw=150 um andd=500 um, we find

™ ing account of the evenness of the functid®):
Bxy)=ey)c0d Tx], ay M " o
K(Hm,H)
where the coordinate is measured in the direction of the K(Hm,H)=—- : (163
line of symmetry of the strip. The transverse dependence f K(Hpy,H)dH
0

¢(y) is calculated using quite unwieldy numerical

algorithms!® The approach considered here simplifies the wi2

analytical approximation of the functiod(r). To this end, Hzf dy’J(H,y’), O<H=H,,
we employ the solutions of Ref. 20, which were obtained in R(H,. H)= ¢

the approximation of zero strip thickness 0. These solu- m 5 (Y, )

tions hold for ally, excluding narrow regions near the strip H L dy’J(H)y"), Hy<H<Hp,
edgesw/2— {<|y|<w/2, wherew is the strip width and (160
[~2A%t (A —rzlzondon penetration depth of the field in the J )
superconductgr- In the limit |y| —w/2 these solutions have Hm

a singularity g—. We sha|ll |use the approximation pro- pH)=—5In 1_<W) (1—exp(—27r§/d))},
posed in Ref. 21, which reduces to limiting the region of (160

,)_\/ [1—exp —2my'/d)]/[1—exp —27¢ld)]
Y= {1—(H/H ) 1—exp— 27y’ /d)|/[1—exp( — 27 L/d) ]}

J(H (160

Hy=Hn[1—exp(—2m¢/d)]/[1—exp — mw/d)]. due to the sharp growth &1 at the edges of the strii@dge
(160 effect). Figure 1 also illustrates the degree to which the re-

sults obtained for the same HTSC film using different reso-
nators, where using E¢B) (R;) is determined instead &,
differ. The use of the algebraic equatidi33 leads to the fact
that the results with respect to the degree of nonlinearity of
A=(Rg(H)—(Rg(H)))/Rg(H) (17)  the HTSC are underestimated. An example of the correction
of the experimental results which were obtained in Ref. 5 for
a microstrip resonator is presented in Fig. 2, which displays
Ry(H)=Ry(1+bH"). (18) cur\ées of the coefficienb for the nonlinearity (18) for
n=2.

Using Eq.(8), the expressions foK(H,,H), and the
algebraic equationi3) we calculated the relative errdr in
determiningR4(H)

for a nonlinearity of the HTSC in the form

For sufficiently strong fields, such thaH"> 1, the com-
putational results foA (n) are presented in Fig. 1 for differ-
ent types of resonators. FeBr<<100 Oe HTSC films usually
haven=2-4°"andR, exceedsRg) by a large amount: by The method proposed in the present work consists in
a factor of 1.3—1.7 for cavity resonators, by a factor of 2—3using a HTSC resonator to measys(H,,)) for several
for quasioptical resonators, and by a factor of 4.5—7 for mi~values ofP;, and determiningRs(H) by inverting Eq.(8).
crostrip resonators. In the latter case the large valuasare = The equation(8) is a nonlinear Volterra integral equation of

METHOD FOR SOLVING THE INVERSE PROBLEM
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1
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FIG. 1. Relative deviation versus the exponemtin Eq. (18) for different

types of resonatord — Cavity and dielectric2 — confocal,3 — micro-
strip.
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the first kind. It is knowA?? that the problem of obtaining
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Rigorous mathematical approaches to obtaining a solu-
tion are based on the application of diverse algorithms for
regularizing the problem. In the present paper the solution is
based on an application of the Tikhonov principle of the
generalized residugRef. 22, p. 101 This principle employs
very general information about the quadratic integrability of
the exact solution and its derivative that solves the problem
in the class of continuous functions and agrees well with the
specific nature of the problem at hand.

Let us rewrite Eq.(8) in operator form(the indexs is
dropped here and below

KR=R}, (19

whereR?, is the vector of data obtained with a certain error,
a measure of which in the Tikhonov method is the integral
error R, defined as

SR%=IKR=RA1Z.

H

Hm& Jo

™ TRn(Him) — R(Hm 12dHn,

(20

where R, is the right-hand side of Eq19), which corre-

the solution of an integral equation is, as a rule, ill-posed, irSPONds to the exact solutidk(H); [f|?_ is the norm of the

solving which without using additiona priori) information

function f in the spacd., (space of quadratically integrable

small errors correspond to arbitrarily large reconstruction erfunctiong?); H"® is the maximum value oH, that corre-

rors. This is why existing additional information about the

properties of the exact solution must be invoked in order to

solve the inverse problem. The choice of the specific solutio
algorithm also depends on the form of the information used.
If the desired distribution can be described explicitly as a
known function with definite parameters, a very effective

method is to reduce the problem to a system of equations fdr

these unknown parameters and to solve this system, for e

sponds to the largest value Bf,.
In the Tikhonov methotf the approximate solution
mMinimizes the smoothing functional

a _ 2
M“(R)=[KnR=RIE, + @Ry,

(21)

, the desired solution can be found by searching for a
function R(H) which gives the functional21) a minimum.

ample, by the least-squares method, as done for the problelfl the refations presented above

at hand in Ref. 23. However, if the desired distribution is not

described in reality by the prescribed function, the errors ca
be arbitrarily large.

8—
6-
~N
]
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FIG. 2. Correction of the temperature dependence of the coeffigienEqg.
(18). 1 — Data of Ref. 52 — corrected results.

dR(H)

UL

: dH

Hmax

Hma
f TWHV+
Hmax 0
denotes the norm of the functid®(H) as an element of the
functional spaceW% (space of quadratically integrable func-
tions which possess quadratically integrable derivatRes
HM=H1® The problem of minimizing a convex func-
tional, which Eq.(21) is, reduces, after the appropriate dis-
cretization, to its finite-dimensional analog consisting of a
computationally well-studied problem of quadratic program-
ming and can be solved by standard gradient methods. In the
present work we used the method of conjugate gradients, a
description of which can be found in, for example, Ref. 24
(p. 273 (a Fortran algorithm for it is presented in Ref.)22
The numerical implementation of the method in the present
work (using the Borland Pascal 7.8olves the problem in
several seconds on a IBM 486 PC.

A fundamental element of Eq21) is the regularization
parameterx, which determines the degree of smoothing of
the approximate solution. The secofstabilizing term in
Eqg. (21) gives convexity and therefore ensures the very pos-
sibility of minimizing the functional and solving the prob-
lem. The solution obtained singles out from the set of func-
tions satisfying the initial ill-posed equation the function that

2
IRIg=
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is minimal in the sense of thé&/} norm, containing both the the maximum in the class of possible realizations for the
function itself and its derivative, of the stabilizing term, i.e., desired function. The value of the regularization parameter
it realizes the condition of a certain compromise of minimal-and therefore the degree of smoothing of the solution are
ity with respect to both the absolute value and the smoothassociated with the value of the paramefecharacterizing
ness for the desired function. As shown in Ref. 22, the reguthe effective error. The latter circumstance is a very impor-
larization parameter is uniquely related with the integraltant advantage of the method, since now the investigator’s
measure of the error in the dafaumbeyj, which decreases subjectivity is transferred from interpretation of the experi-
monotonically as the error level decreases, but more slowlynental data to estimation of the measurement error. Since an
As the error increases, the role of the second stabilizing terrastimate of the error always contains an uncertainty, there
in Eq. (21) gradually decreases. The parametes found as  exists a possibility of choosing a solution strategy. Thus, if
the root of the one-dimensional nonlinear equation of thehe problem is to exclude nonexisting details in the solution,
generalized residual then it is better to adopt an estimate of the error with a
certain excess, which, of course, can result in smoothing of
p(a)=|KyR*— Rl'&n”Ez_ =0, (22 some real details of the fine structure. If in solving the prob-
lem it is more important not to lose these details, then it is

i.e., the algebraic equatid@?) is solved simultaneously with Necessary to adopt the smallest error from the region of its
the functional equatiof21). actually possible values. In this case, however, spurious de-

The meaning of Eq(22) is that the norm of the residual tails, which do not exist in reality, can appear in the solution.
of the solution obtained should equal exactly the norm of the® COTeCt estimate of the error makes it possible to obtain an
error, since there are no grounds for minimizing the devia®Ptimal solution by the Tikhonov method. Aftéris deter-

tion from the measurement data outside the error limits . Tha"in€d, the procedure for obtaining the final result becomes

equation(22) contains the parameterof the effective error, formal. _ _
which must be determined priori on the basis of the spe- A very important advantage of the generalized-residual

cific conditions of the solution of the problem. This param-Method over other well-known methods is that &sap-
eter must include all components of the measurement ankfoaches zero in the integral metric, the approximate solution
interpretation errors. Specificallyy must include both the CONVerges to the exact solution uniformly, i.e., in a metric
random and systematic erréR,, of the measurements. The Where the norm is the maximum of the modulus, though, as
method can also include the error in the kerkéH,,,H), a rule, in con_trast to prope_rly—posed problems the_ rate of
which includes the discretization error in the numerical so-CONVergence is not proportional to the decrease’ibut
lution and the possible uncertainty of its approximation by'@ather itis slower. Uniform convergence makes it possible to
the corresponding functionor example, expressiofiL0), use the method of single numerical experiments with typical

whereR® is a function which minimizes the functionétl),

(12), and(16)) or extremal initial distributions to estimate the error, which is
’ ’ , impossible to do in the cases of integral or rms convergence,
52h:||KhR— KRHLZ, (23 since for convergence of these types there can exist regions

. . . , . of values of the argument where the desired function does
whereKj, is the approximate kernel prescribed in solving Ed. ¢ converge to the exact solution or even diverges.

(19). We note that for some specific forms of the kernels

The indicated errors can also cause the data vector to q@(H H) Eq. (8) possesses a solution in an explicit form
m 1 . .

incompgtible yvith the equatiorj _being solved, sinc_e thepq, example, fork(H,,,H) of the simplest form(10), dif-
smoothing action of the kerné®) limits the class of possible ferentiating expressior8) with respect to the upper limit
realizationsR,,(H,,) and in the presence of a random e”ormaking the substitutio ,—H yields

the functionR?, can drop out of the admissible class, i.e., it is
impossible to obtain the measured distributRf\(H,,) for 3 1 d(R(H))
any distributionR(H). A measure of incompatibilitys,, , R(H)_<R(H)>_§H dH
which is one of the parameters of the Tikhonov generalized-

residual method, obviously, cannot exceed the total error of DesPpite the simple form of the solutioi26), we have
the kernel and the measurements: obtained a well-known ill-posed problem of calculating a

derivative from the experimental d&fa.
8%=KyR~ Rr’;”EszRmJF 5n)?. (29 For K(H,,H) of the form (12) the equation(8) pos-
sesses a kernel with a weak singularity. This equation can be
solved by the method of iterated kernels, similarly to the

8%=(8Ry+ &)+ 52, (25)  Abel equatiorf?

(26)

Thus, the gquantity

which takes account of the measurement and discretization 1 (Hd ) dH,

errors and other inaccuracies in the description of the kernel R(H)= 2H fo EKR(Hm»Hm]W' (27)
and also the measure, which depends on these factors, of the m
incompatibility of the equation with its right-hand side, is The solution(27) contains in the integrand a derivative
taken as the parameter of the effective error. In the Tikhonowf the initial data, which are obtained with some error. On
method the values of the parameters appearing in(Eg. account of the singularity of the kernel at the polt,
must represent the corresponding estimates with respect toH, the smoothing action of the integral does not eliminate
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the error arising in the solution as a result of the errors irthe parameter$R,,, é,,, and d,, starting from the known
calculating the derivative. Indeed, in the numerical integra-conditions of the solution of the problem taking account of
tion in Eq. (27) with stepAH,,, the contribution of the in- the circumstance that the experimental errors are random.
tegral near the singularity froml —AH,, to H is propor-  Since the efficiency of the method is determined only by
tional to YyAH,, while the error of the derivative in the means of a numerical experiment and the optimality of the
integrand, in the case of an uncorrelated error, increases aboice made can be checked, we shall take as an estimate of
1/AH,,, i.e., the error in calculating the integral will grow the error§Ry, for Eq. (25) not the maximum but rather the
without bound as 3/AH,, which attests to the ill-posed average value of the integral in E0). Then we obtain

nature of the problem under study.

In summary, a systematic approach to solving both prob-  gp2 _
lems studied above must consist in solving the initial integral ™ pmax
equation(8) on the basis of the rigorous methods of regular-
ization, among which the Tikhonov generalized-residual

f M [Ri(Him) — RO(Hm ) dH
0

- f”max[oRﬁme)+AR§1<Hm>]de. (29

method? is preferred for the class of problems under study, N Hmx Jo
if the desired solutions belong to the class of continuous and
differentiable functions. For constant parametefsR, andoRp,

6Rn=+\oR:+ARZ, (29

One can see that for a zero systematic eréit,,

The specific nature of ill-posed problems lies in the fact=oRy,. Conversely, for a zero random erréR,=AR,.
that there does not exist a definite relation between the errdror a fixed discretizatioM, the componenty, (23) of the
of the right-hand side and the accuracy of the reconstructioriotal error was calculated by comparing with the result of
since the latter also depends strongly on the form of thexact integration of Eq(8). Since the estimaté28) is, evi-
desired function itself. For this reason, the reconstructiorflently, somewhat smaller than the error estimated according
possibilities can be investigated only on the basis of a nuto the maximum of Eq(25), it is natural to choose as the
merical experiment for typical distributiorR(H) and real- estimate of the measui®, (22) of incompatibility its maxi-
izable levels of error. mum possible valué, = 6Ry,+ &y, which will bring the es-

Let us consider the solution of E(R) for the example of timate of the total errob closer to its true value. As a result,
K(H,H) in the form(12), corresponding to cavity resona- from Eq. (25 the following expression is obtained for the
tors. Since the problem is ill-posed, we shall use thetotal erroré:

Tikhonov generalized-residual method described above to

solve it. nge it should be underscored that for a prescribed o= \/E( ORm* o), (30)
discretization the error in the solution of the problem, ob-where §R,, is determined from E.28).

tained using the explicit solutiof27) or by inverting the One can see from E@8) that for a constant systematic
numerical analog of the initial integral equati¢d) (which  error AR, the error of the solution i$R(H)=AR,, (this
consists of a linear system of algebraic equations with a trifollows from the linearity of Eq(8) and the unit normaliza-
angular matrix of the kerngl will be a completely deter- tion of its kerne], which makes it possible to investigate the
mined and finite quantity, which in principle can satisfy effect of only the random component of the error.
practical requirements. Thus, the correct procedure is to The equation(8) with the kernel(12) was solved nu-
make an analysis by comparing the results of the directmerically for a functionR(H) of the form (18) with the
inversion and Tihkonov methods. parameter®,=0.02 m, n=4, andb=2.0x10"’ Oe *in

The numerical modeling of the process of reconstructinghe range of magnetic fieldssOH<100 Oe. The indicated
R(H) was performed using the following closed scheme.values of the parameters are close to the corresponding val-
The exact dependené®,(H ) =(R(H,,)), on which a ran- ues obtained in Ref. 5 for frequendy=1.5 GHz at tem-
dom error, simulating the measurement error, was imposegeratureT =77 K. The accuracies of the measurements were
at discrete pointsn=1,2,...,M, was calculated for a spe- varied in the range 0.0815R,,<0.05 n1).
cific initial function R(H) using Eq.(8). A random number The results of the numerical analysis with the recon-
generator, which produced a sequenc&lohumbers with a  struction errors averaged over the realizations showed that
normal distribution with a prescribed mean vald®,, and  the Tikhonov method makes it possible to obtain a solution
standard deviatiowR,,, was used for the modeling. The of much higher quality with a fixed level of error and dis-
“measurement data” obtained in this manner were used t@retization. The functiongg(H) for the Tikhonov method
solve the inverse problem by two methods and the reconand the method of direct inversion are shown in Figs. 3a and
structed distribution®R(H) were compared with the initial b, respectively, in comparison with the differen&§H)
distributions. The varianceé(H) of the reconstruction error —R,(H=H,,), which is the natural level of informativeness
was determined by accumulating a statistical sample for a seff the solution. One can see that the Tikhonov method gives
of independent realizations of the random error. good reconstruction fodR,<0.02 n1), while direct inver-

For practical applications of the method under study it ission gives under the same conditions appreciably worse re-
necessary to prescribe the paramedercharacterizing the sults, limiting the admissible level of error in the measure-
effect of error and determined by the relati@%) in terms of  ments by the quantityR,,<0.005 nf) close to the highest

RESULTS OF NUMERICAL MODELING
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FIG. 3. Accuracy of solution of Eq8) for the Tikhonov methoda) and for the direct-inversion methdt) with different levels of measurement errors in
comparison with the reconstructed deviatiR(H) — R,,(H=H,,) (dashed curye The number of experimental poini4= 20.

accuracies that are attainable at present. It is also evidenmtlue of M decreases, the discretization error increases, spe-
from the figures that for a functioR(H) of the type(18) the cifically, for the case presented in the figure the discretization
region of informative reconstruction lies in the range  error 6,, which decreases a4 increases, equaléR,, for
>50 Oe. M=10. The increase in the reconstruction errorMsin-

By analogy to the measure of erréR, (28), it is pos-  creasegwhich at first glance seems paradoxjdaldue to the
sible to introduce an integral reconstruction eréR that  specific effect of the ill-posed nature of the inverse problem,
characterizes the quality of reconstruction on the entire interwhich intensifies a#! increases. The same effect, evidently,

val H as a whole in the metrit, occurs in the calculation of the derivative from the experi-
| max mental data.
SR2= yrees fo ([Re(H)—R(H)]2)dH, (31) A very important and convenient, for practical applica-

tions, feature of the Tikhonov method is the possibility of
whereR(H) is the initial distribution andR.(H) is its re-  reconstructingR(H) on the entire interval &H<H™" us-
construction. ing measurements d®,(Hy,) in a narrower intervaH "
Figure 4 displays the relative reconstruction error<Hm=<Hg® (HR*=H™®) or on a gridH, that is different
SR/ 5R,,, versus the discretization parametdr (number of  from the gridH; on which the initial distributionR(H) is
experimental points Note the presence of an optimal value prescribed and reconstructed, and in addition this grid can be
of M, for which the reconstruction error is minimal, and in much more sparse. The dependeRg¢el) can be effectively
addition this the minimum for the Tikhonov method corre- reconstructed outside the limits of the measurement interval
sponds to a much smaller error than the error for the directef R,(Hp,) in the direction of weaker fields. The correspond-
inversion method and it is reached at a smaller valudlof ing inverse problem for the intervalOH<H" is now de-
The existence of a minimum is explained as follows. As thescribed not by a Volterra equation but rather by a Fredholm
equation of the first kind, which is a strongly ill-posed
problem?? In this more general formulation the solution, in

121 principle, cannot be obtained by direct inversion of the initial
equation but only on the basis of the regularization method.
10F Figure 5 presents an example of the reconstruction of the
initial distribution of the type(18) with the above-indicated
g 8r values of the parameters in the intervakBl<100 Oe ac-
< 2 cording to the “experimental data” obtained for %1,
E 6 <100 Oe(i.e., using only 1/4 of the reconstruction interyal
and with the simulated erratR,,=0.005 nf{) . One can see
4r that a reconstruction of quite good quality is obtained for
, N —_— 40<H,,<100 Oe, i.e., the Tikhonov method makes it pos-

sible to reconstrudR(H) outside the interval of the measure-
\ , , . ments. In this region, where the problem is strongly ill-
0 10 20 3o 4Mm posed, the solution is much smoother.
FIG. 4. Interval averaged relative reconstruction error as a function of the In ConC|USI.On’ We. note that the approgch develqped
number of experimental pointsl. 1 — Tikhonov method,2 — direct- ~ @POVE makes it possible to reconstruct arbitrary functions
inversion method. R(H), including functions of a form much more complicated
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0.45+ The value ofRg can exceedR;) by a factor of~1.5 in

cavity and dielectric resonators, by a factor e2—3 in

quasioptical resonators, and by a factef— 7 in microstrip

resonators. The method proposed here is based on solving

integral equations relatingRg(H)) with Rg(H), which

makes it possible to take account of the nonuniformity of the

structure of the fieldH in microwave resonators. The most

suitable algorithms for solving the equations obtained em-

ploy a regularization technique developed in the theory of

ill-posed inverse problems. Such methods give high-quality

reconstructions of the functior&(H) with currently attain-

able accuracies of radiophysical measuremeAR<{5— 10

© ) and minimal volumes of experimental dgtee number

of points Mo 10— 15).
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A container design for fabricating low-energy x-ray scintillation detectors is proposeg.a@al
Cal,:Eu crystal detectors are fabricated and their characteristics are investigated. It is

shown that on account of their layered structure, perfect cleavage, and high light output, calcium
iodide scintillators can be used to fabricate thin-film detectors for long-wavelength x rays.

© 1998 American Institute of PhysidsS1063-784£8)01408-1

Special applications of Nal and Csl scintillators are softstrongly hygroscopic, layered scintillator only in a “glued-
v- and x-ray spectrometry and-particle detection in the on” state(for example, glued to the exit window of a detec-
presence of ay-ray background=> One of the basic prob- tor), because otherwise the single-crystal wafers deform dur-
lems that must be solved to detect ionizing radiations withing the fabrication and packaging process. For this reason, in
low penetrating power is to effect selective detection of thisthe past*’8Cal,-based x-ray detectors were fabricated with
radiation against a background consisting of radiation witithickness greater than 1 mm. Moreover, the standard con-
high penetrating power. In many cases thin-film scintillationtainer structure employe(@Fig. 1) is unsuitable for packaging
detectors are used to solve this probfem. thin-film Cal, wafers with a large working area because it
The use of thin-film detectors for low-energy ionizing does not allow free access to the scintillator.
radiations also makes it possible to decrease the scintillation To fabricate Caj-based x-ray detectors, we improved
light losses at the side surface and on crystal defects and tbe technology of growing single crystdt&the fabrication
decrease the influence of reabsorption. of crystal wafers, and the structural implementation of the
The fabrication of detectors for low-energy ionizing ra- containers themselvé$ Certain results of the investigations
diations runs into the difficulty of obtaining and encapsulat-performed in this direction are also reported in this paper.
ing wafers of crystalline scintillators. In the case at hand the In the present work we employed containers with a dif-
quality of the crystal surface plays an especially importanferent design to package thin scintillator waféfsg. 2). A
role because soft ionizing radiation is absorbed in a layegharacteristic feature of this design is that the optical exit
near the surface. window 2, fabricated in the form of a truncated glass cone,
The production of thin-film scintillation detectors with a was placed in a recess made in the inner part of the tase
large working area on the basis of Nal:Tl, Csl:Tl, and Csl:NaThe proposed container design, just as the one presented in
single crystals by cleaving, grinding, polishing, etching, orRef. 11, makes it possible to change the sequence of opera-
partial dissolution is a difficult technological procéss, tions in the fabrication and packaging of thin scintillators,
Cal, and Caj}:Eu crystals have a high light output and a since the final adjustment of the crystal wafernover the
better energy resolution than Nal:Tl scintillatdrs®°They  height can be made by splitting dffising a razor blade edpe
concede essentially nothing to Csl:Na with respect to thén a state glued tgwith optical glue3) the exit window2;
de-excitation time and effective numb@nn this connection separate metal templates can be used. The scintillator wafer,
it is of practical interest to investigate the production of thin-
film x-ray detectors based on calcium iodide single crystals
and to investigate their properties. 8 6 5 7
The first attempt to use Catrystals to detect soft x rays
was made in Ref. 3. It was shown there on the basis of / \ \
calculations that 5.5—-20 keV x rays, which are most widely F
used in x-ray crystallographic analysis, are actually com- LI PRSI
pletely absorbed by a 0.1 mm thick crystal. However, in Ref. /m
3 the calcium iodide crystal x-ray detectors were fabricated -
using 1-1.5 mm thick single-crystal scintillator wafers with 6& AN AN X N \/ \ /\ )
an area of & 16 mm.
Layered calcium iodide crystals have a hexagonal struc- / /
ture with pronounced cleavage. They are plastic and have 8 4 3 2 1
low hardness. Such properties of ¢Cahake it possible to _ o ,
fabricate fiom a crystal very thin wafefap (0 0.05 mm /2. 2% 015 e gion oo et — Sk oot

thick) by spli.tting off and cutting intq any desired shape. refiector,6 — entrance window(beryllium, 0.2 mm thick 7 — clamping
However, thin wafers can be fabricated from a large,ring, 8 — sealing materialepoxy glug.
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prepared in this manner, together with the exit window are 9 7 g9 & 8
placed into a recess in the case, and are mechanically
strongly and hermetically secured, using sealing maté&ial

for example, epoxy glue. Next, a fluoroplastic separating ring
5 and a reflecto6, consisting of a metallized Mylar film, are

placed into the case. Irrrr s s s s rrrss s ey ey
For additional sealing, the Mylar film reflector can be 2 = = 2
placed directly on the beryllium entrance winddivusing 7 7 A 7z VA 7 %// p
epoxy glue9. The last parts of the container are secured in
the case with a clamping devi& and simultaneously the / /
scintillator is sealed with the gluing materi@l
9 4 3 2 5 1

The proposed container is especially advantageous for
packaging thin-film scintillators based on the hygroscopicriG. 2. Construction of a scintillation detector for long-wavelength x rays.
compound calcium iodide, since the degree to which atmol — Duralumin case2 — K-8 glass exit window3 — OK-50 optical glue,
spheric moisture can influence the characteristics of the d¢--— scintillator, 5 — separating rindfluoroplastic lateral reflectay 6 —

. . reflector consisting of an aluminized Mylar filrd,— 0.2 mm thick beryl-
tector can be decreased at the time the scintillator wafers ajgm, entrance windows — clamping ring,9 — sealing materialepoxy
prepared and packaged. This is accomplished because thege.
worked surface of the scintillator is in contact with the atmo-
sphere where the packaging is performed for a shorter period
of time, i.e., it is possible to obtain detectors with a thinner
“dead layer” of the scintillator. This container design can the above-described desigRig. 2) in hermetically sealed
also be used successfully for packaging deposited scintillatofB-0S type boxes in a dry-air atmosphere. Measurements,
layers. performed by the method described in Ref. 12, of the scin-

Cal, and Caj:Eu crystals, grown by the Stockbarger tillation properties of the thin x-ray detectors obtained
method’*® with high spectrometric characteristics were usedshowed that calcium iodide crystal the detectors had a 1.5—
to fabricate thin-film x-ray detectors. The x-ray detectors,1.75 times higher light output when detecting Bu x rays
fabricated from these crystals, with 2.0-2.5 mm thick and 1§ E.,=8.05 keV) than Nal:T| detectors, and they were char-
mm in diameter scintillation wafers with the standard desigracterized by an energy resolution of 39-45%. The energy
(Fig. 1) had a 1.6—1.9 times higher light output when detect+esolution of the best calcium iodide x-ray detectors when
ing 'Cs y rays than Nal:Tl x-ray detectors, and they weredetecting MoK « radiation E.,=17.4 keV) reached 26%.
characterized by an energy resolution of 4.5-5.5%. At room  The curves of the amplitude distribution of the pulses of
temperature the crystals obtained were also characterized I§al, and Caj}:Eu detectors were gaussian in the region of
a 1.8-2.2 times higher stationary x-ray luminescence outpuhe photopeak, irrespective of the photon energy of the de-
than a Nal:TI scintillator. tected x rays.

The results of measurements of the luminescence prop- In the course of the basic technological and investigatory
erties with x-ray excitation and the scintillation characteris-work it was established that calcium iodide crystals doped
tics with y-ray excitation of our Caland Caj}:Eu crystals  with lead, indium, gadolinium, and sodium are also effective
agree with the data presented in Ref. 6. scintillators. The light output of CalGdCk and Caj:InCl;

Single crystal wafer$0.2—0.8 mm thick, 16 and 20 mm crystals with the optimal impurity concentration is virtually
in diametey of the Ca} and Caj:Eu scintillators were pack- identical to that of the CatEuCk scintillator!? and the
aged, by the method described in Ref. 11, in containers witiCal,:PbL, and Caj}:Nal crystals are characterized by a

TABLE I. Luminescence and scintillation characteristics of x-ray detectbgs<17.4 keV, IfEJ-35A).

Luminescence Light output Energy
Crystal No. Crystal band maximum, nm arb. units resolution, %
1 Cal, 410-415 100 30
2 Cal: 0.005 mol % Eudq 465-470 105 29
3 Cal: 0.01 mol % EuC] 465-470 105 30
4 Cal: 0.005 mol % Phj 390-410 95 32
5 Cal: 0.01 mol % Phbj 390-415 95 33
6 Cab: 0.50 mol % Pbj 430-440 70 38
7 Cab: 0.01 mol % InC} 420-430 95 33
8 Cab: 0.10 mol % InC} 420-430 105 30
9 Cab: 1.00 mol % InC} 425-435 75 36
10 Cal: 0.02 mol % GdCJ 420-430 95 32
11 Cab: 0.05 mol % GdCJ 420-440 105 30
12 Cal,: 0.50 mol % GdCJ 465-470 73 34
13 Cab: 0.04 mol % Nal 420-430 90 32

14 Cal: 0.20 mol % Nal 420-430 85 33
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somewhat lower light output than the highly efficient cal- characterized by weak thermally stimulated luminescence.
cium iodide scintillators. The decrease in the light output in these scintillators with

The results of measurements of the luminescence aniicreasing impurity content is caused mainly by losses of
scintillation characteristics of x-ray detectors, based on purexcitation energy and emission on defects associated with
and activated calcium iodide crystals, with 1.5—-2.5 mm thickdegradation of the structure of the crystals.
and 16 mm in diameter scintillation wafers, packaged in con- It should be noted that the container designs proposed in
tainers with the design shown in Fig. 1, are summarized irRef. 11 and in the present work can also be used for pack-
Table I. The table gives the average light output and energgging thick(2—10 mm layered scintillators, since they per-
resolution, obtained while detecting MO« x rays with at  mit solving successfully the question of removing excess op-
least three detectors fabricated from the same single crystdical glue and packaging more perfect crystal wafers.
It follows from the data in the table that besides L£ahd In summary, the results obtained show that on account of
Cal,:Eu crystals thin x-ray detectors can also be fabricatedheir layered structure with perfect cleavage and high light
using Caj:Gd, Ca):Pb, and Cal:Na crystals. The spectral output calcium iodide scintillators can be used to fabricate
composition of the x-ray luminescence of these scintillatorghin detectors for long-wavelength x rays.
matches well with the spectral sensitivity of the photomulti- | wish to thank M. R. Panasyuk for measuring the scin-
pliers most widely used in scintillation technology. tillation properties of the thin x-ray detectors.
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The mechanisms leading to the generation of microwaves by electrons orbiting in a radial
electrostatic field produced by a positively charged filament on the axis of a cylindrical resonator
are investigated theoretically. The dispersion relations describing the interaction of the

waves with the electrons are obtained. It is shown that the generation of electromagnetic fields is
possible on account of both Cherenkov and plasma resonances. The frequencies and growth
rates of waves under Cherenkov resonance conditions and also plasma resonance conditions in
uniform and nonuniform electron layers are found. The advantages and disadvantages of
different generation mechanisms are determined. 1998 American Institute of Physics.
[S1063-78498)01508-9

INTRODUCTION BASIC EQUATIONS

Investigations of the dynamics of charged-particle mo- L€t the resonator be a cavitg<r<b which is un-
tion in a cylindrically symmetric electrostatic field of a thin bounQed along tgebamséa((j:ylltn?r:lcal c<f:)ord|nate SgSti'E
conducting filament are of interest because such systen}% 2 is used and bounded at the surfaces-a andr =

. i . RN <b) by an ideally conducting metal. The metal rod
have an entire series of practical applications: Geigeridviu o :
o . . (r<<a) possesses a positive chai@eper unit length, corre-
counters, electrostatic filters for contaminated gases, io

ns'ponding to the potential differenck=2QIn(b/a) between

plasma pumps, gas-discharge high-vacuum meters, and Otfe o4 and the outer shell of the resonator. The density

ers. Systems with centrifugal-electrostatic focusing of theneo(r) of the cylindrically symmetric electron layer is differ-
electron streangspiratrong were studied in Ref. 1. In the last ent from zero only in a narrow region between the surfaces
few years a novel, unconventional millimeter-wave generar=r_ andr=r,

tor, which the authors of the device term an orbitron, was
proposed. This generator has the advantage that there is no
external magnetic field. It was shown experimentally that in ~ n_(r)=0 for r<r_ and r=r_,
an orbitron it is possible to obtain radiation power of the

order of 10 W at 40 GHz with a voltage of 2 kV on the Sr=r,—r_<r_,
filament. The authors assert that further elaboration of this Je
device will make it possible to obtain submillimeter waves
right down to 0.1 mm.

The orbitron generator is a cylindrical resonator. The
resonator axis is also the axis of a thin metal (fildmen to Assuming the field and the disturbances of the density
which a positive voltage is applied. A cylindrically symmet- and v_elocity of th_e elelctrons to be .in.de_penden.t of the axial
ric layer of electrons orbits around the rod. The electrons ar§00rdinatez, the linearized nonrelativistic equations of mo-
held in a circular orbit by the electrostatic field of the rod, tion of the electrons can be written in the form

Neo(r)#0 for r_<r<r,,

dNgg

dNgg
0z

=0, a<r_<r,.<bh. D

which compensates the centrifugal force acting on the elec- 9V, V, 4V, V, e

trons. Under certain conditions this system is unstable with WJF T ode 1 e HEEr ' @
respect to disturbances of the electron orbits and densities

and the appearance of electromagnetic field disturbances as- % n E ‘9_V<p+ ﬁ __ EE &)
sociated with these disturbances. The radius of the cylindri- ~ dt rde 1" me '

cal .Iayer of electrons decreases with radiation generation anghere Vo=(2eQ/Im,) 2 Vo=e,V, is the unperturbed ve-
emission from the resonator. locity of the electronsy, andV,, are, respectively, the radial

A theoretical description of the instability of the electron and azimuthal components of the perturbation of the electron
layer in an orbitron is given in Ref. 2. However, it is unsat- velocity, e, is a unit vector in the direction of the azimugh
isfactory in many respects. This was the reason the presed, and E, are the components of the electric field of the
theoretical investigation was undertaken. wave, and—e andm, are the electron charge and mass.

1063-7842/98/43(8)/4/$15.00 959 © 1998 American Institute of Physics
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The components of the current densjtyf the distur- CHERENKOV RESONANCE
bances can be expressed simply in terms of the perturbations

of the velocityV and densityn, of the electrons as Cherenkov resonance arises when the angular phase ve-
e

locity of the wave is close to the angular velocity of the
jr=—engV,, j,=—e(NgV,+Vone). (4) electronsw,(r _)=0. Then the dispersion relation can be put
into the form
We shall determine the dependence of the variable quan- 3 . P 2 3
tities on the azimuthal coordinate and the timet by the ot (1v=8)op=As0n—A5=0, (10
factor exgi(me—wt)}, wherem is an integer. For definite- where
ness, we assume Rel>0, m>0. Then the following equa-

tions for the components of the electromagnetic field in the A =0 — m_\/()+AV, (11)
regionr _<r=<r, can be obtained from the continuity equa- r-
tion, Maxwell's equations, and Eq&)—(4): ) wxfm( 7 1) Ocr J'” 02 "
= r—,
i (mcz T vy 20V ) . 2 22m Imi(m-1)t 2™ S 2241202
= — —_— r —
r 2 ¢ el
Wil ez ar W L w12 Jw 1202-2V3
= r—
c a2 \1 9 2mVL02 S22 (m-1)1 Py or_ Jel T 2v2+1202
- i _ Z - 13
H, W (a) me)r S (TEg)+ oy E,|, (6 13
LN L0 ¢ LT
sl 1 ( 2 2,02 7=go b X aeT=pinat omE g
—{ = 1-—|=—=(rE )+ . - .
ar | W, @m W)r ar( @ rw is the characteristic frequency of the resonator in the absence
of the electron layer and neglecting lossasis an integer;
m - A - mY 1+ Q_z i E )t i here and below, the terin’ takes into account phenomeno-
r c2 el 1r3 W/ or (rEy) c2 logically the losses due to radiation emission from the reso-
nator and the absorption of energy by the resonator walls,
02 2wV§ 02 while the term— A, takes account of the frequency shift
“Twlemt W2 1+ |~ @mEe (7)  associated with these losses.
1

The equation(10) is a cubic equation forw,. The
where w,=w-mVy/r, W= w%_zvglrz, W, = 0(w imaginary.pgrt ofw,, equals the im'aginary part ab and

— 0 Q2IW)—m2c?r2,  Q(r)={4me®ng/miY? is the therefore it is the growth rat(zdamplng ratg of the wave.
electron plasma frequencyl, is the magnetic field of the 1N€ last term on the left-hand side of EG0), as follows
wave, andc is the velocity of light. The equation&)—(7) from fthe relatlon(13)_, can vanish. _In this case the cubic
hold when the electrostatic field of the electron layer is weak®duation transforms into a quadratic equation, all of whose
compared with the electrostatic field of the rod. This condi-Slutions correspond to damped oscillations.

tion has the form If |iv—A|<|A,|, oscillations growing in time arise if
" |A3|>2|A3|/3%2, (14)
fr rQZdr<V§. ) ForAga&O a more stringent condition than the condition
- (14) is satisfied:
It is impossible to solve Eq.7) analytically in the gen- IA3>]AY. (15)

eral case. For this reason, it was solved approximately up to
terms of zeroth and first orders, inclusive, in the small pa-  Then the dispersion relation assumes the form
rameterSr/r _ (a similar method was used in Refs. 3-5 w3=A3 (16)
. ) . . . m 3

Matching the expressions obtained in this manner for the
fields at the boundaries of the layer with the expressions for ~One of the three roots of E4L6) always corresponds to
the fields in vacuum and assuming the field compofgnat oscillations growing in time. The growth rate is maximum in
the boundaries with the metal to be zero, we obtain the disthis case. [fA3>0, which corresponds to high electron den-
persion relation. On account of the complexity of this equasities and large _, then the phase velocity of the growing
tion, we shall analyze it only in a case of practical impor-wave nearr _ is less than the velocity of the electrons,
tance where whereas ifA§< 0, which corresponds to high electron veloci-
ties, then the phase velocity of the growing wave neais
greater than the velocity of the electrons.

For large losses or detuning from resonance, such that
the conditions
and under conditions such that wave generation is possible. 2 32, - U2 .
These are the conditions for Cherenlgov and plasnl?na reso- |82 <[Az 0 v=A)", [Aql<iv—4], (7
nances. are satisfied, the solution of E(LO) has the form

w
—Ir_

> 2
. >m?/2, 9

w
. |2
C
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A3 12 PLASMA RESONANCE IN A NONUNIFORM ELECTRON
=+ 18 LAYER
@m iv—A (18)
One root of Eq(18) corresponds to oscillations growing It is obvious that in an experiment it is very difficult to

in time. One can see that as the losses due to radiation emi@chieve #0?/dr?=0 in the regionr_<r<r,. In a real
sion from the resonator or to dissipation increase, the growtfl€ctron layer the electron density will depend on the radius
rate of the wave does not increase, as happens in the resulitgFor this reason, it is desirable t.o investigate the possibility
presented in Ref. 2, but rather decreases. The frequenci@ €léctromagnetic wave generation under plasma resonance
of waves amplified under Cherenkov resonance conditionsonditions in a nonuniform electron layer. Let the electron

w=mV,/r_ grow as the radius _ of the electron layer density increase gradually from zero at the poistr _ up to
decreases. its maximum value and then fall off continuously to zero at

the pointr =r , . Plasma resonance will occur near the points
r=ryandr=r, (r_<r,<r,<r,), satisfying the equation

PLASMA RESONANCE IN A UNIFORM ELECTRON LAYER mV,

2 V2
<w<°>——) ~2—2-02(r)=0. (25)
Plasma resonance occurs when the frequency of the elec- r r
tromagnetic field is close to the frequency of the character-

o L o i In this case the dispersion relation assumes the form
istic local longitudinal oscillations of the electrons in the

laboratory coordinate system. This frequensy is deter- Wop il s w2xim*1( 72— 1)2hw© sign w,,)
i i oV =4A,—1\V
mined by the equation 2M1[(m—1)1 252" b
W-0Q2%=0 (19
Vo 1 72m+1)°
and has the form — = , (26)
rw 2 2m_1q
5 172 m Y
mVy Vo )
wp(r)=Tt 2—+05r) | . (200  where
' D=
Let us consider the case where the electron density
grows rapidly from zero up to its maximum value near 90? 90?2
. . . . =10%—| +]|Q0%— (27)
=r_, remains practically constant in the region <r or ar
<r,, and then decays rapidly to zero neasr ., , i.e., - ik
0_(12/”2.0 forr_<r<r, . Then the solution of the disper- The expressiori26) determines the frequency shift and
sion relation assumes the form growth rate(damping ratg of the wave. According to this
1 relation, instability occurs when the second term in braces in
Sw= E{Ap—ivi((Ap—iv)2—4q)1’2}, (21)  Eq.(26) is negative ©Vsign(w,)<0) and larger in modu-
lus than the first term, i.e., when the phase velocity of the
where wave near the electron layer is less than the velocity of the

22) electrons, while the losses due to radiation emission from the
resonator and to dissipation are negligible.
2 We note that wave generation by a nonuniform electron
layer under plasma resonance conditions does not require
that resonance conditions of the typ&)=mV,/r_ (Cher-
(23 enkov resonangeor o@=mVy/r_—{2V3r2 +Q?¥?>0

In the latter relations the-dependence ofv, can be (plasma resonance in an uniform layé€X?/or=0)) be sat-
neglected. The imaginary part ofw is the growth rate isfied. In our case a nonuniform electron layer is unstable
(damping ratgof the wave. As follows from expressi¢@l), with respect to excitation of waves whose characteristic fre-
instability occurs wherg>0. This inequality, according to quencies»'?) satisfy the inequalities
expression(23), corresponds to the conditia/ w,,<0, i.e.,
oscillations whose phase velocity near the electron layer is MV
less than the velocity of the electrons can grow in time. For — r_
large detuningA, or large losses due to radiation emission
from the resonator or to dissipation the growth rate of the '®>0, (29)
wave is determined by the expression

Sw=w—w,, Apzw(o)—wp-l—A,,,

WXim_ L 7°M—1)?Wew r

Vo 1 9*™+1
22m[(m_ 1)| ]2772m+lbwm

r-on 2 5°m—1

q:

1/2
<wO<——

Ve
2r—2+Q§A

where ), is the maximum of the functiof(r).

q At plasma resonance in a nonuniform layer the energy of
Im(w)= —A2+ 2 (249 the electromagnetic field grows as a result of the interaction
P of the wave not with all electrons but only with the electrons

whence it follows that an increase in the detuning or thdocated near the points=r; andr=r,. For this reason, the
losses decreases the growth rate. Howevermﬁip4q the  growth rates are lower here than in the case of a plasma
losses ¢#0) determine the instability. resonance in an uniform layer.
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CONCLUSIONS r, changes. They approach the point where the electron den-
It follows from the foregoing analysis that wave genera—Slty Is maximum, when the radius. decreases. In the cases
tion in an orbitron is possible as a result of Cherenkov orOf Chere_nkov and plasma resonances in an uniform layer the

- nguenmes of the growing and damped waves are close or
equal to one another. Therefore weak nonlinear effects can
transform a growing wave into a damped wave. Under
plasma resonance conditions in a nonuniform layer the dis-
&ersion relation has one soluti@d®@6). For this reason, here
weak nonlinear effects apparently cannot prevent wave in-
tensification. We also note that in a nonuniform layer many
waves can be amplified simultaneously on account of plasma
resonance.

the growth rate of a wave can reach its maximum value
where, according to the relatidf6), it is proportional to the
cube root of the small parametér/b. In the case of plasma
resonance in an uniform electron layer, according to expre
sion (21), the maximum growth rate is proportional to the
square root obr/b. Under plasma resonance conditions in a
nonuniform layer, according t(26), the growth rate is pro-
portional to the first power of the small parametéb. How-
ever, wave generation due to plasma resonance in a nonuni-

form electron layer has a number of advantages. Transferringz. S. Chernov, Radiotekh. Elektrof, 1428(1956.

energy to the wave, the electron layer approaches the axis osz- Alexeff and F. Dyer, Phys. Rev. Le#t5, 351 (1980.

the resonatorr(_ decreasas and in an uniform layer this f(') '\;'7?(‘51%%%0]‘.” Zh. Tekh. Fizi5, 1002(1969 [Sov. Phys. Tech. Phys.
destroys the Cherenkov and plasma resonance conditions. A% . Stepanov, Zh. Tekh. Fiz5, 1349(1965 [Sov. Phys. Tech. Phys.
a result, a different wave with a higher frequency can be fall 10, 1048(1965]. )

into resonance. The conditions for plasma resonance in aY- V- Dolgopolov and A. Ya. Omelchenko, Zh Kgp. Teor. Fiz58, 1384
nonuniform layer do not break down as the radius (1970 [Sov. Phys. JETR1, 741 (1970}

changes. The position of the plasma resonance pojrasid  Translated by M. E. Alferieff
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An analytical solution is obtained for the self-consistent problem of the excitation of beams of
magnetostatic waves by a converter of arbitrary type. Radiation patterns are calculated
numerically for stripline converters at the frequencies where magnetostatic surface waves exist.
© 1998 American Institute of Physid$S1063-784£8)01608-0

INTRODUCTION andH,, to be real. In this casewe can se€,,=E_,, and

Beams of magnetostatic waves are usually taken to be Bv0=H-.0. The magnetic field of the incident electromag-
superposition of these waves with equal frequencies, but€lic wave of the fundamental mode equalH, in the
with wave vectors that differ both in magnitude and direc-2=0 Cross section. The converter is loaded by an arbitrary
tion. Knowledge of the relationships governing the formation!0@d which gives a reflection coefficient biwith respect to
of wave packets of magnetostatic waves produced by differth® transverse component of the magnetic field atzthé.
ent kinds of converters is required in order to improve the®r0SS section. The eigenfunctions for the magnetization
methods for doing calculations for specific devices and fofMn=Mn(X)€xp(—ky-r) and the dispersion characteristics of
integrated microwave circuits based on thin ferrite films. Theth® magnetostatic waves are also assumed knaere k,
problems of exciting beams of magnetostatic surface an&”dr are the wave yector of the wave and the radius vector
volume waves by a point current element and by a filament? the plane of the film. o
with a constant current along its length have been examined | he magnetization excited in a ferrite film by an external
in a number of paperjs—lzl Focusing converters, which emit rf mag'net|c fieldh, at fr'equencyu can be fou_nﬂm the'form
beams of waves, have been studid@hese problems, how- qf an integral expansion over the magnetlzatl'on eigenfunc-
ever, have all been solved in the approximation of a giveﬁ'on in a two-dimensional wave number space in the plane of

converter current. the film:
In this paper, for the first time we solve the self- to [t
consistent problem of the excitation of beams of magneto- M =Z f f (cnmp)dk,ydky, D
n — 00 — 00

static surface and volume waves, including the effect on the
converter of the magnetization which it excites in the ferrite\yhere
film. An analytical solution is obtained in closed form for
converters of arbitrary type, and numerical calculations are
done for stripline converters at frequencies where magneto-
static surface waves exist. A comparison of this solution with

Ch= (Pnfv(hvm:)dvv

the approximation of a fixed curreffield) shows that it is oy 1 B 2 (% 0l ox
necessary, in principle, to take the back reaction of the ex- "~ @ o —w’ ©n=(2m) 0 [mp > my™ 0%
cited waves on the converter into account. 2

andV is the volume of the film.

The sum is taken over all branches of the wave spec-
Let us consider a ferrite film of thickness which is  trum. The excited magnetization is determined from @yg.
unbounded in the/z plane, has been magnetized to satura-in the electrodynamic, magnetostatic, or dipole-exchange ap-
tion in the » direction, and is excited by a converter of arbi- proximation, depending on the approximation in which the

trary type(Fig. 1, wherel denotes the ferrite filjn In the  magnetization eigenfunctioms,, have been found.
transmission line which forms the converter, we assume that We shall takeh,, to be the magnetic field of the converter
(in the absence of a ferrite filmonly a wave having the at the site of the ferrite film. In order to account for the back
lowest modeyr with propagation constant and electromag- reaction on the converter of the magnetization excited in the
netic field E. =E. o(X,y)expuivz), H.,=H. o(X,y) film, this field must be represented in terms of a given mag-
X exp(uiyz) can propagate. The characteristic vector func-netization and we must obtain a system of equations for the
tions E,, andH,, are known for most types of transmission self-consistent problem. A representation of this sort can be
lines used as magnetostatic wave converters. Without loss éund based on waveguide excitation thebmyhich is also
generality in the discussion, we shall assume that the magpplicable in this case because the magnetic field of the
netic field in the transmission line is transverse. In additionfransmission line which forms the converter goes to zero in
assuming that the line is lossless, we take the functibgs the transverse cross section with distance from the longitu-

EQUATIONS FOR THE SELF-CONSISTENT PROBLEM

1063-7842/98/43(8)/7/$15.00 963 © 1998 American Institute of Physics
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x L .
r Dk~ | [ei@ext-iv2)
z
7 +c_ (2)expli yz) Jexp(ik,,z)dz (5)
7
L <L <L / the system of Eqg1) and(3) reduces to a Fredholm integral
~Z S equation of the second kind,
/{ { \\\\S\\\\ d o
. ~~ (k)= [ @K K KOt ). (©
cH, -
The functions which show up in the kernel are given in
y the Appendix. They depend on the coupling parameter
N
FiG. 3 Fulknd = 22 [ g K 1 Kay ) Pl (D)

which characterizes the interaction of the converter with the
dinal axis of the line. The fielth, is made up of the field of ferrite film in the self-consistent problem. The excitation in-
the wave incident on the entrance phisand the field of the ~ tegral in Eq.(7) is given by
waves excited by the ferrite filmincluding reflection from
the load at the other end of the Iinéfhe last is defined as IV(kny,knz)=f Hyo(x,y)mg*(X,kny,knz)exp(iknyy)ds
the field excited in the transmission line by an external s 8
equivalent magnetic current, in the source region when the ®)
source is locally removed. If the ferrite occupies a small part  In the approximation of a given field in the converter,
of the transverse cross section of the lif@s happens for F,(k,)=0 and the kernel goes to zero and the functional
magnetostatic wave structujgsthen the single mode ®(k,,) equals the free term in the equation
approximation is applicable:

Tk )= (g—1)T" exp(—2iylL) b(k h(k
h,=[c+c,(z)]H,+{c_,(2) (kng) =¢ 1+al’ exp(—2ivyL) [b(knz) +h(knz)]
+[c+c,(L)]Texp(—2iyL)}H_,, (3 rd(ko)+ f(k )]] ©
nz nz "
where

. , We solve the Fredholm equation of the second kind by

c,(2)=— I(:l'uo j dzJ’(M'ny)dS, successive approximations,
v 0 S

o [0 D k0= | By K (i ) 0K W (i),

c_(2)=— N L dzL(M-H,)dS, (10

taking the zeroth j(=0) approximation®!®l(k,,) =¥ (k,,)
N :f{[E* XH,]—-[E,xH_,]},dS, (4  tobethe value of the free term in the equation, calculated for
" s T ! ' the specifiedgiven) field in the transmission line

S is the transverse cross section of the film, &hdis the h,=cH, +cI' exp(—2iyL)H_, (11

norm of the electromagnetic wave in mode which corresponds ta,(z)=0 andc_ (2)=0 in Eq. (3).

f '![\Ioﬁ that th% total ﬂfe,ltg 'r}. a}di:raFSS)mlle?rr: “fr.'eldw.'th 4 The first approximationj(=1) yields a solution to the prob-
derrl Eé:l k')mﬂ'f made ut_p 9{. e_l_r']e v ) anf ne Ile .":' lem which takes into account the back reaction of the propa-
uced by the magnetization. The system of singular Integre ating magnetostatic waves excited by the converter with the

F?_S-(ll)c ant(i](s) folrf M an_d thV Its alsgla ma’;h?hmatlca!tf(:_r mu- fIocaI magnetization. As a result, we find the amplitudgsf
ation for the self-consistent problem of the excitation of  \"\ " o beam,

magnetization in a ferrite film.
exfliL (kn,—y)]—1

i(knz—)
SOLUTION OF THE SYSTEM OF EQUATIONS FOR THE +® (k) +[c+c, (L) Texp —2iyl)
SELF-CONSISTENT PROBLEM

Cn= @nl V(kny,knz) C

. . exdil (kn,+v)]—-1
The amplitudeg,(z) andc_ ,(z) of the electromagnetic ik .+ 7) ]
waves can be taken as new independent unknown functions nzt Y

in the system of Eq9.1) and (3). Precisely in this case the wherec,(L) is determined in terms of the function@l(k,)
system is relatively easy to solve, owing to the integral charfrom an algebraic equation obtained by substituting #8&)
acter of these functions. On introducing the functional in Eq. (4) with z=L,

(12
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TTIHK) P (K, )dK,+c[g+al exp(—2iyL)]
c(L)= 1+al exp—2iyL) '
(13

From the knownc, we determine the rf magnetization
excited by the converter in the far zone by calculating the
double integrakl) in the polar coordinatek,,=k, sin(®),
K,,=Kp, cos@®), y=r sin(p), z=r cosfp). In the inner inte-
gral with respect td,, we exclude the residues correspond-
ing to traveling magnetostatic wavése consider radiation
only in the direction of positivey), and calculate the outer
integral with respect to® (a superposition of traveling
waves by the method of stationary phase. Finally, we obtain
the solution for the magnetization in the form

S. V. Zagryadskii and A. G. Rezvanov 965

_[_ 4miF (ko) y
(Knz— y)z(knz"_ )
exdiL (Kn,— )]

+27iF (y) (ko)

Lt
(7K 2y
exdiL (K,,— y)]—exp —2i )/L)-I-l}
X
Y(Knz+ )

(1—g)T" exp(—2iyL)
1+al’ exp(—2iyL)

X +aiF (y)

M(r, )~ Cn(Kno(O<(¢)),0())Mp(X,Kno(Os(@)), exfdil(knsAy)]-1 = I exp(—2iyl)

Os(¢)r 2 expf —ikno(Og(¢))r cogO(¢)— )] i (knzt ) 21+aF exp(—2iyL)
exdiL (K, +y)]-1 7
_'yAH Yy % : T
Xex’{vn@s(go)) SO (14 TU R

2iyL—exp—2iyL)+1
where XF)| 20018 5 ef((p(—zyiyL)
. W\
o(Og S Vn(Os(¢)) X exi—2iyL) +ex—2iyL) 4 2iyL|. (19

I, (Kho(@s(9)),05(¢))

XKno(@s(¢)) . The resulting analytical solution14) of the self-
Palkno(Os(¢)).Os(¢)) consistent problem for the excitation of beams of magneto-
2 ] static surface and volume waves is extremely general in
X &(kno(Os(¢)),05(¢)) \/ exp(iw/4), character, since all the features of the electrodynamic system
are taken into account in the eigenfunctions and dispersion
(19 characteristics of the waves. This solution is valid for any
¢ is the polar angle of the observation point, reckoned frontype of converter and for arbitrary waveguide structures, in
the z axis of the converterk,o(®<(¢)) is the root of the particular, those containing dielectric layers, multilayer fer-
dispersion relatiornw,(k,)=w, and V,(0<(¢))=dw, /K, rite films, and metallic shields.
is the corresponding group velocity of the magnetostatic
wave. THE EMISSION OF WAVE BEAMS OF MAGNETOSTATIC
The phase¥(0) is a function of the angl®, ¥ (0) SURFACE WAVES BY STRIPLINE CONVERTERS
=k, o(®)cos@—¢), determined for a givenp from the

equation for the fixed points, We shall consider the development of the directional

diagrams using the example of a ferrite film magnetized
kjo(©)cog® — ) —kno(©®)sin(® — ¢)=0. (A)  along its longitudinakz axis. Figures 2—6 show the normal-
The fixed points found from this equation are denoted'zed amplitude radiation patterns ARR of a converter

above by® (). The second derivativé” (0 (e)) in Eq short-circuited at the endI'(=1) for different frequency
(15) is calcﬁlatéd for the same valu®g(e) '?’he functioﬁ bands within which surface magnetostatic waves exist. The
1S .

. . amplitude directional diagram represents the angular depen-
£(kno(O5(¢)),O5(¢)) In Eq. (15 is given by the formula 4 ¢ the modulus of the amplitude factgrfor the mag-
exdiL (ky,,—y)]-1

o @)= netization eigenfunctiorm® in Eq. (14). Eliminating all
€(kno,O9)= i(Kn,— ) terms from Eq(14) which do not contain an angular depen-
_ ) dence and using Ed15), for the amplitude directional dia-
L | TS [ exdiL (kn;— )] gram we can write
y | Ky

1 (Knol£),05(9)) Knol ©) (Kol #), O(9))
CexliL(knt ]| AmiF (ke)y ARP( ) = |0l #). O (@) Knol @) €(Knol ©). Ol ¢ |

- Vn(@)®n(Kno(@),0 v'(0 '
oy k) (£)Pu(kno(¢), Os(¢)) VI (O(¢)) \(17)

_ 2a@iF (y)[ exdiL (Knz+ )] _.L)
Knzty \ Kozt |
(g— DI exp(—2iyL)
1+al exp(—2iylL)

Here the square of ARR) yields the radiation pattern of
the converter with respect to power.

The amplitude radiation pattern was calculated numeri-
cally using Eq.(17) for a converter based on a symmetric
stripline (see the inset to Fig.)2with a dielectric filling (e
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FIG. 2. Amplitude directional diagrams. The smooth curve is the self-FIG. 3. As in Fig. 2, but forf =5.0 GHz.
consistent solution and the dashed curve is for the approximation of a given
field; f=5.2 GHz.

lengths L=4 mm). The preferred propagation direction of

the waves is shifted to larger (90°) polar angles for the ob-
=9.8), a strip width of 20Qum, and a separation between servation point.
the metal shields of 1 mm. A ferrite film with a saturation At higher and intermediate magnetostatic surface wave
magnetization of 1750 G and thickneds 50 um was sepa- frequencies(in this case, from 4738 to 5334 MHKzthe
rated from the strip by a distance of L. The length of the shapes of the radiation patterns calculated in the approxima-
converter isL=4 mm. The magnetizing field equals 1030 tion of a given field and taking the back reaction of the
Oe. In Figs. 2-5, the dashed curves were calculated in thexcited waves into accouffigs. 2 and Bdiffer little and are
approximation of a given fieldq,(k,,)=0), while the other  determined, as noted previouélpy the angular dependence
curves were calculated taking the back reaction of the exef the group velocity. At intermediate frequencies, however,
cited magnetostatic waves on the converter into accourthe given field approximation yields a higher result for the
(F,(knp)#0). The radiation patterns for each family of amplitude of the magnetization in the far field of the con-
curves were normalized to the maximum of the amplitudeverter (especially foro~90°), which may cause the power
radiation pattern corresponding to the solution of the selfemitted by the converter to exceed the input power and,
consistent problem. therefore, violate the conservation of energy. At the lower

As the frequency is lowered, the width of the radiation frequencies in this rangéig. 4), two preferred directions for

patterns increases owing to a widening of the sector of polathe wave emission show up, which are symmetric with re-
anglese within which surface magnetostatic waves exist. Asspect to they axis (¢=90°). This is the well-knowhdou-
opposed to the case of a uniform distribution of current ovebling of beams of surface magnetostatic waves in the far
the length of the convertéra nonuniform distribution leads zone. However, compared to the given field approximation,
to an asymmetry in the radiation patterns relative tothe radiation patterns for each of these directions turn out to
¢=90° (the y axis), even for relatively small converter be much narrower and the peaks are shifted by several de-
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7 dey FIG. 5. As in Fig. 2, but forf=4.91 GHz.
FIG. 4. As in Fig. 2, but forf = 4.8 GHz.

one of the peaks ap<<90° and the converter becomes a
grees from the edges to the center of the sector of anglesuperdirectional” antenna with a directional diagram of
within which surface waves can propagate. Sharp directionawidth less than 1° at a level of 0.707, which emits a wave
diagrams of this sort have been observed experimer(sdly beam only in a directiop>90° (Fig. 5).

Fig. 13.20 of Vashkovskiet al1%. The angular position of At intermediate and higher magnetostatic wave frequen-
the peaks in the directional diagram in the self-consistencies, the phase synchronism conditid) is satisfied only
problem is determined, in accordance with E¢k6) and by waves with large components of the wave veckggs for
(17), by the condition of phase synchronism which the excitation integra(8) is small. As they have a
y=+k (18) smgll amplitude, _the_se waves have no influence on the for-
—nz mation of the radiation patterfiFigs. 3 and 4
corresponding to equality of the phase velocity of the elec- The finite transverse dimensions of the converter have
tromagnetic wave in the transmission line forming the con-not been taken into account in the earlier modefut they
verter to the component of the phase velocity of the magnedo affect the radiation pattern. Thus, at the higher and inter-
tostatic wave along thez axis. Magnetostatic waves mediate magnetostatic wave frequencies, a change in the
satisfying the conditiof18) interact most efficiently with the strip width leads to a change in the angular position of the
converter and have the largest amplitude in a beam. Owingninima in the amplitude radiation pattern, especially near the
to the symmetry of the dispersion characteristics of the magprincipal maximum, whose shape then changes little. On the
netostatic waves, the angular positions of these peaks amher hand, at the lower frequencies, where the angular po-
also symmetric with respect to the=90° direction, but the sition of the peaks in the amplitude radiation pattern is de-
level of the amplitude radiation pattern in these peaks differégermined by the phase synchronism conditi@8), widening
because of the nonuniform distribution of the field along thethe strip causes an enlargement of the spatial region within
converter. Within a narrow frequency bateh the order of which the electromagnetic and magnetostatic waves interact;
10-15 MH2 this difference leads to relative suppression ofthis leads to a relative enhancement in these péaiks 6).
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ARP transmission line which forms the converter, while the level
5.5 of the peaks in the radiation pattern depends significantly on
L ! the transverse dimensions of the converter.
50
]
i APPENDIX
45
The kernel of the integral equatidf) has the form
n I —2i
4.0 |§ K(ko, K )= [b(kny) +h(kn) T exp(—2iyL)
B :i nz:tnz 1+al exp(—2iylL)
J5F " XH(Knp) = P(Knz,Kn,) = S(Knz Ky,
i
B I: where
Jok l:
» i , . oexdil(y—kp)]—1
|= H(knz):Fv(knz) _k’nz )
2.5F =1 Y™ ¥nz
i
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CONCLUSION - i(kn,— )

In this paper we have demonstrated the fundamental ([ ,exdil(ky,+y]-1
need to solve the problem of magnetostatic wave excitation h(knz) = f_w S(Knz,Kn,) i(k/ +7) dky,
in ferrite films in a self-consistent formulation. A general
analytical solution of the self-consistent problem has been J+

a:

o exdiL(k' +y)]—1
) 28 i((k,“i;))] dkz,
—® nz

obtained for a converter of arbitrary type which is valid in
the electrodynamic, magnetostatic, and dipole—exchange ap-
proximations for an arbitrary direction of the magnetizing L (k!
field and any sort of waveguide structure, especially those . _ +°°H K exdil (k,,—vy)]— dK’
.. : . . . . g= ( nz) : r_ nz-
containing dielectric layers, multilayer ferrite films, and me- — i(Knz— )
tallic shields. It has been shown that at the intermediate and
higher frequencies where magnetostatic waves exist, the ra- , .
diation pattern of a converter is asymmetric with respect to a L. B. Goldberg and V. V. Penzyakov, Zh. Tekh. Fig6, 1049 (1988
lation p : ymm . P [Sov. Phys. Tech. Phy81, 614 (1986)].
direction perpendicular to the longitudinal axis of the con- 2L. B. Gol'dberg, Zh. Tekh. Fiz56, 1893(1986 [Sov. Phys. Tech. Phys.
verter, even when the ferrite film is magnetized along this 31 1132(1986].
axis. At lower frequencies, the shape of the directional dia-
. . ) . 32(1989.
gram is determined by the phase synchronism of the exciteda v. vashkovski, A. V. Sta’makhov, and D. G. Shakhnazaryan, Izv.
magnetostatic waves and the electromagnetic wave in thevyssh. Ucheb. Zaved. Fiz., No. 11, §7983.
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The possibility of experimentally modeling the interaction of high energyidhs with foil

targets using beams with more accessible lower energies that have the same dimensionless
interaction parameter and similar current characteristics is pointed out. Results are presented
from the first stage of a study of the beam—foil stripping of 2 and 7 MeVidhs. An analysis of

the charge composition of the beam after a carbon foil serves as a basis for determining the
corresponding cross sections for stripping of the ions and ionization of the product hydrogen
atoms. The data from these and other beam—foil experiments are in good agreement with
theoretical cross sections on carbon at different energies, as well with calculated values based on
the superposition of experimental cross sections for gaseous carbon-containing targets.

© 1998 American Institute of Physids$1063-784£98)01708-3

INTRODUCTION well as its operating lifetime for a given intensity, duration,
o ) ) . and repetition rate of the beam pulse. Here it is possible to
A peculiarity of the atomic structure of Hions makes it gt methods for monitoring the target integrity, e.g., from its
possible to use a charge exchange technique for controllingjectron or photon emission. The possibility of modeling the
the particle fluxes in modemn accelerator-storage ringnerating lifetime of a foil target is based on the fact that the
systems. Various internal foil targets are used to realize th'sdependence of the energy release in the target is analogous to
technique at ene_rgies aboye ten M&ée, e.g., Ref;. 2_—}.4 that of the cross sections_;4 and aq; (= 1/82, whereg is
The target material and thickness are chosen taking into agpe particle velocityfor a given effective charge of the beam
count the required working life of the target and the Cha_rgeparticles over a wide range of energies from a few MeV to

composition of the beam after the interaction. ASSuming.gativistic energies® with radiative heat transfer from the

pairwise collisions and given the cross sections for the M&JOfarget surface. Thus, by creating the required charge compo-
channels of the stripping process in a tartfethe relative

numbers of H ions (), HO atoms (7). and protons SI'[IOI’I' of a beam for one energy and target thickngsis is
) . possible to study the thermal loads expected from an analo-
(74) in the beam are given by

gous, in terms of intensity, flux of ions at another energy and

n_=exp—o_q1q4-1), target thickness corresponding to the same dimensionless pa-
rametera_ld-f (Fig. 1. This is especially important for
M= 0-1d [exp — oo D) —exp(—o_14-D]1, choos:ing the olptimum r_naterial, structure, and fab_rication
0-1d— 001 technique for foil targets in the charge exchange portion of a
high energy beam transport chanfi&!.At the same time, it
7+=1=71-=m0, (D) has been showh that the behavior of relativistic Hions

whereo _ 4 is the cross section (Gnfor stripping of an H differs from that of low-energy positive ions in the beam—
ion into the various states of thd® atom, including the

continuum, o, is the average ionization cross section €gm

of the hydrogen atoms created by stripping,6- 10°%/A,, 1.0F T

andt and A, are, respectively, the thickness of the target 0.8! -
(g/cn?) and its effective atomic number.

Characteristic plots of the charge composition of a beam 0.6
as a function of the dimensionless interaction parameter
o_14-1 are shown in Fig. 1 for a ratio_;4/0p;=2.5. For
the same functional dependence of these cross sections ong.2
energy, these curves are universal for the interaction of a
beam of H' ions with a target of a chosen material. In this é T 4 55 7 3 9 10 11 12 13 74
case, a number of features of this interaction can be modeled Gori-t
experimentally at lowimore accessibjesnergies and predic- ”
tions can be made for high energy beams. The information ofiG. 1. The charge composition of a beam as a function of the beam—foil
interest includes the optimum thickness and type of target, aisteraction parametar_4-t.

1063-7842/98/43(8)/4/$15.00 970 © 1998 American Institute of Physics
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foil interaction processes responsible for the formation ofbeam without loss, but with some change in its charge com-
fluxes of highly excited neutral atoms. No experimental in-position and energy spectrum. By rotating the drum to fixed
formation on these processes involving low-energyibns  angles, it is possible to change the target during the course of
is currently available. In this regard, despite the small relaan experiment. The beam current prior to the interaction was
tive number of these excited particles in a beam, a morenonitored by an induction prob& After the target, the flux
detailed study of their production and loss at various energiesf H~, H°, and H' particles was resolved spatially in terms
for the same interaction time of the"Hon beam with the of charge by a separator magseDepending on the polarity
“field” of the target material is of some interest. of the magnetic field, a Faraday cépdetected H ions or
In this paper we present data from the first stage of exprotons. After 100% stripping on a 1@m-thick grounded Al
periments performed in 1987—-1988 to test the beam—foil infoil 7, the H' component was detected by a Faraday 8up
teraction at low H ion energies corresponding to the ex- Secondary emission from the surfaces of the Faraday @ups
pected dimensionless parameter_;4-t in the charge @and8, along with accompanying electrons from the alumi-
exchange sectionEy-=600 MeV) of the MEGAN linear nhum foil, were efficiently suppressed by the edge magnetic
acceleratoKTroitsk).'? field of the separator. The amplified current signals from
probes4, 6, and8 were fed to an analog-to-digital converter
and on to a computer for processing. The particle flux mea-
surements were monitored periodically through their overall
The setup of the experiments with 2 and 7 MeV ion balance and from the equality of the signals from the probes
beams is shown in Fig. 2. A beam of Hons was formed at in the absence of a target with the separator field turned on
the outlet of sectionl with spatially uniform Eg- (probes4 and6) and off (4 and8). The fidelity of the current
=2 MeV) and spatially periodicE,-=7 MeV) rf quadru-  signals from prob& when the polarity of the magnetic field
pole focusing of the linear accelerator. Two types of foilswas changed was verified during 100% stripping of idns
were used as charge exchange targets: polymer filmigito protons on a control targ@tconsisting of a 1Q«m-thick
of colloxylin {CgH;0,(OH)(ONO,),},,, with a high durabil- Al foil.
ity under the pressure drops, and a carbon foil with a thick-
ness of 2ug/cn? (=100 A), which was deposited on a Ni
grid with an optical transparency of 84% at the Kurchatov
Institute of Atomic Energy. The thickness of the carbon film The experiments at 7 MeV showed that the stripping
was determined to within=-15% from the energy lost by coefficient for H ions into neutral atoms on the thinnest
a particles from an ?*’Am source E,=5.486gs,  polymer film was~0.2%. The rest of the beam was con-
5.443 13, MeV) using a method, described elsewhEtéhat  verted into protons. The operating lifetime of the film with
takes into account the distortions in the measured specti@spect to destruction by a pulsed beam current at the surface
(with and without the targgtinduced by the analyzer. The of j,~20 mA/cnt, a pulse duration of;~20 us, and a rep-
polymer films were prepared by floatation on water followedetition rate off =0.5 Hz was~15 min. As the thickness of
by deposition on a metal grid with an optical transparency othe films was increased, the coefficient decreased in
98%. Films of different thicknesses were obtained by vary-accord with the exponential dependence of Eg. In the
ing the concentration of the initial material in the solventexperiments with a beam energy of 2 MeV, almost complete
(acetong The thicknesses of the polymer films were mea-stripping of H™ ions into protons was achieved, while the
sured interferometrically and lay within the range 500—-200Qifetime of the films under the same current conditions was
A. Rings with different targetg, as well as with the gridéo  somewhat shorter. The fact that the lifetime of the polymer
determine their transparency relative to the tons) were test films in beams with fixed characteristics increased as
mounted in a rotatable druf Experiments showed that the their thickness was raised was somewhat unexpected. An
grids without targets ensure complete passage of théoH  analysis of the heat loading and properties of colloxylin, as
well as an examination of used targets under a microscope,
showed that the reason for thiand for the rather short op-
4 erating life of the filmg is apparently their thermal decom-

2
\ N &) 7 H P) position at the places where they come into contact with the

MEASUREMENT TECHNIQUE

EXPERIMENTAL DATA AND DISCUSSION

‘= = HH I ) grid, which have been heated 1Q>90° as a result of en-
( U 2 ™~ N ergy loss by the ions striking it. In this case, we might expect

ALY \ a substantial increase in the lifetime of these targets in rela-
'{ e \ tivistic beams with similar current characteristics.
2 5 \\ The carbon foil was capable of working for several days
J under these experimental conditions. No structural changes
l were observed during an examination of the surface state of
H",’(H’ the foil under a microscope. The experiments yielded the

following interaction coefficients without breakup of the H

ions, as well as with their striping into%atoms and protons
J on the target with a carbon foily_|;=(3.8=0.2)x 1075,

FIG. 2. The setup for the beam—foil interaction experiments. 7olt=(2.55+0.13)x 10" 2, 7+]1=(9.75+0.50)x 10" 1
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10 the contribution of cascade processes involving intermediate
excited hydrogen atoms during beam—foil stripping of H
ions is small.

In concluding, let us analyze the systematic errors in
these results owing to neglecting the partial contribution of
absorbed gases to the measured thickness of the carbon foil.
The amount of absorption in various methods of fabricating
carbon foils has been measur@din the experiments the
cross sections for elastic scattering of fasgt particles
(E,=25 MeV) at a given angle and the dependence of their
it e iy final energy on the target nuclear mass were used. The re-

104 10% 10° sults show that the main components in the absorbed gases
£, keV are hydrogen4 13—60% in terms of numbers of atoyend
(~2_50 iori .
FIG. 3. Cross sections for stripping of Hons (- 14— O,®,®,+,*, con- oxygen ¢ E 5./0)”’ where the majority of tTe hydror?en at .
tinuous curvg and hydrogen atomsog,—A,V, %, &) on carbonO, v OMS are chemically bound to carbon. Neglecting t e contri-
are the results obtained by superposition of cross sections and experimenfaution of absorbed gases to the energy loss bytharticles
data on the stripping of Hions and H(%) atoms on CQand Q; ® and ¢ leads to a higher value for the number of carbon atoms in a
are theoretical resuftdfor H™ ions and H(%k) atoms;+ and+ are cross determination of the target thickness. At the same time, ad-
sections obtained from beam-foil experiméfis @ and % are data from diti | striopi fH d W at tak | th
the present experiments; are results obtainé® by superposing the mea- iional stripping o lons an . aioms _a QS place on the
sured cross sections for stripping of ground state hydrogen atoms on carbotoms of these gases. The partial contributions of these two
containing gaseéthe errors correspond to the scatter in the data on combinchannels, with their different signs, determine the systematic
ing different molecules the smooth curve is constructed in accordance with o rrqr in the measured cross sections owing to absorption in
Ref. 16; and, the dashed curve is an approximation of the data shown her% . . e .
by a curves 1/82. the foil. Since the specific energy losses &yparticles on
atomic hydrogen are-23% of the losses on oxygéh??we
obtain an imaginary additional thickness sf3—14% for a
(2 MeV), and 7_|;=(1.7+0.1)x10 2, 7,,=0.28+0.01, carbon target owing to the hydrogen contained in it. The
7.];=0.70=0.04 (7 MeV). The measured transparency of particle stripping cross sections on atoms of this® gare
the grid for unstripped ions is 0.840.04. Given this, we roughly a factor of ten smaller than on carbon. As a result,
obtain the relative number of particles in the different chargehe systematic error owing to absorption of hydrogen is es-
states following the interaction of the beam directly with thetimated to be~1.5-7% on the side of lowering the cross
carbon foil. For beam energies of 2 and 7 MeV, these coefsections. Similar considerations for absorbed oxygen lead to
ficients are z_=(4.50+0.45)x107° #,=(3.0+0.3) almost complete compensation of the errors through the en-
X102, 5,=0.97+0.10, and 7_=(2.0£0.2)x10 2, ergy loss and stripping channels. Thus, when the systematic
70=0.33+0.03, 7, =0.65+ 0.07, respectively. It has been errors owing to the expected absorption of hydrogen and
showrt* that the functional dependences of the detectedXxygen in the carbon foil are taken into account, the resulting
charge states of the incident particles having an atomic strugtripping cross sections should be increased<i?. This
ture on the thickness of a foil target are analogous to thdés substantially smaller than the measurement error and has
characteristic dependences for gas targets up to thicknessanost no effect on the results presented above.
corresponding to the transition to the equilibrium charges.
For H™ ions and H atoms interacting with a carbon foil, this
limiting thickness corresponds toy_~5x10"% and
7o~10"3, respectively. In this regard, using the concept of
pairwise collisions and Ed1), we can obtain the cross sec-
tions o_14 and o, for a carbon foil from the measured 'Deceased.
coefficientsy_ and n,. For energies of 2 and 7 MeV, these
CI’OS§16 sections _ are, 1respecE|\l/7ergr_1d=(1.00t0.16) 1G. I. Dimov and V. G. Dudnikov, Fiz. Plazmy, 692 (1978 [Sov. J.
X108 cn?, og;=(4.0+ 0:48) X 10 Y cr?, ando_14=(3.5 Plasma Phys4, 388(1978].
+0.6)x10 Y cn?, op=(1.5+ 8:2)><10717 cn?; these are  2W. S. Aaron, M. Petek, L. A. Zevenbergen, and J. R. Gibson, Nucl.
shown in Fig. 3. Also shown there for comparison are cross,nstrum. Methods Phys. Res. 262, 147(1989. .

tions obtained from beam—foil interaction experiments at Isao Yamane, inlCANS-11. International Collaboration on Advanced
sec . 1 p - Neutron Source$KEK, Tsukuba, 199)) pp. 224-234.
energies of 0.8 Me¥* and 800 Me\2! as well as theoretical  “G. E. Adamson, M. J. Borden, R. N. Johnson, and W. F. Nicaise, Nucl.
data>*® and the results of calculations based on the super- Instrum. Methods Phys. Res. 38, 63 (1991.
position of cross sections and known experimental gt Yé '(\'l%kg‘;)' T. Shirai, T. Tabata, and R. Ito, At. Data Nucl. Data Taligs
for gaseous carbon-containing tar_gets. _The g(_)Od agre_emeraf. W. Anaerson, C. J. Anderson, L. Durand, and K. Riesselmann, Phys.
of these data among themselves, including their approximaterev. A 43, 5934(1991).
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to pairwise CQ||ISIOnS. As opposed to an earlier theoreticalsy p_kovalev, Effective lon Chargelin Russiaf, Energoatomizdat
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Dynamics of neutralized charged particle beams in external magnetic and self fields
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The dynamics of charged particle beams under the influence of their self-magnetic field and an
external magnetic field is examined on the basis of equations for the trajectory of a

boundary patrticle. A study is made of the change in the dynamics of fast particles due to the
influence of the electric field of the partially neutralized space charge of the beam, the

stationary electric field, and the field of the oscillations in the quasineutral beam plasma. Changes
in the total beam energy caused by the self-electric field and in the longitudinal velocity

owing to the self-magnetic field are taken into account. 1898 American Institute of Physics.
[S1063-78498)01808-X

INTRODUCTION Thus, the self-electric field of a beam propagating in a gas-

eous medium may be the field of the incompletely neutral-

lon and elegtron begms obtained from. plasma SOUrceSeq space charge or the field of the quasineutral beam
are transported in a residual gaseous medium. Residual g

. : ) ma.
leaks into the drift space of the beam from the source itself. Along with the self-electric field, the self-magnetic field

During shaping of high-current charged particle beams, 99Ras a significant effect on the beam dynamics, causing the

is injected forcibly into the transport channels in order tOpeam to pinch and ultimately limiting transport. To prevent
reduce the effect of space charge on the dynamics of the fag

. A ‘nching of the beam, an external longitudinal magnetic field
particles. As a result of the ionization of the gas atoms by th

b ol q h q il I s used! Transport of high-current, short-pulse beams in an
eam particles, secondary charged particles accumulate [0, 5| magnetic field and the self-fields has been examined
the transport channel. At low gas pressures such th

_ \ : Aisewheré® References 4 and 6, however, deal with the
A=nr/2vs<1, the density of the plasma particles is of the g0 i) case of a completely charge-neutralized beam, when
order of the density of the be'am'partlci'e%The quantityv”  here s no self-electric field, and in Ref. 5 the change in the
determm_es the rate of ionization of the medium, wheregy pegm energy owing to the action of the self-electric
v =ngo;z, with ny being the density of gas atoms; the fie|d of partially neutralized charges is neglected, along with
cross section for ionization of a gas atom by a beam particlehe change in the longitudinal velocity of the beam owing to
andz=dzdt the velocity of the fast particles, ardis the  the self-magnetic field.
instantaneous radius of the beamy=(T./m;)Y?, which It is known that in long pulse beamsrfs> T, , Tosc:
equals the ion sound speetiy(is the plasma electron tem- where 7, is the period of the oscillationsdeneutralization
perature andn; is the plasma ion magsdetermines the rate of the space charge is caused by developed low- and high-
at which the collisionless plasma is lost to the walls. In thefrequency plasma oscillatiodsThe possibilities for improv-
opposite limit of A>1, the plasma density can be muching the transport of beams with increasing space charge
higher than the beam particle density. In both cases the spaegong the propagation direction remain unexamined.
charge of the beam is fully neutralized. The stationary elec- The purpose of this paper is to study the dynamics of
tric field of a quasineutral beam plasma can have a signififully and partially neutralized charged particle beams in ex-
cant effect on the dynamics of charged particle bedifisis  ternal and self-magnetic fields. Here for short-pulse beams
conclusion relies on the results of a numerical simulation andhe changes in the total energy owing to the self-electric field
has not been substantiated by analytical calculations. of partially neutralized space charge and in the longitudinal
An electric field develops in a quasineutral beam plasmaelocity under the influence of an external magnetic field are
if the time for neutralizing the beam charge and the time fortaken into account, while for long pulse beams the effect of
ambipolar drift of the plasma components perpendicular tahe self-electric field produced by the directed and oscillatory
the beam to the vessel walls are shorter than the beam pulsgotion of the plasma components is studied.
duration, 7+ 7,< 7pys. High current beams of charged par-
ticles have short pulse lengths. If the characteristic lifetime
of the secondary particles exceeds the beam pulse duration
. . BEAM DYNAMICS IN THE ABSENCE OF DIRECTED AND
(7a>7pui, then the plasma component which neutrallzesOSC”_LATORY MOTION OF THE PLASMA
the charge of the beam can be regarded as motionless. Then
the resulting electric field of the beam—plasma system equals The equations which determine the trajectory of a
zero. If, however, the beam neutralization time= 1/ngaii boundary particle in an axially symmetric beam in an exter-
>Tpus: then the beam will be partially charge-neutralized.nal magnetic field and the self-fields 4re

1063-7842/98/43(8)/4/$15.00 974 © 1998 American Institute of Physics
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wherer =dr/dt, k=2e,l,/m,,c?z,, e, and m,, are the

charge and mass of the beam ions or electripis, the beam
current, y=[1—(Z2+r2+(r6)?)/c?]" Y2 is the relativistic
factor, (6)%=w?r3(R*—1)%/4y°R?, wy=e,H/m,,c,

R=r/rq, H is the strength of the longitudinal external mag-

netic field,z andr, are the initial longitudinal velocity and
radius of the beam, and is the degree of neutralization of
the space charge.

The system of Eqg1) and(2) has been studiédor the
case of a completely charge-neutralized beans (), when
the radial self-electric field E, equals zero. Then

y=e,E r/my,c?=0 or y=y,, Wherey, is the relativistic

factor for the initial beam conditions. On the right-hand side

S. Yu. Udovichenko 975

In the Introduction we mentioned that in Ref. 5 the

change in the longitudinal velocity of the beam owing to the
self-magnetic field was neglected in a discussion of beam

pinching in the absence of an external magnetic field. We

shall demonstrate the necessity of including it using the ex-
ample of a fully neutralized beam, where there is no self-
electric field and the total beam energy is constant

(v="0). .
Finding the value ofr(t) from Eg. (3) for a=1 and

taking z=2zt, we obtain the instantaneous radius of the fo-

cused beam as a function of path length

r 27 X exp(x/k)dx
2= 700 gy [ O ®)
1 (1-x9)

The distance over which returning particles arise and a
helical beam current can develop is given by K@). for
z=0 or R=exp(—,/K). In this case, the integral in E(6)
is a tabulated function of the variablk, equal
to —1Fo(1;1/2, 3/2;y5/4k?) — (37, 14K) 1 F »(312; 312,25/
4k?), where,F, is the generalized hypergeometric function.

of Eq. (1) the second term is related to the force produced by ~ The distance at which an initially parallel beam=0)

the self-magnetic fieltH ,= 21, /cr, and the third, to the ro-
tational force in the external magnetic field. In Ref. 2, Eqg.

constricts sharply to a “point” and the beam is “blocked”
by pinching is given by z=r,(mv,/k)¥%2. A comparison

includes the value of the self-electric field at the beam radiusf this expression with Eq(6) shows that the returning-

E,=21,(1- a)/z, and is solved without including E€R). A

particle regime and the beam “blocking” associated with it

model of a uniformly charged cylindrical beam, in which the Sets in earlier. _ o
secondary particles that neutralize its charge are at rest, was " terms of this model, all the particles inside the beam

used.
In the general case, forOa=<1 the solution of the sys-
tem of Egs.(1) and(2) is given by

. k
z=zoﬁ 1+ —1In R),
Yo
k 1-a
=17 1+ —1In R) . 3
Yo

The solution(3) can be used to find the minimum exter-
nal magnetic field for whiclr=0 andz is minimal. The
function H/H, of the parameterz has a minimum for
7=270B, 1(1— )2, whereBy=z,/c. In a fully neutralized
beam @=1), z andr go simultaneously to zero whén

i _ 21/2,}/0
Hole g k[cosh(2yy/k)— 1]

(4)

Under these conditions there are still no return motions
of the beam particles and it does not pinch. Under the con-
dition a<<1, the minimum external magnetic field, when

r=0, is attained for nonzero minimum The dependence of

move similarly to a boundary particle. This model does not
take into account the redistribution of the current density
over the beam cross section and, therefore, of the forces act-
ing on the particles owing to the intersection of their trajec-
tories.

THE INFLUENCE OF THE STATIONARY ELECTRIC FIELD
OF A BEAM PLASMA ON THE FAST PARTICLE
DYNAMICS

Let us consider the dynamics of long-pulse neutralized
charged particle beams in the absence of an external mag-
netic field. Negative ion and electron beams are focused, but
positive ion beams spread out under the influence of the
self-electric field of the quasineutral beam plasma. The mag-
nitude of this field at the beam radius for low gas pressures
(A<1) for these types of beams are, respectively,
=mi(aingé)2r/e (Refs. 2 and bandE,=2T./er (Ref. 2.

We shall use the equation for the beam envel8pe

d2r_s2 k rwd re . N, /ry,, ;
dzZ 3 Yol 4'22702 r4] —|rN_ /vy, ™

where e is the beam emittance, the paramdteassociated

the minimum external magnetic field on the self-field of awith the self-magnetic field is defined in Eq(1),

partially neutralized beam is given by

( H 21/2,)/0 kp 2(a—1) 1

— = —+1 - =,

Hole .o Bok[costizp)—117 “\ 7o ??J
y 1—a 12

P ( 8 ) ] ©

N, =2T./m,,z> for a positive ion beam, and
N,=mi(aing)2/mba for negative ion and electron beams.

In order to simplify Eq.(7), we neglect the variation in
the energy of the beam particles owing to the self-electric
field (y=1y,).

First we shall study the dynamics of low-current beams,
where the self-magnetic field can be neglected,
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e2/r2>Kl y,. (8)  BEAM TRANSPORT UNDER CONDITIONS OF DEVELOPED
PLASMA OSCILLATIONS
In the case of negative ion and electron beams in the

absence of an external magnetic field, the first integral in Eq. In_gpstable bea_lms subject.to .developed beam-—plasma
(7) has the form instabilities, dynamic deneutralization of the space charge

occurs. A positive ion beam becomes deneutralized with re-
spect to charge if the amplitude of the electron plasma oscil-
) C) lations increases to a level sufficient for capture and removal
of secondary electrons with the beam. The stationary electric
wherea=sg2y,/rgN_, z,=2(N_/vq)*? R=rIry, and we field rises along this kind of beam from a value correspond-
have used the initial conditiord®/dz;)=0 for z;=0. ing to the ambipolar field of the quasineutral beam plasma to

The second integral in Eq7) gives the dependence of the field of a completely charge-unneutralized béatts
the instantaneous radius of the focused beam on the patlalue at the beam radius is given tﬂr=2|gr;aing
lengthz,, X (z—28)/zor, where ~1/2 is the fraction of electrons

1+a—2R2 trapped in the oscillationsy, is the constant gas density

Zl:Z_arCSm a ) (100  along the beam, anzf is the distance over which the high-

2 la—1] frequency oscillations are suppressed nonlinearly by the cap-
ture of plasma electrons.

A negative ion or electron beam becomes deneutralized
as a result of the trapping of slow neutralizing ions in ion
plasma oscillations and their removal from the beam. There
Mbe 172 is a known analytical expression for the distribution of the
oy 70) (1) stationary electric field in partially neutralized beams of this
' sort, where the plasma ions are removed along the Beam.

The limitation on the current density in focused beamsThe magnitude of this field at the beam radius is
of negative ions and electrons due to the presence of thEr=—ZIQUingyi(z—zg)/wpir, where y; and w,; are the
self-electric beam—plasma field is determined by the currengrowth rate and frequency of the ion plasma oscillations and

a
2t

2
ERe

dz

After determining the minimum beam radil&,;,=a.
We use Eq.(9) for dR/dz;=0 to find the site where the
beam crossover is localized,

Z=—
b O'ing

density at the crossover, z§ is the distance over which the slow ions are trapped in the
oscillations. In both cases the electric force is defocusing.
_HJ%N— 5 If the beam is placed in an external magnetic field
Ib= melyg (12 H=Hy(z/z5" —1)Y? the square of which increases along

the z axis in the same way as the self-electric field, then it is
The spreading of a neutralized positive ion beam takegossible to obtain the equilibrium size of a so-called Bril-

place mainly through the action of the ambipolar electricjoyin beam. An equilibrium magnetic field of this type can
field of the plasma, since fofe/yo>T,, whereTy is the  pe created in a cylindrical solenoid with a variable density of
beam temperature, the inequalitf<r’N_/y, holds. The  \indings carrying a current such thatz) =H(z)/I, where
well-known expressione=2%4T,/m,,)Yr,/z is used n(z) is the number of turns per unit length amdis the
for the emittancé. We introduce the dependence of the in- current in the solenoid coil. For example, in the case of a
stantaneous radius of the spreading beam on the longitudinpbsitive ion beam, the envelope equati@, including the
coordinate in the case of a zero initial condition self-electric field under conditions of deneutralization, yields

(dR/d2)(=0, an equation for the equilibrium radius:
_ 112 (1112 2 .
z=(myol2N )Y gerfi(In? R), (13 f—s_g(z)roJrLr 77cr|2ng (-29)-1|=0, 15
where erfik) denotes the probability integral with an imagi- 0 Yool Ao
nary argument. whereg(z) = wa(z)/422yé is a parameter of the channel with
In studies of the dynamics of high current, long pulsevariable focusing.
beams, the self-magnetic field cannot be neglected if&q. The solution(15) gives an equilibrium radius of the

As the inequality(8) breaks down in negative ion and elec- beam ofr = & (y,/k)¥? and an equilibrium magnetic field of

tron beams, pinching takes place. In positive ion beam$10:4(7,0ingzg) 172 t;r/g'zo_

pinching does not set in until, >k. In order to obtain an unperturbed Brillouin flux it is nec-
The minimum external longitudinal magnetic field nec- essary to match the beam with a magnetic focusing lens, i.e.,

essary to prevent pinching is found in the same way as fogt the entrance to the solenoid, to ensure simultaneously the

short-pulse beams. Given that=yo(1=N. InR/y) and  required beam size and the correct orientation of the phase

z=275(1+k In R/y)(1+N. In R/yp) "%, we obtain ellipse.
1L ([t L A as
T T — =2l g ) CONCLUSION
H0 :30 K Yg HH E,=0

In this paper the equations for the trajectory of boundary
where the quantityH/H 9)Er:0 has been defined in E¢4). particles have been used to study analytically the influence of
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the electric field of the partially neutralized space charge anduired to prevent pinching of a long-pulse, neutralized
the field of the quasineutral beam plasma on the dynamics atharged particle beam.
negative ion, positive ion, and electron beams. Here we have We have proposed that the transport of unstable neutral-
included the effect of the self- and external magnetic fielddzed beams can be improved. An equilibrium state of a beam
on the beam. The magnitude of the stationary electric field ofvith an increasing space charge along the propagation direc-
a quasineutral plasma was taken from Ref. 2, and its magntion can be realized in the rising magnetic field of a suitable
tude in an unstable deneutralized beam, from Ref. 6. solenoid. This prevents spreading of the beam by the devel-
We have investigated the dynamics of short-pulse, neueped oscillations of the neutralizing plasma.
tralized beams in which there is no directed or oscillatory  The results obtained here can be used to solve problems
motion of the plasma. We have determined the magnitude ah the transport of charged particle beams in gaseous media
the minimum external magnetic field required to preventassociated with obtaining a stationary state in beam-plasma
beam pinching with allowance for the change in the beansystems, and with equilibrium configurations of beams in
energy owing to the electric field of the partially neutralized external and self-intrinsic fields and their stability. Problems
charge. of this sort arise during the shaping of beams in various
We have shown that in a fully neutralized beam in theinjector systems.
absence of self-electric and external magnetic fields, the
change in the longitudinal velocity owing to the self- 1E. B. Hooper, O. A. Andersen, and P. A. Willman, Phys. Fl@s2334
magnetic field of the beam must be taken into account. The (1979. _ _
distance over which return motion of the fast particles sets in (Sl-gg‘é-] Udovichenko, Zh. Tekh. Fi£5, 31 (1995 [Tech. PhysAQ, 307
and “blocking” of the beam becomes possible is shorter 3v. P S}dorov, S. Yu. Udovichenko, A. M. Astapkovieh al., in Proceed-
than the distance over which the beam is pinched. ings of the Symposium on the Production and Neutralization of Negative
We have investigated the dynamics of long-pulse beams, lons and BeamsBrookhaven, USA1989, pp. 614-628.
for which it is necessary to include the directed and oscilla- M- - Avramenko, V. S. Kuznetsov, and R. P. Fidel'skaya, Vopr. At. Nauk
. . Tekh. Ser. Eektrofiz. Apparat., No. 26, 661993.
tory motion of the plasma. We have found the location of thes| . meshkov, Transport of Charged Particle Bearfis Russiar, Nauka,
crossover of low-current precision beams of negative ions Novosibirsk, 1991.
and electrons in the absence of an external magnetic field’R- R. Kikvidzeet al, Fiz. Plazmy10, 976 (1984 [Sov. J. Plasma Phys.
We have det_ermined the maximum current density for beamsé?’ffgdﬁigﬂenko, Zh. Tekh. Fifi4, 104 (1994 [Tech. Phys39, 802
of this type in the presence of the self-electric field of the (1994].
guasineutral beam plasma. We have ascertained the way if1. M. Kapchinkst, Particle Dynamics in Linear Resonance Accelerators
which a neutralized positive ion beam spreads under the in—ggnfufa@' Atomizdat, Moscow, 1966.
fluence of the self-electric field. . A. Teplyakov and V. I. Derbilov, Prib. Esp. Tekh. No. 1, 211969.

We have found the minimum external magnetic field re-Translated by D. H. McNeill
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Anomalies arising in the elastoexchange spin dynamics of a bounded magnet when exchange
boundary conditions are imposed are studied for the example of a uniformly magnetized

film of a rhombic antiferromagnetic. €998 American Institute of Physics.
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It has recently been showthat if the frequencyw and  sibility of forming, in a model of a semibounded rhombic
wave vectork; of spin waves propagating in the plane of a antiferromagnet fok,# 0, a bipartite elastoexchange bound
magnetic film satisfy the elastostatic criterion spin-wave state, which fdk<k. represents a quasisurface

(generalized surfaéespin wave which transforms smoothly
Zkf, (1) atk=Kk. into a purely surface bipartite spin wave. However,
all the analyses of the elastoexchange spin dynamics of thin

then for thesev andk, the resonance properties of a boundedantiferromagnetic films done up to now have been for com-
magnetically ordered crystal are determined by a couplegletely free magnetic spins on the crystal surféamenta—
system of dynamic equations consisting of the Landau-Rado boundary conditiods At the same time, it follows
Lifshitz equations for the sublattice magnetization vectorsrom a study of the spectra of magnetic-dipole spin waves
and the equations of electrostafider the lattice displace- that a surface magnetic anisotropy can have a significant ef-
ment vectoru. This sort of “elastostatic” approach to ana- fect on the structure of the magnetic excitations in a thin
lyzing the magnetoelastic boundary value problem has mad@agnetic film as compared to the case of free spins.
it possible to study analytically a wide range of questions  In this regard, the purpose of the present paper is to
involving the influence of the lattice on the low-frequency study theoretically the influence of surface magnetic anisot-
spin dynamics in bounded magnetoelastic crystals. Theopy on the elastoexchange dynamics of thin antiferromag-
physical mechanism which creates the anomalies in the reseetic films, since it is known that exchange enhancement of
nance properties of a bounded magnetic sample when condihagnetoelastic effects and exchange attenuation of
tions (1) are satisfied is indirect spin—spin exchange throughmagnetic-dipole effects occur simultaneously in the mag-
the long-range field of quasistatic magnetoelastic straingietic spectra of antiferromagnetic crystals. As a result, when
Even when inhomogeneous exchange is neglefitesl ap-  this condition is satisfied, the spin dynamics of antiferromag-
proximation of zero exchangethis type of spin—spin inter- netic materials can be described on the basis of a simulta-
action in bounded magnetic materials leads to the formatiomeously inclusion the Heisenberg and magnetoelastic inter-
of a new class of zero-exchange spin-wave excitationsactions, with the dipole mechanism of spin—spin exchange
namely elastostatic spin waves. This class of spin oscillationfeglected. As an example, we take a uniformly magnetized
forms part of the overall spectrum of magnetoelastic wavesilm of a rnhombic antiferromagnet whose elastoexchange dy-
in a bounded magnetic material, just as magnetostatic wavegmics have been studied previodslyith Rado—Amenta
are part of the spectrum of coupled spin—electromagnetipoundary conditions. If we consider a two-sublattiegere
oscillations in magnets of finite size. For a given magnitudeM, , are the magnetizations of the sublattices, wfith;|
and orientation of the wave vectdr, when this phonon =|M,|=M,;) model of an exchange-collinear antiferromag-
mechanism for spin—spin exchange is taken into account shetic crystal and introduce the ferro- and antiferromagnetism
multaneously with the inhomogeneous exchange interactiogectors(m andl), then in the case of sufficiently weékom-
and conditiong1) are satisfied, the result is a major readjust-pared to the exchangenagnetic fielddH, the following ap-
ment of the spectrum of both the exchange and elastostatjsroximation will be satisfied with good accuracy:
waves, so that one can speak of elastoexchange spin-wave
dynamics in thin magnetic films. In the case of a thin film of
rhombic antiferromagnéthese elastoexchange anomalies in Iml|<]l],
the spectrum of propagating spin waves includethk pos-
sibility of forming a minimum in the dispersion curve for a
traveling exchange spin wave) fr certaink; the existence Given this circumstance, the energy density of a
of conditions for a inhomogeneous spin—spin resonance ahombic antiferromagnet, which describes the interaction of
points where the spectra of propagating exchange and eladie magnetic and elastic subsystems of the crystal, can be
tostatic volume spin waves are degenerate; andhé& pos-  written in the fornt

w’<s

MMy, MM,

- 2My, ° 2My @
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W=W,+ Wt We, cides with one of the Cartesian axes of the antiferromagnetic
crystal. In this case, it can be shown that kar XZ (ull0Y)
2l o2, Bz By 2 0, when nil0X or ke XY (ul0Z) when nll0X, the standard
Win=Mp 2 (V)™ 2 12+ 2 Iy+ 2™ method for solving the Sturm-Liouville problem for this

system of boundary conditions reduces to the following dis-
persion relation which governs the elastoexchange dynamics
of a thin film of a rhombic antiferromagnet with an arbitrary
degree of pinning of the magnetic moments on the film sur-
face ¢;=tanhqd; i=1,2; Ri=1/(k’— yq?)):

Ab,b_+B(b,+b_)+C=0,

W—E(c 2 +Cool2 4 Caa2)
e~ 5 11Uxx T C2oUyy T C33l7,

+ (Clzuxxuyy+ C12UxxUzz
2 2 2
+ CZSUyyuzz) + 2(C44uyz+ C55uzz+ C66uxy) ’
— 2 2 2 2 2
Wme_ ( pllI X + plZI y + p13I z) Uyx T ( leI X + p22I y

2 2 2 2
+ P23l ) Uyy T (Parl x+ P32y + Pad ;) Uz,

A=2(R,—Ry)’tsty,

B=(R,—R1)[q2R1t;1 = g1 Ryt +t1t5( 2Rt

+ 2( p44I yI zuyz+ p55| xI zuxz+ p66| xI yuxy)a (3) _ quZtl)]! (6)
where
C=2[Ry01t; — qzR1to ][ — q2R1t1 + 0 Rot5],
_1 &ui (9Uk
Uik=32 (axk % Ok

. . - w2=w§+c2(kﬁ—q2)+ P ——
is the strain tensok,; andp,; are the elastic constants and 1~ 4
magnetoelastic interaction constants, respectivgly, are
the. ma?net,ﬁlc anlsotr(zpylcotljstgl(:tssclugglgﬁrengrmahzattlhon y=Ces/Cas, 02, =0%c2p2 M2/ (Cesr); for ke XY andull0Z
owing to the magnetoelastic interactigns and « are the 2_ 2 e 2 _(2:202 pg2
homggeneous ar?d inhomogeneous exchange constants, \E\é? hiave Wo=CByla, Y=Css/Cas, wine=g C PssM O-/ ;
i > 9 2 . ssa); hereq; {w,k;) are the roots of the characteristic

sp.ectlvely,c. =g“adMyl/2 is the propagation _speeq of the equation(7), which is biquadratic irg (q%= — (kn)2) and in
Spin waves |_n thg unbounded magnetic material, glthe the elastostatic approximation determines the structure of the
gyromagnetic ratio. , _ spin waves in this model of a magnet without taking the

As in Ref. 1, in the following we shall assume, without 5 nqary conditions into account. It should be noted that in
loss of generality, that the foIIonJng relations exist amongp,q limiting case of perfectly free spins on the magnet sur-
the magnetic anisotropy constanfs, ;) calculated with the face (. =0), the dispersion relatiof6) is completely iden-
magnetostriction deformations in the ground state taken intgcal with that found in Ref. 1. The characteristic equation for
account: the elastoexchange boundary value problem discussed here

Zg >~[;, -0 @) was obtaingd and analyzed previqusly in Ref. 1, where, in

=Ry particular, it was shown that in the casel (lin)

This corresponds to an equilibrium orientation of the an-((I L (n)L u), depending on the frequen€y) and projection
tiferromagnetism vector along thé€ axis. If both surfaces of of the wave vectok on the film plane k), there are four
the given thin magnetic film are free of other stresses, thefundamentally different types of propagating bipartite elas-
the system of boundary conditions which determines the spitbexchange spin waves, whose structure is independent of
dynamics in this model of a magnet with a normal to thethe magnitude of the surface magnetic anisotropy but is char-

@)

For keXZ and ul0Y we have wj=c?g,/a,

surfacen.l | is conveniently represented in the form acterized by the parametgf=— (kn)Z.
~ As a result, for (In)Lu, the following are possible
Nz b7 —o (0f=0=wp):
gE TR ¢=0,d, 5 A) volume elastoexchange spin wavegif ¢<0)
O'iknk:()

o k2 (1— y) + 20mckVy< 02 < 0 + k3 (cki< wme),
wherel , (I,) describes the amplitude of small oscillations of €]
the antiferromagnetism vectdrabout the equilibriuml|| X
along theY (Z) axis; ¢ is the coordinate along the direction
ofn; b. is the surface magnet.lc e}nlsotropy parameter, wh|cQ2kz(1_ )+ 20meck \/;<wi<wr2ne+ ezkf, (ck = wpe),
characterizes the degree of pinning of the mode of magnetic
oscillations with polarizatiod, (T,) for é&=d(b) and for  c?k?(1—y)— 2wk Vy>w3>0,
£=0(b_), andoj, is the elastic stress tensor. ) )

For convenience in comparing our results with Ref. 1, in ~ C) quasisurface elastoexchange spin waves

the following we restrict ourselves to analyzing the elastoex-
9 yzing 22(1— 1) — 2wmck VY < 02 < c?k3(1— 7) + 20mck V7Y,

. : . ; c
change spin dynamics of a bounded antiferromagnetic mate-

rial caused by indirect spin—spin exchange through the field D) volume elastoexchange spin waves df¢5<0)
of “elastostatic” phonons fou L k. Here we shall assume

. . . . 2 21,2
that the direction of the normal to the film surfacecoin- 01> wmet CKL

B) surface elastoexchange spin wavq§’2(> 0)
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An analysis of Eq(8) shows that one of the character- other hand, the surface magnetic anisotropy is easy-axis in
istic features of the elastoexchange spin wave spectrum icharacter p>0), then for smallk, there is no localization
this geometry is the presence of “high” and “low” fre- whatever of spin-wave disturbances of this type near the sur-
guency bands in which surface elastoexchange spin wavdace of the magnet, and E(}.1) in this case corresponds to a
exist, separated by a region of quasisurfdgeneralizefl  quasiuniform volume mode over the thickness of the mag-
elastoexchange spin waves. In order for the high and lowetic field which coincides with the regiofl of bipartial
frequency bands of these surface spin disturbances to existastoexchange spin wavé8). Gradually, with increasing
simultaneously for a given value &, it is necessary that k;, the effect of immobilization on the character of the dis-
the value ofk;x , determined by the equatiocnzkf(l— v) persion curveg1l) is reduced and fok,=k, ((b) it shifts
—20mCkiVy+ w3=0, exceedwe/\y. Depending on the into the region of quasisurfadgeneralizegielastostatic spin
relationship of the elastic anisotropy parametéss, the  waves in both cases. As increases, this localized surface
structure of these bands on thek; plane may be substan- spin wave, defined by Edl1), smoothly crosses into the
tially distorted® but remains topologically unchanged. band of “high” frequency elastostatic spin wavé8) at

Using Egs.(6)—(8), we can now proceed to a more de- k=K, »(b). The critical value, ; ,(b) are defined by Egs.
tailed study of the influence of surface magnetic anisotropy11) and (8). The boundary curve i®?= w3+ c?k?(1— )
on the elastoexchange dynamics of rhombic antiferromangwmeclqp/; for b<0 and w2=w§+ c?k?(1—7)
netic films. First of all, we consider the role of surface mag—+2wmeck”\/§ for b>0. Thus, the dispersion relation for
netic anisotropy effects in the elastoexchange spin dynamidasaveling bipartite elastoexchange surface spin waves in the
of a semi-infinite antiferromagnetic crystal, the dispersioncase of completely free spind0) found in Refs. 6 and 1
relation for which, whennl0X for both ke XZ and determines the lowe(upped boundary in Eq.(9) for the
ke XY, is determined by Eqs(6) and (7) in the limit  existence of localized elastoexchange spin waves near the

d—o (b=b, for &0 andb=b_ for £<0): surface in the case of an easy-afeéasy-plangsurface mag-
5 2 netic anisotropy. An analysis of Eq&l0) and (11) shows
qi+az+ 0102~ yki=b(g;+0y). ©  thatthe magnitude of the easy-plane anisotropy constant can-

the surface of a semi-infinite magnéi<0), the dispersion of the equilibrium magnetization would be different in the
relation (9) describes a bipartite surface elastoexchange spiMO“Jme and near the surface of the maghet.

wave which has been found and studied elsewheend It follows from Eqgs. (6)—(9) that the results of above
whose dispersion relation can be found from E).in the  analysis of Eq(9) in the limit g, }d>1 also determine the
explicit form spectrum of the elastoexchange hyperbolic modes of a thin

antiferromagnetic film of thicknesd (Eq. (6)). In the ap-

proximation of pure exchange, the spectrum of the hyper-

bolic modes of this thin antiferromagnetic film in this geom-
(100  etry is determined by the relation

2 112
w
me
+c2k?

w?=wi+ K+ % [ —c2kf+ck

If the spins are partially immobilized, then it is not pos- (q?—b,b_)thqd=q(b,+b_),
sible to find an exact explicit solution of the dispersion rela- 2 2
tion (9); however, for arbitraryk, a dispersion relation for q*=(wpt ki~ w?)/c”. (12
the spectrum of surface elastoexchange spin waves including An analogous expression has been studied previdisly.
partial surface pinning of the spins<0 (b>0) can be The conditions for the existence of and the number of real
found in the approximatiom?< w§+ wzme+ c2K?: roots (surface exchange spin wayeare conveniently pre-
sented in the form of a tablgTable ). In order to present

2. 2 2,2 2 20,241 1/2
w”=wy+2¢7K[(1+y) + 2ck(v(wpet c7Ky)) the results of the analysis of the spectrum of the elastoex-

22 2 12 2 change hyperbolic modes of an antiferromagnetic film given
|blc [c®b o 2 Omet CK _ _
- Tt T+ yeoki + — yki by Egs.(6)—(9) for g, }d>1 in an analogous form, we intro-
duce some notation. Lek and B denote the modes of the

(11 elastoexchange surface spin waild) which are realized,
respectively, for easy-planeb&0) and easy-axish(>0)

A joint analysis of the dispersion curvé4l) and the . : )
conditions for the existence of the different types of elastoex-Surface magnetic anisotropy, ang denote the versioflL0)

. ; examined in Refs. 6 and 1 of the formation of a surface
change spin waveg8) shows that the main effects through . .

i ) . .__elastoexchange spin wave in the case of completely free
which the surface magnetic anisotropy affects the localiza-
tion character of a propagating elastoexchange surface spin
wave (10) involve relatively small magnitudes of the wave
vectork; . In this limit, an easy-plane surface magnetic an-
isotropy (11) at smallk, leads to strondcompared to Eq. (b.+b_)>0 (b, +b_)=0 (b, +b_)<0
(10)] localization of the traveling spin wave near the surface,b 0o - 5 5
so that it becomes a purely surface wavé,2(>0), which, b+b7:0 A B o A A A
according to Eq(8), lies in the low-frequency band of the 1, <o AB AB AA
surface elastoexchange spin-wave disturbances. If, on the

TABLE I.
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TABLE II. Eq. (6) implies, the degeneracy in the spectrum of the elas-
toexchange volume spin wavékj) is lifted owing to a reso-

b,+b_)>0 b.+b_)=0 b.+b_)>0 : ) . ;

(b +b-) (b +b-) (b +b-) nant interaction of these propagating volume spin wave
b,b_>0 0 0 1 modes(a inhomogeneous spin—spin resonanBeanches of
E+E-Zg 2 i ; the volume elastoexchange spin waves develop in the neigh-
.b_

borhood of the resonané¢e? Then a frequency interval ap-
pears in which volume spin-wave excitations of this type
cannot develop(In the dipole-exchange dynamics of thin

spins on the magnet surface. In this case, the conditions fdpagr;etlc films, these gaps are referred to as “dipole”

the existence, number, and type of possible elastoexchan§@ps-) The spectral structure of these excitations can easily

hyperbolic modes in a rhombic antiferromagnetic film for P& obtained using Eq$6) and (13), if the quantity 1b is

g2 1 can be listed in the form shown in Table II. used as the small parametarhereb is the magnitude of the
A comparison of Tables | and Il shows that indirect surface magnetic anisotropy on that surface of the magnet on

spin—spin exchange through an elastostatic phonon field Cdﬁhi,ch the Kittel condition for pinning of the moments is not

cause fundamental changes in the structure of the spectrufdtisfied. _

of exchange hyperbolic modes wit#0 in a thin uni- Hav!ng studied the spectrum of the glastoexchgnge vol-

formly magnetized antiferromagnetic film. ume spin waves by the methods of spin-wave microwave

With the aid of Eqs(6)—(8) we now examine how the electronics, we can now evaluate the character of the surface

presence of a surface magnetic anisotropy affects the spegPin pinning. Equatiori13) implies that complete pinning of
trum of the trigonometric(volume elastoexchange spin- the magnetic moments on both surfaces of a thin magnetic
wave disturbances of a thin magnetic film. An analysis offilm prevents conversion of the mode with numbef these

Eq. (6) shows that in the limit of a large surface magnetic Volume elastoexchange spin waves into a quasisurface wave.
anisotropy b.—) the dispersion relations for the spec- If for k;—0 the eigenfrequency of this mode lay in the range
trum of the volume elastoexchange spin modes of a rhombief the elastoexchange volume spin waveg)| then, as Egs.

antiferromagnetic film can be found explicitly: (8) and (13) imply, ask increases, its dispersion curve
would cross over smoothly into the region of elastoexchange

2

k ; ; 2 .2

2_ 2. 2 I 2,12 2 volume spin waves Il, with a wave vectd?,= w5 JC

@n= @0t Ome ki + y(wn/d)2+C (ki + (rn/d)=), —(mn/d)2>0 at the transition point. If, on the other hand,
wfnelcz—(w/d)2<0, then all modes of the volume spin-

n=1,2,... (13

wave excitation spectrum will be volume elastoexchange
Equation(14) implies that indirect spin—spin exchange spin waves from region I(8) for arbitraryk; .

through an elastostatic phonon field leads to possible degen- The elastoexchange dynamics of thin rhombic antiferro-

eracy of the dispersion relations for the lowest modes of thénagnetic films is qualitatively different ifi L (ulll Lk). It

elastoexchange volume spin wavds) for d>can/wye. now follows from the boundary conditior(§) that an elas-

This degeneracy is related to the fact that for giveandk,,  toexchange spin wave propagating in & plane is now

volume and elastostatic volume spin waves with the sam#ot a 4-part, as in Ed6), but a 6-part wave. However, in this

spin polarization can propagate independently in this magecase, as well, the boundary value problem for a volume elas-

netic film. In order to confirm this, it is sufficient to examine toexchange spin wave propagating in t& (ull0X) plane

Eq. (13) in two limiting cases: 1¢?—0 and 2 p—0. Inthe  can be solved exactly with the following values of the sur-

first case(the “zero-exchange” approximationEq. (13) de-  face magnetic anisotropy parameters:

scribes the spectrum of propagating volume elastostatic spin

modes induced in the magnetic film by indirect spin-spin ~ —2_¢:

exchange through an “elastostatic” phonon field. These 9y

modes form a countably infinite set, their frequenciete )

within a certain interval, w?< w?< w3+ w?,, and for ¢=0d; keYz nioy,

0<k <o these limiting frequencies are the points where the |

spectrum of the volume zero-exchange spin waves “bunches —Y=0: [,=0; 0,=0;

up.” In the second case—0), Eq.(13) describes the spec- z

trum of _vol_ume_ exchange spin waves propaga_ltin_g along the £¢=0d: keYZ nloZ. (14)

magnetic film in neglect of the magnetoelastic interaction.

These excitations also form a countably infinite set, but now  The corresponding dispersion relation is a biguadratic

for 0<k; < their spectrum is limited only from below, i.e., equation in the frequenay of the spin-wave excitations and,

w’= w§+ czkf. In both cases, the magnetic wave is thetherefore the structure of the spectrum of this boundary value

I

1/2

straight linek,dw/dk,>0. As a result, for a giverk;, the  problem can also be found explicitly:
existence regions of the two types of volume spin-wave ex- b.\2
1
S ‘=5 15| P
degeneracy points in the spectrum of the volume elastoex- @=n"7 ( 2 ) 2
change spin wavél3). If the spins on the magnet surface are

citations overlap, which also shows up in the existence of 2 _Pl+
not rigidly pinned(at least on one of the surfagethen, as Pi= (@5, +®2) B+ 05, + @) /(1+p),
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pzz(g,gyg,glg+g,gzzu§)/(1+ﬂ), spin-wave modes at the degeneracy points and to the devel-
s 5 5 o o 2 2 5 opment, near them, of two types of nonuniform spin-spin
@y =wpy+C((mN)7/d°+ k),  Dy=wp,+ wpe, resonance of the resonantly interacting modes which differ in
Z’SZE w§Z+cz((Trn)2/d2+kf), Zuﬁza‘)éﬁ wﬁm their spm pplarlzatlons. Depending on the type of. dege.n—
- eracy point indicated above, the character of the dispersion

e =02C? My (Cosrt),  wh,=g%c?By/a, curves of the elastoexchange spin waves formed as a result
2 2o 22 2 2o of the resonant interaction, will also differ. This is because,
®ne7=9°C P5sMo/ (Css), @0, =g°C" B,/ e, for degeneracy points of the first type, the resonantly inter-
Css(mn/d)2/ceek?,  NIOZ, acting modeg are of a single type, while ip the case of de-

B= (15 generacy points of the second type, an interaction of the

= 2 2
Csskj/Cos( n/d)*,  nIlOY, forward and backward spin waves is possible, which leads to

An analysis of Eqs(15) in the zero-exchange approxi- significant anomalies, compared to E¢®). and (13), in the
mation (€?—0) shows that in this case the spectrum of thebehavior of the group velocity of these waves near the reso-
volume elastostatic spin waves propagating in the plane afance region.
the film is, as in the case of Eq13), discrete, and these As to the question of experimentally observing these ef-
modes form a countably infinite set. Now, however, thesgects of surface magnetic anisotropy in the volume elastoex-
modes have four points where the spectrum bunchgsi,  change dynamics of thin magnetic films, it should be empha-
and for O<k < they are grouped into two bands which do &, o4 that in order to detect them, it is necessary that for a
not overlap in frequency and which we shall arbitrarily refergiven value ofk,, the width of a single chosen mode of the

t~02as~2h|gh () a'nd lOV_V (“’_‘) frequency bands. If spectrum of the normal elastoexchange oscillatidns,,
w;> oy, then for a given orientation of the vectarsandl, should satisfy the conditio w,<|w,— w4 4|. The spin-

the type of waveforward or backwariwill be the same for wave excitation modes examined in this paper are the result

the volume elastostatic spin wave modes lying n one fre'of hybridization, in a bounded magnetic material, of Heisen-
guency band and the opposite for the modes lying in th

other frequency band. For the same values of the cryst erg and “phonon” spin—spin exchange mechanisms. Thus,

parameters, a change in the type of wave to the opposite Wwe might expect that they would be efficiently excited by the

each of the bands takes place on changing the orientation §f€thods belonging to the physics of magnetostatic oscilla-
the vectorn from one Cartesian axis to another in a planet'ons’ as well as by methods traditionally used in acousto-
with its normal along theX axis. If, on the other hand, electronics for generating traveling volume and surface

w2<wZ, then all the volume modes for a given crystal, in 8COUStiC waves.
both the high and low bands of the spectr(&B), are simul-
taneously forward K,dw/dk,>0) or backward K dw/dK
<0) waves, depending on whether the veatais directed
along the hard (B) or medium (0r) axis of the crystal.

As to the spectrum of the volume exchange spin wave
propagating in this plane fop—0, Eq. (15) implies that it
corresponds to volume spin oscillation modes which do not
interact among themselves and are coupled to two mutually
orthogonal polarizations of the amplitude of the spin-wave , .

. . . . A. L. Sukstanski and S. V. Tarasenko, Zh.kEp. Teor. Fiz.105 928
oscillations (two sublattice model for an antiferromagnetic (1094 [JETP78, 498 (1994].
crysta). They are all forward waves and for fixed (O 2y, Novatski, Theory of Elasticity[in Russiaf, Mir, Moscow (1975,
<k;<) their existence regions are bounded only from be- 872 pp.
low. Since the existence regions found for the volume elas-*B. N. Filippov, “Surface spin and magnetoelastic waves in ferromagnetic
tostatic and volume spin waves can overlap in frequency for materials” [in Russian, Preprint No. 80/1, IFM UnTs AN SSSR, Sverd-
a givenk, , given the above analysis of the dispersion rela- ,/°VSk (1980, 62 pp.

. . M. K. Balakirev and I. A. Gilinski, Waves in Piezoelectric Crystal:
tion (13), in the case of Eq(15) we can expect degeneracy Russiaf, Nauka, Novosibirsk1982, 239 pp.

points to develop in the spectrum of the propagating elassa. G. Gurevich and G. A. MelkovMagnetic Oscillations and Wavéin

toexchange spin waves. Now, however, there will be two Russiad, Nauka, Moscow(1994), 462 pp.

types of degeneracy points in the spectrum. The first, as irf'S V. Tarasenko, Fiz. Tverd. Teleningrad 33, 3021(1993) [Sov. Phys.

the case of Eq(13), will correspond to crossing of branches 730"'3 i“"lte33ﬁl70d5,§/1|9§£]E CimovPsical Proverties and Angli

which describe the dispersion relation of modes with differ- - V- Salanskiand M. Sh. ErukhimovPhysical Properties and Applica-
; . . . tions of Thin Magnetic Filmgin Russiad, Nauka, Moscow(1975,

ent numbersif and v), but with the same spin polarization: 550 p,

win=wi, OF w_,=w_,. The second type of degeneracy @R.F. SoohooMagnetic Thin FilmgHarper and Row, New YorkL965:

point corresponds to the crossing of dispersion curves corre-Mir, Moscow (1967, 423 pp].

sponding to modes of the elastoexchange spin wave speéB- A. Kalinikos and A. N. Slavin, J. Phys. €9, 7013(1986).

trum with different spin polarization®+n= w_,. Naturally, A. L. Sukstanskiand S. V. Tarasenko, Pis'ma Zh. Tekh. Fi&(4), 28

. . . (1989 [Sov. Tech. Phys. Lettl5(2), 132(1989].
a change in the surface magnetic anisotropy parameter leads;

as in the case of Eq13), to a resonant interaction of the Translated by D. H. McNeill

In conclusion, the author wishes to express his deep
gratitude to E. P. StefanovgkiT. N. Tarasenko, and A. N.
Bogdanov for their support of the idea of this paper and for
gruitful discussions.
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Sulfide passivation of IlI-V semiconductor surfaces: role of the sulfur ionic charge and
of the reaction potential of the solution

V. N. Bessolov, Yu. V. Zhilyaev, E. V. Konenkova, and M. V. Lebedev

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
(Submitted March 18, 1998
Zh. Tekh. Fiz68, 116—119(August 1993

A model is proposed for describing the effect of a solution on the electronic properties of
sulfided surfaces of 11I-V semiconductors which treats the adsorption of sulfur in terms of a Lewis
oxide—base interaction. According to this model, the density of states on a sulfided surface,
which pin the Fermi level, decreases as the global hardness of the electron shell of the adsorbed
sulfide ions is increased. The Thomas—Fermi—Dirac method is used to calculate the global
hardness of sulfide ions with different charges as a function of the dielectric constant of the
medium. It is shown that the hardness of a sulfur ion is greater when its charge is lower

and the dielectric constant of the solvent is lower. 1898 American Institute of Physics.
[S1063-784298)02008-X

1. Because of the presence of an oxide layer, the propproperties of a sulfur ion in a liquid dielectric medium will
erties of real GaAs surfaces are characterized by a high deuiffer from those of a sulfur atom, whose adsorption is usu-
sity of states which cause rigid pinning of the Fermi levelally considered in calculations of electronic structafeand
near the middle of the band gap and, as a consequence, lethis difference should affect the distribution of electronic
to a high rate of surface radiationless recombination. Prostates on a sulfided surface.
cessing the semiconductor in solutions of inorganic sulfides In this paper we propose a model which explains the
removes the oxide layer and causes formation of a thin suleffect of a dielectric medium on the electronic properties of
fide coating, which substantially reduces the density of sursulfided 1lI-V semiconductor surfaces.
face states, and leads, in particular, to an increase in the 2. The chemical reaction leading to adsorption of an
luminescence quantum yield and an improvement in thé@tom on a semiconductor surface is accompanied by charge
characteristics of many semiconductor devites. transfer and, therefore, a change in the electronic structure of

The reduction in the density of surface states by sulfigihe surface. F_rom a chemical point of view, the_ properties of
ing is attributed to the formation of an ordered layer of sulfurth® €lectronic system can be characterized by the
adatoms on the surface. Theoretical predictions of the e|e@Iectrpnegat|V|t§’/ X 1(£he electrochemical potentigt) and
tronic structure of a sulfided surface are based on the choidgemical hardness, “which characterizes the change in the
of a suitable reconstruction, optimizing the position of theelec’[rochemlcal potential of a system as the number of elec-

atoms on the surface by minimizing the total energy, anc;rons in it changes. In terms of the theory of the density

calculating the distribution of the density of electronic states_uncuonal’ the electronegativity and hardness are deriva

f ) . . ._tives of the total energf of the electrons in the system with
or the given atomic structure. In this way, the electronic . ,

. . respect to the numb& of electrons in the system for a fixed
structure of a sulfided GaAB00) surface with a (X 1) re- L
construction has been calculateds well as the distribution external potentiab, i.e.,
of electronic states on a sulfided Ga280) surface with the JE
(2% 1) reconstruction, more often observed experimentifly. X=—pm=- 3—N) , 1

On the other hand, the electronic properties of the sur- v

face are modified during the chemical interaction of the ionsand
in the solution with the surface atoms of the semiconductor.
Thus, those factors which affect the chemical processes 6°E o
should have an influence on the electronic properties of the 7~ (W) - (m)
sulfided surface. In particular, the electronic properties of a v g
sulfided GaAs surface can depend strongly on the composi-  The electronegativity of a semiconductor surface can be

tion of the passivating solution. For example, using spiritsidentified with the work function of the semiconduci@e.,
with a low dielectric constants as solvents has made it posyith the Fermi level relative to the vacuum ley&*3

sible to increase the efficiency of passivation, which showed The hardness of an ideal semiconductor surfaee, a

up as an increase in the photoluminescence interfsityd a  surface in which the highest filled and lowest vacant elec-

decrease in the bending of the GaAs bands near the surfacesonic states are separated by a band gepials the width of

as well as an improvement in the characteristics of highits band gag? The actual surfaces of many semiconductors,

power semiconductor laseftsThese data suggest that the especially GaAs, is metallic, since there are a large number

@

1063-7842/98/43(8)/3/$15.00 983 © 1998 American Institute of Physics
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of states in the band gap. The hardness of such a surface cafBLE . Global hardness of neutral atoms in the second period of the
be expresséd in terms of the density. of surface states Periodic table.
pinning the Fermi level,

Hardness, Hardness,
Deurt = 1/2Pss- 3) Atom calculated in Ref. 22, eV calculated using Eq4), eV
Na 8.25 7.99
In accordance with the principle of hard and soft acidsp 8.45 9.42
and base&® only those atoms whose stiffness is roughly si 9.42 10.38
equal to the hardness of the semiconductor surface can redtt 10.41 10.78
with the semiconductor surface. S 11.38 11.40
The hardness of an atom or ion can be defthedterms c 12.35 11.62
of the local hardness(r) and the Fukui functiori(r), which
characterizes the reactivity of the region of an atom at posi-
tionr, where pq is the electron density in the core andis a pa-
rameter which depends gi, and the atomic number.
ﬂat:J 2(Hf(rydr, ) The local hardness of an atom and .ion in the .absence of
a solvent were calculated by analogy with an earlier p&per.

Here the contribution of the derivatives of the kinetic energy

of the electrons, of the classical Coulomb repulsion of the

Slectrons, and of the exchange and correlation energies,
%ﬂch are functionals of the energy, were taken into account.

higher than the initial hardness of either the semiconducto € accuracy of the method was estimated by calculating the

surface or the atom. This means that adsorption of an ato ardness of neutral atoms in the second period of the peri-
on the surface of a semiconductor with a metallic eIectronicOd'CASyStem' . fth lculated alobal hard fvari
structure should reduce the density of surface states that pin comparison of the cajculated global hardnésse of vari-

the Fermi level, while adsorption on a surface with a semi2US neutral atoms in the absence of a SOIVG’EK" with

conductor electronic structure should lead to an increase ihlartree—Fock -calc.ulauoﬁ% (seg Taple ) shows that_the
the surface band gap. Thomas—Fermi—Dirac method is suitable for calculating the

If the hardness of an atom or ion exceeds the hardness %\Trdness of atoms in the second period. A calculation of the
a

where the integral is taken over all space.

According to the principle of maximum hardné$s,
when an atom or ion is adsorbed on a semiconductor surfac
the hardness of the semiconductor—adatom system should

the semiconductor surface, then the electronic structure of rdness 5 of the sulfur ion as a.funcnon qf 'chargqa :

semiconductor surface coated with adatoms will be deter> owed _that the hardness of an ion is greater if its charge is
mined by the hardness of the adatoms. Since the hardnessI&""?I_rh(':'gf'f1)'t fth vent taken int t usi

an atom or ion is determined exclusively by the distribution, e etiect o eg?o ventwas taken into account using an
of the electron density and the electronic potertfiat, is induced charge modet.According to this model, an atom or

possible, thereby, to change the electronic structure of pn 1s assumed to bg in a dielectric continuum ms.lde a
pherical cavity of radius slightly greater than the radius of

semiconductor surface by acting on the electron cloud of ari1 . X ) . . .
atom or ion prior to adsorption. the atom or ion. Outside this cavny th_e dlglectrlc constant
One of the methods for changing the distribution of theeﬂualsdthat t'OfI the lsolvzn't, g(;]dtr:n3|de .f’: L \r:Vhen da |
electron density in an ion is to place it in a dielectric medium® argte.t psr |c§ IS P i.it(;]e ms; € de C:j\tnl‘?,tiic ar%e evel-
(e.g., a liquid solvent The ionic charge polarizes the solvent Ops at s boundary with a surtace den yha epenas on
22 If we assume that the ion is spherically symmefvidich
is entirely allowable for monatomic iohand the ion itself is

the electron cloud of the ion(the so-called reaction ) .
At the center of the cavity, then we can assume that

potentiat®). The existence of a reaction potential leads to
change in the hardness of the ith.

3. In order to clarify the degree of influence of the r
charge of the ion and solvent, some numerical estimates of 11: Jon $%in qas-phase e
the global hardness of sulfur atoms and negative ions have R gos-p /4’
been made. According to E¢), for calculating the global 10F g
hardness of an atom or ion, one must calculate the local = 7
hardness;(r) and the Fukui functiond(r), which are func- g 9r /‘
tionals of the electron densipyr). The electron density(r) ,§ - /’°
was calculated using the Thomas—Fermi—Dirac meftfiod. § 3_ /"
The Fukui function was determined with the aid of a gradient 7k o
expansiof? L~
6F * . . . ) '

f(r)= LR Spp 20 <15 10 03 0

N N g

X

2/3 2/3
@ —11V2p— E @ w (5) FIG. 1. Global hardness of sulfur ions in a medium with dielectric constant
p 3lp p ’ e=1 as a function of ionic charge.
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Jonst change in the spatial distribution of the electron density of an
6.08 //t ion, which, in turn, should cause a still larger change in the
- = //’ - hardness of the sulfide ion than that estimated using the in-
6.06F 5 T g 4 duced charge model. In particular, a proton attached to an
3 i 5’, L// '?m S?~ ion (HS™ ion formation causes a drop in the hardness
4 soul - e e of sulfur from 6.08(Fig. 1) to 4.98 eV?° even without a
£ < l R hd solvent.
5 i ,// 4. 1t is clear, therefore, from the proposed model that a
= 6.02[ ‘ «a— -G, Hy0H reduction in the ionic charge and dielectric constant of the
S N solvent cause a rise in the hardness of a sulfide ion in the
6.00 —t JCZH“"PH N S solvent, increased hardness of the semiconductor—atom sys-
0 0.2 0.4 0.6 0.8 1.0 tem, and, therefore, a reduction in the density of surface
/¢ . states which pin the Fermi level. This conclusion is in good

agreement with experimental data on the sulfide passivation

FIG. 2. Global hardness of thé Ssulfide ion as a function of the reciprocal _
P of GaAs surfaces 824

of the solvent dielectric constant.
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Time-of-flight measurements in a molecular beam generated from a jet of condensing
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The technique is described and results are presented for time-of{Tigi) measurements of

the number density of molecules using electron-beam fluorescence diagnostics of a cluster-
containing molecular beam extracted from a jet of condensing. C8e possibility of using these
methods to record the velocity distribution function of the molec@asnomergin a

cluster beam is substantiated. Methods for measuring the velocity of the clusters in duster

beam based on their fragmentation upon impact on a solid surface are proposed and
implemented. The domains of applicability of these methods and their shortcomings and merits
in comparison with the conventional methods are discussed. The proposed methods are

used in measurements of the velocity and temperature of the gas and the velocity of the clusters
in a jet of condensing CO © 1998 American Institute of Physid$1063-784£98)02108-4

INTRODUCTION as was noted by Bailegt al.* Therefore, the phenomenon of
the velocity slip of clusters relative to monomefss utilized
Time-of-flight (TOF) measurements of the number den-+to correctly measure the velocity distribution function of the
sity of molecules are widely used to obtain data on the vemgjecules in a cluster beam extracted from a gas expansion.
locity distribution function of molecules in molecular beams, | this case the mass spectrometer records a bimodal signal

including Qasfy”amic beams extr_a_ctst_jsfrom SUpersonic frég; e monomer mass. The peak corresponding to shorter
jet expansions.Under certain conditions® the formation of times of flight is formed by true monomers, and the second

a molecular beam from a jet takes place without disturbin :
) : L . peak is formed by monomers released from clusters by frag-
the jet. In this case the molecular beam carries informatio . e .
mentation. The velocity distribution function of the mono-

about the jet which is not distorted by the sampling process.

Thus, by performing a TOF analysis in a molecular beam e component and a mean cluster velocity can thus be mea-

we can reconstruct the velocity distribution function of the Suréd. However, such measurements can be performed only

molecules in the jet and, in particular, find the hydrodynamic®n TOF systems with good resolution. The velocities of the
velocity and temperature of the gas. monomers and clusters in a molecular beam extracted from a
Such measurements are performed quite W|de|y in moj.et of Condensing Ar were measured in a similar manner in
lecular beams extracted from single-phase jetswever, Ref. 8.
several methodological difficulties arise in the case of a con- In the present work an electron-beam fluorescence
densing gas. They are associated with the appearance of clugetecto? was used to record the TOF signals. In practice this
ters in the molecular beam. The first and foremost problem igalls for the use of the electron-beam fluorescence
the detection of molecules in the presence of clusters. Theachniqué® for measurements in a molecular beam. The ad-
conventional detection methods employed in moleculagantage of this method over the others stems from the pos-
beams(ion detectors, mass spectromeldemd to the strong  sipjlity of using optical spectrum analysis, which permits, for
fragmentation of clusters upon electron-impact ionization.eyample, measurement of the velocity distribution functions

As aresult, it is difficult to separate the signals from mono-,¢ . qiecules in individual quantum statésr the velocity
mers and clusters _and, thus, to _corr_egtly perform TOF Me&istribution functions of different molecules of identical
surements. For this reason, it is difficult to perform TOF . .

mass (N and CQ in a gas mixture.

measurements for clusters of a definite size. The second . .
! u n 'z It was shown in Ref. 12 that the fairly large GClusters

problem is associated with the formation of a molecular, .
beam from a gas jet containing clusters. While a model foln @ molecular beam make a far smaller contribution to the

the formation of a molecular beam has been devised fofluorescence of the molecular beam excited by electron im-
single-phase jef&3 only a few papers devoted to this subject Pact than do the monomers. This circumstance is the basis
are known for jets of a condensing ds. for using electron-beam fluorescence diagnostics for a CO

A mass spectrometer is usually employed as the detectéiuster beam. The purpose of the present work was to obtain
for TOF analyses in cluster beams, and the measurements &#ata on the distribution functions of molecules and clusters
performed at the monomer m&s$.However, due to the in a jet of condensing carbon dioxide by performing TOF
fragmentation of clusters, especially van der Waals clustersneasurements in the molecular beam using the electron-
the results of such measurements are distorted appreciablyeam fluorescence technique.

1063-7842/98/43(8)/5/$15.00 986 © 1998 American Institute of Physics
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transverse profiles of the molecular beam. The optical system
and the photomultiplier selected ensure the detection of ra-
diation in the spectral range 2600 nm. Electron-beam-
activated carbon dioxide emits in this region at the wave-
lengths of theB2S ; =X?I1; CO; andA?Il,=X?I1, CO;
band system&*

The main difficulty arising when using electron-beam
fluorescence diagnostics of a molecular beam is the low level
of the net signal; the signal-to-noise ratio is usuatl§. This
difficulty was overcome with the aid of a signal accumula-
tion system. An accumulation system based on a multichan-
nel analyzer in a standard CAMAC unit controlled by an
Elektronika-60 minicomputet1 permits the accumulation of
FIG. 1. Schematic representation of the experimental setup. 1000 signals during 90 sec, the TOF signal being divided
into 1000 time channels.

EXPERIMENT RESULTS

The experiments were performed on the VS-4 low- It was shown in Ref. 12 that when a molecular beam
density gas-dynamic facility of the Institute of Thermal with CO, clusters of fairly large size is excited by a high-
Physics of the Siberian Branch of the Russian Academy oénergy electron beam, the clusters make a smaller contribu-
Sciences? The equipment used in the present work is schetion to the fluorescence detected than do the monomers.
matically represented in Fig. 1. Axisymmetric sonic nozzlesHence it follows that the TOF signal obtained using an
of diametersd, =0.95 and 2.11 mm served as the gas sourcelectron-beam fluorescence detector in g Clster beam is
1. The pressure in the forechamber of the noZhe stag- formed predominantly by emission from the monomers. It
nation pressupevas varied in the range 8—609 kPa, the stag-can be used to obtain the velocity distribution function of the
nation temperature being held at the level of room temperamolecules§monomergin a cluster beam. Clusters do make a
ture and monitored by thermocoup® The gas from the certain contribution to the emission of a molecular beam,
source expanded into a vacuum chamber evacuated Hyut, as was shown in Ref. 12, it is small, at least for large
booster pumps with a pumping speed of 35 000 liter/s analusters. For this reason it can be hoped that the error in the
cryogenic pumpl0 in liquid nitrogen 9 with a pumping results obtained is small.
speed for CQ up to 20 g/s. This permitted maintenance of The distribution function was reconstructed from the
the pressure in the vacuum chamber at the-Q.Pa level in  TOF signal by solving the ill-posed inverse problem using
working regimes with gas injection. The working gas, statistical regularizatiof, This procedure was carried out on
technical-grade carbon dioxide, was used without additionah computer using software specially written for these
purification. A molecular-beam system was installed withinpurposes®!’ The instrumental function was also obtained
the working chamber of the VS-4 facility for the TOF mea- from the TOF signal for a model system with anpriori
surements. The formation of a molecular beam from the jeknown velocity distribution function for the moleculés gas
was effected by a skimmeé and a collimatod. The diam- jet of argon, carbon dioxide, ejcby solving an ill-posed
eter of the skimme(a conical diaphraginwas equal to 3.23 inverse problem. The reconstructed distribution functions
mm, and the collimator had a rectangular shape and meavere fairly close to the Maxwellian velocity distribution
sured 2.5 9.6 mm. functions of the molecules. This enabled us to use them to

The TOF analysis was performed according to the usuabbtain the rate of directed motion or the hydrodynamic ve-
scheme. A choppeb — a disk with two slits rotating at a locity and the translational temperature, i.e., the so-called
frequency of 180 Hz — *“cut off” packets of molecules, parallel temperature, of the gas in a £fet. The error in the
which were recorded by the detector after traversing a defidetermination of the velocity was 2%, and the error in the
nite distance, which is called the time-of-flight base. determination of the temperature was 40%.

In the present work we used the electron-beam fluores- As was pointed out in the Introduction, the extraction of
cence detector that we developédstead of a conventional molecular beams from jets of condensing gas remains little
ionization detector. It consists of electron beérdiameter, studied. It is clear, however, that the TOF measurements
~1-2mm; electron energy, 5.5 keV; current;20mA;  should be carried out under conditions where there are no
distance from the site of emergence of the beam from thénfluences from distorting factors: skimmer interference and
electron gun to the collector; 190 mm), an optical systeih  scattering by the background gas. Therefore, we performed
for collecting radiation, and an RE39A photomultiplier8. an investigation to determine these conditidresd all the
The distance between the chopper and the electron i@ measurements performed within the scope of the present
time-of-flight base linewas equal to 220 mm, and the dis- work were performed under these conditions. Because of
tance between the skimmer and the chopper was 245 mmnsome specific features of our systéthe insufficiently high
The photomultiplier was mounted on a two-coordinate posivacuum in the working chamber and the relatively large
tioner, which enabled us to adjust its position and obtairskimmer diameter it turned out that in obtaining the depen-
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FIG. 3. Evolution of the form of a TOF signal as a function of the
detector geometrya — electron-beam—lens distanee=158 mm; b —

FIG. 2. Dependence of the velocits) and temperaturéb) of the monomers ~ Z=158 mm, but with a quartz glass plate between the electron beam and the
in a jet of condensing carbon dioxide @,d’®: O — present work for ~ 1€ns at a distance of 37 mng, =0.95mm, To=285K, P,=608 kPa,

d, =2.11,AT,=292.5- 2855 K, andx=125-490 mm; 0 — Ref. 6 for ~ X=360mm.

d, =0.147 mm,T,=285K, andx=<230; & — Ref. 4 ford, =0.386 mm,

To~295 K, andx=386 mm.

appreciably as long as the flow is not “frozen,” while the
velocity varies only slightly.

dence of the velocity distribution function of the molecules It was shown in Refs. 12 and 18 that in the TOF system
on P, each pressure value must correspond to a certaidescribed above a barriéa quartz glass plateplaced at a
nozzle—skimmer distance and that the higher this pressuremall distance after the electron beam can serve as a detector
the greater this distance must be. of the cluster component of the molecular beam. When the

Figure 2a shows a plot of the velocity of the monomersbarrier is present, the TOF signal exhibits a second peak. An
in a jet of condensing carbon dioxide as afunctiorP@ﬂgﬁ. example is shown in Fig. 3. The mechanism for the appear-
As we know, this quantity is a similarity parameter for the ance of the second peak is as follows: clusters colliding with
condensation proce§sand such a choice for the horizontal the surface of the barrier break up into fragments, the mono-
axis facilitates the comparison with the data of other authorsners and smaller clusters formed recoil from the surface,
below. The figure reveals that as the stagnation pressure éhter the molecular beam, undergo excitation, and fluoresce,
increased, the velocity of the monomers begins to increasand the TOF signal becomes bimodal as a result. The second
after the onset of condensation and that in the regime witlpeak is clearly also present in an ordinary molecular beam,
developed condensation it exceeds the velocity of the molbut it is very weak(at the same parameters of the recording
ecules in a jet without condensation by 15%. Time-of-flightsysten), and the presence of clusters sharply enhances it.
measurements of the velocity of molecules in jets of con-  The velocity of the clusters in a molecular beam is mea-
densing carbon dioxide have also been performed in Refs. dured using the following procedure: the bimodal TOF signal
and 6; the results obtained in those studies are shown in Figs first recorded with the barrigFig. 3b), then the ordinary
2a, and they are in qualitative agreement with the data fronTOF signal is recorded without the barriéFig. 39, and
the present work. Figure 2b presents the dependence of tii@ally the reflected TOF signal formed by the clusters is
temperature of the monomers on the stagnation pressure. Thétained by subtracting the second signal from the first. The
temperature also rises with increasing stagnation pressure afelocity of the clusters can be estimated from the position of
ter the onset of condensation. However, the rise is fairlythe maximum of this signdf The following expression can
small, apparently because of the features of the measureme written with consideration of the data from Ref. 19 for the
procedure. The fact is that the nozzle—skimmer distancéime T corresponding to the maximum of the TOF signal:
must be increased as the stagnation pressure is increased in
order to avoid the disturbing influence of the skimmer. How- T-t2=(L+DIV+liv+r, @
ever, as the distance is increased, the temperature decreasdwreV is the velocity of the clusters; is the velocity of
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w0k DISCUSSION
E The method described above for measuring the velocity
700 = distribution function of monomers in a G@luster beam has
@ C one ambiguity. We have assumed on the basis of Ref. 12 that
g mok monomers make a contribution to the fluorescence of a mo-
~ L lecular beam, while clusters of large size scarcely emit. In
- addition, it is known that the radiated intensity per cluster
600 A : :
- \ molecule decreases with increasing cluster $z&his
- means that clusters of small sigdimers, trimers, etg.can,
550 0l L4 a1l L g1y

w  Z 5 g 2 ; in principle, emit eff_icientl_y and accordingly make a contri-
P, kPa bution to the TOF signal just as monomers.

However, clusters of small size, unlike large clusters,
FIG. 4. Velocities of the monomers and clusters in a jet of condensinghave only an insignificant velocity slip relative to the mono-
carbon dioxide versus the stagnation pressGre=— monomers{J] — clus- mers, and, in addition, under real conditions there are gener-
ters; d, =0.95 mm, ATo=285-282K, Ax=65-360 mm. ally few of them relative to the total amount of the substance.
In fact, a molecular beam formed from a jet with a developed
condensation procesga condensate fractios 20— 30% and
a large mean cluster sigeonsists practically only of clusters
due to the enrichment of the beam as a consequence of the
tifference in the thermal expansion of monomers and clus-

It is known from Ref. 20, in which the scattering of GO ters. If the condensation process has just begun in th@jet

clusters in a gas-dynamic molecular beam on a solid surfac%onden_Sate fraction-1% gnd a small mean clustgr size
was investigated, that clusters with a size smaller than a cef?€ré Will be few clusters in the molecular beam, since they
tain value fragment predominantly into monomers, the scat&"® considerably smaller and enrichment is relatively weak.
tering has a diffuse character, and the lifetime of the fragFor these reasons, the clusters of small size should not no-
ments on the surface~1us. The barrier is at room ticeably distort the results of measurements of the velocity
temperature; therefore,=380 m/s, and the remaining quan- distribution function of the molecules in a cluster beam.
tities (T, t, L, andl) are measured experimentally. Accord- ~ This method for measuring the velocity distribution
ing to estimates, the error in a velocity measurement is 5%function can be employed not only for GCbut also for any
The results of the measurement of the velocities of thesubstance whose clusters do not emit or emit inefficiently at
clusters and monomers as a function Rf are shown in the wavelengths of the monomers.
Fig. 4. It is seen that the velocity of the clusters~40% In the proposed method for measuring the velocity of
less than the velocity of the monomers, and velocity slipclusters in a beam, the measurement result is the hydrody-
accordingly occurs. The velocities of both components innamic velocity averaged over the size distribution function
crease with the pressure. These results are qualitatively cogaf the clusters. This method can be employed for van der
sistent with the data for a jet of condensing ar§dor clus-  waals and any other weakly bound clusters. The alternative
ters only the point at the maximum stagnation pressurgnethod, which employs a mass spectrometer, does not have
deviates from the general picture. This is apparently a resul;ch g restriction, but the measurement result is similar to the
of a change in the chgrzri\cter of the interaction of the clustergymer8 since the same phenomenon, viz., cluster fragmen-
with the solid surfacé?" According to the data in Ref. 20, 4o is utilized in both cases, although fragmentation oc-
as the size of Coclusters(and, 'accordlnglyl.DO) INCreases, g upon collisions with a solid surface in the former case
Tgsiticci‘tiﬁgns%:tfgfergeci:r?sggelsgili?:rz;ggsu:% ’n‘;:::(ébet;; V&ind upon ionization by electron impact in the latter case.
We note that there is another possibility for measuring

a factor of about 2 The pressure and thus the cluster size a : .
: . ? pres: I . tthe velocity of clusters using an electron-beam fluorescence
which the velocity anomaly is observed in Fig. 4 are consis-

tent with the data in Ref. 20 on lobed scattering. Accord—dmector in a.molecular beam, viz., direct_ recording of the
ingly, the use of Eq(1) for determining the velocity under cIusterTOF S|gnal..H.owever, it can b.e rgallzed only for c_Ius—
such conditions leads to a large error. We note that the rd€rS Which emit efficiently upon excitation by electron im-
sults presented on the velocity of the cluster component have@ct and whose emission spectrum differs from the emission
only an illustrative character primarily because of the inad-SPectrum of the monomers.

equate extent to which the interaction of clusters with a sur-  In the present work we tested new methods for measur-
face has been studied. As for the measuring system und#td the velocity distribution function of monomers and the
consideration, it can be optimized. In particular, the electronvelocity of clusters in a cluster beam. Their potential and
beam—Dbarrier distance can be reduced by about an order #ifndamental advantage lie in the possibility of using optical
magnitude with resultant expansion of the range of pressurespectrum analysis even for such fine measurements as ob-
(cluster sizesfor measuring the velocity and reduction of the taining the velocity distribution function of molecules in in-
error. dividual quantum states.

the cluster fragments reflected from the barriers the time-
of-flight base,l is the electron-beam—barrier distaneeis
the lifetime of the cluster fragments on the barrier surface
andt is the width of the instrumental function at the base.
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CONCLUSIONS

A method for measuring the velocity distribution func-
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A compact 60-kV Mott polarimeter designed specially for the local analysis of surface and two-
dimensional magnetism by spin-resolved electron spectroscopy is developed and tested.

The use of a design which combines a spherical accelerating field and the absence of a retarding
potential after scattering of the electron beam ensures high stability of the measured

polarization even when the potential and diameter of the beam being investigated vary. As a
result of optimization of the scattering angle (118°) and the use of surface-barrier detectors with a
large collection angle+48°), the efficiency or figure of merit of the polarimeter, which

determines the signal-to-noise ratie=(1/1,) - (Ss)?, equals 2.5 10~ 4. Specially developed
electronic circuits and optimum positioning of the detectors provide a maximum electron

counting rate as high asx510° counts/s. Consequently, it is possible to calibrate the polarimeter
(to find the effective Sherman functidh) by extrapolating the measured asymmetry to a

high discrimination level. This instrument can also be used in other areas of solid-state physics,
atomic physics, and high-energy physics. 1898 American Institute of Physics.
[S1063-78498)02208-9

INTRODUCTION voltage Mott detectors are presented here, since the other
) ) o _types of analyzers, such as diffraction polarimétensana-
Measuring the spin polarization of an electron beam i§y;qrs hased on diffuse electron scattefirggill cannot com-

still a difficult task. For the most part, tgj:ésca'gtering of eleC-pate with Mott analyzers. This is due to the insufficient tem-
trons on gold films is used for this purposeln high-voltage oral stability of these instruments. The need to periodically

Mott detectors the electrons in the beam being analyzed a'%ean the tungsten surface by heating to high temperatures in
accelerated to an energy ef100—-120keV, and the scat-

the case of diffraction detectors or by depositing fresh layers
tered electrons are detected by tar four) detectors ar- y dep 9 y

d icallv relati he b 20° | of gold in the case of a diffuse-scattering analyzer renders
ranged symmetrically relative to the beam-at angies. the other superior parameters of these instruments worthless.

As a result of the interaction of the spin of each electron WlthIt is assumed that an electron polarization analyzer, which is

its orbital angular momentum, the effective scattering crossg, unique and fairly expensive instrument, should operate for

sections for electrons with opposite spins are different. Inseveral years without adjusting its principal parameters or

other words, spin-orbit coupling gives rise to left-right SCat'special servicing. These requirements are known to be satis-
tering asymmetnA, g, which can be defined as the normal- fied only by high-voltage Mott analyzefd

ized difference between the signals of the left-haNd)(and A classical high-voltage Mott polarimetef*conven-

right-hand () detectors: tional” polarimetep consists of a linear accelerating column
A r=(N_—Ng)/(N_+Ng). (1)  and a scattering chamber, which is under a high potential of
~100kV and contains a target and twor four) surface-
In this case the polarization of the beam is defined as parrier detectors located at120° angles relative to the axis
Po=ALr/Sefr ?) of the instrument._As the scattered electrons move in the drift
space, they are picked up by these detectors, which also per-
where Sy is the effective Sherman function, i.e., the asym-form energy selection of the electrons. The instrument has a
metry which should be observed for 100% electron polarizahigh efficiency. The main deficiencies are: its large size, high
tion. cost, and possible instability of the measured polarization as
To obtain the absolute value of the polarization, we musthe diameter and position of the electron beam at the en-
determineS,; by an independent measurement or utilize thetrance to the analyzer vafy.
results of a reliable theofyand extrapolate the values of the The next group of instruments consists of retarding-
measured asymmetry in some way to the case of single elapotential polarimeters. The name is associated with the
tic scattering. method for the energy selection of electrons after they are
Let us examine some parameters of different polarizascattered on a target. The main advantages are the small
tion analyzers presently in use. Only data on so-called highdimensions and simplicity of desigrt®

1063-7842/98/43(8)/6/$15.00 991 © 1998 American Institute of Physics
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Another group of instruments can be called sphericabarrier-detector/preamplifier unit and amounts~d0 keV.
field-free polarimeters. In this case we have a variant of an retarding-potential analyzers this “window” is assigned
conventional analyzer, in which the beam is accelerated ilby the magnitude of the applied retarding potential and can
the space between two hemispheres and the scattered elg¢gach a value of several electron-volts. As a consequence, it
trons also move in a drift space and undergo energy selectidg possible to calibrate retarding-potential analyzers by ex-
in a surface-barrier detector. These instruments exhibit high'apmating the measured asymmetry to zero energy losses.
stability of the measured polarization as the diameter and 6) Potential of the electron detectors and preamplifiers.
position of the electron beam at the entrance to the analyze this case the retarding-potential polarimeters has definite
are varied:*? advantages, since problems associated with the high voltage

The main parameters of various types of Mott polarim-must be solved for conventional 16020 -kV Mott detec-
eters are presented below in order of their decreasmgur  tors.
opinion) significance. We shall comment briefly on several  As a result of a similar analysis performed several years
points. ago, we settled on a spherical field-free polarimeter. We then

1) Efficiency or figure of merit of the polarimeters. This endeavored to take into account and rectify the deficiencies
parameter, which determines the signal-to-noise ratio, is cainherent in the instruments described. The employment of a
culated from the formula 60-kV potential enabled us to create a fairly compact ana-

e=(1/19)- (Sep)? 3) Iyger, but, _at the_same timez required definite efforts to opti-

’ mize the dimensions of the instrument, the parameters of the
wherel/l, is the fraction of the intensity of the incoming detectors, and the configuration of the electronic circuits.
beam reaching the detectors after the electrons are scatterétle novel Mott polarimeter described in this paper is con-
on the target. siderably smaller than the former instruments and has several

The maximum figure of merit is generally exhibited by characteristics which surpass those of the previous analyzers.
100-120-kV Mott detectors, but the efficiency of several The creation of special electronic circuits and determination
models of retarding-potential polarimeters is also fairly high.of the optimum arrangement of the surface-barrier detectors

2) Sensitivity toward displacement of the electron beamenabled us to increase the maximum electron counting rate to
being analyzed and to variation of its diameter. This param5x 10° counts/s, as a result of which it has become possible
eter is extremely important, since in some experiments théo calibrate the polarimeteto find the effective Sherman
characteristics of the beafiis diameter and spatial positipn function Sg) by extrapolating the measured asymmetry to a
can undergo slight variations, which can, in turn, cause unhigh discrimination level.
controllable variations in the measured polarization. The
ﬁg?eencal field-free polarimeters are the undisputed IeaderS,ESIGN OF THE INSTRUMENT

3) Dimensions of the instrument. The retarding-potential A schematic representation of the polarimeter is shown
analyzers have no competitors with regard to size. Some déa Fig. 1. The main components of the analyzer are two
signs permit employment of the polarimeters within a stanpolished metallic hemispheres with a common center. The
dard vacuum chamber, while conventional #aR0-kV  outer hemisphere operates at or near ground potential. A po-
Mott detectors have a volume of several cubic meters. tential of about 60 kV is supplied to the inner hemisphere.

4) Maximum counting rate. This parameter is generallyFor this purpose it is secured by means of two cylindrical
not mentioned when the designs of different instruments areeramic insulators connected in series, which were designed
described. Nevertheless, it is one of the most important chafor a total voltage of<=80kV. The electron beam whose
acteristics for solving a number of experimental problems, impolarization is to be determined is directed into the region
which a set of a sufficient number of pulses during a shorbetween the hemispheres through a diaphragm with a circu-
time is required to achieve a certain statistical error. This idar opening, and then, after being accelerated by the spherical
important, in particular, in the investigation of different typesfield, it impinges on the inner hemisphere. Calculations of
of magnetic relaxation. In retarding potential analyzers thehe electron trajectories show that such a field focuses the
maximum counting rate is determined by the properties ofncoming beam well. Four surface-barrier detectors with a
the channel electron multipliers or microchannel plate deteclarge working surface of-1.5cnf each, a gold foil, and
tors used. It reaches a maximum value-af(® counts/s. The guiding diaphragms are installed within the small hemi-
maximum counting rate of conventional polarimeters issphere. The optimum scattering angle chosen according to
10*—10° counts/s. The bound on this parameter is due thealculations is 118°, since the figure of meribf the polar-
large capacitance of surface-barrier detectors. In addition, thieneter is larger in this case than for scattering at a 120°
distance between the detectors and preamplifiers is large @ngle. The angle for the collection of electrons by each de-
most designs of conventional polarimeters. The considerablector is 48°. The scattering film is an 800 A thick gold layer
capacitance of the connecting cable also leads to a decreadeposited on a thin free tungsten film. After scattering, the
in the maximum electron counting rate. electrons pass through holes in diaphragms and are picked up

5) Energy resolution of the electron detectors. In thisby the detectors.
case we are referring to the width of the energy “window” In an analysis of the scattering asymmetry is analyzed,
used to detect scattered electrons. In conventional polarinthe reflected electrons must be energy-selected, since, as we
eters it is determined by the parameters of the surfaceknow, maximum asymmetry arises in the case of elastic re-
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which permit operation of the detectors in a high-counting-

,PL rate regime. For the same reason the polarimeter design was
developed so that the distance between the surface-barrier
detectors and the preamplifiers would be minimal. The
preamplifiers are mounted in a special cylindrical housing
and placed within the polarimeter. The vacuum joint is lo-
cated in direct proximity to each surface-barrier detector.
The length of each of the connecting cables is no greater than
50 mm. The output signals from the charge-sensitive pream-
plifiers are fed into discriminators and shapers. All the am-
N plifiers are under a high working potential ef60kV. For
further processing the signals are transmitted by a fiber-optic
1 7 system to the input of amplifying shapers at ground poten-

tial. A special compact stabilized 70-kV power source,
8 which measured 349280% 160, was fabricated to power

the analyzer and all the amplifiers.
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TESTING AND CALIBRATING THE POLARIMETER

The testing of the polarimeter was carried out in several

stages. Its high-voltage properties were investigated first.
10 The criterion for the maximum potential which can be sup-
plied to the instrument was the appearance in the counting
channels of pulses associated with the detection of electrons
arising from discharge as a result of high-voltage breakdown
in vacuum or slight short-term degradation of the vacuum in
the polarimeter chamber. A maximum value~B8 kV for
| the high voltage was recorded. All the tests were subse-
& ' —/ quently carried out at 60 kV.

12 In the next stage the surface-barrier detectors and the
50mm amplification circuit were tested. A source of unpolarized
— electrons in the form of a tungsten coil was used. As we have
FIG. 1. Schematic representation of the instrumént- incoming beam,  already stated above, the energy resolution of the electron
g— ?”tfancef dia%hfagnﬁd—t O;Jtegf hemislzhfr'elxl; inner hemislphff_ev detectors is determined by the surface-barrier-detector/
e et sty el preamplifer unit and is related mainly to the presence of
housing,11 — four discriminators and optical signal formet2 — fiber-  iNternal noise in the preamplifier. Its value is fairly large for
optic system13 — ground potential. amplifiers operating with high counting rates or, more pre-

cisely, with very short pulses. In our case the sum of the

pulse duration and the dead time of the preamplifier is of the
flection. This is because information on the spin is lost as @rder of 65 ns(the capacitance of a surface-barrier detector
result of inelastic scattering, which can occur before the elassf large area is=60 pF, and the creation of amplifiers with
tic interaction event. In addition, the beam of inelastic elec-such parameters is a formidable tasko analyze the energy
trons emerging at a scattering angle equal to 118° can comesolution of the surface-barrier-detector/preamplifier unit,
tain electrons which preliminarily underwent elastic we recorded the dependence of the electron counting rate in
scattering at other anglgst high energies the elastic and the channels on the potential on the inner hemisptmrehe
inelastic scattering events can be considered independentijnergy of the electronsThen the curves obtained were dif-
of one another In our polarimeter such selection is effected ferentiated and approximated by a Gaussian function. The
by the surface-barrier detectors, whose output pulses have &l width at half-maximum of this function was taken as the
amplitude proportional to the energy of the incident elec-energy resolution of the system. Although this method is not
trons. After the amplification and discrimination of these absolutely rigorous, we were still able to estimate the energy
pulses at a definite level, their repetition frequency can beesolution. Its mean value was equal~d.8 keV for all the
assumed to be proportional to the number of elastically redetectors. This value coincides with the data obtained when
flected electrons. Unfortunately, such detectargairs with  the system was tested using a standard signal generator.
special charge-sensitive amplifigfsve poor energy resolu- Then we investigated the dependences of the noise pulse
tion. In our case it amounts t&18 keV. This resolution is counting rate without an electron beadwy(A) and the elec-
not equal to the best achievable value due to the use dfon counting ratéN.,,(A) on discrimination level, wheré
surface-barrier detectors with a large working surface ands the pulse amplitude or the discrimination level in arbitrary
accordingly, a large capacitance. As we have already stataghits (a.u). The signakwithout noise pulseselectron count-
above, we developed and fabricated special preamplifiersng rate was determined by simple subtractidd.(A)

60xv Y/

_/11
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3.5}F each of the channels. Figure 3 presents the measured spectral
dependence of the photoemitter used in the calibration in one
3.or of the channels at the 25 a.u. discrimination le{féh. 2).

Ny (R)/dA The polarizationPy=35x2% corresponded to a quantum
gz~5" energy~1.6eV. The effective Sherman function amounted
8 to ~0.16. The fraction of the intensity of the incident beam
w» 2.01 . .
= I/l reaching the detectors after scattering on a target was
;1.5. measured at the same discrimination level. As expected, be-
s cause of the large detector working surface and the small
~1.0F distance between the detectors and the gold foil, it was fairly

high and equal te~10" 2. The efficiency of the polarimeter
0.51 dhe (4)/dA calculated from formuld3) was ~2.5x 10”4, Although the
- improvement in the figure of merit was achieved entirely by
or med Tocsesecitiunessnsssonsseen increasingl/l,, rather than the Sherman function, we still
10 20 Jo 40 50 believe that the use of a spherical field-free polarimeter de-

D, arb. units (a.u.) sign with its low sensitivity to displacements of the electron

FIG. 2. Dependence of the derivatives of the sigiil,(A)/dA] and noise ~ P€@M being analyzed permits minimization of various instru-
[dN,(A)/dA] counting rates on discrimination level for one of the channels. mental asymmetries. We shall show below that the effective
Sherman function of an analyzer can be varied by varying

the discrimination level until the maximum possible value

=Ng;+n(A)—N,(A). Figure 2 presents plots of the derivatives for the instrument geometry and electron energy under con-
of the signal and noise counting rates as functions of dissideration,Seeo=0.33%, is achieved. The counting rate
crimination level. It is seen that the noise can be clearlyin the measurements of the dependence shown in Fig. 3 was
separated from the real signal by properly choosing the disabout 2x 10° counts/s due to design features of the source of
crimination level despite the low resolution of the detectorspolarized electrons used in the calibration. We note that in
used. work with a counting rate~10° counts/s(which is allowed

In the next stage we tested the operation of the polarimby the polarimeter under consideratiahe time needed to
eter and calibrated it using a beam of spin-polarized electecord the entire dependence would be equal to 10 s with a
trons with a known value oP,. The work was carried out in statistical error smaller than the diameter of a point on the
the department of experimental physics of St. Petersburgraph.
State Technical University. The polarimeter was mounted in  In addition, we propose a new method for calibrating a
an experimental setup equipped with a source of polarize@olarimeter based on extrapolation of the measured scatter-
electrons based on photoelectron emission from semicondu#?d asymmetry to a high discrimination level. The ability of
tor samples under the action of circularly polarized light. Thethe instrument to operate with high counting rates, up to
polarization of the beam waB,=35+2%. To calibrate the 5X 10P counts/s, is utilized in the method. To explain the
detector, the polarization direction of the incident beam wagroposed method, we briefly recall the main principles that
modulated so that each channel could be investigated indhave been employed to calibrate Mott detectors in the case
vidually. The asymmetry was determined from form(ly, ~ Where the polarization of the electron beam is unkndwn.
whereN, andNR are the counting rates in the channel as the  In high-voltage Mott detectors the functi@yy depends
polarization direction of the incident beam is varied. Thestrongly on the thickness of the foil. This is mainly due to the

values of asymmetry obtained coincided to high accuracy ifow energy resolution of surface-barrier detectors, since in-
elastically and multiply scattered electrons are detected along

with elastically scattered electrons in fairly thick foils, and
006+ the information on the spin is consequently lost. Therefore,
to calibrate a polarimeter, measurements are performed using
foils of different thicknesses, and the results are extrapolated

0.04F to zero thickness. The8, is determined by comparing the
extrapolated results with calculations for elastic scattering. In
< 3 retarding-potential analyzers the dependenc&gfon foil
0.02F thickness is determined by the size of the energy “window”

used to detect the scattered electrons. When the energy
“window” is smaller than 75 eV, the dependence &f; on

0 - foil thickness becomes so weak that its decrease as a conse-
. ‘ . ' . quence of multiple scattering is attributed almost completely
—0'011.0 1.5 2.0 2.5 30 3.5 to inelastic effects. In this case extrapolation to zero foil
£, eV thickness is often replaced by extrapolation to zero energy
losses.

FIG. 3. Spectral dependence of the photoemitter of the polarized-electron . . . .
source measured in one of the polarimeter channels at the 25 a.u. discrimi- 1€ idea of our calibration method is based on the fact

nation level(Fig. 2). The counting rate=2x 10° counts/s. that in a system with a low energy resolution mostly elec-
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FIG. 4. Dependence of the scattering asymmetry for one of the channels &4C- 5- Dependence of the scattering asymmetry on discrimination level for

a function of measured counting rate for two discrimination levels, in arbi-different counting rates, countsfs:i— 2x 10°, 2 — 5X 10°. The arrow on

trary units(a.u): 1 — 50, 2 — 25 (Fig. 2. the graph marks the asymmetry value equal to the pro@®yeSg iheor
=0.350.33=0.116.

trons which have undergone elastic scattering will be de-  ance it should be concluded that the present method for
tected _vvhen the dlscrlmlnatlon_ level is m_creased _S'gn'f'_'extrapolating the measured scattering asymmetry to a high
cantly, i.e., the appearance of signals associated mainly Witis rimination level can be used to calibrate classical Mott

elastic electron scattering should be expected on the “tail”o|arimeters equipped with surface-barrier detectors having a
of the signal “Gaussianlike” curve at a point at a distance of |, energy resolution. For this purpose, the value of the
sevgral_ m'ultiples of the standard d.eviat'mrﬁfor exam'ple,'at asymmetry measured at the high discrimination leveien

a discrimination level~50 a.u.; Fig. 2 The following is a1 ration of the asymmetry has been achigvedst be di-
important here: the real number of electrons arriving musjgeq by the theoretical value of the Sherman function cal-
not exceed the maximum counting rate, which is a characgjated for the case of monatomic scattering at the respective
teristic of a given detector. In order to conserve the formerenergy. The value obtained will be equal to the polarization

measured counting rate as the discrimination level is Nyt the electron beam under investigatifiormula (2)]. The

creased, thg electron current at the entrance to the polarimgs | es of the Sherman function for various energies can be
ter must be increased. Clearly, when a certain current, whichyyan for example, from the tables in Ref. 13.

is determined by the frequency parameters of the detector—

preamplifier unit, is achieved, the system will commit count-

ing errors in the statistically distributed pulses. Conse+gnciLusion

quently, the asymmetry should depend strongly on the

measured counting rate at high discrimination levels. 1. A compact 60-kV Mott polarimeter has been devel-
Figure 4 presents plots of the dependence of the scattegped, tested, and calibrated. The maximum overall dimen-

ing asymmetry on counting rate for two discrimination lev- sions of the instrument are 2%@80 mm.

els, viz., the working level and a high level. We note that a 2. The use of a design which combines spherical field

significant dependence of the asymmetry on counting rate igicceleration and the absence of a retarding potential after

in fact, observed at the high discrimination level. Accordingacceleration of the electron beam has permitted the creation

to our data, the measured counting rate at the 50 a.u. di®f an instrument having high stability of the measured polar-

crimination level is roughly 500 times smaller than the valueization even when the position and diameter of the beam

at the 25 a.u. working level with the same current at thebeing investigated vary.

entrance to the polarimeter; therefore, the maximum possible 3. As a result of optimization of the scattering angle

counting rate for the 50 a.u. discrimination level equals(118°) and the use of surface-barrier detectors with a large

5% 10°/500=10* counts/s. collection angle £48°), the figure of merit of the polarim-
Figure 5 shows plots of the dependence of the scatteringtere = (1/15) - (Ser)? equals 2.5 10~ 4.

asymmetry as a function of discrimination level for various 4. Specially developed electronic circuits and optimum

counting rates. It is seen that the plot foxk30® counts/s positioning of the preamplifieréin direct proximity to the

achieves saturation at a discrimination leveli5 a.u. The surface-barrier detectgrblave made it possible to obtain a

arrow shows the point corresponding to the product of thenaximum electron counting rate as high as B° counts/s.

polarization P,=35+2% and the theoretical value of the 5. A new method for calibrating conventional Mott po-

Sherman function calculated for the instrument geometry unlarimeters equipped with surface-barrier detectors having a

der consideration and 60 k\Bg theo= 0.33: low energy resolution has been proposed. The method is
ALr=Po- Surf o= 0.35 0.33=0.116. @) ggscii]?r?azgtrzalz\clell.tlon of the measured asymmetry to a high
The value obtained agrees well with the experimentally ~ We thank Yu. P. Yashin for supplying the semiconduc-

measured asymmetry at the high discrimination level. tor crystals for the polarized-electron source.
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Features of the structure and properties of oxygen-containing niobium obtained by vapor-phase
crystallization in the presence of an oxygen addition are studied. The effectiveness of the

use of this material in fabricating collectors for thermionic converters is evaluated, and the
properties and efficiency of oxygen-containing niobium obtained by various methods are
compared. ©1998 American Institute of PhysidsS1063-784£8)02308-3

INTRODUCTION count of the low plasticity of VPOC niobium. Nevertheless,
by combining the special techniques of the vapor-phase

Thermionic converters with an oxygen addition have eposition process with gas-static conversion, we were able
been the subject of a considerable number of studies, inclucf- P P 9 '

o S : : . .~ {0 obtain reliable ceramic-metal collector units with an emis-
ing investigations into the use of various oxygen-containing_. S : :

: : - sion layer inside that can be used to fabricate an experimen-
layers in the collectors in thermionic converteifer ex-

ample, Refs. 18 The most interesting results in this areatal thermionic converter. A similar device was made using

- i 1 0, I I -
were obtained in Refs. 4—6, where experimental thermioniéhe SB-1 niobium alloy1 wt% Zr) for comparative investi

converters with an oxygen-containing niobium coIIectorgations' The cyIind.ricaI e_mitter units of these devices were
were investigated. In the present work features of the :strucformed on the basis of single-crystal tungsten tubes with a

. i -, I {111) axial orientation, which were obtained by a chloride
}gae and properties of oxygen-containing niobium are StUdvapor—phase technology® The testing of the devices was

performed on a high-temperature berittfter the device
was outgassed and the interelectrode space was filled with
EXPERIMENTAL METHOD cesium vapor, the current—voltage characteristics were re-

Samples of “vapor-phase” oxygen-containittgPOC) corded at various emitter and collector temperatures. Optimi-
niobium were obtained by reducing niobium pentachloride inZation with respect to the cesium vapor pressure was per-
hydrogen on a molybdenum substrate at temperatures in tf@rmed each time.
range 1350-1450 K.Oxygen was introduced into the
chloride—hydroge_n mixture at various fixed flow rates.l Ni‘_)'RESULTs AND DISCUSSION
bium interacted with oxygen from the vapor phase during its
crystallization. The total oxygen content in the samples was 1. The investigations previously performed on VPOC
determined by neutron-activation analysis. X-ray structurahiobium’!? revealed significant differences between it and
investigations of the samples were performed on a DRONether types of oxygen-containing niobium. In particular, it
2.0 diffractometer at room temperature and with the aid of avas pointed out that it contains a new metastable oxide
URVT-2200VTs camera attachment. The high-temperatur@hase with an anomalously high hardness, which is capable
camera was outfitted with a built-in quadrupole mass specef releasing oxygen upon heating. Figure 1 presents the x-ray
trometer. A POLYUS-3 ion microprobe was used to investi-diffractogram (CWK, radiation of one of the samples of
gate the composition of the subsurface layer of the samplegPOC niobium with a total oxygen content equal to 1.9
by secondary-ion mass spectrometBIMS). The latter two  wt %. An analysis of the phase compositithe JCPDS da-
devices were developed and fabricated in the Institute of théabasg¢ showed that niobium monoxide is present in the
Physics of Metals of the Ukrainian Academy of Sciences. sample in an appreciable amount along with the solid solu-

The work function was measured on cylindrical samplegion of oxygen in niobium. It was also found that the lattice
by the total-current meth8dn an all-metal apparatus with constant of niobium is increased by more than 1%, while that
oil-free evacuation to a residual pressure no higher thart 10 of the monoxide is increased by just under 0.5%. The latter
Pa. The measurement error was 0.05 eV. VPOC niobiunmay attest to the dissolution of oxygen in niobium monoxide
was investigated directly as a collector material within anas well. An hypothesis regarding the existence of such a
experimental thermionic converter with cylindrical elec- metastable phase, i.e., a solid solution of oxygen in niobium
trodes. The forming process, particularly the forming of themonoxide, was previously advanced in Ref. 12.
cylindrical collector unit, was nonstandard mainly on ac-  These results are consistent with the data from the mi-

1063-7842/98/43(8)/7/$15.00 997 © 1998 American Institute of Physics
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FIG. 1. Diffractogram of vapor-
phase oxygen-containing(VPOCQ)
niobium containing 1.9 wt% oxy-
gen.1 — Nb, 2 — NbO, 3 — pre-
sumably NbQ (according to card
34-898 in the JCPDS Vertical
dashed lines — position of the re-
flections of high-purity Nh(card 34-
370), vertical solid lines — same for
the reflections of NbQcard 15-535

-~

o

1 1 ! A
75.6 84.0 92.4 100.8
28 , deg

croprobe investigationdy SIMS) presented in Fig. 2, which
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NbO, whose content correlates with the increase in the total

show that the subsurface layer of VPOC niobium containsamount of oxygen in the samples. As was noted in Ref. 12,
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FIG. 2. Intensity of the secondary-ion peaks as a function of the oxygen

concentration in VPOC niobiuninormalized to the ion current of Nb:
1— NbO*, 2 —O*.

the presence of ©ions in the mass spectrum is unexpected
here, since it is known that it is impossible to knock out
oxygen from niobium with dissolved oxygen, even when ox-
ide precipitates are present on the surface, by either heat
treatment>~* or bombardment with argon iori$,and nio-
bium monoxide vaporizes congruentfyThis phenomenon
was attributed in Ref. 12 to the presence of a nonequilibrium
oxide phase in the oxygen-containing niobium investigated.
The data presented below confirm the hypotheses previously
advanced.

The results obtained in the present work can be com-
pared with the data in Ref. 18 on niobium diffusively satu-
rated with oxygen, sintered niobium obtained from a prelimi-
narily compacted mixture of niobium and niobium pentoxide
powders, and single-crystal oxygen-implanted niobium. The
investigation in Ref. 18, which was performed using x-ray
photoelectron spectroscopXPS), demonstrated the pres-
ence of niobium and oxygen in both the free and bound
states in the subsurface layer of all the oxygen-containing
materials just cited. The oxides NbO and i3 were iden-
tified in the samples in various proportions. It can be asserted
that these data do not contradict the results presented above.
In addition, it must be taken into account that while a 2—3
nm thick subsurface layer participates in the formation of the
electron spectrum in XPS, a layer which is approximately
three orders of magnitude thicker produces the x-ray diffrac
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tion pattern. The higher niobium oxide discovered by XPS is
confined to a very thin surface layer, whose contribution is
beyond the sensitivity range of x-ray structural analysis. As 50
for highly sensitive SIMS, the ion microprobe used in the
present work did not permit the detection of masses above
220 amu. At the same time, XPS, not being a structural
method, cannot tell us anything about the interrelationships
between the niobium and oxygen atoms which are detectel
as bound atoms by this method. The x-ray structural date
presented in Fig. 1 are direct evidence of the existence of ¢
new nonequilibrium phase, viz., a solid solution of oxygen in &
niobium monoxide. As we have already noted here and be S jor
fore in Refs. 7 and 12, the presence of this phase is characg
teristic only of VPOC niobium, and its formation is appar- “:_
ently due to the specific conditions of the “atom-by-atom” #~
formation of a niobium layer from the vapor phase.

It is noteworthy that the presence of oxide phases in 20
VPOC niobium does not have any effect on its electric resis-
tance at either room or high temperature. This is in good
agreement with the data in Ref. 19, according to which nio-
bium monoxide is a metallic conductor. This finding pro-
vides additional evidence that VPOC niobium does not con- 70[
tain niobium pentoxide, which is an electrical insulator.

To complete this section, we should present the results
previously published in a difficultly accessible publication
(Ref. 12 on the thermal stability of the new nonequilibrium 0 1 | I
oxide phase, which will be needed for the ensuing compari- 500 1000 1500 2000 T, K
sons. These results are presented here in a more complete
form than in Ref. 12. We are referring to an investigation ofFIG. 3. Temperature dependence of the amplitude o_f th.e oxygen pe_ak in the

Lo . . mass spectrum of the vapor phase over VPOC niobium containing 0.95
samples of VPOC niobium using a high-temperature X-TaY, 1 05 oxygen.
camera outfitted with a mass spectrometer. In particular, a
sample containing 0.95 wt% oxygen, which had a thin
oxygen-free niobium layer on its surface after synthesis, wawias observed at first, which became considerably stronger
investigated. In the first stage of the experiment, in which theabove 1600 K and then sharply intensified at temperatures
sample was heated to 2000 K, the x-ray diffraction patterrabove 1900 K. It can be assumed that processes involving
contained only niobium reflections, and the composition ofconversion of the solid solutions of oxygen in niobium and
the residual gases corresponded to the gas background in th®bium monoxide into oxides with a higher oxygen state
camera without a samplé&he hydrogen peak, which in- predominate on the sample surface at 850—-1450 K. How-
creased appreciably when the sample was heated, was awer, x-ray diffraction monitoring did not confirm this. We
exception. During a high-temperature anneal with continu- can probably say that destruction of the metastable oxide
ous evacuation, the partial pressures of all the components sfate begins at the end of this temperature range.
the gas mass spectrum decreased proportionally as a result of 2. The temperature dependence of the effective work
the outgassing of the camera and the sample. This attestedfimnction of the electron for samples of VPOC niobium with
the high thermomechnical properties and airtightness of thdifferent total oxygen concentrations was previously investi-
oxygen-free niobium layer. The sample was subsequentlgated in Refs. 12 and 20. Here these data have been supple-
withdrawn from the camera and exposed to air, and after thenented and compared with the results discussed in Subsec.
thin oxygen-free layer was removed from its surface, it wasl. It is seen in Fig. 4 that VPOC niobium exhibits a sharp
again mounted in the camera. Repeated photographingmperature dependence of the effective work function
showed that the x-ray diffraction patterns contain not only(curve 1), as was previously shown for oxygen-containing
niobium reflections, but also reflections of niobium monox-tungsten in Refs. 21 and 22. However, in the case of tungsten
ide, which are characteristic of VPOC niobium. Significantthe anneal time did not have any significant influence on the
changes were also observed in the residual medium over threproducibility of the course of the curve in repeated mea-
sample. In particular, an intense oxygen peak appedigd surements. In the case of niobium, curtesuccessively
3). As the temperature was raised, the two-phase composiransformed during the annealing of the sample into less
tion of the sample was conserved over the entire temperatusteep curve and then into nearly linear curvés-5, which
range investigated. The release of oxygen increased slightlere faithfully reproduced in repeated measurements. The
as the temperature was raised to about 850 K, but it deslope of “steady-state” curve3—-8 and their level along the
creased somewhat during further heating to 1400-1450 Kvertical axis correlated with the oxygen content in the
Then a smooth increase in the intensity of the oxygen peakamples, as can be seen in Fig. 4.
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23)]. It should be assumed that the critical oxygen concen-
1 tration indicated above corresponds to its limiting solubility
51F under the nonequilibrium conditions considered. For com-
parison, Fig. 5 presents the analogous concentration depen-
dences for oxygen-containing niobium obtained by other
methods’*?>® The main differences between the curves

2 characterizing these samples is that they do not reach a pla-
481 teau and have a less steep course. CuBvaasd8 correspond
& to oxygen-containing niobium obtained by the arc remelting
> of niobium with an oxide dopant, and curvVecorresponds to
. 3,45 oxygen-containing niobium sintered from a mixture of Nb
5~4 5t and NBOsg powders. Curve$ and7, unlike curvesl-5 and

8 were plotted using values of the work function determined

7 from measurements of the contact potential difference.
If we compare the results of the thermionic emission

measurement&urves1-5 and 8), we should conclude that
e VPOC niobium has a work function at least 0.2 eV higher
than that of arc-remelted oxygen-containing niobium. If we
compare the results obtained by measuring the contact po-
tential difference with one another, we might conclude that
arc-remelted oxygen-containing niobium is significantly
more efficient than VPOC niobium, but there is some basis
to assume that curvé was obtained without preliminary
annealing of the samples to bring their surface into the
FIG. 4. Temperature dependence of the work function of VPOC niobium“steady” state.

‘1‘";1‘1%?2‘\‘;%ygfgafﬁ]'grl‘:?/g‘;ﬁat 230'25'2 o &’2'27(2)’2'(3;':_8)' Thus, the observed differences can attest to the higher
17 (4), and 21 h(5). thermionic emission efficiency of VPOC niobium in com-
parison to the other types of oxygen-containing niobium. The
comparison with oxygen-containing tungsten mentioned
Figure 5 shows plots of the concentration dependence aibove allows us to conclude that the original chemical state
the work function for VPOC niobium at various measure-of the VPOC niobium surface is not reproduced after the
ment temperatures. It can be seen that when the total oxygeanneal during the first measurement cycle. As was indicated
content in the samples reaches 0.4-0.5 wt%, the steeplp Refs. 21 and 22, in the case of tungsten the factor control-
ascending curves reach a slightly inclined plateau with ding the emission properties is the diffusion of oxygen from
positive temperature coefficiedtp/dT=5x10 *eV/K [this  the bulk. In the case of VPOC niobium the emission proper-
value differs significantly from the mean tabulated value forties are apparently controlled by the presence of the nonequi-
single-crystal oxygen-free niobium:3.8x 10 °eV/K (Ref.  librium oxide phase, whose “steady” state, as follows from

8
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b
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FIG. 5. Concentration dependence of

el 1 the work function of oxygen-
a a2 containing niobium at various mea-
03 surement temperatured: — 1970,
N " 2 — 1870,3 — 1770,4 — 1670,
' R I; 5 — 1570 K (VPOC niobium, mea-

surement of the total current6 —
data from Ref. 23 (arc-remelted
oxygen-containing niobium, mea-
surement of the contact potential dif-
ference; 7 — data from Ref. §sin-
tered oxygen-containing niobium,
measurement of the contact potential
difference; 8 — data from Ref. 22
(arc-remelted oxygen-containing nio-
bium, measurement of the total cur-
rent).
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the data in Fig. 3, is not established at once. During the 17
establishment of thermal equilibrium, the excess oxygen is
apparently released into the gas phase and evacuated. After
several hours of annealing, a steady state is achieved, which
is determined not only by the oxygen concentration in the
sample and its temperature, but also by the partial pressure of
oxygen in the surrounding residual medium. The compro-
mise between these three factors specifies the steady-state
coverage of the sample surface with chemisorbed oxygen,
which, in turn, determines the effective work function of the
surface.

3. Results of the testing of experimental thermionic con-
verters with an oxygen-containing niobium collector were
published in Refs. 4—6 and 26. In most cagesfs. 4—6 the
release of oxygen from the collector into the interelectrode
space of the thermionic converter was mentioned during the
discussion of the results obtained. The authors based this
only on the increase in the steepness of the envelopes of the
current—voltage characteristics without presenting any direct
experimental evidence of the release specifically of oxygen.
At the same time, it is fairly well knowisee abovethat the
outgassing of niobium is accompanied by the removal of
oxygen from it only in the form of the monoxide NbO and 1 750 930 11'50 ,,3'50 T, K
that appreciable vaporization of the latter takes place without
dissociation at temperatures significantly exceeding the colFIG. 6. Dependence of the maximum specific output power of experimental
lector temperaturejés. Other hypotheses were advanced on|ytherr‘nionic converter_s on collector tempe_rgture: Cpllector materia_l: SB-1
. . . . . . 1Ln!oblum aIon(_1,2); sintered oxygen-containing niobiu(B,4); VPOC nio-
in Ref. 26, where the information in a considerable body Ofy; 1, (5 6. Emitter temperature, k: 20005 2100(2,6); 1873(3): 2073
experimental material from both Russian and non-Russiaq).
sources was considered. In particular, it was postulated in
Ref. 26 as a result of an analysis of the influence of additions
of oxygen on the increase in the electron temperature and atlata presented in this paper that only VPOC niobium is ca-
the voltage drop in the interelectrode space that these effectmble of releasing a considerable amount of oxygen at the
are associated with the presence of some volatile oxides afllector temperatures. Hence, it would be expected that a
refractory metals in the interelectrode space, which fornthermionic converter with a collector made from such a ma-
negative ions in the discharge plasma and thereby degraderial will have improved output characteristics.
the space-charge neutralization conditions. When any Figure 6 shows the output characteristics of an experi-
oxygen-containing material is used in the collector, it followsmental thermionic converter with a collector made from
from the results presented above, as well as from the data MPOC niobium containing 0.65 wt % oxygen. For compari-
Ref. 16, that niobium monoxide molecules can appear in theon, the figure also shows the analogous data for a device
interelectrode space at collector temperatures in the rangeith a collector made from the SB-1 niobium alloy with an
1000-1100 K only as result of bombardment of the collectoroxygen concentration in the niobium matrix at the $ovt %
surface and only in the form of positively charge ions. At thelevel (the remaining oxygen is bound in ZgQorecipitate$
same time, when VPOC niobium is used in the collector, theand for a device with a collector made from sintered oxygen-
temperature level just indicated is perfectly adequate for theontaining niobium containing 0.37 wt % oxygen. In the last
appearance of oxygen in the interelectrode space. Both thease the data were taken from Ref. 6. Single-crystal “vapor-
ionization of oxygen atoms with the formation of'Cons  phase” tungsten chloride served as a the emitter material.
and charge exchange on ions of the monoxide with the forThe electrode gap measured 0.25 mm.
mation of negative NbO ions are possible to some extent in It should, first of all, be noted that there is a general
the interelectrode plasma. While in the former case thdendency for a significant increase in the level of the specific
space-charge neutralization conditions are improved, in theutput power of thermionic converters when oxygen-
latter case they are degraded, as was suggested in Ref. 26.dontaining niobium is used in the collector. This is in good
addition, under these conditions both oxygen neutrals whiclagreement with the facts which have been demonstrated re-
have escaped being ionized and the monoxide ions that hayeeatedly before. Another significant point is the shift of the
undergone charge exchange impinge on the emitter, promopeak power of the thermionic converters toward higher col-
ing emission, as has been reportefi?® It can be asserted lector temperatures. It is noteworthy that the temperature co-
that among the entire variety of processes in the plasma arefficient of the output power increases somewhat upon pas-
on the electrodes of a working thermionic converter, the prosage from the device with the “oxygen-free” collector to the
cesses associated with the release of oxygen from the colledevice with the collector made from sintered oxygen-
tor material play the main role. However, it follows from the containing niobium and rises sharply upon passage to the
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device with the collector made from VPOC niobium. Whenlector” component of the increase in the power of the de-
devices with different oxygen-containing niobium materialsvice, since the release of the oxygen-containing components
are compared with one another, two circumstances must ba thermionic converters can be neglected in this case. Ac-
taken into account. On the one hand, the device with VPOording to the data in Fig. 6, this effect amounts to less than
niobium was tested at somewhat higher emitter temperature30%. Thus in the case of the device with VPOC niobium,
(by 27 K for the maximum emitter temperatiuréOn the  more than 40% of the power increase corresponds to the
other hand, the device with VPOC niobiuflike the device increase in emission due to the participation of the oxygen
with the SB-1 niobium alloyhad a cylindrical electrode ge- released from the collector in the adsorption dynamics on the
ometry, unlike the device with sintered oxygen-containingemitter surface. However, it should be noted that the contri-
niobium. The latter had flat electrodes. Apart from thebution of the “collector” component can, in fact, be even
known advantages of “flat” experimental devices, in thelarger. The fact is that the presence of oxygen and oxygen-
present case the fact that the flat single-crystal tungsten emigontaining compounds near and on the collector surface can
ter had the form of a singlé110) face with maximum appreciably diminish the “oxygen” effect due to the forma-
emission-adsorption efficiency was significant. As we knowtion of a thin semiconductor film consisting of cesium oxides
an emitter made from the same material, but with a cylindri-or of cesium/oxygen/electrode-material oxide composites on
cal emission surface, has six sites correspondingltd) the collector surface and to the increase in electron reflectiv-
directions on the lateral surface in the best case with théy-

(111) axial orientation. A comparison of these surfaces at the  In conclusion, it can be presumed that the characteristics
maximum possible work functiéf reveals thatp=5.3ev  of a highly efficient thermionic converter with an oxygen-
for a flat WM(110) face and that=5.0 eV for a cylindrical W containing tungsten emittércan be improved considerably
(111) surface. This circumstance is certainly more signifi-by using VPOC niobium with the optimum oxygen content
cant than the small difference in temperature. Nevertheles@s the collector material in such a device.
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