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The scalarization method is used to obtain a dispersion relation for capillary oscillations of a
charged, conducting drop in a viscous, dielectric medium. It is found that the instability

growth rate of the charged interface depends substantially on the viscosity and density of the
surrounding medium, dropping rapidly as they are increased. In the subcritical regime

the influence of the viscosity and density of both media leads to a nonmonotonic dependence of
the damping rate of the capillary motions of the liquid on the viscosity or density of the

external medium for a fixed value of the viscosity or density of the internal medium. The falloff
of the frequencies of the capillary motions with growth of the viscosity or density of the

external medium is monotonic in this case. 1®98 American Institute of Physics.
[S1063-784298)00109-3

INTRODUCTION

au'® 1
at Z—va(a)-f— V(a)AU(a); a=1,2, 1)
A study of the electrostatic instability of a charged drop p

of viscous liquid suspended in another viscous liquid is of . . . .
N . ) . . .~ “(whereA is the Laplacian operatprthe equation of conti-
significant interest in connection with numerous application

. . : : : . o Snuity, reduced in the case of an incompressible liquid to the
in which such an object figures: in technological applications.qition

involving the uniform mixing of immiscible liquids, in prac-

tical applications involving the combustion of liquid fuels in V.ul@=0, 2)
regard to the mixing of the fuel and oxidizer, and in geo-

cited thereif). Nevertheless, many questions associated withquids r =R for the tangent components

this problem have so far been only scantily investigated be- EDIE) 3)
cause of the complicated technique of the experiments and o

the difficulty of the theoretical calculations. This also per- u® =y 4
tains to the effect of the viscosity and density of the media ¢ ¢
on regularities of realizations of the instability of the chargedand normal component
surface of such drops.
1. We consider a system consisting of two immiscible 1_ (2%
incompressible liquids with densitigs® and p® and ki- at

netic viscosities!) and»(?). As a result of the action of the
forces of surface tension, whose coefficient we denote,as ©f the velocity field, dynamic boundary conditions for the
the inner liquid, to which we assign the indé), takes the tangent components

form of a spherical drop with radiuR. The outer liquid,
identified by the index?2), is assumed to be unbounded. A
chargeQ is found on the interface of the two liquids. Further

1ouP aul) 1
Mo _ 2,
6

(1) +
r 06 or r

1)

o

p

we assume that the liquid in the drop is a perfect conductor, 10u?®  au@ 1
and the liquid of the medium is a perfect insulator with di- =p@p2 - a_rg &f - Fu(az) , (6)
electric constant. We will find the spectrum of normal
vibrations of the interface of the two liquids. 1 au®  au®
In the spherical coordinate systamé, ¢ with origin at p P — -yl
the center of the unperturbed drop the equation of the inter- r-sing de or '
face of the two liquids has the form=R+ £(6,¢,t). The 2 @ 1 aut? &ufpz) 1 o
system of hydrodynamic equations, linearized about the =PV Teing ge T ar rle | )
equilibrium spherical state, consists of the Navier—Stokes
equation and normal component
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ﬁl) one of the densities or a combination of them with the units

- p<1)+2p(1)v(1)é’—r+ Po— PE of density equal to unity in all the equations of the system.
We setR=1 ando=1 at once, but we will choose the

ou'? quantity with dimensions of density later from considerations

r

=—p@ 42,242
p PV

(8) of convenience. To transform back to the old basis, it is

necessary to divide each quantity encountered in the equa-
of the stress fields, the condition of constant volume of thejon by its corresponding dimensionality.

two liquids 2. We now scalarize the problem using a procedure de-
scribed in detail in Ref. 5. The velocity field, as an arbi-
f £(0,0,1)dQ=0 (9 trary vector field, can expanded into a sum of three orthogo-
@ nal fields
and the condition of immobility of the center of mass of the - - -
system relative to the chosenysystem of coordinates u(r, B =Ny ®1(r,t) + NaWo(r,t) + NgW(r,1), (13
where¥; (i=1,2,3 are scalar fields. By virtue of orthogo-
JQS(G,cp,t)erdQ:O. (10 nality of the fieIdSNi\I'i

Here &, u, andp denote the perturbations of the shape of the f (Ni\Ifi)* ~(|§Ij\lfj)dV=0 (i#j),
interface, the velocity field, and pressure field, respectively; v
P, is the perturbation of the pressure of the surface tensiowhere the symbol * denotes the complex conjugate, and the

forces integral is taken over all space, the vector operators should
. satisfy the relations\;" - N;=0(for i#h), whereN;" is the
pa(§)=—§(2+Ag)§, (1) Hermitian conjugate of the operatd¥;. For the problem

under consideration, it is convenient to choose these opera-

pe is the perturbation of the pressure of the electric fieldtors in the form
associated with capillary deformation of the interfasee R,=V, RN,=Vxr, NSZVX(VXr),

Appendix A
2 Ni=-V, Ny=rxV, Nj=(rxV)xV.
Pe(6)="- 2me ¢ Substituting expansiofl3) into the condition of incom-
5 o L pressibility (2), we obtain
* T 2 (M DP(p) f EPn(m)dp, AV=0, (14)
(12) Substituting expansion13) into the Navier—Stokes
quation(1), allowing for commutativity of the operatof$,

A is the angular part of the Laplace operator in sphericaE

: . . ndA, gives
coordinates,P,(«) are the eigenfunctions of the operator g

Aq, anddQ is the solid angle element. [ ov® 1 [ owyY
In order to simplify the solution of the problem, it is 1 — VAW + mp(“) +N2( n

useful to transform from the MTL-dimensional basis, where p

M, L, andT represent units of mass, length, and time, re- . <3ﬂ>

spectively, to another, more suitable basis which decreases — AT | +N; - V(“)A‘I’éa)) =0.

the number of parameters of the problem. It is convenient to _ _ _ _ _
choose thepRo basis. The formulas connecting these two  Acting on this equation successively with the operators
bases have the form N;", we obtain three independent equations

[p]=ML73, [R]=L, [o]=MT 2

o1 A
N.*-Ni(—p<a>5li+—'—v<a>Aqf§“>)=o, (15)
[M]=pR®? [L]=R, [T]=R¥p"%s" 12

' p(a) ot

We write the dimensions of quantities in the old and in'WNe€redi; is the Kronecker delta.

the new basis Since the operatofls; - N; andA commute, they possess
I 3 o g a general system of eigenfunctions. Here the eigenvalues of
[r]=[£]=L=R, [p]=ML T =R "o, these operators corresponding to one or another eigenfunc-
[U]=LT =R 12,~ 12,12 tion are, general speaking, different. Equatid®) implies
that either the fieldp §;; and¥; should be expanded in the
[v]=L2T 1=RY%p 12512 eigenfunctions corresponding to the zero eigenvalue of the

[t]=T=R¥2,12, 12 operatorsN:" - N; or the following equation is valid:
(@)

To transform to theRo basis, it is sufficient to set the ! ple) 5+

(9] (a) _
. AS| ) = PV YAPY=0. (16)
radius of the drop R, the coefficient of surface tensigmand p
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It is obvious that the first possibility would be to great a " d " @ 9 @
restriction; therefore we assume that Eg6) follows from Wy o rWe | — | W o r T =0, (23
Eq. (15). Taking condition(14) into account, we obtain the
scalar analog of Eq41) and(2), which consists of the fol- qf(21>_qf<22>:o_ (24)
lowing set of independent scalar equations of the fields N )
AW(@) Conditions (23) and (24) give the scalar analog of
' boundary condition$3) and(4). After applying the identical
(a) &‘I’i(“) B procedure we obtain the scalar analog of boundary condi-
AW = (A= o) 5 =0 A7) tions (6) and(7)
i . (1) 24 (1)
and an expression for the pressure fipld R 2i vy N IV B (2+AQ)\P(1) 2,2
é,\l,g-a) ar r ar? r2 3
pil==p! (18 ) 2@
We now substitute expansid3) into boundary condi- ar r ar? r2 S
tions (3) and(4). We obtain two equations
19 d d W,y L 22 |_ @, L2 |-
Fa_a[ q,(ll)_'_ﬁrq,gl) _[\Pf)—kﬁrq’?“ oy rar . p' v rﬁr ; 0. (26)
J The scalar analogs of boundary conditioi® and (8)
i &—{\p(21>_xp<22>}=o, (190  follow at once after substitution of expansi¢h3) and the
Sin o de expression for the pressure fidltid)
1 4 ” d d (1) 2)
ol lap g upe eapl| L
r sin 6 do ar ar or ~AqWyT= o CAgWyT= L (27
d
— @) @ — (1) 24 (1) (1)
ot V2 ~V21=0. 20 p WL o,y ‘1’21 _2p<1>,,<1>Am;ir \Pr
We act on Eq(19) with the operator
(2) 23 (2)
1 9 9y
= 2y +p,—pe=|p? +2,@3,2
sno g SN 0, Pe—Pe=| P p o2
and on Eq.{(20) with the operator P2
—2,2 2 1_3] (28)
1 4 P Qor ¢ I
sin 0 do

The condition of constant volumé9) remains un-
and add them. As a result we obtain changed, and from the condition of immobility of the center
of mass(10), upon expanding the spherical basis vegon

AQ[ VAORE ir\ygl) - [\I,(l2>+ ir\pgm ] =0. (21 the constantbasis vectors of the Cartesian coordinate system,
ar ar we obtain
We act now on Eq(19) with the operator
J & cos 9dQ) =0, f £ sin 6 cos dQ) =0,
7 o o
sinf de’
and on Eq(20) with the operator fﬂf sin 6 sin ¢dQ1=0,
_L 9 sin 0 or, what is the same thing,
sin @ 46
and subtract the second equation from the first. As a result f £Y1,dQ =0, (29
we obtain 0
AQ{‘P(Zl)_ \I,(22>}: 0. (22) whereY,, are the spherical harmonics — the eigenfunctions
of the operatorA, — corresponding to the eigenvalues
Equations(21) and(22) can be satisfied by choosing the —m(m+1), m=0,1,2...,—m=<n=<m.

eigenfunctions corresponding to the zero eigenvalue of the  From the obtained system of equations we see that the
operatorA g = —N; . Nz. However, as in the case of Eq.5), field ¥, has no effect on the variation of the shape of the

this would be too great a restriction. Therefore we choose theurface since the problem of finding it does not depend on
second possibility, in which the expressions in braces vanish,, V3, or £ and it does not enter into the equations deter-

ie., mining ¥,, V3, andé.
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3. Let us go on now to the solution of the ordinary scalar 2TV (r)
boundary-value problem. We seek the solution of Eg3) pV| STV (r)+2p 12
and the function¢ in the form of a spherical harmonic ex- ar
pansion (r)
+2vYm(m+ 1)— ]
W= W)Yy eXpSY, '
m,n
P (r
—p@ sq,<12>(r)+2,,<2>;2()
E=D ZY,eXp(SY). (30) ar
m,n
We drop the indicesi andm of the quantities¥V{*(r) andZ +22m(m+ 1)_ ()
for the sake of simplicity. From condition®) and (29) we r
obtain thatm#0 and m+ 1, therefore in what follows we P
assume thamn=23,...,—n=m=n. The pressure of the +|(m=1)(m+2)— Q_(m_l)}zzo, (34)
forces of surface tensiofl1) now take the form Ame
v (r)—w@(r)=0,
Pe=2, (M—1)(M+2)ZYp, expSt). (3D) 2 (=¥
m,n
’ 9 wH(r) 9 wR(r)
The pressure of the electric fief#l2) now takes the form p M) — Eria— —p@2 — TR =0. (39
2
Pe= 4Q 2 (M—1)ZY,,, eXp(St). (32) The solutions of Eqs(33) have the form
- . . . W) =byr™  Wi(r)=cyr~ ™Y,
Substituting expansiong0) into Egs.(17), we obtain
equations for the radial functions i (Xqr) Ken(Xof )
z(r) bz , 2( )=CoT (o~
W) 2dv(n) [ s m(X2) km(X2)
2 + = d ( )(1 5ll)
dr r r ¢ Im(X16) Km(Xar)
W3(r)= by~ Wi(r)=cs (36)
im(Xq) ’ Km(X2)
m(m+1) (@)
T | (=0 (33 where x,= VSr7, Xp=VSvy: in(x), and ky(x) are the

modified Bessel functions of the first and third kind, respec-
Substituting Eqs(30)—(32) into Egs.(23)—(28), we ob- tively.

tain boundary conditions for the functiotis{®(r) We now substitute the solutions for the radial functions
W{*)(r) (36) into the system of boundary conditiori34).
[ (r)+ rq; ”(r)} [ 2)(r)+ rq}(z)(r) =0 Employing the following recursion formulas

in() im0 m

(1) 2\ (L) = _
pD D 22 i L7 LR im(X)  Tm(X) ’
ar r C;:rz
im0 2ima(x) m(m—1)
+(m—1)(m+2)\p(31)(r)l_p(2>,,(2> m() X im(X) x|
k/,(x Km_1(X) m+1
(r) (92\1,%2)“) m( ):_ m 1( )_ ,
x| 22 Km(X) Km(X) X
ar r (9|'2
Kn(¥) 2 Kkp_1(X) (m+1)(m+2)
(2) - 2 (37)
+(m=1)(m+2)¥(r) =0, k(X)X Kp(X) X
D for the modified spherical Bessel functions, after some trans-
awy(r) (1) formations we obtain a homogeneous system of linear equa-
———+m(m+1)¥;"(r) . . -
ar tions in the coefficientd,, ¢4, bs, c3, andZ
JVE(r) i
—| ———+m(m+1)¥P(r)| =0, byt baf g 2 )
ar Lin(Xy)
J¥M(r) Km-1(X2) }
— M(ry-sz= —Cy+Ca Xg————+m|=0,
i +m(m+21)¥3”(r)—SZ=0, 1788 %27 (%)
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i X
p1ve] 2(m—1)by+bg —2 1L(1)+xi+2(m—1)
I m(X1)
(m+1) P2V2 2(m+2)Cl
k X
+cgl 2x 2%()Z)ergﬂLZm(erZ)

mb; +m(m+1)bs;+(m+1)c,—m(m+1)c3=0,

mb;+m(m+1)b;—SZ=0,

p1) (S+2vym(m—1))b;+bg2v;m(m+1)

i m1(X
xlim(l—)((l)l)Jr(m— 1)” —pz[(s+ 2v,(m+1)

Km-1(X2)

X(m+2))ci+Ccz2vom(m+1)| X
( )) 1 3 V) ( ) 2 km(Xz)

Q2
+(M+2)|;+| (m— 1)(m+2)——(m 1)|Z

The given system has a nontrivial solution only if the
determinant of the matrix of coefficients of the unknovims

cq, by, C3, andZ is equal to zero

a1 Ap a3 Ay s

ass
ags| =0,

Aus

dy1 QApy QApz Ay

det| @31 az; azz Az

Qq1 Qg Ay3 Ay

ds; Aasy dsg

where

a11= 1, a12: - 1,
Km—1(X2)

g o) ™

a4~ a;5=0,

an=2(m—1)pyvq,

ay=2(M+2)p,vy,

i
y3=p1Vy 2x1 m1(X) x§+2(m—1)(m+1)}
Im(X1)
Km—1(X2)
Aoy= — PV 2X 2m+xz+2m(m+2)
X2
a»x=0, azx=m, agp=(m+1),
azz=m(m+1), azg,=-—m(m+1), az=0,
au=m, az=0, az=m(m+1), au=0,
==,

as1= p1S+2m(m—1)p1vy,

as5y=— p2S—2(M+1)(M+2)p,v,,

(38)
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FIG. 1. ReS=ReS(W) and ImS=Im S(W) plotted as functions ofV.
m=2, »,=0.01,v,=0.1,p,;=1, p,=1.5.

im+1(X1)
Yim(xe)
« Kim—1(X2)
2 km(X2)
2
a55=(m—1)(m+2)—m(m—l).

a53=p11/12m(m+ 1) X

+(m—1)},

dgy= p21/22m(m+ 1) +(m+2) i

(39

4. Numerical calculations of the determind38) taking
relations(39) into account lead to the trends illustrated in
Fig. 1, which plots the dependence of the real partSRe
=ReS(W) and imaginary part I®=Im S(W) of the fre-
quency for the second mode on the Rayleigh parameter
W=Q?/(16meoR3): the growth rate(branch?2) for ReS
>0 and damping rates for F8<0 of the damped periodic
(branchesl) and aperiodigbranch3) capillary motions of
the drop in the medium. The branches of the dispersion re-
lation with numbergl—7, etc. correspond, according to Refs.
5 and 6, to dissipation of the energy of the vortical poloidal
motions.

Figures 2 and 3 plot the dependence of the real part
ReS=ReS(v,) and imaginary part Id=Im S(v,) of the
complex frequency of the capillary motions of the liquid in
the drop and of the liquid surrounding it as functions of the
dimensionless viscosity of the medium in the subcritical
regime in the absence of charge on the interfdte0 (Fig.

2) and in the supercritical regime fa/=2 (Fig. 3). Note
that the critical value of the Rayleigh parametefs=1.

Figures 4 and 5 plot the dependence of the real part
ReS=ReS(p,) and the imaginary part 118=Im S(p,) of
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ReS ReS
1 1 0 1 i
0 15 3, ( § 10 b,
\-—_—_/7
1
o .
N
-1 5 -1+ 5
§
7
Z -
7
7
N 0 | 1
0 3v, 5 10 p.
1
-1
-2f

_ _ . . FIG. 4. ReS=ReS(p,) and ImS=Im S(p,) plotted as functions op, in
FIG. 2. ReS— ReS.(VZ) and ImS=Im S(v,) plotted as functions of, in the subcritical regime foW=0. m=2, v;=0.01, v,=0.1, p;=1.
the subcritical regime fow=2. m=2, »,=0.01,p;=1, p,=1.5.

the complex frequency of the capillary motions of the liquid Pelled by odd numbers. It can be seen that in the limit
in the drop and of the liquid surrounding it as functions of P2—0 the curves corresponding to the vortical poloidal com-

the dimensionless density of the medipmin the subcritical p(_)nent of the velocities of _the surroundirjg quuid_coalesce

regime in the absence of charge on the interfate0 (Fig. with the curves cor_r_espondlng_ to_th_e vortical poloidal com-

4) and in the supercritical regime fak/=2 (Fig. 5). ponent of the velomt_les o_f the liquid in the d.rop. the that in
In Figs. 2—5 the branches with numbers greater than the calculations behind Figs. 1-5, as the third scaling param-

correspond to vortical poloidal motions, which exist both in €7 We took the density of the liquid in the drop, i.e.,

the drop and in the surrounding medium. In the figures thé’lzl_'
poloidal motions corresponding to the drop are labelled by ~ Fi9ure 6 plots the dependence of the real part of the
even numbers, and those pertaining to the medium are |arequency on the dimensionless viscosity of the liquid in the

ReS ReS
Z -
s !
U

o

0—= X3 77, . , .
7 2 5 10 P
4, 3 ¥
5
6 J 6
_Z . 7'
~2F 7

FIG. 3. ReS=ReS(v,) plotted as a function of, in the supercritical FIG. 5. ReS=ReS(p,) plotted as a function op, for W=2. m=2, v,
regime forW=2.m=2, »;,=0.01,p,=1, p,=1.5. =0.01,v,=0.1,p,=1.
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ReS

FIG. 6. ReS plotted as a function o¥, in the supercritical regime for
W=2.m=2,1,=0.1,p,=1.5,p,=1.

drop ReS=ReS(v,) in the supercritical regimeW=2) for
all expressions scaled kpy. It is easy to see that the insta-
bility growth rate falls off gently withyv; (curve 1). The

Grigor'ev et al. 1017

[ m+ l(xl)
im(X1)

I(m— 1( X2)
2 Km(X2)

The above system of algebraic equations has a nontrivial
solution if the determinant of the matrix of coefficientshaf
andc, is equal to zero. This condition also determines the
dispersion relation describing the spectrum of vortical toroi-
dal motions in the drop and in the medium

imt1(X1)
X im(X1)

Km-1(X2)
Km(X2)

Numerical calculations based on the above dispersion
relation show that an increase in the dimensionless viscosity
of the liquid of the drop leads to a rapid increase in the
damping rates of the toroidal motions. The dependence on
the viscosity of the medium and densities of both liquids is
quite insignificant.

X1

+(m—1)}b2

+p@@ | x +(m+2)|c,=0.

+(m—1)}

+(m+2)|=0.

+p 22| x,

dependence of the growth rates of the vortical poloidal mo-

tions onv,, on the other hand, is quite noticealflaurves
2-7).

CONCLUSION

In our theoretical study of the capillary vibrations of a

f Figure 7 pLOtde[he de_:pelnden(;:e O_f thi rﬁall_pa_r('; 9f tEe‘charged, viscous, incompressible drop in a viscous, incom-
requency on the dimensionless density of the liquid in t epressible insulating medium we have found that the viscosity

drop ReS=ReS(p;) in the supercritical regimeW=2) for
all expressions scaled k. Curvel plots the falloff of the
instability growth rate of the interface with increasipg.
Curves 2-5, etc., which plot the damping rates of the
poloidal—vortical motions, depend @i very weakly, falling
with increasingp;.

5. Let us turn now to the problem of finding the vortical

toroidal component of the velocity field associated with the

scalar function¥,, which is determined by system of equa-
tions (35). Substituting expression86) into Egs.(35), and
employing recursion formula@7), we find

b2_C2=O,
ReS
2k
1
1+
0 71 z 37
34
..7 L 5l§
7

FIG. 7. ReS plotted as a function op, in the supercritical regime for
W=2.m=2, »,=0.01,»,=0.1, p,=1.

and density of the medium have a substantial effect both on
the structure of the spectrum of capillary motions of the lig-
uid in the drop and the liquid in the medium, and on the
regularities of realizations of the instability of the charged
interface: the instability growth rates fall off rapidly with
growth of v, and p,, and the damping rates of the vortical
poloidal motions undergo a considerable increase.

The decrease of the instability growth rates may mean an
increase in the probability of breakup of a strongly charged
drop into two parts of comparable size as was observed by
Ryce and Wymahand Ryce and Patriargheand a decrease
in the probability of breakup via the Rayleigh channel de-
scribed in Ref. 9.

APPENDIX

The electric field pressure at the interface of a conduct-
ing medium and an insulating medium is defined as follows:

iEZ

pE:87T

r=R+¢

Let ® be the potential of the electric field in the insula-
tor. We represent it in the forb =®y+ 5, whered, is
the potential in the absence of perturbations &dd is an
added term due to a small perturbation of the surface of the
drop. Thus

&
Pe=g— (VPo+ V(5P))°
™ r=R+¢
We expand this expression in a series out to terms of
order ¢ and 6®
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+87T

r=R+¢
e (VD)2

+
\_R 8 ar

2VD,- V(6D)

€ 2
pE”@(V@o)

r=R+¢

— € AV 2
_877( O)

r=R

+ :—W(cho) (VD)

r=R r=R

Making use of the fact that the electric field on the sur-

Grigor'ev et al.

From the boundary condition for the potential on the
surface of the drop we obtain

Q

&Ry’

; FoPn(p)=¢

Taking into account tha(tl_an(M)Pm(M)dM= Snms We
obtain

_Q
Fn—stf_lg(an(mw

face of a conductor is perpendicular to the surface, we obtain

_ & &(I)O 2 n 1

Pe=g 7 Tor 8w
r=R

1 9D,

2z o

d (acbo)z
or\ ar
A(6D)
ar

r=R

r=R r=R

The potentialP should satisfy the following conditions:
A®=0; ®—0 asr—x; and®=const forr =R+ £. Thus,
for ®, and 6P we have either

Ady=0, ASP=0;

®y—0, 6—0 asr—ox;

+ 6®|,_g=const forr=R
r=R

I,
Polr-pt & — =

or, setting®,|, _g=const, we obtain

ID,
6P| ip=—&——

r=R

Thus, for®, we find ®y=Q/er. We seek the solution
for 6@ in the form

sb=> F,
n

n+1
T) Pn(w),

where u=cos and P,(x) are the Lengendre polynomials
normalized to unity.

2

- 1
PP (n+ l)Pn(u)ﬁl§Pn(M)dM-
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Calculation of the critical conditions of instability in an electric field of a hemispherical
droplet on a hard substrate

S. O. Shiryaeva

Yaroslavl State University, 150000 Yaroslavl, Russia
(Submitted June 16, 1997
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The critical conditions of instability of a hemispherical drop of a conducting liquid lying on a
hard, electrically conducting substrate in an electric field parallel to the symmetry axis

of the drop are found. These critical instability conditions are found to be higher than those of
an insulating drop of the same size. 98 American Institute of Physics.
[S1063-78428)/00209-9

In various problems of technical physics and geophysicswhereR is the radius of the unperturbed hemispherical sur-
one encounters the problem of the electrostatic instability oface, £(0,t) is the axisymmetric perturbation of the surface
drops of a conducting liquid that have settled onto conducof the drop (mak|<R).
tors in an external electrostatic field. In particular, this prob- A treatment of just the axisymmetric perturbations is jus-
lem is associated with the problem of increased energy lossdéied by the fact that the critical conditions of excitation of
on transmission lines in rainy weathewith studies of the the axisymmetric modes of the capillary vibrations of the
relationships governing St. EImo’s fire, which is due to thesurface are lower than for the nonaxisymmetric modes.
ignition of a corona discharge in the atmospheric electric Nerefore, for the stated problem such a simplification is
field in the vicinity of water droplets settled onto tall €ntirely reasonable. . o
objects2™ and with the problem of the danger of fire and W& Wwill solve the problem in the approximation in
explosions in the washing out of highly flammable liquids Which we keep only terms linear ifE|/R. Wave motion of
from large storage tanksThe following discussion is based an ideal, incompressible liquid due to a perturbation of the

on a method described in detail in Ref. 6 and used in Ref. 7surface,§, is potential with velocity potential’(r,,t) hav-

1. We consider a drop of an ideal, incompressible, per-Ing the same order of smaliness |#/R and being a har-

fectly conducting liquid with densityp and coefficient of monic function

surface tensiofr, lying on a hard, flat, electrically conduct- AV =0, 2)

ing substrate. Let the entire system be found in an external

uniform electrostatic field,, perpendicular to the plane of WhereA denotes the Laplacian operator.

the substrate. The question of the equilibrium shape of such We write the boundary conditions on the free surface of

a drop is very complicated since it depends on the form ofhe drop defined by Eq(l). In the linear approximation

the adhesion forces between the drop and the substrat¥nere we linearize in the small quantities of the problem,

which are difficult to take into account. Therefore we assumdl€S€ boundary conditions pertain, as is customary in the

that the liquid wets the substrate and the contact angle igheory of waves of infinitesimally small amplituleio the

equal to7/2, the shape of the drop is hemispherical, and,unperturbed surface

ignoring the question of the state of equilibrium of this o9& oW

shape, we pose the problem of determining the critical con- r=R: T o

ditions of the instability of such a surface relative to the

electric and capillary forces. Despite the arbitrariness of the J

problem as posed, it allows us, to first order, to shed some ~—p——+dpe—p,=0, (4)

light on the question of the various conditions of excitation

of instability of a drop in the free state and a drop seatedvhere Spg and 8p,. are perturbations in the pressure of the

upon a hard substrate. electric forces and the pressure of the surface tension forces,
The equation of perturbed wave motion of the surface ofind have first-order of smallness.

a drop in spherical coordinates with origin at the center of  The solution of Eq.(2), bounded at the center of the

the base of the hemisphere andxis perpendicular to the hemisphere, has the form

)

plane of the substrate is written in the form -
W= Cy(t)r"P,(cos0), (5)
n=0
_ m where P,(cos®) are the Legendre polynomials, which sat-
r@,H=R+£6.1 (0$®$ 2)’ @ isfy the following conditions on the hemispherical surface

1063-7842/98/43(9)/4/$15.00 1019 © 1998 American Institute of Physics
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(1 for n=0, Bearing ansatz10) in mind, we substitute solution®)

for n=2k and (9) into boundary conditior{3) and, using property7)

' of the Legendre polynomials, we obtain a relation between
fl (k=1.23...), the coefficientsC,(t) andZ,(t)

o

Ph(x)dx= L (6)
° n =A, for n=2k, Cors1(t)=0,

<
=

(k=0,1,2,3...), Sz, (1)

C2k(t)= W (k=1,2,3...,0. (11

where
In order to apply boundary conditioiid), it is necessary
I to write out expressions for the perturbations of the pressure,
6pe and dp,.. The pressure of the surface tension forces on
a distorted spherical surface are kndwn

1 n—1) (n+1
Ly=(-1)2""Y(n-1)1, M,=2" — '\ =

flpn(X)Pm(X)dX
0

2 1 .
S -T2+

_ n(0) —
pcr_ pa- +5p0'_0- R R2

2n+1

for m=n,

wherep!?) is the pressure on the surface of the sphereland
for (n—m)=2k, is the angular part of the Laplace operator in spherical coor-
= (k=1,23...), (7)  dinates

o

LP,(cos®)=—n(n+1)P,(cos®).

=B,, for n=2l, m=2k+1,

o
3

2. In order to write out the pressure of the electrical

\ (1,k=0,1,Z...), forces, we mathematically formulate the problem of calculat-
hereF ( 1)%(m*”+1)nl i ing the electric field on the surface of the drop. The potential
w nm={(— 'm!,
n\ fm—1
2 ! 2 ! strate in the presence of an external, uniform electrostatic
field perpendicular to the surface of the substrate should sat-

¢ of the electric field near the surface of a perfectly conduct-
2 ing drop lying on a perfectly conducting flat, unbounded sub-
We also represent the perturbation of the surface of the drojfy the following boundary-value problem:
£(0,1) in the form of an expansion in Legendre polynomials

Grm=2"""Y(n—m)(m+n+1)

B Ap=0,
g(@,t)=n§O Z,(t)P,(cos®). (8 r—oo: @——Egz
It is obvious that as the surface of the drop vibrates, its r=R+¢& z=0: ¢=conse0. (13
volume should not vary, i.e., We represent the potential in the form
J:ﬁ J:lzjomgrzdrsin@d@dgo:§Wr3. ¢ ot o0, (14

where ¢, is the potential on the surface of the conducting
In the approximation linear ig/R the condition of con- hemisphere lying on a conducting substréte,
stant volume of the drop takes the form

R3
1 o= — Eoz 1- _3
f £(0,t)d(cos®)=0. r
0
3
Substituting expansio(8) into this condition and taking = —E,r cos@( 1— R_) (Ogg T ' (15)
. : 3 2
into account property6) of the Legendre polynomials, we r

obtainZy=0 andZ,,, =0 (k=0,1,2 .. .).Employing this

. : d¢ is the perturbation of the potential caused by the pertur-
result, we rewrite expansiof8) as

bation of the surfacg(®,t) and has first-order smallness.

* Substituting expansiofi4) into problem(13) and taking
g(@,t)=2 Zo (t)Poy(cosO). (9 into account the well-known solutiofl5), we obtain a
k=1 boundary-value problem fase

We assuméas is customary in the theory of the stability

of the solutions of differential equation¢hat the time de- A(o9)=0, (16)

pendence of the perturbati@i{®,t) is exponential, i.e., r—o: S¢—0, (17
Zy(t)~ exp(SY), (10 - do0

whereSis the complex frequency. =R 0=3: de=—¢om (18
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The solution of Eq(16), satisfying condition(17), has
the form

* n+1
5¢=n§0 Dn(t)(?) P,(cosO). (19)

Substituting solutiong19) and (15) and expansior(9)
into boundary conditior{18) for for ® = 7/2, we obtain

% n+1

> Dn(t>(— P,(0)=0.

n=0 r

Noting that P,(0)#0 and P, 1(0)=0 (k

=0,1,2...), it follows thatD,,=0 andD, 1#0, i.e., so-
lution (19) can be rewritten in the form

Pak+1(€0s0).

2k+2
| -

So=, D2k+1(t)( =
k=0 r

3. Substituting solution$20) and(15) and expansiofi9)
into boundary conditior{18) for r=R, we obtain

IZJO Dok+1(1)Poy41(cosO)

=3Ey>, Zo(t)cosOP,,(cos®). (21)
k=1

Expanding the product c@P,(cos®) in Legendre
polynomials
cos®P,(cos®)=a,P,,;,1(cos®)+b,P,_1(cos0),

B n+1 b= n
T 2n+1’ " 2n+1

a, (22
and adducing property’) of the Legendre polynomials, con-
dition (21) yields the following equation relating the coeffi-
cientsD oy, 1(t) andZy(t):

S. O. Shiryaeva 1021

The pressure of the electric field on the surface of the
perturbed hemisphere, after linearizing expressi#h in the
small quantities of the problem, is written in the form

1
Pe|—r+e=5_(E)? ~ =—[(Eg)*+2Ey5E]
8 r=R+¢ 8m
=P+ 5P,
9E3
0_""0
P =4 cog 0,
1 - Zok—2(1)
SPe~ ElSEg k§=:O ((k_l)aszaZKI R
Z(t)
(k= 1)ag- 1bactkagba: 11—~
Zok+2(1)
+kb2k+1b2k+2+T P2k(c0sO). @9

4. Substituting solutior{5) into Eq.(4), and also expres-
sions(12) and(25) allowing for relation(11) and ansatz10),
we obtain

pR_, 18E
ES

% 20
7R [(k—1)ag—1bo+Kkaybok:1]— E[l

2

] 18E2
—K(2K+1)]{ Zox—

IR (k=1)ag—2ak- 172k 2

+Kboi 1Dk 2Zok12]=0(k=1,2,3 . . .). (26)

This is an infinite system of homogeneous coupled equa-
tions defining the amplitudes of the various modes of the
capillary vibrations. It has a nontrivial solution when the
determinant of the matrix of coefficients of the amplitudes of
the modes vanishes. The condition that the determinant of
system(26) equals zero gives the dispersion relation of the
problem, which has infinite order:

D ok+1(1) = 3Eo[ Zo(t) @kt Zok+2(1) Doy 2] (23 471042 ya,b, —yhbsb,
Thus, the solution of boundary-value probldB) for —yayag 8710 +9-y(azb,+2a,bs)
the potential of the electric field in the described system has 0 —2ya,a
5
the form(14), (15), (20), and(23).
The electric field vector is given by
Eli—r+s=—Vo~3EycosOe 0
w (2k+2) —2ybsbg
+ D t)——P cos®
[ go 21 g 2+ 1 ) 12710 + 20— y(2asbs — 3agh;) o
Z Zyl(t
—6E, E 2 )cos® P, (cosO) e
k=1 R
i 5 t 1 dPy. 1(cos®) where
&, PanUg do 9 E3R pR®
y= W, W= ——, = _82,
= (M) 4 T o
2k .
+3Eo kzl R SiNOP(cosO) eo] anda, andb, are defined by Eqg22).
In the zeroth approximation and neglecting the interac-
=Eqy+ SE (24)  tion of modes described by the nondiagonal terms of the
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above determinantdispersion relation we obtain the fre- (k=2,46...).
guencies of the capillary vibrations of theh mode in the
form

The surface of the drop becomes unstable when the
square of the frequency passes through z&o=0) and

5 20
S°=——Kk| k(k+1)—2

pR®
becomes positive. Thus, the critical conditions of instability

_W9k[(2k+ 1)(2k?—1)—4Kk] of a hemispherical drop follow from the dispersion relation
4m(4k2—1)(2k+3) for =0
2—yaybs —yhbgb, 0
—yaa; 9—y(agh,+2a,bs) —2ybshg
0 —2ya,as 20—y(2asbg+3agh;) ... —o. 27)

Solving this equation by the method of successiveCONCLUSION
approximations, one can obtain the critical conditions of ex-
citation of the various modes of the capillary vibrations. By way of the above analysis we have shown that a drop
Thus evaluation of a third-order determinant allows one td®f conducting liquid that has settled onto a conducting sub-
determine the critical conditions for the second, fourth, andstratg is more stable in an external uniform electrostatic field
sixth modesw,~7.79, w,~30.87,wg~57.75. From these than is a free drop of equal volume.
values it is clear that as the external field is increase,
the first mode to lose stability is the second one. This value
of the parametew defines the threshold of stability of the
surface of a hemlspher-lcal drop;=7.79. For compa}r-lson, 1E. M. Bazelyan, B. N. Gorin, and V. I. LevitoRhysical and Engineering
note that a free drop with equal volume loses stabilityvat  Fundamentals of Lightning Protectiofin Russiai, Gidrometeoizdat
=2.62(Ref. 11). For the critical value of the field strength of (1978, 224 pp. ' _ _
the external uniform electrostatic field in which a hemi- A ! Grigorev,I. D. Grigoreva, and S. O. Shiryaeva, J. Sci. EXpl163
spherical drop becomes unstable, the above result implies afn p érigor'eva and S. O. Shiryaeva, Zh. Tekh. F&(9), 203 (1994
increase by a factor of roughly one-and-a-half in comparison [Tech. Phys39, 973(1994)].

with the critical value of the field for a free drop of equal 'O A- Grigorev and S. O. Shiryaeva, Zh. Tekh. F6(2), 23 (1996
[Tech. Phys41, 124(1996)].
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On the basis of an analysis of a derived dispersion relation, it is demonstrated that there can be
two different types of instability relative to the free charge of a charged, planar interface
between two viscous immiscible liquids with finite electrical conductivity in a gravitational field.
For large values of the surface charge density, depending on the viscosities and ratio of
conductivities of the media, one can observe either an aperfotlitbe Tonks—Frenkel typeor
oscillatory instability of the interface. Increasing the viscosity of the lower liquid leads to

a substantial drop in the increments of the mentioned instability types and alters the critical
conditions for manifestation of the oscillatory instability, whereas varying the viscosity

of the upper surface has only a very weak effect on these characteristics99® American

Institute of Physicg.S1063-784£98)00309-3

The phenomenon of instability of the interface of two divU;=0, A®;=0, E;=—gradd;, 2),(3)
immiscible liquids, differing in their physical-chemical prop-
erties, has been investigated in various limiting situations z——%«: U;=0, (4
more than a few times in connection with numerous physi-
cal, geophysical, and technical problefsee, for example, E1=E1on;, ()

Refs. 1-4 and the literature cited thepeiiNevertheless,

many questions associated with this phenomenon have been

only sparsely studied because of the cumbersomeness of the E.—E @)

dispersion relations which obtain even in idealized models 2 -20"z"

and admit an analytical analysis only in asymptotic situa- |n these expressiorB; = P;(r,t) is the pressure and;

tions. The present paper investigates the influence of the vis= U;(r.t) is the velocity field inside th¢th liquid; g is the

cosities and electrical conductivities of two liquids in contactacceleration due to gravity, ang is the z basis vector, and

on the stability of a flat, charged interface between them and denotes the Laplacian operator. On the interface of the two

on the spectrum of the capillary motions that arise. media, perturbed by capillary wave motion, described by the
1. Let two immiscible, viscous, electrically conducting equation z= £(x,y,t), the following boundary conditions

liquids fill all of space in the gravitational field. Let the un- should be satisfied:

perturbed interface between them coincide withXhéplane

z—w:  U,=0, (6)

of a Cartesian coordinate system whasaxis point up, in Amx=e1(ng,Ey) +ea(ny,Ey), ®)
the direction opposite the force of gravity. We take the upper

liquid with kinematic viscosityyl anq densityp; _fil_ling the &—%+divs(xUT+ #DE,)+ ay(ny,Eq) + op(Ny,Ep) =0,
half-spacez>0 to be conducting with conductivityg, and at

dielectric constant,. The lower liquid fills the half-space 9
z<0 and has kinematic viscosity,, densityp,>p,, dielec- p

tric constante,, and conductivityo,. We also assume that dive=—+ —, ®,=,, (10)
the unperturbed interface is uniformly charged with surface ox - ady

charge densitye and possesses surface tension with coeffi-
cient v, and that the charge carriers on the interface have
mobility b. We describe the electrostatic fielHs andE, in Py
the upper and lower regions with the help of the electrostatic Uj,~—,
potentials®, and ®,, respectively. Armed with the above at

tools, we write the following linearized system of equations .

to help us identify the conditions under which the instability —1[(71(n11V),U1)+(n1(717V),U1)]
in the described system is manifested: p1

U1(r,t)=U2(r,t), (11)

=12, (12

U, (a1 ), Up) + (ng(7,9).Up) =T,

1 .
STy Al rAUFg =12, @

(13

1063-7842/98/43(9)/5/$15.00 1023 © 1998 American Institute of Physics
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dU,,
iz

U4,
Jz

P,—Py+2vp, —2vpq =P,+P,. (14

In these relations

%L

NG

Py

is the pressure of the surface tension forces under the p
turbed liquid surfacé;

P%: le_ P%27

Pi=go (. E)*~ (7 B2 (i=12 13

is the electrostatic pressure on it due to the presence of sur-

face charge distributed with surface density
H%: Hxl_ HxZ )

ij::_;(ni’Ej)(Tj’Ei) (1=1.2 1

e

Belonozhko et al.

Substituting expressionid 7)—(20) into Egs.(1)—(16) al-
lows us to obtain a homogeneous system of six linear equa-
tions in the six unknown constanfg, B;, D;. Setting the
determinant of the matrix of coefficients of the unknown
amplitudesA;, B;, andD; equal to zero is a necessary and
sufficient condition for the existence of a nontrivial solution
of the problem. This condition gives the dispersion relation
frgr the spectrum of capillary motions of the liquid in the
analyzed system. In dimensionless variables, in which
g=p,=7vy=1, and the characteristic scales of the dimen-

sioned quantities have the form
P29

1/4 1/2
( '}’) ’ Px =P2; B*:\/p—1

1/4 1/4

1/4
( 3) 1 W*: Vpg 1
P29

the dispersion relation can be written in the form

Pzg3
Y

Sk = *

)

’)/3

P39

’)’3

P39

Y

is the electrical part of the tangential components of the

stress tensort; andn; are unit vectors tangent and normal to
the surface of thgth liquid, respectively, and the notation
(...,...) isused for the scaladot) product.

2. We will solve problem(1)—(16) using the classical
methods® of hydrodynamics, dividing the velocity field;
=Uj(r,t) into two components: a potential compongwith
velocity potential ;(r,t)] and a vortical componenide-
scribing the current functiogy;(r,t)]

9%

Xox o 9z

_d¢p Y
Ugj=—  + o (1=12. (17

The pressured?(r,t) and P,(r,t) in the upper and
lower liquids can be written in the form

T

+pi9¢ (=12 (18)

We seek the scalar functiorg and ¢; in the forn®
o1(X,z,t)=Aexp( —kz)exp(st—ikx),
P1(X,z,t) =B exp(— g 2)exp(st—ikx),
@o(X,2z,t) =A,exp kz)exp(st—ikx),
¥(X,2Z,t) =B,exp(g,z)exp(st—ikx),
9P =k?+s/v;. (19)

The electric field in the upper and lower medium is de-
fined by the potentials

®,=Eyz+Dexp(—kz)expst—ikz),

®,=Ey,z+ Drexpkz)expst—ikz), (20

wheres s the complex frequencis the wave number, and
A;, Bj, andD; are constants.

— a¥(s%Z2,Z3+skOd) —sk®HA + 23(s*(p+1)
XZ,—4s2k32(p—1)2d+4s3k?v(p—1)
X Z,+4pstk) +Z5(s°k?0Z,+s%kO(p+1)d
+Kk?(H+ As)(s°Z,— 2sk®v(p—1)d)=0,
where
Z,=p(VKZ+ /v = k) + (VP + s/ vy k),
Z,=p(VKZ+ /v, k) — (Vi +s/vy k),

€
23:1+ S,8+ BkB \/mllﬂw,

d=(Vk®>+s/v;— k) (VKk?>+s/v;—k),

_O'l _81 _ 81+82
7= oy’ 8_82’ _47T(crl+0'2)’
b SIE%O
B= , =p.lp,, W= ,
m P=P1IpP2 At
a?=Z4(k(p—1)—k3+k?F, F=F;+F,,
FooWI1 1-0 1l+eo?
WA\ SBT ot s )
2
FoeW 1+ 2| 1+ | BkB\/ ——4mW
2 g g 1+¢ ’
Hew| 1+ 7| sgl 1 229] 1 27
B & B 1- 1+e| 1+0)’
A=wg| 1+ Z|[1-7
=Wa & S 1+e)
0=W(1 1 o
=W(l-e0)B “Ire |
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FIG. 1. The real Rg(o) and imaginary Ins(o) parts of the complex frequency, plotted as functions of the ratio of conductivities of the upper and lower
liquid for k=1, v,=v,=0.02,6=10, 8=0.01,W=2.15,b=0.01 and the following values qf: 1,2— 0.001;3,4— 0.01;5,6 — 0.1;7,8— 0.5; a —
coarser scale; b, ¢, d — left side of a plotted on a finer scalp$00.001, 0.01, and 0.1, respectively. The branches with the even numbers for the &rabch

(the dashed curves are the branches lying on the lower sheet of the Riemann surface — the unobservable solution

3. Figure 1 presents results of a numerical analysis of thelamping decrement is maximum fer=2. Foro>4 the real
dispersion relation(21) in the form of curves plotting the part of the branches of the wave motions becomes positive,
dimensionless complex frequensyas a function ofo, the  which implies the onset of exponential growth of the wave
ratio of conductivities of the upper and lower liquids amplitudes. The frequencies of the unstable waves and their
(o=0,/0,) for different values of the parameter k=1, increments grow with increase of. The influence of the
and W=2.15>W, (using the indicated scalingVv, =k parameterp on the character of the solutions in the region
+1/k=2 is the critical value of the paramet@f for realiza- 0.5<0 <> becomes noticeable only fa=0.1 and reduces
tion of the Tonks—Frenkel instability far,=0, Refs. 7 and to a lowering of the decrementfor 0.5<¢<4) and incre-
8). On the scale shown in Fig. 1la some details important foments(for o>4) of the wave motions. The physical mean-
an understanding of the physical essence of the problem ameg of the appearance of an oscillatory instability in a elec-
invisible and are replotted in Figs. 1b and 1c on a finer scalé¢rostatic field normal to the interface is connected with
[the numbering of the branches in Fig. 1d was chosen witldriving of thermal capillary waves by waves of electric
the configurations of Figs. 1b and 1c in mintt can be seen charge redistributing itself over the interfa¢electric-field
from the figures that in the larger part of the region of varia-pressure waves If, on the other hand, the density of the
tion of the parametes (0.5< o< 7) the nature of the solu- upper liquid is less than the density of the lower liqad is
tions depends only weakly on the ratio of densities of the twahe case hejethen the oscillatory instability of the interface
liquids p [branched, 3, 5and2, 4 merge on the scale of Fig. is realized. In all probability, it is just this instability that was
1a). In all of the cases under consideration the regionobserved in the experiments of M. D. Gaboviehal?®. It is
0.5<0<3 stands out. This is the region in which aperiodic clear that the oscillatory instability of capillary waves on the
instability is realized(the branches with odd numbers lessinterface of two viscous liquids should substantially depend
than 10). The increment of this instability reaches its maxi- on the viscosities of both liquids.
mum at c=2, and asc increases to 3 the real part of It follows from Figs. 1b-1d that forp<0.01 the
branched, 3, 5, 7passes through zero and becomes negativédgranches of the oscillatory motiors and 4 begin at the
describing aperiodically damped motion of the liquid. With branch point(at =0.05) formed by the branch of the ape-
further increase ofo these branches pass into the lowerriodic instability identified ato=0 with the Tonks—Frenkel
sheets of the four-sheet Riemann surface on which the disnstability [the odd branches with numbers greater thaimn
persion relation21) is defined. Figs. 1b—1d and the charge-relaxation bran¢the even

Besides the aperiodic instability, wave motion is alsobranches with numbers greater thHhin Figs. 1b—1d. The
observed associated with charge relaxation on the free sucharge-relaxation motion is aperiodically damped for
face of the liquid (the branches with even numbgrs p=<0.01[Figs. 1b and 1kand can show up in the form of an
Branche<, 4, 6, 8for 0.5< =<4 correspond to waves whose aperiodic instability foro=0.01[Fig. 1c|. Near =0 the
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FIG. 2. Curves of the dependence of the
same quantities as in Fig. 1 on the kine-
matic viscosity of the upper liquid for
o=2 andv,=0.02; the values of the pa-
rametersk,e,3,W,b,p are the same as

s Im.l\:iL | for Fig. 1(9,10— p=0.9).

corresponding branch passes into the lower sheets of the Ridens considered and the phenomenon can be identified with
mann surface. In the real plane the branch pfiné inter-  a real physical situation.
section point of brancheg, 11,12 in Fig. 1b and points An asymmetry of variation of the investigated depen-
4,13, 14in Fig. 1¢] is positive and the apparent branch of dences with variation of, is observedvis-avis the depen-
oscillatory motion should define the onset of the oscillatorydences onv,. First of all, the effects associated with the
instability with increment much less than the increment ofvariation of v; are much weaker than those associated with
the Tonks—Frenkel instability. This increment decreases raprariation of v, and depend on the paramejein the insta-
idly with increase ofo and already forr<<0.01 the curves bility regions. Second, with increase of; to values
turn out to be branche® and 4 of the damped oscillatory v,;>wvq, the branches of the aperiodic instability pass into
motion seen in Fig. la. According to Fig. la, ps»1  the lower sheets of the Riemann surféttee odd branches in
(p<1) the decrements of the oscillatory motion decreasd-igs. 2a and 2pwhereas continuation of the branches of the
and the increments of the oscillatory instabilithis is no-  aperiodic motion into the region,>v,, (v,, is defined in
ticeable only forp=0.9 on the scale of Fig.)1 analogy withv,,) leads to the appearance of periodically
We analyzed the effect of the viscosities of the upperdamped motion with a damping decrement noticeably in-
and lower liguids on the development of the observed formgreasing with growth op [the odd branches in Fig. Ba
of instability separately. The most interesting results of our  The indicated asymmetry manifests itself in the most
numerical analysis of Eq17) are presented in the form of interesting wayvis-avis oscillatory motion. The damping
the dependence of the complex frequeson the kinematic decrements pass through a minimum: up to the disappear-
viscosity of the upper liquidv; [Figs. 2a and 2pband the ance of the aperiodic instability with growth af, [the
lower liquid v, [Figs. 3a and 3bfor different values ofp. branches with even numbers in the regig< v,, in Figs.
The results presented in Fig. 2a have a model character arh and 2fhand after its disappearance with growthigf[the
show that forp<1 the increments of the aperiodic instability branches with even numbers fey<<v,, in Figs. 3a and 3p
(the odd branches in the figudesoticeably decrease, but The minimum decrement decreases with growtp .dfor the
vanish only at an anomalously high value of,>1 (the  dependences of the dimensionless complex frequenay, on
kinematic viscosity of the upper liquidFor v{>v,, these an increase op to 0.9[branch10 in Fig. 2b] leads to the
branches describe aperiodically damped motion and pass intesult that the extremum of the real part of the branch of the
the lower sheets of the Riemann surface. With increase of oscillatory motion turns out to be positive, i.e., it character-
the increments decrease much faster and depend much mares an increment of the oscillatory instability. Further in-
weakly onp [branchesl, 3, 5, 7in Figs. 3a and 3b merge on crease ofy; stabilizes the motion of the liquid, and branch
the scale of this figure in the region of the aperiodic instabil-10 for »;>1.5 corresponds to periodically damped motion.
ity]. The minimum value ofv,, above which the aperiodic Such an effect is not observed in the dependencas, onhe
instability does not exist, is less than unity in all the situa-above analysis showns that the oscillatory instability and the
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FIG. 3. Same as Fig. 2 for the lower liquid:=2, v,=0.02; the values of the remaining parameters are the same as in Fig. 2.

aperiodic instability are mutually exclusive since they cannostatic field exceeds a critical value for appearance of an ape-
exist simultanously. This explains why the oscillatory insta-riodic instability of Tonks—Frenkel type. Which type of in-
bility is not seen in Figs. 2a and 2b stability will occur in a given caséaperiodic or oscillatory

We also performed a numerical analysis of the behaviois governed by the ratio of conductivities of the upper and
of the branches of the oscillatory instability as a function oflower liquids, and for its value close to unip<1, by the
the behavior of the kinematic viscosity of the media forkinematic viscosity of the upper liquid. The increments of
o=7 and 0.08 and for values @f for which the given in- the instabilities of either kind and the critical conditions for
stability exists. We found that, as in the above analysis, onlyhe appearance of an oscillatory instability fall much faster
when the viscosity of the upper liquid; is increased to with increase of the kinematic viscosity of the lower medium
anomalously high values do the increments of the oscillatorghan with growth of the kinematic viscosity of the upper
instability decrease noticeably and even disappear, and thimedium.
effect is that much stronger, the largerpisThe phenomena
associated with variation of, are analogous but more no-
ticeable (the oscillatory motion becomes aperiodically
damped already at a value of=wv,, , where O6<v,, <1,
and further growth ofv, is accompanied by an increase in
the increment of this motigrand depends weakly gn
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Generation of currents in gases by fast, highly charged ions
A. B. Voitkiv and B. G. Krakov
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It is shown that an exit asymmetry of the electrons and recoil ions formed during ionization of
atoms in elementary collision events with fast, highly charged ions can give rise to
macroscopic electron and recoil ion currents during the bombardment of a gaseous target by a
beam of fast, highly charged ions. ®998 American Institute of Physics.
[S1063-784298/00409-1

It is well known! that the differential cross section for of the target per unit time in collisions with a beam of fast
photoionization of an atom is not symmetric with respect tobombarding ions and which have energies lying within a
the substitutiony— 7— 1, where is the exit angle of the narrow interval frome to e +Ae and escape directions
photoelectron relative to the direction of the momentum ofwithin a small element of solid angl&(). Let 7.(¢) be the
the incident photon. This asymmetry in the exit angle of theaverage momentum relaxation time of electrons with energy
photoelectron is a consequence of the fact that the photos. Then, we can write
has momentum. Although this asymmetry is very small for d 42
small photon energieh@<1 a.u), it can, nevertheless, lead — ANg=— AN + NN, iAsAQ, )
to macroscopic effects such as an electron drag current dur- dt Te(€) dedQ)
ing electromagnetic irradiation of semiconducforand

where AN, is the concentration of free electrons participat-
gases. _ _ ing in the current that have energies within the interval from
In r_ecent years c_ons_,lderable attentlo_n has b_e_en deyot%dto e+ Ae and velocities directed withia Q.
to studps of the |on|_zat|on of atoms during collisions W|_th Assuming that the fast particle beam was injected into
fast, h|gh_ly charged ionssee, e.g., Refs. 4-10 and thfe_ lit- the target at time¢=0, we obtain
erature cited therejnA substantial asymmetry of the exiting
electrons has been observed during ionization of atoms: a d®N, d’oe
large fraction of these electrons have a positive projection of dsdQ "2’ Teged0 (1—exp(—t/7e(e))). )
their velocity in the direction of motion of the fast, highly
charged ion, and this effect occurs during single, as well as
double, triple, or higher ionization of atoms. It has also been d2N
found"®=° that the recoil ions formed during ionization of  jei=—|€] J’ dQ f deve COSﬁm, 4
atoms in collisions with fast, highly charged ions have pre-
dominantly negative projections of their velocity along thewheree is the electronic charge,.= (2s/mg)? andm, are
direction of motion of the highly charged ions. the electron velocity and mass, afid 0<d= ) is the exit
In this paper we shall show that the asymmetry, i.e., theangle of the electron relative to the direction of the velocity
predominant directions of the velocities of the electrons anaf the fast, highly charged ion.
recoil ions, observed in an elementary act of ionization of an  For purposes of an estimate, we shall assume that, on the
atom in the course of a collision with a fast, highly chargedaverage, the first collision of an electron with an atom al-
ion can lead to the generation of macroscopic electron anteady eliminates the electron from the curréht Assuming
recoil ion currents during bombardment of a gaseous targghat the gaseous target is dense enough that the mean free
by a beam of fast, highly charged ions. path of the electrons and, accordingly, the timée) is de-
Consider a gas, initially consisting of neutral atoms withtermined by collisions with target atoms rather than with the
a densityn, , which is bombarded by a beam of fast particlesvessel wallgat the ordinary densities of highly charged ions
with densityn; and velocityv (v>v,=2%X10° cm/9. Let  in a beam, the concentration of the resulting recoil ions is
d?0,/(dedQ) be the differential cross section for the “for- much lower than the neutral gas atom concentration, so col-
mation” of a free electron with enerdys and a definite lisions of the electrons with recoil ions can be neglegted
direction of escape from the atom in the collision of an inci-have 7(g) = (Nweoea) 1, Whereo,(¢) is the total cross

The electron current density is given by

dent particle with a target atom. Then, section for interaction of an electron of energywith an
atom.
d?o In the steady statet® ), we find
Ang=ningw 5= AeAQ (1) | y statet 7e)
jer=—Aclelnv, %)

is the number of electrons “produced” within a unit volume where

1063-7842/98/43(9)/3/$15.00 1028 © 1998 American Institute of Physics
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= de P _ d?o during ionization of an atom in a collision with a fast, highly
Ae|:27TJ o8] J’ dd sin$ cosd —ro-- (6)  charged ion. An analysis of published d&tdshows that the
0 Ted 0 average energies of singly charged helium recoil ions formed
The number of free electrons produced by a beam oin collisions with fast, highly charged ions are of the order of
fast, highly charged ions in a gas is proportional to the den? few thousandths of an electron volt, and that the energy of
sity of gas atoms, and their “lifetime” in the current is in- Singly charged argon recoil ions formed in such collisfons
versely proportional to this density. Thus the final expressiorf'€ Of & similar order of magnitude/e note that the energy
(5) for the electron current density is independent of the den®f the recoil ions depends quite weakly on the charge and
sity of atoms. The cross sections for ionization of atoms invelocity of the highly charged ion'$, so that the recoil en-
collisions with fast, highly charged ions fall off quite rapidly €9y Will be of this order over a rather wide range of varia-
with the degree of ionizatiof® Therefore, for estimating the 1ion in the charges and velocities of the fast, highly charged

electron current we can set in E@) ions) For sufficiently low (of the order of 10 K or beloyw
gas target temperatures, the total energy and velocity of even
d?g, d20) singly charged recoil ions will be determined mainly by the
dedQ . dedQ energyEg and velocityug which they acquire during the

ionization of an atom. In this case let us estimate the contri-

where the doubly differential cross section for single ioniza-butionj{* to the ion current from those singly charged recoil
tion of an atom stands on the right. ions which are formed directly in collisions with fast, highly

The most detailed studies, so far, have been made afharged ions. The quantit},{l) can serve as an estimated
collisions of fast, highly charged ions with helium atoms, lower bound on the total recoil ion current. Repeating the
and values of the doubly differential cross section for singlecalculations done above to find the electron currentj fbr
ionization of helium at several values of the parametersve can obtain
(charge, velocity of the fast, highly charged ions have been L(1)_
tabulated®'2-14As an example, we shall estimate the elec- i =Aionle[niv, @)
tron current density produced by bombarding a gas of heliumvhere
atoms with beams of M8" (25 MeV/amy and Né°" ions
(5 MeV/amu. In order to obtain values for the total interac- _ J“’ dEr J” . d?oy
) . . . Aion=27 | ———— | dd;sind;cost =~
tion cross sectiomr,4(g) of the electrons with helium atoms 0 O'i(;)(ER) 0 dERdQ;
(mainly determined by elastic collisions and ionizajiowe )

have used publishét™>~*data on the elastic collision and , , . : : :
ionization cross sections. A numerical calculation yields(d o1)/(dEgdL};) is the doubly differential cross section for

Ag=2.1 and 1 for bombardment with M& (25 MeV/amu formation of singly charged recoil ionsy; is the escape
arﬁd N&%* ions (5 MeV/amu), respectively. For ion densities angle of the ion relative to the direction of motion of the fast,
in the beamn;=1—100 cm"3 and velocitiesv y,=7x 10° highly charged ion, andi(;)(ER) is the total cross section for

cm/s andyye=3x 10° cmis (corresponding to the indicated collisions of an ion with atoms leading to its loss from the
e

collision energies we havejHe=~2x10"°-10"7 and 0.4 Curent 448 imolv. th on for the |
X 10 °-10 7 Alem?, respectively, for bombardment by As Egs.(7) and (8) imply, the expression for the ion

beams of M8% (25 MeV/amy and Né% (5 MeV/amy current density at low target temperatures does not contain
It has been showhf—2that the(total) momentum of .the the masses of the recoil ions explicitly, and so the difference

electrons which escape during ionization of an atom and thg1 the _magnitudes of the eleqtron and io_n currents in this case
momentum of the resulting recoil ions have projections ons attributable only to the differences in the corresponding

the direction of the velocity of the fast, highly charged ions Cross sections. For this reason, the electrons, which move at

which are roughly equal in magnitude and opposite in Signyery much higher velocities, undergo collisions more often
nd, therefore, are more rapidly removed from the current.

Therefore, during bombardment of a gas target by a beam c?fh h domi fthe el in th lociti
fast, highly charged ions, besides an electron current ther£hus. the predominance of the electrons in the velocities can

should also be a recoil ion curreft. At first glance it ap- be cqmpensate(_partially) by very much higher steady-state
pears that, because of the very large mass difference betwegﬁns"tIeS of the on c_lg)rent carriers. )

the electrons and atoms, the recoil ion current should be V& now estimatg; ™ for bombardment of a helium tar-
negligible compared to the electron current. We note, how3€

t. As far as we know, no direct data aifé;)/(dEgd();)
ever, that Eq.(5) for the electron current density does not "@ve been published. However, it has been sHawat for
contain the carrier masses. Thus, we might expect that th

i§ingle ionization of helium by fast, highly charged ions, the
large mass difference does not have a critical effect on th@PProximationPe=—Pg holds (see also Ref. J0whereP,
magnitude of the ion current.

and P are the momenta of the escaping electron and recoil
As opposed to the situation with the electron current, in

ion, respectively. Therefore, as an estimate, we can assume
finding the recoil ion current it is necessary, in general, to d20, Mad20<61+>
take the initial thermal motion of the gas atoms into account, =—
. I dERdQ; m, dedQ
and for the total velocityu of the recoil ions we have
u=ur+ug, whereuy is the thermal velocity of the atoms for comparing these cross sections in the corresponding
and ug is the additional velocity of the recoil ions acquired ranges of the energids; ande (Eg=(m./M,)e, whereM,
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is the mass of the atonand angles};=m— 9. At low col-  above estimate of\,,, for bombardment with a beam of
lision energies, singly charged recoil ions moving in a gas ofvio*** (25 MeV/amy at T<10 K. This is related to three
their own species of atoms will be removed from the currenfactors: first, because of the small@most a factor of two
mainly through resonant charge exchah¥ Thus, as an  for roughly equal charggscollision velocity of the highly
estimate we shall assume that charged ions with the atoms, the cross section for ionization

oD (En)= 0o En) during bombardment with X" (6.7 MeV/amy is consid-

fa AERIT Text ERE erably higher than for collisions with M8" (25 MeV/amu;

where the resonance charge exchange cross section standssecond, for the same reason the asymmetry in the directions
the right. of the momenta of the recoil ions is great®mnd, third, as

Using published data for the cross sectiog(Eg) for  the velocity of the atoms increases, the cross seodiiﬁjﬁ
charge exchange of singly ionized helium ions on heliumdecreases, and, while for collision energies 10™2 eV this
atoms!*5¥we find the ion current density induced in a cross section depends very weakly on the collision rate,
helium target by a beam of M&" ions (25 MeV/amy to be wh(e)nE< 103 eV this cross section increases quite rapidly

1) He (0P E~Y2cy~1) with decreasing velocity®?°

i '=~0.05eln=0.025 el IaIn conclusion, we note that these estimates of the current

Let us consider the opposite limit, in which the magni- densities are such as to permit fully an experimental obser-
tude of the total energy and velocity of singly charged recoilvation of this effect, and the ion component of the current
ions are essentially determined just by their thermal motiorforms a significant fraction of the total current and would
with ur>ug. In this case we get for the contributipft) to itself be experimentally observable.
the current from the recoil ions

Dwe assume that the energy with which an electron leaves an atom is much

L(1)_ (1) F(ur) greater than the average thermal energy of the atoms. Since the typical
i =lelnjv aiga(ug) dUTW’ 9 energies are~5-10 eV, even for single ionization, this condition is sat-

2uTO—ia (UT) isfied for any gas temperature at which it is still possible to assume that the

as initially consists of neutral atoms.
where 9 y
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A magnetic mass analyzer and time-of-flight mass spectrometer are used to study the effect of
the pressure and type of residual gas on the ion charge distribution in the plasma of an

arc discharge with a cathode spot. The possibility of ionizing a substantial fraction of the gas
atoms in this type of discharge is pointed out. 1©98 American Institute of Physics.
[S1063-78428/00509-1

Vacuum arc discharges with a cathode spot that providegolver” arrangement, and a hollow anode, one part of which
the plasma forming medium for a self-sustained discharge bwas the inner surface of a solenoid which created a pulsed
evaporating the cathode material have been the object of irmagnetic field of up to 10 kGs in the cathode region of the
tense basic and applied research for many yk&iaforma-  discharge. The vacuum arc was initiated in the traditional
tion on the charge distribution of the ions generated in avay, based on using an auxiliary discharge plasma along the
vacuum arc discharge plasma and on the factors affectingurface of a ceramit’ but in a number of the experiments
this distribution is important, both for understanding thethe initial plasma required to excite the cathode spot was
plasma formation and current carrying processes in this typereated by a version of a gas discharge in crodsedH
of discharge and for attaining the optimum parameters of théields?®° The pumping systems of the test stands ensured a
vacuum arc in switches, ion sources, ion-plasma sputtererbase pressure of below 19 Torr. The working gas (k He,
and other devices based on these discharges. In a vacuum &te, N,, O,, Ar, Xe) was injected directly into the cathode
discharge the average charge of metal ions is, to a greagegion of the discharge. It was also possible to inject gas into
extent, determined by the cathode material and can vary béhe beam transport region, avoiding the discharge chamber.
tween 1 and 3 on going from light materials to heavierThe pressure control system made it possible to vary the
materials’ The fraction of highly charged ions also increasespressure smoothly from the base pressure t@* Ibrr. Here
in a strong magnetic field® when the arc current is the pressure was measured in the beam transport region im-
increased? or the duration of the arc burn is shorterféd.  mediately behind the ion accelerator gap. Because of a pres-

Although it has been reliably established experimentallysure drop as gas flows through the aperture in the anode and
that the ionization processes in a vacuum arc discharge takbe grid of the accelerating system, the actual gas pressure, as
place within a quite localized region immediately adjacent toshown by estimates and indicated by the experiments, was
the cathode spot, where the density of atoms of the evapdiigher than the measured value by roughly an order of mag-
rated cathode material is much greater than the residual gastude for 10 °~10"° Torr and by a factor of 3—5 for pres-
density, a small change in the density of this gas does havesares in the 10* Torr range.
major effect on the charge distribution of the metal ibfig® The ion charge distribution was measured with the aid of

In this paper we present the results of some measure magnetic mass charge separaf@S)>! and a time-of-
ments of the charge distribution of the ions in a vacuum ardlight spectrometerLBNL).?? In both cases, the ions ex-
discharge plasma for different pressures of gas injected intoacted from the plasma were accelerated by a voltage of
the discharge gap. 30-60 kV using a three-electrode multiaperture extraction
systen?® In order to eliminate the effect of the arc pulse
duration, all measurements of the ion charge distribution
were made 10Qcs after discharge ignition.

Studies of the ion charge distribution were made on test
stands at GS(Gesellschaft fu Schwerionenforschung mbH
Darmstadt, Germanyand LBNL (Lawrence Berkeley Na-
tional Laboratory, Berkeley, USAin the framework of joint Although changing the working gas species led to a
research projects with these scientific organizations. Vacuumumber of distinctive effects for each gas, for all the gases
arc discharges were ignited in the electrode system of thased in the experiment a rise in the gas pressure caused a
high-current, wide-aperture ion beam sources MEVVA-4drop in the total ion current extracted from the plasma and a
(GSI)*" and MEVVA-5 (LBNL).'® Identical in their operat- reduction in the fraction of multiply charged ions and led to
ing principles, these devices differ only slightly in design. the appearance of gas ions in the mass—charge spectrum of

A sketch of the MEVVA-5 source is shown in Fig. 1. A the ion beam.
vacuum arc discharg€l00-500 A, 250us, 1-5 pulses)s Figures 2 and 3 show plots of the pressure dependences
was ignited between one of 18 cathodes, mounted in a “reef the total ion current and of the charge components of this

EXPERIMENTAL TECHNIQUE

' EXPERIMENTAL RESULTS
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3 FIG. 1. The MEVVA-5 ion source with a gas feed
system:1 — cathode2 — trigger electrode3 —
anode,4 — accelerator systen — magnetic
field winding, 6 — gas inlet.

V70 NN

current separated by the magnetic mass separator corrfermed 30% of the total ion current at pressures an order of
sponding to the cases of hydrogen feed into a system with mnagnitude lower.
molybdenum cathode and argon feed into a system with a A typical plot of the ion charge distribution as a function
steel cathode. It is noteworthy that a redistribution of theof gas pressure for the example of an aluminum cathode,
currents in the different charge states occurs both when thexygen gas material pair is shown in Fig. 4. The ion charge
total ion current is fixed and when it is reduced. The effect ofdistribution evidently differs substantially between the base
the residual gas pressure on the ion charge distribution bgressure and higher pressures: the fraction of multiply
gins to be felt even at the lowest gas pressures. The multiplgharged ions decreases sharply, and the fraction of singly
charged ions are most sensitive to the residual gas pressuharged ions increases accordingly. While it is generally true
As can be seen from these curves, the currents of triply anthat the fraction of singly charged ions in the distribution
quadruply charged ions fall off most rapidly as the pressuréncreases with increasing pressure, and the current of multi-
is raised. In other experiments, a residual gas pressure ply charged ions always falls, in the case of doubly and, in
excess of about 810 8 Torr caused quadruply charged ura- some experiments, triply charged ions the pressure depen-
nium ions to disappear almost completely from the measuredence of the fraction constituted by these components is non-
spectrum, although in a strong magnetic field these ionsnonotonic and has a distinct maximum. The existence of an
optimum pressure for obtaining a maximum density of dou-

I(x0.1)

P, mTorr 0.01 0.1
P, mTorr
FIG. 2. Total ion current extracted from the plasma, together with its charge
components, as functions of gas pressure in the discharge vessel. MolybdelG. 3. Total ion current extracted from the plasma, together with its charge
num cathode, hydrogen gas feed, discharge curre@60 A, magnetic field  components, as functions of gas pressure in the discharge vessel. Steel cath-
B=6 mT. ode, argon gas feed, discharge curfen50 A, magnetic fiel=5 mT.
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FIG. 4. Effect of oxygen pressure on the charge distribution of aluminum

ions for a discharge current of 250 A. FIG. 6. Fraction of gas ions in the extracted beam as a function of the

magnetic field in the discharge system. Titanium cathode, nitrogen gas feed
(pressure 0.3 mToyrdischarge currentA): 1 — 120,2 — 180, 3 — 280.

bly or triply charged ions is revealed most clearly when he-
lium is used as a working ga§ig. 5). ment in wear resistancéy more than a factor of 40is

The experiments showed that in this discharge systemgbserved for a beam containing nitrogen and titanium.
efficient generation of feed gas ions and the appearance of a Another interesting application might be the use of a gas
significant fraction of them in the ion spectrum is possibleto control the charge distribution of the metal ions in a
only when the discharge system is placed in a magnetic fieldzacuum arc plasma. Thus, for an arc with a magnesium cath-
In addition to choosing the right pressure and using a gasde under ordinary burning conditions, more than 80% of the
with a large ionization cross section, one can also increasiens are doubly ionized. In some experiments using an ion
the fraction of gas atoms ionized by raising the magneticsource based on a vacuum arc as an injector for heavy ion
field and reducing the arc curreffig. 6). When molecular accelerators, a high current beam of singly ionized magne-
diatomic gases (Nand Q) are used, the fraction of atomic sium ions has been needed. This problem was solved by
ions increases as the magnetic field is raisEd). 7). It  feeding a small amount of nitrogen into the discharge gap of
should be noted that the choice of cathode material has nihe ion source, which raised the fraction of singly charged
noticeable effect on the generation of gas ions in this type omagnesium ions in the ion beam from 20 to 70%.
discharge.

These results make it possible to generate miggds—  CcONCLUSION
meta) ion beams and use them to treat the surface of con- ) . .
struction materials. Gas—metal compounds produced in this At least two important practical conclusions follow from
way (nitrides, oxides, etg.can greatly improve the operating the results presepted here: multiply charged ions can e>'<|st in
properties of a surface. Table | lists the results of some tesf@ vacuum arc discharge plasma only for very low residual
of the wear resistance of stainless steel samples treated wifidS Pressures. For example, in order to obtain a significant

gas—metal ion beams. It is seen that the greatest enhandg2ction of quadruply and quintuply ionized metal ions, it is
necessary to reduce the pressure to®1Torr. At elevated

residual gas pressurésn the order of 10* Torr), in an arc

1*5_
L "
35k 2
3
<2t ot
%
0.01 0.1 5 ] 1 ) 1 L ] |
P, mTorr 1 2 3 4 5 6 7
H, kGs

FIG. 5. Total ion current extracted from the plasma, together with its charge

components, as functions of gas pressure in the discharge vessel. MolybdelG. 7. The gas component of the ion current as a function of magnetic
num cathode, helium gas feed, discharge curter280 A, magnetic field field. Aluminum cathode, oxygen gas fe@oressure 0.2 mToyy ratio of
B=8 mT. discharge current to magnetic inductibf38=0.1.
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TABLE I.
Wear (arb. unitg
Sample lon Enhancement
No. composition implanted region initial surface factor
1 Ti (100% 15.94 24.82 1.6
2 Ti (60%) + N (40%) 1.05 44.04 42.0
3 Al (50%) + O (50%) 2.92 27.96 9.6
4 C(50%) + N (50%) 31.71 60.91 1.9
5 Cr(50%) + O (50%) 2.83 27.37 9.7
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A steady-state Penning ion source is studied experimentally. Depending on the geometric
parameted , (the anode length to diameter ratiand pressure, maxima are observed in the
discharge current and in the ion beam current extracted from an aperture at the center of

the cathode. It is shown that at pressures of the order of Torr, two maxima appear in these
currents: one, for short discharge gaps witk-1—1.5, corresponds to a diverging ion

beam, and the other, for longer anodes Witk 4—5, to a collimated ion beam. At pressures of
the order of 10° Torr, only one maximum appears in these currents, for short anodes
I,=2-3 with a diverging ion beam. A physical explanation is proposed for these findings.

© 1998 American Institute of Physids$1063-784£98)00609-§

In most papers on Penning discharges, the geometric p&etween the electric and magnetic fields. For fixed values of
rameters of the electrode system have been chosen withotite magnetic induction and anode voltage, a change in the
adequate justification. In the meantime, it has recently beegeometric parameter has a significant effect on the distribu-
showrt~3 that the geometric parametey of the discharge tion of the nonuniform electric field, which, in turn, is re-
gap does affect the discharge characteristics, both quantitélected in the space charge distributfon.
tively and qualitatively. In Ref. 1 the ignition potential of the Penning discharges burn in different regimes, ranging
discharge was found to depend significantly on the dischargfom a uniform to a nonuniform distribution of the space
gap length. The optimum length, at which the ignition poten-charge in the discharge gap, and can also exist in a plasma
tial is lowest, was established. In Ref. 2 primary attentionregime, depending on the physical and geometric
was devoted to clarifying the effect of the discharge gapparameter§?®
length on the instability of the discharge and on the genera- At low pressures and for certain magnetic fields inside
tion of high-frequency oscillations. short anodes, the space charge distribution becomes

In this paper some new experimental data are presentatbnuniform® In the anode region, the azimuthally drifting
on the main discharge characteristics as functions of thelectron sheath enters an unstable state for a certain charge
physical and geometric parameters. From a wide range afensity (a diocotron-type instabilily and generates high-
pressures that were used, here we present data for two prdsequency oscillations which can be detected by a spectrum
sures, 510 ° and 4.5<10 * Torr. analyzer Curve 3 of Fig. 1a shows the frequenay of the

The experimental technique is discussed in an earlieoscillations in the ac part of the discharge current as a func-
paper The length of the discharge gap was varied smoothlytion of |, for P=5x10"° Torr. It can be seen that the os-
using a special device described th&fghe parameters were cillations appear only within a small range Igffor a certain
the anode voltagé),, the magnetic inductiof8, and the magnetic field strength in the region of the first maximum;
residual air pressur®. The currents to the cathode were the frequency of these oscillations falls linearly with increas-
measured using a collector mounted 2 cm behind the centrahg | ,. Comparing these data with the known formula for the
aperture of the fixed cathode. The results of these measur&equency of the diocotron oscillationg~E, /B (Refs. 5
ments are shown in Figs. 1 and 2. As can be seen from thesand 6, we find that the radial componeR; of the electric
figures, the curves are rather complicated.Ads varied, field in the azimuthally drifting electron sheath decreases as
there is a significant change in the discharge curgand in |, is raised. At the same time, the potential at the center of
the total beam ion current and axial beam current,. At the discharge cell),, increase$,and there is an increase in
P=4.5x10"* Torr these currents each have two maxima,the longitudinal potential fall responsible fegrprocesses and
while at P=5x10"° Torr only one clearly distinct maxi- initial ionization near the axis. Despite some reduction in
mum is observed, i.el, plays an important role in the dis- E,, itis still sufficient for intense avalanche formation, since
charge ionization processes and determines the location atfidr these high radial electric fields and low pressures, the
boundaries of the intense ionization regions. energy acquired by the electrons lies within an interval cor-

A hollow-cathode Penning discharge is maintained byresponding to the peak of the ionization functié@alcula-
high secondary ion-electron emissignand volume ioniza- tions show that this energy lies within 100—300 eVhe
tion a, wherey and « are the Townsend coefficierftsSTo ~ generation of high-frequency oscillations with increasigg
first order, these coefficients are determined by the relationi this interval is evidence th&, is still high, and the rise in

1063-7842/98/43(9)/4/$15.00 1035 © 1998 American Institute of Physics
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FIG. 1. The discharge current and frequency of diocotron oscillatiangeam ion currentb), and its axial component), as well as their ratigd), as
functions of the geometric parameter for an anode voltage 2 kV and magnetic inductioB= 600 G (1), 900 G(2). The pressure is 810 ° Torr.

the longitudinal potential fall is reflected mainly in an in- high-frequency oscillations far,>3 is confirmed by a no-
crease in the on-axis ionization. In fact, as can be seen frofticeable reduction in the radial electric field near the anode
Fig. 1d, there is a rapid rise in the ratig,/l; whenl, is  and a reduction in the electron density in the sheath. Thus,
increased within the range of 2—4. radial ionization deteriorates and there is a reduction in the
Thus in short discharge gaps with=2-3 the radial number of ions incident on the cathode, there is a reduction
potential drop is large, and the relationship of the radial andf the y processes, and the ionization on axis decreases. As a
axial electric field distributions is such as to ensure a maxiresult, a drop in all the currents is observed lfigr-3 (Figs.
mum radial ionizatior(all the currents reach their maxima 1a-1¢. As can be seen from Fig. 1d, the rakjg/l; changes
Here the longitudinal ionization reaches its maximum, but itlittle for 1 ,=4 -6, i.e., within this range of variation ¢f the
only serves as a supplier of initial electrons. The most in+adial and axial ionization decrease in almost the same way.
tense ionization processes take place near the anode. Subsequently, all the electrical characteristics show a
As |, is increased, the continuing rise in the longitudinalweak dependence dn, and their absolute magnitudes are
potential fall and the improvement in the ionization condi-small (Figs. 1a—1¢ At pressures exceedingx5L0~° Torr
tions on axis(right-hand branches of all the curves in Figs. the plots of all the currents as functionsigfchange shape,
1a—1¢ do not fully make up for the reduction in ionization and by P=4.5x10"* Torr they differ greatly from the
owing to the drop in the average radial electric field due tocurves obtained for 10~ ° Torr. Thus, for short anodes
the decrease in the radial potential drop. The absence afith |,=1-2, the axial current beyond the cathode aperture
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FIG. 2. As in Fig. 1, but foP=4.5x10"* Torr.
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becomes negativéthe axial ion current is less than the ened. And, despite the possibility of enhanced ionization ow-
electron current This is associated with the onset of the ing to the large longitudinal potential drop, the overall ion-
diocotron instability in the anode sheath; it also occurredzation decreases with increasitg (Figs. 2a—2¢ Under
at a pressure of 810 ° Torr? but at higher pressures the these conditions, a region where the electric field is negli-
electron current is substantially higher than the ion currengible develops inside the anode. In fact, measurements in an
and reaches,,~350 uA. Further on, at 4510 * Torr,  electric batf showed that fol ,<4 the axial potential dis-
two distinct maxima are formed: one at short lengthstributionU(0,z) is parabolic, while folt ;>4 the distribution
with |,=1-1.5 and the other in the intervigl=4-5 (Figs.  on the axis has a region with zero gradieft,€0) whose
2a—-2¢. extent increases as the anode is lengthened. A zero-gradient
The mechanism for formation of the first maximum is region which expands witth, also develops in the radial
analogous to that pointed out above for a pressure opotential distribution near the plane of symmetry of the dis-
P=5x10""° Torr. Now, how can we explain the appearancecharge. The actual distributiod(r,z) in a hot discharge is
of the second maximum &=4.5x10 4 Torr in the range determined by the cell geometry, but also by the effect of
of long discharge gaps, when the discharge seems to acquiggace chargéwhich, in turn, depends on the physical pa-
a new impulse and the currerits, |;, andl ,, again begin to  rameters of the dischargen P, U,, B). The zero-gradient
rise? We have shown previouSly’ that within the range regionsU(0,z) andU(r,0) form a region which becomes a
|,=0.5-5 the potentidl, of the center of the discharge cell “trap” for the particles created in it, i.e., a compensated
increases, then its growth slows down and somehow apspace charge develops in this part. lasncreases|>5),
proaches “saturation.” The radial distribution of the electric the zero-gradient region expands both along the axis and
potential changes accordingly. Fhy>3 the radial electric radially, and the “active zone™” in which the charged par-
field is considerably lower than the field for the first maxi- ticles gain energy for ionization shrinks back toward the an-
mum. Thus, for low pressuréd<5x10~° Torr andl,>4, ©ode and cathodes. As a result, all the currents deck&age
the radial ionization, which plays a decisive role in a Penning2a—29.
discharge, is much weaker, despite the large longitudinal po- As the pressure increases B>>5X10°, these pro-
tential drop, and all the currents are small and have no se&€esses are enhanced, the effect of the ions held in the “trap”
ond maximum. However, as the pressure is raised, thBecomes important, and the compensated space charge be-
electron—neutral collision frequency increases, and the fraccomes a rarefied plasma which occupies an ever larger part
tional contribution of axial ionization changéi increases  Of the discharge gap.
owing to the large longitudinal potential fall. The effective ~ The displacement of the maxima to one side or the other
ion—electron emission coefficienty* increases: y* is determined by the magnitudes of the other parameters. In
=Pyl /\o(1-5), where y is the secondary ion-electron particular, the effect of the magnetic field shows up in the
emission coefficient? is the gas pressura, is the electron number of trapped electrons and in the heightm/e
mean free path foP=1Torr, & is the secondary electron - E;/B? of the cycloid along which an electron gains energy
emission coefficient under electron bombardment, lgnig ~ for ionization. Thus, depending on the discharge burning
the anode lengtA Here there is an increase in the longitudi- conditions, a change in the magnetic field can either increase
nal component of the velocity of the ions heading toward theor decrease the rate of ionization and affect the discharge
cathodes and of the electrons emitted from the cathode§haracteristics.
(The initial velocities of these electrons obey a cosine distri-
bution) For 1,>3 and pressures raised tdP>5
X107 ° Torr, an ever larger number of secondary electronggncLusIoNs
participates in ionization processes within the axial region.
Despite the weakened radial field, the overall ionization also 1. Depending on the geometric parameter and pressure,
begins to rise because of the substantial increase in the lomaxima appear in both the beam ion current and the dis-

gitudinal ionization: all the currentsy, I;, andl,, again charge current, whose levels are determined by the anode
increasdthe left branches of the second maximum curves involtage and magnetic induction.
Figs. 2a—-2¢ 2. At pressures of the order of 16 Torr, two maxima

Thus forl ,=4-5 andP=4.5x 10" * Torr the radial po- show up in all the currents: one corresponding to a diverging
tential drop is low, but the axial potential drop is substantialion beam, in the regioh,=1-1.5, and the second, corre-
and ensures a maximum total level of ionization. The regiorsponding to a collimated ion beam, fbf=4-5. Forl,
of intense ionization expands toward the discharge axis. =7-8 the degree of collimation exceeded 80% at an ion

The ratio | ,,/I; reaches a maximum d=7-8 and current of the order of 30@.A.
exceeds 0.8, while the same ratio is of the order of 0.2 for 3. At pressures of the order of 1B Torr, only one
short gaps(Figs. 1d and 2d Thus, optimal conditions for clearly distinct maximum appears in these currents for short
ionization near the axis are created for lendthys 7—8. The  discharge gapd {=2-3), while no second maximum is ob-
most favorable conditions for total ionizatidfor | 4 andl;), served in long discharge gaps.
however, correspond tq=4-5 (Figs. 2a and 2b 4. These observations are explained by the combined

In the second drop in the currernitg, I;, |5, as functions  action of the electric field components and the differential
of I, (1,>5) the average electric field strength along theeffect of the pressure on the ionization processes along the
radius is very small, and radial ionization is greatly weak-axis and along the radius of the discharge.
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Based on a theory of the passage of low-energy, heavy ions through matter, simple analytical
expressions are obtained for calculating the average projected ranges of the ions and the

rms deviations of the projected ranges. The theoretical and experimental ranges of heavy ions
with atomic numbers 287,<83 in targets of Be, B, C, and Si are compared. The

theory is found to be in good agreement with experiment. 1998 American Institute of
Physics[S1063-784£98)00709-0

A theory has been developedor the propagation of k1 k-1
low-energy, heavy ions in an amorphous medium in the case X=X, Njuj, Xp=Xg+ >, (A u’—A2u?). (3)
where the main process determining the ion transport is their 1=0 1=0
elastic scattering on target atoms. The elastic scattering pridere); is the mean free path of the ion between jteand
cess is described in the approximation of a modified hargj+ 1)th collisions, andy; is the cosine of the angle between
sphere model. The elastic scattering cross section is deterthe direction of motion of the ion after thieh collision and

potential in a Thomas—Fermi model. It is assumed that an> are defined by

ion is stopped in the material when its energy falls below]
some threshold valugy,. Analytical expressions have been ;J :ﬂo(@)i,

obtained in these approximations for calculating the average - J.

projected range of the iorR, and the rms deviatiod R, of P 34_(,“2_ E) ( 3cos ®_1)

the projected ranges. In this paper the theoretical results of “' 3 ° 3 2 ’

obtained in Ref. 1 are compared with expenrr%_ﬁtand where 6 is the scattering angle of an ion in collisions with
some simple expressions are proposed for calcul&jpand  target atoms in the laboratory coordinate system agds
AR, . The formulas for calculatin®, andAR, from Ref. 1 the initial value ofu. In the following we shall sefo=1.
are: In the modified hard sphere model the averages®
andcos O are given by

Ry= 2, Ui, R§=E A
k=1 k=1

AR,=(R-R), (1) cosO =

wherex, is the distance from the surface of the solid to the
point at which the ion undergoes iksh collision, g, is the 1 1
probability that an ion is stopped after theh collision, co§®=1—z(1+(m2/m1)2)+ E(mllmz)

which is given by

X (1—(my/my)?)2In(1/a). (4)

1
1_§(m2/m1)2, m1>m21

§(m1/m2), mis=ms,

k= &k~ Ek—1.
N Form,>m,, in calculatingcos @ it is convenient to use
il ; E 1 .. the Taylor series expansion of this ex ion. | ticul
—1_Ok i | i BthY i y p pression. In particular,
4=1-Q i=§:o (—Diega E =0 j! I ('&/Ew) |, whenm; /m,=2, for calculatingcos’ ® with a relative error
of less than 0.1% we obtain the following expression:

k—1

k>N, §&=0, k=N, (2) 5 5
where E is the initial ion energyN is the integer part of cos' @~1— §(m2/m1)2+ 1—5(m2/m1)4.
IN(E/Ey)/In(a), a=((m;—m,)/(m;+m,))2, m; is the ion _ _ — .
mass,m, is the target atom mass, and Expressions for the average valugsandj in Eq. (3)
have been obtainédising the following approximatidnfor
: k! .
c=———, Q=1l-a). Sn-
il(k—i)! g\/—
&
The mean values, and?k in Eq. (1) are defined by bt for g=0.45, b=03. ©
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The reduced energy is defined by ﬁ/L,
B m,a 1001
Z,Z,€2(my+my)’ 0.98
whereZ, andZ, are the nuclear charges of the ion and target
atom, respectivelya is the screening parameter, aad the 0.96

electron charge.
We use the Lindhard approximation, in which 0.94
a=0.885%,/(22°+23%Y? and a, is the Bohr radius. In

this casé
0.92

N =No[b+¥(1/2+ey(3/2)],
NN . 5 0.90

A7 =2Ng[ DY (1) +2bey (2) +&°¥(3)], (6)
where  y(W)=(1—a'"™)/((1-a)(1+W)), No=\e/ 0.88
(2gnwa?), andn is the density of the target atoms.

The set of equation€l)—(6) can be used to calculate the g 86 L L 1 4 —L
dependence of the range of the ions on their energy for a 0.0z 0.04 0.06 0.08 0.10
given value ofEy,. We determineey, as in Ref. 1, using the ¢
equationEn=E4/(1—a) obtained by equating the maxi- rig. 1. The ratioR, /L as a function of ion energy foEq=25 eV; the
mum energy transferred to a target atom in a collision to theolid curve is for Pb-— C, the dashed curve for Cs-Si, and the dotted curve
displacement energ,. The displacement energgy for  for Pb-Si.
different target materials ranges between 10 and 38 eV.

Let us examine how important it is to includg,, in
calculating the ranges of heavy ions with energies0.1.
We consider the limiE;,= 0. We introduce special notation
for the limiting ion ranges wheik=0: L, is the limiting

the targets it has been assumed gt 25 eV. Clearly, for
large e the ratioR, /L, is close to unity and falls off as the

value of the average projected range aid, is the limiting ion energy is reduced. For fixedthe ratioR_p/Lp falls off as
value of the rms deviation of the projected range. According?®thZ1 andZ, decreasg. For<0.05 th? difference betwe.en.
to Eq. (2), for E;,=0, q,=0 for any finite numbek. Thus, Rp andL, becomes significant. In this energy range, it is

according to Eqs(1)—(3), we have necessary to account correctly for the threshold enetgy
B when calculating the projected range of ions in a material.
N Comparative calculations of the functio andL ,
=2 Nuj, (ALp)?= 2 \u?=Nud).  (7) P Rs(2) andL,(e)

as well as ofAR,(e) andAL (&), were done for a large set
of ion—target combinations that satisfy the condition

After some simple transformations, Eq8)—(7) yield m;/m,=2. On the basis of these calculations we obtained

b e the following approximate expressions for the projected
Lp=Mo —+ , range of an ion in matter:
1-y(1/2)cos® 1— y(3/2)cos®
2 b2 2b 2 R M |*
& & Rp(e)~L (8)—(—) Lp(&t),
ALp)2=\ { + } P P my+m ot
(Abp) ‘ A1 " 1T@ 1 nE 1+ M
4  p? 2be g2 ARp(e)~ALp(&). 9)
+ = + +
31-7y(1) 1-7y(2) 1-—7y(3)
The relative error in formulag9) at energies 0.065¢
B b? <0.1 was less than 0.3% &, and 1% forAR,. Thus, the
— (¥(1/2)cos0O)? projected rangess of ions in matter can be calculated simply
and with high accuracy using Eg®)—(10).
2be For smallm,/m, the expressions for calculating the lim-
+ 1— 9(1/2) y(3/2)(cos0 )2 iting ion rangelL , andAL , in Eq. (9) can be greatly simpli-

fied. Using Taylor series expansions of the functibgsand

AL, defined by Eqs(8) and keeping only the first terms of
(8)  the expansions, we obtain approximate expressions for the

limiting ion range:

82

+
1—(y(3/2)cos®)?
where 7= (3cos 0)/2.

Figure 1 shows plots oﬁp/Lp as functions of the ion
energy for different ion—target pairs. In calculatiRg for all

b+e

my 1 m,
ol 1+ — 5 +0.52—|/,
m 3 my

2
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TABLE |. Parameters of experimental and theoretical ranges of ions.

1.0451
B Experiment Theory
1.035F — —
& i lon Target E,keV € Ry, A ARy, A Ry, A ARy, A
J 10257 Bi  Be 20 00174 280 - 251 41
o - 50  0.0436 450 - 424 67
< 1015 -\ 100 0.0872 650 - 640 102
R i B 20  0.0165 180 30 202 35
o 50  0.0411 285 60 339 59
e 5
\,J‘[m '-::'-‘m - L. 100  0.0823 440 90 511 89
ks i o—— . Si 20 00133 160 50 230 62
0995 : ) L ) 50  0.0333 270 75 379 101
20 40 60 80 100  0.0666 425 115 562 152
z, Pb Be 20 0.0179 280 - 251 41
50  0.0446 450 - 423 67
FIG. 2. The ratio of the approximate values of the ion ranges to the exact 100  0.0893 630 - 640 102
values as a function of ion atomic numir. ¢=0.01;8 — R, /R;; ® — B 20 0.0169 175 30 202 36
AR, /AR,. 50  0.0421 310 70 339 59
100  0.0843 450 100 510 89
C 20  0.0154 205 44 203 38
50  0.0384 315 60 340 62
- m, m, |2 ) 100  0.0769 495 91 510 93
(ALy)?=0.5—| 1+ —| |b? 1— ~—|+be Au B 20 00186 200 50 198 36
m; My 1 50  0.0464 330 70 334 59
100  0.0928 470 90 504 91
x| 1+ Sm, +g2 1. 1m (10) c 20 00169 197 25 200 38
4m, 3 2my 50  0.0423 315 47 335 62
, 100  0.0846 460 80 504 95
As a statement of the approximate character of these si 20 00149 250 54 296 62
equations, a tilde is placed over the symbols for the corre- 50  0.0373 375 84 373 103
sponding quantities. Fan; /m,=2 ande<0.1, the relative 100  0.0746 484 130 557 156
- Co 2 - Yb B 20 0.0245 180 40 190 37
discrepancy of the appro§|mat|om§J from the exactL, is 50 00612 310 60 393 62
less than 2% and that &L, from AL is less than 3.5%. C 20 00223 176 35 192 39
These discrepancies are less than the usual errors in an ex- 50  0.0558 295 59 324 65
perimental determination of ion ranges in matter. Thus, it is Si 20 00194 200 43 219 64
; ; : R 50  0.0486 310 84 365 108
appropriate to introduce the following approximations for
S : 100  0.0972 468 126 552 167
calculating ion ranges based on E(®. and (10): Eu Be 20 00337 220 - 297 43
m, |%8 50  0.0842 365 - 392 74
R, (e)=Ly(e)—| ———]| L.(eq), C 50  0.0720 302 64 315 68
p(e)=Lp(e) my+m, (&) Si 20 0.0247 194 29 212 67
50  0.0618 318 68 357 113
Cs Be 20 0.0455 200 - 220 44
B 20  0.0427 165 45 177 39
- e C 20  0.0387 170 43 179 41
Rp,A 50  0.0968 290 69 310 72
600 Si 20 0.0327 137 50 207 70
Si 50  0.0819 270 84 354 121
500
400 ~ ~
ARy(8)=ALy(e). (11
Joo Figure 2 shows a comparison of the exact ion ranges in
carbon calculated using Eqggl)—(6) with the approximate
200 values calculated using Egdl0) and (11). The comparison
is over a wide range of variation i, from 12 (magnesium
100 to 83 (bismuth. It is clear from Fig. 2 that the error in the
approximate calculation of the ion ranges using Bq4) is
\ . , , . small and falls off rapidly with increasing,. For Z,> 20,
0 0.02 0.04 0.06 0.08 010 corresponding tan,/m;<<0.3, the discrepancies of the ap-

3 proximate range®,, andAR, from the exact values are less
— _ than 1%. This means that a reliable estimate of the ratio
FIG. 3. lon rangeR,, as a function of energy. The curves show the results of — . .
a calculation according to Eq&l)—(6), A — Pb-Be,® — Au-B,m —  ARp/R; can be obtained from EqélL0) and(11). Assuming
Eu-C,¥ — Pd-Si. that the parameters, /m; ande are small(with the restric-
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tion thate<e<0.1), we expand the ratio of the functions TABLE Il. Results of a statistical analysis of a comparison of experimental
~ i ) ’ . Lo . . and theoretical ranges of ions in matter.
AR, andR, in a Taylor series. Restricting consideration to

terms of first order in smallness, we obtain Target 5, o1 5, o2
Be 1.02 0.075 - -
AR. /R~ (1+(e/lb—my/my)/6) [ my (12 B 0.92 0.053 1.07 0.16
PP 1—+/ 2my’ c 0.93 0.066 0.93 0.18
enle 1 : : - -
Si 0.88 0.12 0.72 0.12

For m,/m;<0.3, Eq.(12) gives the ratioAR,/R,, to

h|gh aceuracy. In parhcqlar, when=0.1 the exact calcul_a- gets. The mathematical expectatiofsand 8, are the values
tion usmg.Eqs.(l)—(G) g_"’eSIARP/RP:OAZ? for the pair of the corresponding sets 6f(¢;) andd,(e;) averaged over
Ca-C, while the approximatiofi2) givesAR;/Ry=0.424. . and 7,, and o, and o, are the rms deviations of the
For the pair Pb—C, the results of the exact and apprOXimatéorresponding values of, and 8,. Table Il shows that the
calculations coincide to the third decimal place, Wwith experimental and theoretical results are, on average, in good

AR,/R,=0.184. agreement. The insignificant deviations &f and &, from
Let us compare some experimental dafavith the cal-  ynity for B and C and the only slightly greater deviation for

culations. In order not to introduce an additional element ofg; may be caused by errors in the experimental range mea-
uncertainty, for comparison we use the exact calculationg,rements, as well as by the approximate nature of the the-
according to Eqs(1)—(6). Figure 3 shows the ion ranges as gretical approach developed here. The systematic discrep-
functions of energy for three different ion—target combina-ncy petween the theoretical and experimental values of the
tions. As can be seen from the figure, the experimental datgynges for Si may be caused by the influence of an inelastic
are in good agreement with the theory. A sample comparisogiopping process that has not been taken into account here.

of experimental and theoretical results for 19 ion—targetl.he values ofd; and 8, given in Table Il can be used for
1 2

comblnatlpns at different ion energies is shown in Table I. orrecting theoretical values of ion ranges in Be, B, C, and Si
An analysis of these data shows that for targets of Be, B, anﬁarg ots

C there is, on the whole, good agreement between the ex-
perimental and theoretical valuesRf andAR,. For the Si  'E. G. Shekin, Zh. Tekh. Fiz.67 (10), 16 (1997 [Tech. Phys42, 1128

targets, the theoretical values B}, and AR, are generally o2 o o1 1o Fizes (10, 63 (1996 [Tech. Phys41, 1005
higher than the experimental. (1996)].

Let us make a statistical analysis of a comparison of the*m. Behar, P. F. Fichtner, C. A. Olivest al, Nucl. Instrum. Methods
theoretical ion ranges in these targets with the experimenta|Phys. Res. &, 453(1985. o
values given in Refs. 3—6 for ions with atomic numbers from Eh;é. ';ZZT”;% '\:élB(igz%'C' A. Olivesit al, Nucl. Instrum. Methods
Z,=29 to 83 and energies<0.1. We consider the dimen- sy Grande, M.YBehar, J. P. Biersack, and F. C. Zawislak, Nucl. Instrum.

sionless quantitie$; and 8,, which are introduced as fol-  Methods Phys. Res. B5, 689 (1990.

lows: 8(z;) is the ratio of the experimental value B, to 62"&5(3;?]';‘5’%'; %i‘"‘;’ész'?'l‘égdﬂnk’ and M. Behar, Nucl. Instrum. Meth-

the theoretical, and,(e;) is the ratio of the experimental 7y v. yudin, Dokl. Akad. Nauk207, 325 (1972 [Sov. Phys. Dokl17,

value of AR, to the theoretical, where; is are the corre- 81076(1972_]. _ ' _ _ '

sponding ion energies. W. Ecksteln,Computer Slmulanon_ of lefSolid Interactions[Springer-
Table Il lists the results of a statistical analysis of the V&"a9 Berlin—New York(1993; Mir, Moscow (1995, 320 pp.

values obtained fob,(g;) and &,(e;) for the different tar-  Translated by D. H. McNeill
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Emission of single gamma rays by electrons with energies of hundreds of GeV
in oriented crystals
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Cross sections are calculated for the emission of single hard photons by electrons with energies
of 150-1000 GeV as they pass through oriented crystals at small angles to the
crystallographic axes. The contribution of incoherent emission at isolated atoms of the crystal is
taken into account in the calculations, along with the emission in the continuum potential.

The calculations are compared with the customary Bethe—Heitler spectrum for a thick amorphous
target with allowance for photon absorption due to electron—positron pair production. It is

shown that, in this range of energies, an oriented crystal can be more efficient than a thick
amorphous target for creating a larger number of hard gamma rays with energies

comparable to the energies of the emitting electrons.19®8 American Institute of Physics.
[S1063-784298)00809-3

Experimental measuremehfsof the spectra of gamma papers*® in these calculations we have calculated the trans-
rays emitted by electrons with energies of 150—-240 GeWerse coordinates of the emission point, whereas in Refs. 4
show that, as the electrons move through crystals at smadind 5 cross sections averaged over a transverse uniform dis-
angles to the principal crystallographic axes, there is a sudribution were used.
den rise in the radiation yield compared to the ordinary In order to estimate the efficiency of oriented crystals
Bethe—Heitler bremsstrahlung emission in an amorphousompared to amorphous media it is necessary to compare the
medium. The intensity of the radiation in the spectral peak isharacteristics of the radiation for both cases, not for targets
then two orders of magnitude higher, and the electrons losef the same thickness, as done previodsfput for targets
almost all their energy to radiation over thicknesses that araith thicknesses which can be regarded as optimal for both
more than an order of magnitude less than the radiatiocases. In the case of amorphous media, this thickness is of
length in the amorphous material. Theoretical calculationghe order of the radiation length,,q and for crystals, this
based on the use of the synchrotron approximation for th¢hickness is several hundred microns for incidence angles of
radiation cross sections including quantum mechanicathe order of the Lindhard critical angle.
effects~® provide a qualitative description of the properties It is known that the Bethe—Heitler spectrum for high-
of the spectrum at these energies. energy electrons can be described by a universal function,

The quantity measured in the experimenta& (E,z), i.e., the shape of the photon spectrum for a target of given
whereW,,(E,z) is the probability that the total energy of all thickness(measured in units of the radiation lendth,y) is
the photons emitted by electrons with initial enerByis  essentially independent of the atomic number of the target
equal tow, andz is the crystal thickness. In practice, how- material and initial electron energgtere we are speaking,
ever, one is interested in knowing the numbé¢y(z) of  not of a differential cross section for emission per unit path
single hard photons emitted over the entire time of passagength, but of a cross section for emission in a target with a
through the crystal, where now represents the energy of a finite thickness, taking the multiplicity of the radiation into
single photon. This quantity has not yet been measured exaccount. This is confirmed by Fig. 1, which shows the re-
perimentally because of technical difficulties, but the prob-sults of our numerical simulation of the spectig,(z) of
lem has been examined theoretically to some eXtént. single photons emitted by electrons with different energies as

In this paper we present the results of some Monte Carlehey pass through different amorphous targets. In these cal-
calculations oN (z). The computational technique has beenculations we have taken into account the multiphoton char-
described in detail elsewhet& and we have used the fol- acter of the emission and also the absorption of photons due
lowing assumptions(a) it was assumed that the electrons to electron—positron pair production. The elementary cross
uniformly fill the entire region available to them in the trans- sections for emission anel*e~ pair production have been
verse plane andb) the cross sections for emission of indi- calculated using the conventional Bethe—Heitler formulas.
vidual photons were calculated using the quantum mechaniFhe suppression of radiation in the soft region of the spec-
cal synchrotron formulad®® In the calculations multiple trum on account of the Landau—Pomeranchuk effect has
scattering of electrons on the atoms of the crystal lattice wabeen neglected. The low frequency threshold for bremsstrah-
taken into account, along with the reduction in transversdung was assumed to be,,=0.00F in the numerical
energy owing to radiation. As opposed to our earliersimulations.

1063-7842/98/43(9)/5/$15.00 1043 © 1998 American Institute of Physics
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F i L X ! A FIG. 2. Ratio of the number of close incoherent collisions in oriented crys-
0 0.2 0.4 0.6 0.8 1.0 tals to the number of collisions in amorphous targets as a function of the
w/E crystal thickness for 150 GeV electrorls— (110 diamond,2 — (110

silicon, 3 — (110 germanium, and — (100 gold.
FIG. 1. The numbeN,, of photons emitted in an amorphous medium. The

dashed curve is for 150 GeV electrons in silicon of thickness. ,{2; A
— for 150 GeV electrons in silicon of thicknegs-L,4; A — for 240 GeV ] )
electrons in germanium of thickness: L ,42. For axially channeled electrons with a transverse energy

e, the number of incoherent close collisions with individual
atoms exceeds the same number for an amorphous medium
Figure 1 shows that the photon spectrum in an amorby a factor ofS,/S(¢),® whereS(¢) is the area accessible to
phous target can be described by a universal function if than electron in the transverse plane &gdis the transverse
target thickness is taken in units of the radiation lerigtly, area per atomic string. This increase in the contribution from
2 _ incoherent scattering is a consequence of the redistribution
L a=4aZ?r N In(18Z ), of the flux of negati\gllely chargedqparticles in the transverse
wherea=1/137,Z is the atomic number of the target, is  phase spacéhe flux peaking effe¢t!! As a result, the sta-
the classical radius of the electron, aNds the number of tistical distribution of the number of close collisions with
atoms per unit volume of the target. individual atoms in an oriented crystal differs substantially
As Fig. 1 implies, the optimum thicknesses of amor-from a Poisson distribution, and the contribution of this fac-
phous targets for obtaining the highest number of hardor becomes greater with increasing electron energy owing to
gamma rays with energie®@>0.8E are of the order of reduced dechannelling.
z~0.5L,,4. In thicker crystals the number of high energy Figure 2 illustrates the increase in the number of irregu-
photons at the exit decreases owing to electron—positron palar close collisions in oriented crystals as compared to the
production. In the following discussion we shall compare thecorresponding amorphous media for 150 GeV electrons in
results for an oriented crystal with amorphous targets oflifferent materials. The ordinate in Fig. 2 is the ratio of the
thicknessz=L ,42. number of collisions of electrons with atoms in a crystal to
If a relativistic electron moves in a crystal near the crys-the number of collisions in an amorphous medium. For light
tallographic axes, then the high-power coherent electromagnaterials(C, Si) the number of close collisions in oriented
netic emission in the continuum potential of these axe<rystals can be 56 times the number in amorphous media.
(channelling radiationis accompanied by incoherent brems- In heavy crystals this ratio drops te2 because of strong
strahlung on the individual atoms of the crystal. In an amor-multiple scattering. The calculations shown in Figs. 2-7
phous medium the number of collisions of a passing particlevere done for electron beams with a divergence ofQ.2
with atoms obeys a Poisson distribution, with the averagéwhere® is the Lindhard critical ang)e
number of collisions beingn,.) =Noz, wherec is the total The differences in the statistics of close collisions in the
scattering cross section. In our calculations the scatteringmorphous material and in an oriented crystal lead to differ-
cross section was computed using the Maiatomic poten- ences in the incoherent bremsstrahlung yield. Figure 3 shows
tial including the Debye—Waller fact8rAccording to these spectra of the incoherent radiation at individual atoms in a
calculations, the mean free pathrN in different amorphous 600 uwm-thick oriented germanium crystal for different elec-
targets was 2.&m in diamond Z=6), 1.0 um in silicon  tron energies. The dashed curves in Figs. 3—7 represent the
(Zz=14), 0.25um in germanium Z=32), and 0.04um in  Bethe—Heitler spectrum in an amorphous target. It is clear
gold (Z=79). In the following we shall refer to irregular from Fig. 3 that the redistribution of the electrons in the
collisions with individual atoms as close collisions, as op-transverse plane leads to a large enhancement in the contri-
posed to the distant collisions that lead to a regular deflectiobution from incoherent bremsstrahlung in an oriented crystal
of the electron trajectory as a result of the continuum poteneompared to the amorphous material, as well as to a depen-
tial. dence of the shape of the emission spectrum on the energy.
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(110 germanium;z=600 xm.
FIG. 3. Spectrum of single photons due to incoherent bremsstrahlung in an
oriented(110) germanium crystaz=600 xm; electron energyGeV): * —
150, A — 240,0 — 1000. Amorphous germanium of the same thickness.spectrunh);(o_a— 0.8CE, while in the soft part of the spec-

trum the oriented crystal is more efficient. In addition, the
emission in the hard part of the spectrum for an oriented
Combined spectra of the photons emitted owing to cogrystal is mainly from the incoherent contributiéef. Fig. 4,
herent emission in the continuum potential of the atomicyhere the contribution of the synchrotron-like emission is
strings and to incoherent emission at individual atoms argndicated by the hollow trianglgsThe coherent part, on the
shown in Figs. 4 and 5 for 150 GeV electrons(Il0) crys-  other hand, is the sum of contributions from channelled and
talline silicon and for 150 and 240 GeV electrons(ll0)  guasichannelled electrons. Here the synchrotron character of
germanium. The angular divergence of the electron beam age emission spectrum means that the cross sections for
it enters the crystal is 0@, where®_ is the Lindhard emission by quasichannelled electrons, averaged over the
critical angle. The dashed curves in Figs. 4-7 correspond tgansverse plane, are independent of their transverse energy,
the emission spectra in amorphous targets with optimajyhile for the channelled particles, with finite transverse tra-
thicknesseg=L,42. Figures 4 and 5 show that up to elec- jectories, the emission cross sections depend strongly on the
tron energies<300 GeV, the number of emitted photons in transverse energy. The total photon emission cross section
an amorphous material of thicknegs-L,/2 exceeds the per unit length in the synchrotron approximation depends
corresponding number emitted in oriented crystals withyeakly on the total energy of the electrons. For synchrotron-
thicknesses of 600 and 14Q@m in the hard part of the |ike emission, the mean free path averaged over the trans-
verse coordinate for 150 GeV quasichannelled electrons is 85
pm in diamond, 135«m in silicon, 104, m in germanium,
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emitted photons for the oriented crystal exceeds the number
for an amorphous target of thickness L ,4/2 over the entire
range of emitted photon energies.

There is some practical interest in knowing the number
of photons emitted per electron within a given frequency
interval. These data are shown in Table I. The results for the
amorphous medium correspond to 150 GeV electrons in sili-
con with a thickness of ;,42.

In experiments at electron energies of 150-300 GeV,
oriented crystals with thicknesses of several hundred microns
are usually used. In order to estimate the efficiency of these
crystals for obtaining the maximum number of hard gamma
rays, it is necessary to compare them with unorieriéedor-

k- L phous substances having thicknesses of the orddr,gf2.

001 4 L L
0 0z 0.4 w/l].fﬁ 08 1.0 The spectrum of the photons emitted by electrons mov-
ing near the atomic axes in an oriented crystal is the sum of

FIG. 7. The same type of spectrum as in Fig. 6 for 20@-thick (100 o contributions: coherent emission in the field of the con-

old: 1 — 240,2 — 1000 GeV. ) . . ) . .
9 tinuum potential of the atomic strings and incoherent emis-

sion on individual atoms in the crystal lattice. For electron
energies above~100 GeV, the coherent contribution is

and 50um in gold. When the electron energy is raised to jven to a sufficient degree of accuracy by the standard quan-

1000 GeV, the mean free path in germanium increases to 1 M 1 mechanical svnchrotron formulas. while the incoherent
wm. For channelled electrorithe transverse energy of these um mecnanical sy utas, whi !
contribution is given by the Bethe—Heitler formulas for an

electrons is negativethe mean free path increases sharply as h i but includi he eff £ th il
the absolute value of the transverse energy is raised; thus, fgmorphous medium, ut inclu Ing the e ?Ct of the spatia
transverse energies~ —U,/2, the mean free path decreasesredlstnbunon of the charged particle flux in the transverse

by an order of magnitudéhereU, is the depth of the poten- PN@se spacéflux peaking effedt This last effect leads to a
tial barrier in the atomic stringcompared to the quasichan- substantial enhancement in the contribution of the incoherent
nelled electrons. In our calculations, the thicknesses of th8art compared to that for an amorphous target of the same
oriented crystals were chosen to be close to optimal. Ifhickness. _ _
thicker crystals, the contribution from the absorption of hard ~ For relatively soft photonéwith »/E~0.1-0.3) emitted
gamma rays increases owing to the coherent production ¢ty 150—300 GeV electrons in oriented silicon and germa-
electron—positron pairs in the transverse electrostatic field ofium crystals, the synchrotron-like coherent part exceeds the
the atomic strings. incoherent part by an order of magnitude. Because of the
The numbeN,, of emitted gamma rays is plotted in Fig. more rapid decrease in the synchrotron emission cross sec-
6 as a function of their energy for 150 GeV electrons in tion with increasing photon energy as compared to the
different crystals. It is clear that the heavy crystals are mordethe—Heitler formulas, the emission of hard photons with
efficient than light crystals for purposes of obtaining a largeenergiesw=(0.6—0.8F in these crystals is caused mainly
number of hard gamma rays. As opposed to the amorphoudy the incoherent part at electron energies of 150-300 GeV.
materials, the photon spectra in oriented crystals cannot bidere an amorphous target of thickness 42 turns out to
represented in terms of any universal curve. The efficiency obe more efficient for generating photons with energies
oriented crystals increases with the electron energy. This i®»=(0.6—-0.8E.
confirmed by the data shown in Fig. 7, which illustrates the  In heavy oriented crystal®.g., gold or tungstgnon the
calculations for 240 and 1000 GeV electrons in a 200-other hand, even when they are relatively thin200 xm),
pm-thick (100) gold crystal. In this case, the number of the number of radiated photons at the same energies may

TABLE I. The number of single photons with energiedying in different intervals(hereu= w/E).

E, GeV Z, um 0.1<u<0.2 0.X<u<0.5 0.5<u<0.8 0.8<u<0.9 u>0.9
C(110 150 2000 1.38 0.756 0.075 0.005 0.004
Si(110 150 1400 1.04 0.675 0.078 0.0052 0.004
Ge(110 150 600 0.81 0.635 0.144 0.011 0.0064
240 0.86 0.78 0.183 0.018 0.0078
1000 0.88 0.89 0.280 0.045 0.0210
Au (100 150 200 0.735 0.741 0.231 0.0325 0.0143
240 0.738 0.782 0.260 0.040 0.0180
1000 0.710 0.790 0.310 0.060 0.0360
Amorph. L ad2 0.26 0.27 0.10 0.021 0.014

Note: The initial angular divergence of the electron beam i¥90,2whered, is the Lindhard critical angle.
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Fluctuation mechanism for formation of discontinuous tracks by fast ions in crystals
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The effect of multiple loss and trapping of electrons on the formation of discontinuous tracks by
high-energy ions in crystals is examined. A proposed model of charge fluctuations makes it
possible to estimate quantitatively the longitudinal size of the defects in a discontinuous track,
while an extended thermal spike model, which includes Coulomb repulsion, yields

reasonable values for the transverse dimensions of the defect$99® American Institute of
Physics[S1063-784298)00909-X

INTRODUCTION For determining the average charge we can use a semiempir-

ical formula proposed by Dmitriev and Nikolaktor ion
At present the most widely accepted model for the for- ! u'a propos y eV I rions

with energies above 100 MeV:

mation of latent tracks in crystals is the thermal spike model.

According to this model, the energy lost by a high-energy

ion excites the electronic subsystem of the crystal, while the Sk —k

energy of the excited electrons is subsequently transferred to Qo=2; 1+(ii> ] , 1)
the lattice atoms through an electron—phonon interaction and Ziv'

leads to local melting of the target. Because of the high rate

of cooling, the melted region cannot crystallize epitaxially

and solidifies in an amorphous or fine-grained crystallineyherez; is the nuclear charge of the ion, is its velocity,
state, forming a latent track. k=0.6, v’ =3.6x10° m/s, anda=0.48.

The purpose of this paper is to generalize the thermal  As an ion moves through the target it loses its energy
spike model for explaining the formation of discontinuousthrough elastic and inelastic collisions. Making use of the
tracks. In the proposed model the critical parameter for forfact that elastic collisions can be neglected in the case of
mation of an amorphous region is considered to be the magigh-energy ions, we obtain the variation in the energy loss
nitude of the inelastic energy losses by an ion along a unipy a 250 MeV Xe ion in indium phosphide shown in Fig. 1.
path in the crystal. If these losses exceed a certain thresholglis clear from this figure that the energy losses at the depth
value, then disordering or even melting of a local region offor formation of a discontinuous traglbout 10um) are 12
the target takes place, and, as a consequence, a trackiig\/nm. At this depth the energy of the ion is 100 MeV and
formed. Thus the formation of a discontinuous track can bets velocity is 1.2<10° m/s. This implies that the average
related to fluctuations in the inelastic energy losses by an iorsharge of the Xe during formation of a discontinuous track is
which, in turn, are closely associated with fluctuations in theg,~24.7.
effective charge of the ioh. To determine the average distance over which a fluctua-

For comparing the proposed model with experimentakion in the ionic charge occurs, we use the effective cross
data, we have used the results of a recent experiment byections for capture/loss of an electron by an ion moving in

Gaiduket al? According to their data, when an indium phos- the solid. Several theoretical models have been proposed for
phide (InP) crystal is bombarded by 250 MeV xendXe)  determining this cross section for ions that are in the equi-
ions at a fluence of 10 cm™?, at a depth on the order of |ibrium (averagg charge state. In the following we shall use
6—10um the continuous track from the Xe becomes disconthe Bohr formula for heavy ions in heavy tardets
tinuous, with defects of about 35 nm in length and with this
same distance between defects. The overall length of the
discontinuous tracks is aboutién. The proposed model has Vo
also been compared with experimental data on the formation o~ mad(Z P+ Z%’3)<—) , (2
of discontinuous tracks in germaniuin. v

whereo is the capture/loss cross section for an electron by

an ion,Z; is the nuclear charge of the iogy is the nuclear

charge of the target atoms, is the ion velocity, andv
The basis of the model for formation of discontinuous =2.19x 10° m/s.

tracks can be taken to be oscillations in the effective charge For the Xe ion in the region of formation of a discon-

of the ion about some average value as it moves in the targetinuous track, this formula yields,=1.8x 10" 17 cn?.

CROSS SECTIONS FOR CAPTURE AND LOSS OF
ELECTRONS BY IONS

1063-7842/98/43(9)/3/$15.00 1048 © 1998 American Institute of Physics
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20t COMBINATION MODEL OF TRACK FORMATION

At present the most widely used model of track forma-
tion is the thermal spike model. In this model it is assumed

815 . .

] that the energy lost as the ion moves causes local melting of
D the target near the ion trajectory, and if the melted region

e 10}k that is formed cools rapidly it cannot crystallize, and a region

'; of amorphous or finely dispersed material, i.e., a track, de-

velops around the ion trajectory. Despite its qualitative
113 agreement with experiment, the thermal spike model has a
number of shortcomings. In particular, this model does not
take into account the formation of a nonequilibrium charge
- L i as a result of the escape of the electrons excited out of the
0 J 10 15 20 i ' h time, the loss of even one electron
d, pm ion trajectory. At the same ti o |
per ten atoms leads to an additional Coulomb repulsion en-
FIG. 1. The energy loss by 250 MeV Xe ions in InP as a function of depth ergy of ~0.3 eV per atom, which is comparable to the en-
d. ergy required for melting~1 eV in indium phosphide
Another shortcoming of the proposed calculations based
on the thermal spike model is the neglect of the energy re-
quired to melt the target materiglthough this energy can
be several times the energy required to heat it to the melting
point). It is most convenient to introduce this energy at once
Given that the probability of a change in the charge staténto the effective melting temperature, referring to it as the
of the ion over a path lengthis given byP=Nox, whereN  total melting temperature. Thus for indium phosphide, the
is the atomic density of the target, for the statistical mearfotal melting temperature will be about 2500(&s opposed

FLUCTUATIONS IN THE CHARGE STATE OF THE ION AND
THE FORMATION OF DISCONTINUOUS TRACKS

free path for charge exchange we can write to 1335 K for the customary melting temperature
To determine the heating of the target we shall use a
1 model analogous to that proposed by 1Zihus, assuming
A= No - (3)  that the ionization potentials of the atoms are the same as the

classical energy levels in the Bohr model and that the cross
. . section for excitation of the target electrons obeys the Ruth-
Using the above values far, we obtain a mean free 6 .

erford formula} we obtain an average of 300 detached elec-

path for charge exchange of Xe ions in InP Jof14 nm. trons per nanometer of ion path with an average energy of 27
This value is somewhat shorter than the experimentally mea- P P 9 9y

sured \~35 nm? This difference can be explained by a eV (for losses of 10 keV/ninor 38 eV (for losses of 14

i.e., it is necessary to include processes involving th<=1
capture/loss of several electrons. Thus the relative probabili-

ties for processes involving a multiple change in the charge del 232 c2mp2
is roughly 60% for capture/loss of two electrons, 40% for — = —4—83’2, (4)
three electrons, and 20% for four electrérBrocesses with dt 7 #4NM

larger changes in the charge are improbable and we shall . . . .
neglect them below. In view of what we have said, for thewheree is the electron energy; is the deformation potential

length of the defects in the region of a discontinuous tracl{/lori':t?:ga;\?:ggg ?‘;;l tgf T[ngegrglesttgteoﬂgdﬁ?‘sr:ﬁzs,

we obtain a valuey =~ 30-35 nm, which is 2—3 times greater . .

than that calculated using EB) and which is thus in good atomic den§|ty of_the target :
agreement with the experimental vafi6iven that for such Integrating .th's expression for the_ densityof energy
fluctuations in the charge of the ion, its energy losses ma;lloSS by the excited elecirons, we obiain

vary by up to 50% of their magnitudewing to the quadratic de A -3
dependence on the ionic chaygthe length of a discontinu- Q(t)=n at =nA §t+sol’2) , 5)
ous track from an Xe ion in indium phosphide ends up being
rough]y equal to 4-5um (Fig. 1), which has been observed 22 C2md"
experimentally? A=VE2 T 6)
If the proposed model is applied to data on the bombard- m #4NM
ment of germanium by 150 MeV iodine ioAghen Eq.(3) ] ) ] o
givesA~21 nm, which is in fairly good agreement with ex- For calculating the heating of the target in cylindrical

periment(15 nm), from which we may assume that processescoordinates we use the expresSion

involving the loss/capture of single electrons are sufficient 1 ft , 5
for the formation of discontinuous tracks by iodine ions in Trt)=—r @ r
germanium. 47KJo t—t’

4D(t—t") @
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1

nanometergFig. 3) and apparently cannot cause the forma-
tion of an amorphous region. At the same time, even a quali-
tative allowance for the Coulomb repulsion of the target at-
oms, as done above, leads to a 0.3 eV enhancement in the
energy of the atoms, which is equivalent to a reduction in the
total melting temperature by 30%e., to 1700 K. Such a
reduction in the total melting temperature means that in the
regions of the ion trajectory where the ion energy losses are
10 keV/nm, the radius of the melted region is 2 nm, i.e., a
track is not formed, while in the regions where the losses are
14 keV/nm, the melted region is about 4 nm, i.e., a track is
formed. Thus the proposed thermal spike model can explain
the formation of a discontinuous track and yields reasonable
values for the radius of the deformed regfon.

Jooo

r=2nm

0 1107 2107 4107 507"
t,s

FIG. 2. The temperatureTl] distribution around the trajectory of a xenon
ion in indium phosphide for energy losse®f 10 keV/nm. CONCLUSION

The model proposed here for fluctuations in the ionic
charge state makes it possible to explain, qualitatively and
where K and D are the thermal conductivity and thermal quantitatively, the formation of discontinuous tracks as high-
diffusivity, respectively, of the targety is the number of energy ions move in crystals. The calculations presented here
excited electrons contributing to local heating of the targesshow that in some crystals it is sufficient for an ion to lose/
(roughly half of the overall number of excited electrprend  capture one electron in order to form discontinuous tracks
gg is the average energy of these electrons. (e.g., the iodine ion in germaniumwhile in other crystals
These calculations yield the curves shown in Figs. 2 angbrocesses involving several electrons are requieed., for
3. It is clear from these figures that if we neglect the non-the xenon ion in indium phosphigle
equilibrium chargdin which case the total melting tempera- An analysis of the thermal spike model has shown that
ture is 2500 K, then even for the maximum energy losses bynonequilibrium charge created by the passing ion plays a
the ion, the radius of the melted region is less than twamajor role in track formation. Semiquantitative allowance
for this charge has made it possible to determine the trans-
verse dimensions of the defects in a discontinuous track and
to obtain numerical values consistent with experimental
data?
This paper was patrtially supported by the International
Soros Science Education Progratf8SEB.
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The ferromagnetic resonance infg_,Ga 0, (0=x=<0.63), iron garnet films obtained by

liquid phase epitaxy on substrates of gadolinium gallium garnet is studied at temperatures

of 213-353 K. It is found that in the case of liquid phase epitaxy the distribution coefficient of
the gallium in the films varies from 2.2 to 4.0, depending on the composition and growth
conditions. It is found that the resonance magnetic fields can be temperature stabilized through
temperature-induced changes in the saturation magnetization and anisotropy fiel6980©

American Institute of Physic§S1063-78428)01009-5

In recent years there has been increasing interest in the—=10 um had a smooth, shiny surface without bumps or
use of single crystal films of the iron garnets in microwavemicrocracks. However, as the film thickness and gallium
devices employing magnetostatic wa\®SWs).22 The ba-  content were increased, the surface quality deteriorated. It
sic requirements for these devices are minimal magnetiwvas not possible to grow high-quality films wik®=0.6 and
losses during propagation of the MSWSs and high-frequencyhicknesses greater thandn because of the large difference
stability in the operating temperature range. The magnetiin the crystal lattice parameters of the film and substrate,
losses are determined by the widiii of the ferromagnetic Aa=0.015 A. The gallium ion content in the Ga:YIG films
resonance line. For films of yttrium iron garn@flG), one  according to local x-ray microanalysis differed slightly from
can obtain a minimum oAH=0.5 Oe. One of the ways of the calculated value&ee Table)l This discrepancy can be
improving the operating stability of these MSW devices mayexplained by the fact that in calculating the compositions of
be to use iron garnet films with enhanced thermal stability othe stock we neglected the variation in the distribution
their magnetic parameters. The YIG films used in MSW de-coefficient Kg, with the gallium content and the growth
vices, with their minimal magnetic losses, however, do notemperature regime. In the calculations for the stock we used

have satisfactory thermal stability. Kgs=2.2. The distribution coefficient of the gallium in the
This paper is devoted to a search for iron garnet filmdilms was determined according to the formula

with minimal ferromagnetic resonance line widths and en- X

hanced thermal stability. For this purpose, we have examined ( Ga )

the possibility of raising the thermal stability of the param- _ Xcat Xrel ¢

eters of %Fe_,Ga0;, (0=<x<0.6) iron garnet films a1 Xga ' @)

through different temperature variations in the saturation Xt Xre

magnetization 4 Mg and the anisotropy fielti . m

The films were grown by the liquid phase epitaxy whereXxg, and Xg, are the gallium contents of the filnf)
method using isothermal loading of a horizontal substrate oénd fluxed melt ).
(111 gadolinium gallium garne{GGG) in a supercooled It can be seen from the Table | that the value&gf, for
fluxed melt of the garnet-forming oxides &, Y,0;, and the Ga:YIG films withx=<0.1 differ substantially the pub-
Ga,0; and a PbO—BO; flux with a total mass of 6 kg. The lished valueK,=2.2°
composition of the melting stock was calculated from the  The composition of the Ga:YIG substituted films de-
molar proportions ofR;—R, (Ref. 3. These proportions pends, not only on the composition of the fluxed melt, but
were chosen on the basis of considerations of the stability odlso on the rate of growth, which, in turn, depends on the
the garnet phase for compositions containing differentdegree of supercooling of the melk;T. Changing the con-
amounts of gallium ions. As the paramesein the chemical  centrations of G& and PB™" in the Ga:YIG films leads to
formula of the iron garnet films was changed from 0.03 tochanges in the parametersrM g and AH. Figure 1 shows
0.6, the proportionsR;—R, had the following values or plots of the film growth raté, 47wMg, andAH as functions
ranges of valuesR;=28.35-29.96,R,=17.2—-685.0,R;  of the degree of supercoolinyT for a fluxed melt withx
=15.6, andR,=0.149. The ratioR,=Fe,0;/Ga0; char- =0.1. The ferromagnetic resonance parameters were mea-
acterizes the amount of gallium oxide introduced into thesured using a waveguide technifum samples with diam-
stock for substitution for the iron oxide. High saturation tem-eters of 0.1 mm prepared by chemical etching.
peratures of the melt, 1220-1235 K, were chosen based on It is clear from Fig. 1 that, with increasing supercooling,
the requirement of minimal entry of Pb ions into the epi- the rate of film growth increases linearly. The saturation
taxial layers? magnetization also increases. When the degree of supercool-

The grown Ga:YIG films wittk<0.3 and a thickness of ing is varied from 5 to 40 K, the distribution coefficieldt,

1063-7842/98/43(9)/4/$15.00 1051 © 1998 American Institute of Physics
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TABLE I. Compositions of the Ga:YIG films, crystal lattice parameters, and gallium distribution coefficients.

Calculated Composition of Lattice parameter Lattice parameter  Distribution parameter
compositiori x ferrite film x of GGG substrate, A of film, A of GH, relative units

0.03 0.028 12.3821 12.3723 4.0

0.05 0.053 12.3826 12.3718 31

0.1 0.140 12.3822 12.3735 2.8

0.3 0.380 12.3826 12.3708 24

0.5 0.560 12.3821 12.3691 24

0.6 0.630 - - 2.2

*From the gallium oxide content in the melting stock.

falls from 3.39 to 2.23, which indicates a reduction in thebulk single crystals is crystallographic in nature, while in the
Ga" ion content of the films. Since the gallium ions replacefilms it consists of three components: magnetocrystalline, in-
Fe’* ions mainly at tetrahedral sites, this should lead to aduced by stresses, and induced during the growth process.
rise in the saturation magnetization, as is observed. The stress and growth induced components of the anisotropy
As for the parameteAH, in Fig. 1 it passes through a field result from the peculiarities of the techniques used to
minimum atAT=18 K and then rises again. The riseAtd fabricate the films.
is most likely caused by an increase in the amount df'Pb The increase in the anisotropy field in Ga:YIG films as
ions entering the film from the melt, at a rate proportional tothe gallium content is raise@Fig. 2) is related to the growth
the rate of growth of the ferrite filfi.The existence of a of elastic stresses which arise in the film—substrate system
minimum in the AH curve can be explained by mutual owing to mismatch of their crystal lattice parameters. Ac-
charge compensation of Pband Pt* ions, the latter being cording to our measurements, xss increased from 0.1 to
always present in a small amount in the stock owing to thel.0, the difference in the lattice parameters of the film and
platinum crucible’ substrate increases from 0.0087 to 0.0206 A; with the large
Figure 2 shows the width of the ferromagnetic resonancenismatches, this leads to the appearance of cracks in the
line and the anisotropy field as functions of the gallium ionfilms with x=1.0.
content in Ga:YIG substituted films grown at a fixed super- We have measured the temperature variations in the
cooling temperaturd T=10 K. It is clear that, with increas- saturation magnetization, anisotropy field, and resonance
ing amounts of gallium in the films\H initially decreases, fields for Ga:YIG films with differentx. The temperature
reaching a minimum of 0.2 Oe a&=0.18. This figure also range 213-353 K corresponds to the most realistic operating
shows a plot of the anisotropy field, as a function of the temperatures for microwave devices in which ferrite films
concentration, a curve which has a sharp minimum that isnay be used. The resonance fields and Hu were mea-
shifted somewhat relative to the minimum in thél curve.  sured for directions of the constant magnetic field normal
It may be concluded that these curves are correlated, i.e., thperpendicular resonancand tangentia{parallel resonange
width of the ferromagnetic resonance line of Ga:YIG filmsto the plane of the film. The measured temperature variations
depends on the magnitude of the anisotropy filti for  in the resonance fieldsl; and H'r| for Ga:YIG films with
single crystal Ga:YIG films increases even whenr0.3, un-  different compositions are plotted in Fig. 3. As can be seen
like for bulk single crystal Ga:YIG, in which the width of the from Fig. 3, for a given temperature the resonance fi¢ld
ferromagnetic resonance line hardly changes up=t®.8.° decreases by roughly 100-150 Oe when the amount of gal-
The difference in the behavior &fH in films and single
crystals is caused by the fact that the anisotropy field in the

Ay, 0e AH, e
M, , G 60
b | 1 aH,0e 3.0
1600
Koat 2.5
H lfoj 2.0
E
1500
L6 1.5
- 20 1.0
0.4 0.5
L mr A i A I
0 10 20 Jo 40 L 1 L
AT, K 0 0.2 0.4 0.6 x

FIG. 1. The growth rated, (1), saturation magnetization#M; (2), and FIG. 2. The ferromagnetic resonance line widthl (1) at T=295 K and
ferromagnetic resonance line widH (3) at T=295 K as functions of the  the anisotropy fieldH, (2) as functions of gallium ion contentx) in
degree of supercoolindT. YsFe_,Ga O, films.
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(5, 6.

o o for large substitutionsx=0.63), it increases significantly. It
lium in the ferrite film is increased by 0.1 atom per formula js evident from Fig. 4b that the temperature variations in the

unit (curves1-5). For the parallel resonanckl; increases anisotropy field are smallest for a composition with a large
by 50—100 Oe whem is increased by 0.lcurves6-9). For  gypstitution,x=0.63 (curve 1).

the perpendicular resonarice According to Egs.(2) and (3), in order to maintain a
w, constant operating frequency in microwave devices, i.e., to
7:H,L—47TMS+ Ha, (2 enhance their thermal stability, it is necessary that the mag-

nitude of the temperature variations in the resonance field be
wherew, is the resonance frequency amds the gyromag- compensated by the combined magnitude of the temperature
netic ratio, equal to 2.8 MHz/Oe. The value of the resonancehanges in 4Mg andH,. In practice, thermal drift of the

field H; is determined by the microwave frequency, theresonance frequency away from a fixed frequency is deter-
saturation magnetizationMg, and the anisotropy field mined by the change in the resonance field with temperature

H,. relative to its value at room temperaturg.
For the longitudinal resonance, at which The temperature drifts of the resonance field for parallel
o) AH/=Hl —Hl, and perpendiculat Hy = Hi— Hy, reso-
7: \/(Hﬂ+ Ha)(H|r|+477Ms+ H.), (3) nances are plotted in Fig. 5 for Ga:YIG ferrite films with

=0-0.63. HereH'JT andH 5 are the resonance fields at tem-
when the frequency is constant, the resonance field shoulgeraturel andHﬂk andHy, are the resonance fieldsgt. It
increase as the saturation magnetization is lowered. Thus, atear from Fig. 5 that as the amount of Gain the films is
a constant frequency, for ferrite films with different gallium increased, the slopes of tIAfHﬂ(T) andAH; (T) curves are
contents, the values and temperature variatiori/oindH!  significantly reduced. Thus, for a film witk=0.63, the
are determined by the parametersM, H,, and their tem-  slope of theAH; (T) curve is more than a factor of 2 smaller
perature variationgFig. 4). Figure 4a implies that as the than for a pure YIG fiim: a7z=1.4 Oe/K and ai;
G&" ion content of the film is increased, in addition to a =3.2 Oe/K, respectively. For comparison, for the two reso-
decrease in the saturation magnetizationrves5-8) there  nances dashed lines with slopes=ag=1.0 Oe/K are
is also a change in its temperature dependence. When tlsBown in Fig. 5.

temperature is raised from 213 to 353 K, for pure Y&rve A comparison of the temperature dependentef (T)
5)the slope of the curve is 2.9 G/K, while for films with andAHﬂ(T) shows that for films with the same composition,
=0.38(curve8) it is 2.0 G/K. a plot of the drift of the resonance field is more gradual for

It can be seen from Fig. 4b that within the temperaturethe parallel resonance than for the perpendicular resonance.
range studied here, the anisotropy field of Ga:YIG filmsFor example, for a film withk=0.63, within the same tem-
changes little compared to pure YIG for small substitutionsperature interval, at the perpendicular resonance onerhas
(x=0.14), while forx=0.38 it decreases significantly, and =1.4 Oe/K, while at the parallel resonaneg=1.0 Oe/K.
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A design of a photon scanning tunneling microscope is presented. The shear-force regime and
the advantages of nonresonance excitation of the probe are discussed in detalil. It is
suggested that the replica method be used to estimate the size of the active part of the probe.
© 1998 American Institute of Physid$1063-78428)01109-X

INTRODUCTION imagest! In this case protuberances in the image look like
depressions and vice versa. Such effects are difficult to ex-
Near-field microscopy makes it possible to overcome theplain on the basis of a viscous model of damping.
diffraction limit, which limits the resolution of classical op- A completely different model of the probe—surface in-
tical microscopy: The possibilities of realizing spectroscopy teraction was proposed in Ref. 12. We note first that for the
with submicron spatial resolution are generating great enthuprobe tip to move parallel to the surface during the oscilla-
siasm. The appreciable achievements made in this field irtions special forces must be applied. For this reason, during
clude the Vvisualization of individual fluorescence measurements in the shear force regime the trajectory of the
molecules>® measurement of the fluorescence times of indi-probe tip virtually always makes an acute angle with the
vidual moleculed;® and low-temperature luminescence spec-surface. This means that for a sufficiently small probe—
troscopy of semiconductor materidlfossible applications surface distance the probe tip will touch the surface, which
in the field of control of local chemical reactidhand re-  should disturb the amplitude and frequency characteristics of
cording informatiofi are also quite interesting. the oscillations. In Ref. 12 an experimental investigation was
To obtain maximum resolution the probe must be posi-performed of the resonance curve in vacuum at liquid-helium
tioned near the surface at a distance of the order of severgdmperature, which made it possible to remove immediately
nanometers. For this reason, practical work requires #e question of capillary forces. It was shown that the ob-
method for monitoring the probe—surface distance that is inserved amplitude and frequency dependences of the reso-
dependent of the optical channel of the microscope. The sarance curve agree well with a mathematical model con-
called shear-force method is most widely u$éd.This  structed on the basis of a model where the probe touches the
method makes it possible to obtain a topographic image ofurface even at the lower part of its trajectory. A very im-
the surface simultaneously with an optical image. To imple-portant observation is that because the elastic constant of the
ment the method, oscillations of the probe must be excited dtee part of the probe is different from that of the conical part
the resonance frequency in a plane perpendicular to the plarke resonance frequency increases on contact with the sur-
of the surface under study. It has been observed experimeface. It is impossible to explain the increase in resonance
tally that near the surface the oscillation amplitude decreasdsequency on the basis of a viscous damping model.
as a result of interaction with the surfafeig. 1). The dis- Thus the shear force regime is, in the main, analogous to
tance dependence of the amplitude is smooth and makesthie tapping mode regime or the touching regime, which is
possible to monitor the probe—surface distance in the nanonwell known in atomic-force microscopy:** For this reason,
eter range. However, until very recently the character of thén what follows we shall call it the atomic-force regime. The
probe—surface interaction remained a subject of discussioulecrease in the amplitude of the signal in the atomic-force
As follows from the name of the method, it was assumed thathannel as the surface is approached is due to the limitation
the probe is undergoes something like viscous damping oof the oscillation amplitude of the probe by the rigid wall as
account of capillary or van der Waals forcéso monitor the  a result of mechanical contact.
oscillation amplitude the probe is illuminated on one side by = Hence follows an important conclusion: The resolution
a laser beam, while a two-section photodiode, which detectsf the microscope in the atomic-force regime is determined
light redistribution between its two sections, is placed on theéby the contact zone, i.e., it depends on the radius of curvature
other side. Since the signal from the photodiode is weak, af the tip and does not depend, in the general case, on the
photosensitive method of synchronous detection is used toscillation amplitude. Of course, for large amplitudes distor-
analyze it. In this scheme the signal at the detector outpuions of the image of the surface are possible in the form of
depends on both the amplitude and phase of the signal arghrasitic “shadows,” and so on, on account of excess touch-
can assume both positive and negative values. In our expelings, for example, if the height of the protuberances is much
ments we sometimes observed a jump-like change in thgreater than the rounding diameter of the probe, while the
amplitude of the detector signal with a change in sign, whichdistance between the protuberances is less than the amplitude
agrees with reports of contrast inversion in topographicof the probe oscillations. For this reason, from the standpoint

1063-7842/98/43(9)/7/$15.00 1055 © 1998 American Institute of Physics
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A nitude of the detector signal can depend on the local elastic
properties of the surface.
Another possibility is illustrated in Fig. 2: If’ makes
the larger contribution to the output signal, then an increase
in the resonance frequency will result in a shift of thé
curve rightward and depending on the position of the work-
0 30 nm 2 ing point, which is fixed during the measurements and is
2 determined by the frequency of the sound generator, both an
FIG. 1. Shear force effect: Decrease in the amplitAdef forced oscilla- increase and a decrease in signal amplitude, right down to a
tions of a microscope probe as a result of interactions with the sufface ~ change in sign, can be observed. For this reason, an increase
probe,2 — sample. in the resonance frequency as a result of the interaction with
the surface could also be responsible for the contrast inver-
sion sometimes observed in top topographic images.

of resolution the regime where the amplitude of the probe [N summary, it can be concluded that the root of the
oscillations equals the radius of curvature of the probe iProblem lies in the superposition of phase and amplitude
optimal: For smaller amplitudes the signal/noise ratio de-effects during operation near the resonance frequency.
creases in the detection channel and for larger amplitudes thherefore it is more convenient to work in the nonresonance
probability of parasitic effects increases. regime. In this case the amplitude function will be deter-

It is now possible to understand the mechanism leadingnined by the cutoff of the probe displacement on contact
to inversion of contrast which is sometimes observed in toWlth the Surface, while phase effects will be absent. We shall
pographic images. To a first approximation, the oscillatingPresent a design of a near-field microscope with a nonreso-
probe can be treated as a classical oscillator excited by atgnce atomic-force regime and we shall present some results
external force. The response functigrof a harmonic oscil-  ©btained using this microscope.
lator can be described as the sum of the ngabnd imagi-
nary x” parts’®*’ The form of these components is well
known and is shown in Fig. 2. The interaction of the probe
with the surface, on the one hand, increases the resonance The layout of the microscope is displayed in Fig. 3. A
frequency? and, on the other, changes the phase of the os-le—Ne laser beam passes through a prism at the total inter-
cillations, since terms reflecting the interaction with the sur-nal reflection anglé® The sharpened tip of an optical fiber,
face must be added in the equation of motion of the oscillafunctioning as a probe, is placed at the bottom in the region
tor. The magnitude of the phase shift will depend on theof the surface light wave. Part of the surface light wave is
duration of the interaction with the surface as well as onscattered by the probe and trapped by the optical fiber. The
local mechanical properties of the surface. A change in thgghotomultiplier signal at the other end of the optical fiber is
phase of the signal can be interpreted just as a change in tipgoportional to the intensity of the light wave. In current
ratio of the real and imaginary parts of the response functionterminology, this type of microscope is called a photon scan-
The change in phase of oscillations even with a constanting tunneling microscop€.2°
amplitude will give rise to a change in the signal amplitude =~ We employed a multimode quartz fiber, sharpened by
at the output of the synchronous detector. Therefore the magtching in a 40% aqueous solution of hydrofluoric &ith
our experiments, a unmetallized probe without an aperture
was used: On account of the exponential dependence of the
intensity of the surface wave on the distance to the surface,
the field component makes the main contribution to the sig-
3t nal near the probe tip, making it possible to obtain a resolu-
tion of less than 200 nrff. A metallized tip with an aperture
makes it possible to obtain a resolution down to 207t
2f it is more difficult to analyze the data and the mechanism of
the interaction of the surface wave with the probe cannot be
described by a simple model of the type scattering by a di-
1" electric sphere.

In our design the scanning apparatus moves the grating
w while the tip is stationary. For this, the prism is rigidly se-
cured to a table in the form of a glass disk, which is at rest on
, three metal balls, glued to 32 mm long, 10 mm in diameter,
and 0.75 mm thick piezoelectric tubésnly two balls are
shown in Fig. 2. The inner and outer surface of each tube is
metallized and divided into four electrodes, which are con-
nected in a manner so that application of voltage to a group
FIG. 2. Response functiop of a harmonic oscillator to an external exciting ©Of €lectrodes produces bending of the tube in the correspond-
force: y' — real part,y” — imaginary part. ing direction®® The electrodes of the three tubes are con-

PHOTON SCANNING TUNNELING MICROSCOPE
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FIG. 3. Schematic diagram of a photon scanning tunneling microsdope Mirror, 2 — beam splitter3 — piezoelectric tube4 — table 5 — photodiode,
6 — synchronous amplifiel7 — photomultiplier,8 — optical fiber,9 — computer,10-12 — high-voltage amplifiers13 — controller.

nected in parallel, so that the tubes move synchronously aniitst resonance frequency for flexural oscillations of the
set the table in motion with its orientation remaining con-probe, ordinarily in the range 5-10 kHz.
stant. Moreover, this design makes it possible to move the In the standard regime the detected signal from the pho-
table discretely with a step of less thanudn. For this, a todiode was used in a feedback loop, terminating on the fine-
sawtooth voltage must be applied to the scanner electf§desadjustment piezoelectric tube. This made it possible to main-
The large piezoelectric tube at the center of Fig. 3 providesain the probe—surface distance constant during scanning. In
fine regulation of the distance between the surface of théhis case the trajectory of the probe tip repeats the topo-
sample and the probe. The micrometer screw for coarse reggraphic profile of the surface, while at each scan point the
lation is not shown in the figure. For controlling voltages of microscope controller records the optical signal and the to-
+/— 250 V, the scanning field equals 1480, while the  pographic signal in the atomic-force channel. The micro-
regulation range in the vertical direction isggn. scope controller is a separate unit and is coupled with a PC

To implement the atomic-force regime an additional tu-through an ISA bus by means of a special interface card.
bular piezoelectric elemenr(buter diameter 1.3 mm, inner
diameter 0.8 mm, length 8 mnis placed in the top part of
the central piezoelectric tube in order to excite oscillations o
the free end of the optical fiber in a plane perpendicular to As a first example we present an image of a simple
the plane of the figure. The oscillating part of the opticalmodel structure in the form of a standing surface wave.
fiber is illuminated from the side by a laser beam, and theThe arrangement of the experiment is displayed in Fig. 4.
scattered light is detected with a two-section photodiode oThe laser beam undergoes total internal reflection at the
the opposite side. Using a feedback loop, the amplitude caglass—air interface. A flat metal mirror is placed in the path
be maintained at a prescribed level by moving the tip in theof the beam, so that the light propagating in the forward and
vertical direction, and in so doing the tip—surface distancébackward directions forms on the surface a standing light
remains constant during scanning. wave with periodd=\/2n sin®. For n=1.5 and®=45°

In our work we employed nonresonance excitation of thethe distance between the maxima of the light wave for
tip oscillations, in contrast to all works of which we know, A =633 nm equals 3000 nm.
where a resonance method was used. According to our ob- Figure 5 shows an image of the intensity of the light
servations, the nonresonance method is distinguished Hield obtained in the optical channel. In addition, the distance
greater stability, and we employed a frequency below théetween the probe and the glass was maintained conS@nt

NEASUREMENTS
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FIG. 4. Schematic diagram of an experi-
ment measuring the intensity of a surface
standing light wavéa) and intensity of a
light wave above the surface of a diffrac-
tion grating(b): 1 — Prism,2 — mirror,

3 — light, 4 — near-field,5 — probe,

6 — grating.

nm) by feedback in the atomic-force channel. As expectedare observed along the edges of the metal lines. We believe
the signal profile is sinusoidal. The local nonuniformities inthat this is a result of mass transfer, due to the details of the
the image are due to external mechanical perturbations dutechnological process, during etching.
ing recording. The increase in the period of the structure  Here we emphasize that the microscope controller which
from left to right is due to the nonlinearity of the piezoelec- we have developed rules out possible image distortions due
tric scanning apparatus. to underregulation or overregulation in the feedback circuit
A trace of the optical signal with the probe moving in a in the presence of sharp changes in the surface profile. For
direction perpendicular to the surface is displayed in Fig. 6this, before each point is recorded the microscope controller
The plot illustrates the well-known exponential dependencehecks for the absence of an error signal in the feedback
of the field of the surface light wav& When this depen- loop. In addition, each scan is recorded in both the forward
dence was measured, the mirror was rema{fed. 4b. The  and backward directions. Comparing these profiles likewise
damping depth of the field equals 130 nm. makes it possible to avoid errors which could be due, for
As another example illustrating the possibilities of theexample, to creep of the piezoelectric ceramic in the vertical
microscope, we present an image of a flat diffraction gratinglirection. The first scan lines of the ima¢g the bottom of
consisting of Ni stripes on a glass surface prepared by phahe figurg are shifted rightward as a result of creep of the
tolithography. The lines are 40 nm high, the period of thepiezoceramic in the horizontal direction. The large “hump”
grating is 10um, and the width of a metal line is @&m.  in the upper left corner is, we believe, a dust particle settling
Figure 7 shows a three-dimensional topographic image obfrom the air on the surface of the grating.
tained of the grating in the atomic-force channel in the non-  The optical image corresponds, with good accuracy, to
resonance regime, while Fig. 8 displays an image of the se¢he details of the topographic image, i.e., the fringes of the
tion of the grating(top view) in the topographic and optical minimum of the optical signal correspond to the metal lines
channels. The height of a line is 40 nm, which agrees welbf the diffraction grating. The fine details in the form of
with the grating fabrication data. Crests of heightO nm  small spots in the topographic image, which evidently corre-
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FIG. 5. Image of a surface standing light wave on the surface of a glass prism. The distance between-n300man ( is the intensity in arbitrary uniis
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replicas, by which we mean producing artificially an impres-
sion of the probe tip in a soft material. The process leading to
the formation of submicron-size impressions of this kind has
been investigated in detail in a number of wotkd7:26By
investigating the time dependence of the displacement of an
indenter under the action of an external force it has been
shown that in the general case elastic relaxation of the ma-
terial is observed after the load is removed. As a result of this
relaxation, the depth of the impression is less than the depth
of indentation, while the angle of the impression cone is
5 larger than that of the indenter. In soft materials, specifically
in Al, this type of relaxation is small, so that the impression
R L repeats the shape of the indenter to a high degree of accu-
b o e 0 racy.
7000 nm In our design the high stiffness of the needle in the ver-
FIG. 6. Intensity of a surface wave versus the probe—surface distance. tic@l direction permits indentation to a depth of several mi-
crons. We used Al and fused rosin as the indentation mate-
rials. Practice showed good reproducibility of the
spond to residues of the metal which have not been removegypressions in these materials as well as the absence of tip
correspond to dips in the form of dark spots in the opticalyeformation during the indentation process, making it pos-

signal. The resolution of the microscope can be estimated, 0gp|e 1o estimate the shape of the probe from the shape of the
the basis of the image obtained, to be @ in both chan- impression.

nels. To visualize the shape of the impression, we use the
microscope in the atomic-force regime with the same probe
as the one used for making the impression. Figure 9 shows
The most important parameter of the microscope, deteran image of the impression of a tip which was used in this
mining its resolution, is the radius of curvature of the probework (a surface defect, existing prior to indentation, is
Most authors use an electron microscope to estimate thigresent in the bottom right-hand corphefhe section on the
parameter. We propose using for this purpose the method afght-hand side of the figure makes it possible to estimate the
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FIG. 7. Three-dimensional image of a section of a diffraction grating on a glass surface. The image was obtained in the atomic-force channel of the

microscope. Period of grating 10m.
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FIG. 8. Atomic-force(left) and optical(right) images of a section of a diffraction grating. The vedtaf the surface wave is directed along the lines of the
grating.

radius of curvature of the probe as Qudm and the cone measurements was equald 00 nm. This makes it possible
angle as 150°, which agrees with the estimate, presented attribute the impression to the probe right down to the
above, of the resolution of the microscope. The possibility ofvery bottom. The proposed method does not make it possible
visualizing the impression of a probe using the same probéo reproduce the exact shape of the probe from the image of
can seem unlikely. Here it is necessary to underscore ondbe impression, but rather it is only a method for estimating
again that the shape of the impression is somewhat differerthe upper limit of the size of the probe.

from that of the probe because the material undergoes relax- The proposed method has a humber of considerable ad-
ation, while the amplitude of the probe oscillations does nowvantages over the standard method of electron microscopy:
exceed the radius of curvature of the probe and in the presepbssibility of obtaining a three-dimensional image and not a

il;lilll‘l;_l_i_!{l]l!l’lil;l'lIl!![iil!ill‘!il‘l'ii

0 ' 2030
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FIG. 9. Image of an impression of a needle tip in fused rosin. Right side — section along a line.
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The results of a determination of the optical breakdown thresholds of air near the surface of
copper laser mirrors witha-C:H protective coating by intense pulsed 1Qu8n radiation are
analyzed and systematized. It is shown that there is no correlation between the breakdown
threshold of a coated mirror, the reflectance of the coating, and the breakdown threshold of the
initial copper surface. Experimental dependences of the threshold of optical breakdown of
coated mirrors on tha-C:H thickness and deposition rate as well as the storage time of the mirrors
are given. Estimates are made of the rise in the surface temperature in the irradiation zone

for the case of an ideal adhesive contact and calculations are made of the damage threshold of the
coating in the case that the adhesive contact between the mirror and the coating is impaired.
The effect of thea-C:H coating properties and the conditions at the polished metal
surface—protective coating interface on the optical breakdown threshold is discuss&é8980©
American Institute of Physic§S1063-784£8)01209-4

INTRODUCTION effect of different factors on the optical breakdown threshold
of copper mirrors with &a-C:H protective coating. Approxi-

An important question in producing optical componentsmate calculations of the surface temperature in an irradiation
for lasers is the interaction of laser radiation with matter.spot and the breakdown thresholds of a coating as a function
Passive elementavindows, mirrorg used in the gas media of its thickness, taking account of adhesive contact at the
of pulsed CQ lasers are exposed to intense laser light fluxesmirror—coating boundary, are performed. The effect of the
Optical breakdown and plasma formation at the surface ofroperties ofa-C:H and conditions at the polished metal
optical components change the lasing regime and destroy tteurface—protective coating interface on the threshold of op-
functioning of the laser system. For this reason, the radiatiotical breakdown near the surface are discussed.
hardness of an optical component is determined by the power
density level of the radiation corresponding to the pIasmaEXPERIME’\ITAL METHODS AND RESULTS
formation threshold. This threshold depends not only on the
parameters of the laser radiati¢iorm, duration, pulse rep- A protective a-C:H coating was obtained by chemical
etition frequency, and size of the irradiation spot also on  deposition of hydrocarbon vapors in a dc glow discharge
the surrounding medium, the state of the surface, and thplasma® The coating was deposited on the surface of pol-
material of the optical componehtCopper mirrors, which ished copper mirrors, ranging in size from 40 to 60 mm, at
have high reflectances and optical breakdown thresholds, atke temperature of the surrounding medium. One-quarter or
widely used in laser technology. However, their use is lim-one-half of the mirror surface was left uncoated in order to
ited by low corrosion resistance and mechanical strengthperform comparative tests. The mirror surface prior to depo-
The service life of the mirrors can be prolonged by usingsition of the coating was worked with a glow discharge
protective coatings. The good prospects for using solidplasma of an inert gas to clean the surface. To optimize the
chemically inert, and IR transparent diamond-like coatingsconditions under which the-C:H coating is obtained, the
consisting of amorphous hydrogenated carlierC:H) as  parameters of the deposition process were varied: pressure in
coatings providing protection from intense 1Quén radia- the vacuum chamber fromx10 2 to 1x 10 ! Pa, the in-
tion for laser copper mirrors was first demonstrated in Ref. 2terelectrode voltage from 600 to 1400 V, and the acetylene
Mirrors with a protectivea-C:H coating had a high break- content in the mixture with inert gas. Krypton and argon
down threshold. Such a coating did not change the shape @fere used as the inert gas. The coating thickness was varied
the optical surface or the reflectance of the copper mirror, itn the range 0.03—0.£m. The thickness was monitored with
decreased the roughness of the initial surface, and substaa-MIl-4M microinterferometer with a relative measurement
tially increased its mechanical strength and corrosion resiserror of less than 10%.
tance. Further investigations showed that the conditions of To determine the stability of the-C:H coated mirrors
plasma formation at the surface ®C:H coated mirrors de- with respect to the action of laser radiation, the power den-
pend on the thickness of the coating and can decrease wisity corresponding to the optical breakdown threshold near
time 3 However, the nature of the observed phenomena is ndheir surface was determined. The breakdown threshold was
completely understood. taken as the minimum laser power density corresponding to

In the present paper a systematic analysis is given of ththe appearance of a flame and obtained in a series of tests on

1063-7842/98/43(9)/7/$15.00 1062 © 1998 American Institute of Physics
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FIG. 1. Histogram of the pulsed IR laser radiation power densities corre-
sponding to the optical breakdown threshold. »
The threshold power densities afC:H coated copper

mirrors as a function of the coating thicknessare shown in
different sections of the mirror surface. The tests were perFig. 4. Despite the large variance of the points, one can see
formed at 10.6um in atmospheric-pressure air using an elec-that in a narrow interval of coating thicknesses from 0.1 to
tric discharge C@ laseP with a pulse duration of 1%s at 0.2 um the breakdown threshold tends to increase, and as the
the base and 10s according to the width. The irradiation thickness increases further, the breakdown threshold de-
spot was 0.3 cm in diameter. Some of the radiation energgreases. The maximum in the experimental curve shows that
was diverted to an IMO-2 laser pulse energy meter. at least two competing processes influence the development
A histogram of the values of the power densgyof  of optical breakdown at the surface of afC:H coated mir-
pulsed IR laser radiation, which correspond to the opticator, one process promoting an increase and the other a de-
breakdown threshold at the surface of a copp€rH coated crease in the threshold.
mirror for N=32 samples is presented in Fig. 1. The aver-  Attempts to determine the dependence of the optical
age, maximum, and minimum values of the power densitypreakdown threshold a-C:H coated mirrors on the techno-
were equal to 6.2, 16, and 1 MW/énrespectively. logical parameters of the deposition procégas pressure
The threshold radiation power densities of the coatedn the vacuum chamber, interelectrode voltageand ion
mirrors versus the breakdown thresholglg of the initial
uncoated surface of the mirrors are shown in Fig. 2. One can
see that these values are random and there is no regularity in
the distribution of the points in Fig. 2. A coating could both
increase the optical breakdown threshold of the mirror sur-
face severalfold and decrease it in individual cases. A nu-
merical analysis of the values of the breakdown thresholds o
presented in Fig. 2 gave a correlation coefficier2.3 with 510 - ®
32 samples. ~
The measurements of the reflectarReof an a-C:H § 8t
b

14r

coated copper mirror at 10.6m were performed using a
multipass refractometer with an error af0.3%. The mea- st
surements showed th&=98.4-99.0% and its deviation
from the reflectance of the initial surface of the copper mirror
fell within the limits of the measurement error. The threshold
values of the power densityof thea-C:H coated mirrors as .
a function of the surface reflectanBeof the component are ar
presented in Fig. 3. One can see that there is no correlation ) L \
between these values. The protect€:H coating protects 98.4 98.6 96.8 99.0
the surface of the copper mirror from oxidation and makes it R, %

possible to maintain a constant surface reflectance duringg. 3. optical breakdown threshold efC:H coated mirrors as a function
storage for several years. of their reflectance.

®
1
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FIG. 6. Damage area on a mirror surface due to optical breakdown as a
function of the power density at the breakdown threshold and as a function
of the coating thickness.

increasing from 4 to 12 A/s for coatings obtained from acety-
lene with u=800—-900V in the intervai=2-11mA and
2 Pa. Decreasing the deposition rate o

coating thicknessll — for experimental near-surface breakdown thresholds = 2.0+ 0.2 A/s by diluting the acetylene with argd60%)
of a-C:H coated copper mirror® — for the computed values of the laser and usingu=900—1000 V,i=4—-8 mA, andp=5x10"?
damage thresholds of amC:H coating in the case of impaired adhesive pg increased; up to 7 MW/cnt. For deposition rateg <2

contact between the coating and the mirror.

currenti on the substrajevere unsuccessful. The breakdown
thresholds of 0.13 0.01 wm thick a-C:H coatings as a func-
tion of the deposition rate are presented in Fig. 5. The
breakdown threshold varied from 2 to 5.2 MW/crawith v

12
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Als and coatings obtained from a mixture of acetylene with
krypton (66%) with u=1200-1400 V,i=20 mA, andp
=5x%10 2 Pa the value ofi increased up to 11 MW/cf

The dependencg(v) obtained shows that the decrease in
the a-C:H deposition rate as a result of a decrease in the
acetylene concentration in the plasma increases the break-
down threshold of a mirror with a protective coating.

The areas damaged on the surface ofeaC:H coated
mirror as a result of optical breakdown could vary from
~0.2X10 2 to ~4x 10 ! cm?. The change irs as a func-
tion of the coating thickness and radiation power density
for coatings obtained from a mixture of acetylene with kryp-
ton (66% in the interval of deposition ratas=0.7—1.8 A/s
is shown in Fig. 6. One can see that < 0.2 um the value
of sincreases in proportion to the increasejyirFor coatings
which have a structured absorption spectrum with several
maxima, lying above the energy1.5 eV (Fig. 7, curvel),
irreversible changes in the color in the irradiation spot oc-
curred at the locations exposed to intense laser radiation. We
observed similar changes in color by heating the experimen-
tal coatings in vacuum up td=420 °C. As follows from
the results of IR and Raman scattering spectroscopy, the ap-
pearance of shift of the maximum in the electronic absorp-
tion spectrum in the direction of lower energies is caused by
structural changes associated with a transition of carbon at-
oms from thesp into thesp? valence state and enlargement

FIG. 5. Threshold breakdown power densities as a function of the deposief the polycyclic aromatic groups in thaC:H structure®

tion rate: @ — from acetylene withu=800-900 V,i=2-11 mA, and
p=1-7X10"2 Pa; ® — from a mixture of acetylene with argaf50%)
with u=900-1000 V,i=4-8 mA, andp=1.3-2.6<10 2 Pa; A — from
a mixture of acetylene with kryptof66%) with u=1200-1400 V,i=20

mA, andp=5x102 Pa.

Thermographic investigations of the carbon condensates ob-
tained in a gas discharge showed that an exothermic effect
not accompanied by a change in mass and associated with
structural changes is observed in the temperature interval
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COMPUTATIONAL RESULTS

250-400 °C, while at temperatures above 450 °C the conven-
tional oxidative reaction characteristic for carbon-containingt

: . ) erf
materials occur$ For gray-blacka-C:H coatings, which pos-
sess a structureless absorption spectrum with a maximum

To determine the effect of the mirroa-C:H coating in-
ace on the breakdown threshold, calculations were per-
farmed of the temperature increase in the spot irradiated with

) . I IR iati f th k threshold of
~1.5 eV (Fig. 7, curve2), the above-described thermochro- Bh sed radiation and of the breakdown threshold of a

] - cpating as a function of the adhesive contact. van der Waals
mic changes are uncharacteristic. As a rule, at the center ?frces act at the boundary between the mirror andatieH

damage the coating burned up and erosion of the COpp(?:roating‘.3 In the absence of an adhesive contact between

surface was observed. The edges of the damage to the co

ing had Il local foci of d c lete destructi Tﬁ'em, the coating should be heated by the radiation under
Ing had smat focal foct o amehge. ompiete AestUction Ok, gitions of thermal insulation, in which case the thermal
the coating is possible at 1000 °C as a result of thermal d

e- . . .
X i L resistance —oo. Conversely, in the case of strong coupling
struction ofa-C:H followed by oxidation of the hydrocarbon r—0 and ideal thermal contact can be assufhed.

products which are released. Therefore it can be concluded, Let us consider the case of ideal thermal contact of the

i It of optical breakd that th ¢ r]:%ating with the copper surface. The penetration depth of the
coating as a result of optical breakdown, that the SurtaCgp o jiation jss= 1/a, wheree is the linear absorption co-

temperature in the irradiation spot can vary from 420 Oefficient. For thea-C:H coating investigated, the extinction

1000°C. coefficientk=2.5—1.6< 102 at 10.6 um with n=2.0—2.4

The results of numerous tests on two mirrors with yariable acetylene content in the mixture with inert Ja

gray-black coating during the course of a year are shown i his casen=300—190 ¢, ands does not exceed 44m,

Fig. 8. The samples were stored in the room atmosphere. Tnﬁhich is much larger than the thickness of the coating.

initial valuesq=10 and 13 MW/crf of the (_)pt|cal break- Therefore the temperature on the surface of the coating will
down threshold at the surface of a coated mirror were Sever%lorrespond to the temperature of the surface layer of the
times higher than the breakdown threshadgsof the initial

. i copper, wherea=0. The surface temperatufe of copper
surface of the copper mirror and during the course of th%irrors with a=10°—1¢° cm™! was estimated using a for-

35@5 rwtlj\;av(;ri?sed to vz;luels cflosihto thg |n|t|aL\va_Iu§Is 1'dz ar“r(ijmla obtained by solving a differential equation describing
’ CNT, respectively, for the mirrors. A simiar de- o propagation of heat in a semi-infinite layer of matter

crease of the breakdown threshold during storage of Coategounded by the planE=0 on which radiation is incident:
mirrors was also observed for other samples. Considering the '

stability of the properties cd-C:H, the decrease in the break- 209(1-R) \/X_R

down thresholds with time could be due to a change in the T(0,7)= B Y
conditions at the mirror—coating interface. This is supported &

by the increase in the damaged area accompanied by simui#hereq is the intensity of the radiation incident on the sur-
taneous decrease of the breakdown threshold, observed asage of the mirrorK is the thermal diffusivity, ang, is the
result of the tests. thermal conductivity.
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The calculations employed the experimental values, preeous state occur was taken as the temperature at which the
sented in Fig. 3, of the threshold power densities and refleczoating is destroyed. The computed curve of the destruction
tion coefficients of coated mirrors. The values threshold of ara-C:H coating is presented in Fig. 4. Accord-
K=0.913 cal/sms-deg andy=1.1 cnf/s for copper were ing to the calculation, the power density required to destroy
taken from Ref. 11. The computed value of the temperaturan a-C:H coating with impaired adhesive contact increases
of the surface layer of aa-C:H coated mirror for the case of monotonically as the coating thickness. For coating thickness
ideal adhesive contact between them does not exceed 200 ®gual to 0.7um, the power density required for complete
for a mirror with R=98.6% andgq=13 MW/cnr?. destruction of the coating reached 0.35 mW/@nd was an

In the case that there is no adhesive contactrande, order of magnitude lower than the optical breakdown thresh-
the radiation flux incident on the surface should be com-olds obtained experimentally.
pletely absorbed by a coating of thickned$n the time of
the laser pulse. The power density for which the coating is
heated up to the damage temperature can be determined

ok The mechanism of near-surface optical breakdown ac-
a=9q*/A(d), (2 . S . ) .

. o . companying the irradiation of metal mirrors is closely linked
whereq* is the radiation power flux density absorbed by thewith the state of the polished surface: the presence of ad-
coating andA(d) is the absorption coefficient of the coating. sorbed impurities, embedded particles, and imperfection of

%SCUSSION

Neglecting heat removal into the copper mirror the base itself. Being in poor thermal contact with the metal,

TCpd such defects can be rapidly heated in a radiation field and

q*= M7 3 serve as a source of ionized vapors and emission particle
.

fluxes. As a result of the appearance of initial electrons and
whereC is the specific healp is the density, andM is the  easily ionized matter, the conditions for the development of
molecular weight of the carbon coating. an electron avalanche — onset of optical breakdown — are
In the case of a transparent film, as the coating thicknessased in the surrounding medidftiThe deposition of a pro-
increases, oscillations due to the interference of light in théectivea-C:H coating on the metallic surface can change the
layer are superposed on the weak monotonic growth(d. mechanism of the interaction of pulsed IR radiation with the
In the simplest theoretical description of the absorbing powemirror. The absence of a correlation between the breakdown
of aa-C:H coated copper mirror, the well-known solution of thresholds of a coated mirror and a polished copper surface
the classical problem of electrodynamics of the reflection of Fig. 2) as well as between the breakdown thresholds and the
light from the surface of a uniform layer with sharp inter- reflectancegFig. 3) shows that the conditions of plasma for-
faces with bounding media, characterized, just as the layemation at the surface of the metal and the protecsive:H
by frequency-dependent optical constantsind k, can be coating are different. The effect of the properties of the coat-
used*? For thin films @<\/n, d<k™1) it follows from the  ing on the interaction with intense IR radiation is manifested

solution, specifically, that in the dependence of the optical breakdown threshold on the
hick Fig. 4 h iti f th icrig.
Ad)~Ag+ Bid-+ Brd2. @ g)lc ness(Fig. 4) and the deposition rate of the coati(f§g
where An investigation using the adsorption-ellipsometric
_ 2 12 method showed thaa-C:H coatings withn>2.0 are distin-
Ag=4n,/[(nz+1)"+k]. (5) guished by low porosity® Their optical properties do not
For the case that the extinction coefficient of the film change and they protect the mirror surface from oxidation by
ky<ny, the surrounding medium. Such a coating should block the
) ) surface of the metal, impeding emission fluxes from leaving
Br=mAGN -k Iny(n1—1), 6)  the surface of the coating under the action of pulsed laser
ﬁz*(WAo/N)z(ni—1)/nz(n§+k§—ni)- 7) radiation. This can explain the increase in the breakdown

threshold of a mirror as the thickness of theC:H coating

Substituting the optical constants for afC:H coating increases to 0.2m (Fig. 4). The decrease in the breakdown
n,=2 andk,=2.5x10 2 at 10.6um (Ref. 10 and a copper threshold with a further increase in the coating thickness
mirror n,=11 andk,=60.6 (Ref. 13 into Egs.(5), (6), and  (Fig. 4 and during storage of coated mirrdiSig. 8) could
(7) we obtained be due to a change in the conditions at the mirror—coating

_ 2 interface.

A(d)=0.012=7.05d+1.3x 10°d" ®) A polished copper surface is a defective layer of a ma-

Formulas(3) and(8) were used to calculate the incident terial that forms as a result of the destruction of the faces of
IR radiation flux densitieg that heat th&-C:H coating up to  polycrystals and that can contain pores and cavities. As was
the temperature of evaporation of the coating in the absencghown earlier, preliminary cleaning of the mirror surface in a
of adhesion and thermal contact in the intervatldfom 0.1  glow discharge in an inert gas opens up the pores and can be
to 0.7 wm. The following values were used for the calcula- accompanied by trapping of inert gas by the copper sufface,
tions:C=0.17 cal/moledeg, p=2.4 g/cn¥, M=12 g/mole, Diffusion of impurities and gases onto the mirror-coating
and r=15us. The temperaturgd =1000°C at which com- interface should cause a local decrease of the adhesive con-
plete destruction of the coating and a transition into a gastact. This process degrades the protective properties of the
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coating and can decrease the breakdown thresholdsCoif ings with a structured electronic spectrifig. 7, curvel),
coated mirrors during storad€ig. 8. The lower computed the resistivity equals 28— 102 Q-cm. It can therefore be
values obtained for the breakdown thresholds of coatingsoncluded that the electronic structurese€:H plays a large
exposed to IR radiation pulses for the case of impaired adrole in plasma formation at the surface of a mirror during
hesive contac(Fig. 4) confirm this conjecture. optical breakdown.

As the coating thickness increases, relaxation of the in-  The absorption of a 0.1 eV photon during the action of
ternal compressive stresses, which are characteristic for soliiR radiation on ana-C:H coating is sufficient to generate
a-C:H coatings, becomes more likely. It has been establishedharge carriers inside the region of conjugationmoklec-
experimentally that for a coating thickness of 0,85 the trons, i.e., on an individuatr cluster. Exciton formation is
internal compressive stresses can cause spontaneous sepgessible in ara-C:H coating whose electronic spectrum has
tion of the coating from the surface of the copper mirror withmaxima with energy above the optical band gap. The subse-
the mirror when it heats up to 200 €CLocal destruction of —quent motion of the exciton depends on the degree of local-
the adhesive and thermal contact at the mirror—coating intefization of ther electrons, and for an amorphous structure it
face can occur under heat and shock action of the laser r&an have a hopping character. The dissipation of energy on
diation. Keeping this in mind, the decrease of the threshol@ptical phonons should give rise to heating of the protective
radiation power densities in the experimental dependencéC:H coating under the action of IR radiation and to thermal
q(d) (Fig. 4) for d>0.2 um can be explained by a degrada- emission of electrons. The higher the conductivity of the
tion of the adhesive contact by the internal compressive&oating, the lower that likelihood that the coating will be
stresses, which increase with increasing coating thicknes§eated during the action of the laser pulse and the higher the
For substantial thicknesses of the protective coatieg).7  optical breakdown threshold are.
um, the experimental values of the breakdown threshold ap-  The possibility of local heating of the coating due to

proach the computed values for the case of impaired adhé@bsorption of 10.6um radiation by defects and different in-
sive and thermal contact. clusions at the mirror—coating boundary cannot be ruled out.

The character of the damageaeC:H coatings attests to The worse the adhesive and thermal contact at the metal—
the fact that the temperature in the irradiation spot exceedgoating interface, the more likely the coating will be heated
the maximum computed temperatu00 °C), obtained for ~ Up to temperatures of thermal destruction and optical break-
the case of an ideal adhesive contact. Thermochromigown in the vapors of matter as a result of absorption of the
changes in the coating, which are observable as a result R radiation. The thermal model of near-surface optical
optical breakdown, show that the surface in the spot heats upreakdown is considered to be best substantiatedonsists
to 420°C. Complete destruction of anC:H coating can in stagewise development of breakdown: heating and vapor-
occur at 1000 °C, by-passing the melting stage. Heating up tization of the barrier material, avalanche-like absorption in
such a temperature is possible as a result of the interaction &t€ vapors, and formation of a plasma focus with a transition
the coating with the plasma formed as a result of opticainto air plasma. According to the thermal mechanism, optical
breakdown. The size of the damage to a 0.1-@r2 thick  breakdown near the surface of arC:H coated mirror can
coating as a result of near-surface optical breakdown indevelop as a result of local heating in separate sections of the
creased together with the radiation power density, but it didaser irradiation zone up to temperatures above 450 °C, ther-
not exceed the area of the irradiation sgbig. 6). At the ~ mal destruction of the coating, and oxidation of hydrocarbon
same time, the observed increase in the size of the region #Foducts of decomposition. Such a mechanism is most likely

damage in time can be explained by the decrease in the afPr @ metallic coated mirror in the case<@ <. At the
hesive and thermal contact of the coating. same time, the possibility of tribo- and mechanoemission of

The increase in the breakdown threshold afC:H  €lectrons during crack formation as a result of the relaxation
coated mirrors accompanying a decrease in the coating dep6f internal compressive stresses in the coating-asc can-
sition rate in Fig. 5 shows that theeC:H properties influence not be excluded.
the plasma formation process at the surface of coated mirrors
during qptlcal breakdown.a-C:H condensation Kkinetics CONCLUSIONS
strongly influences the average order of the structure, deter-
mined by the sizes of ther-bonded cluster¥® m-clusters A systematic analysis of the effect of different factors on
consist of polycyclic aromatic groups, polyene and polyynethe breakdown threshold of copper mirrors with a protective
chains with a single system of conjugation of multiple a-C:H coating was performed. The investigations showed
bonds!’ A decrease of the deposition rateaf:H coatings  that the conditions of plasma formation under the action of
obtained from acetylene promotes an increase in the sizes oftense 10.6um laser radiation at the surface of a metal are
such clusters, a decrease in the content of bound hydrogedifferent from the conditions in the case of a protective
and a decrease in the optical gap witfthAt the same time, a-C:H coating. For coating thickness less than s the
the optical absorption in the visible region of the spectrumnear-surface optical breakdown threshold of mirrors is deter-
and the refractive index increa¥a-C:H coatings with a mined by the properties @-C:H. The increase in the break-
structureless electronic spectruffig. 7, curve2), which  down threshold of a mirror after a&@C:H coating is depos-
were obtained with deposition rates of less than 2 A/s, hadted on its surface is achieved as a result of a blocking effect
the highest optical breakdown thresholds. Such coatings amue to the mechanical strength and chemical resistance of the
distinguished by low resistivity 76-10® Q-cm from coat- amorphous coating as well as its optical and electrical prop-
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Nonelectrical method of pumping solid-state lasers
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An alternative, nonelectrical method for obtaining a dense radiating plasma and the possibilities
of using this method to pump solid-state lasers are investigated. The plasma was obtained
experimentally by heating the working gas in a two-stage ballistic plasmatron. A new device —
a vortex chamber — is proposed for transferring energy into the plasmatron—laser system.

© 1998 American Institute of PhysidsS1063-784£98)01309-9

INTRODUCTION pression and so 9nthen for an infinite number of such

- . cycles the limiting energy of the plasma can be brought up to
Powerful sources of visible and UV radiation are re- 2 valueE., given by%1!

quired in order to accomplish diverse photochemical trans-
formations and to solve a number of technological prob-  PaVo
lems!? for optical pumping of laser$,® and so on. At the = = (TolTm)

resent time, pulsed gas-discharge tubes have found wide . .
P I pu g : ge M und wi For example, for a monatomic gay+£1.67) with T,

application for these purpos&Jhe source of radiation is an o .
ppicat purp . aton 1 2=300 K heated up to temperature 6000 K the limiting effi-

electric-discharge plasma with a temperature of 10 to 12, . g . .
thousand degreges P P ciencyE.,/E; of multistage compression is 39 times higher

An alternative, nonelectrical method for obtaining a ra-:.h?n thar: oft§|ngle—ﬁ,tag(athcomﬁ)re55|gp.tIn c;ontrasft rt]o trt].e mtur:-
diating plasma could be heating the working gas up to tem>Stag€ heatling, where the intermediate steps of healing the

peratures 6 to 12 thousand degrees with adiabatic compreg‘-”IS are sepqrated in space, there also exists another possibil-
sion of the gas in a special appamts- a ballistic plasma- ity of increasing the specific energy of a plasma by gradually

tron. However, experiments’ on single adiabatic compres- accu_mulating energy in_ the systein this case the_ inj[er-
sion of a gas by a freely flying piston showed the ballisticmedlate stages of heating the gas are separated in time and

plasmatron to have a low energy efficiency as a source 0tpe system reaches a quasicontinuous radiation regime after a

optical radiation as compared with pulsed gas tubes. Certain numher of compression—expansion cycles.
An effective method for increasing the specific energy of
a plasmatron is preheating the working §&s-?This can be  TWO-STAGE HEATING OF A GAS

achieved by using several stages of compression and expan- . . -~ . :
. S . . . Alarge increase in the efficiency of heating the working
sion using intermediate membranes, valves, and pistons in

the system gas can be achieved in relatively simple, two-stage adiabatic

. mpression setups — ballistic plasmatrons with two freely
In the present paper we propose a nonelectrical methodo ! . : . . .
P bap prop moving pistongFig. 1). One piston with mase, is placed

for obtaining plasma with temperature up to 15000 K, using . .
nonisentropic heating of the working gas in a ballistic appa-at the start of the shaft of the setup, and another piston with
. : massm,<<m; is placed at certain distanc&, from the first
ratus with two-stage compression. . ) ) .
piston. The second piston contains a blow-off vafirethe
simplest case, a through openindo extract optical radia-
MULTISTAGE COMPRESSION tion, a bulb with transparent walls is attached to the end of
_ ). o . the plasmatron shaft. The plasma produced under adiabatic
As is well known7 in a ballistic setup with volum&,  compression flows into the bulb through a supersonic nozzle.

and single compression of the gas up to pressygeand A rupturing diaphragm can be placed in front of the nozzle,

temperaturel,,, plasma energy and the bulb itself is preevacuated.
a The working cycle of gas compression and plasma gen-
PmVo [ To Tm Y . . .
= — -=|, a=——7, eration proceeds as follows. Under the action of the pushing
1-y\Th To vy—1

gas the heavy piston compresses gas in the region between
whereT, is the initial temperature of the working gas apd the two pistons, and the second piston, having adequate in-
is the ratio of specific heats, can be attained. ertia, plays the role of a wall. Next, the preheated working
If the gas is heated in several successive stdggesi- gas flows through the valv@r opening in the second piston
pression — expansion into an evacuated volume — cominto the space in front of the pistons. At the second stage of
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] The required gas maskl,; for a single-compression
setup is
m,
N I D I —_—————. il v, ~AVoPm  To W=D .
1= RTO T_m . ( )
= % Comparing expression) and (4), we obtain that for

the optimal value of3 the specific energy characteristics of a
FIG. 1. two-stage compression plasmatron are higher by a fagtor
=M,/M; given by

2

adiabatic heating of the gas, the gas is simultaneously com- 7= (Tl To) "Dy Dl (y+1). (5
pressed by the two pistons, moving approximately with the  The increase in the temperature of the working gas at the
same Speed. The plasma formed during the final Compressiqmst stage of Compression equa|s
flows through the nozzle into the transparent flask, where
rapid deexcitation of the plasma occurs at low pressure. Ta/To=(Tr/To) "7V (14 9) 7 V=000 ()

The nonisentropic nature of the gas heating is due to the  ope can see from Eqé5) and (6) that the values of;
gas flow through the valve in the second piston. Calculationg g, increase withr,,, and forT,,/To= constz is all the
show that the degree of growth of the specific entropyhigher, the smallely is. For example, for a monatomic gas
x,determined in terms of the increades of the specific neated from room temperature up Tg,=8000 K the effi-
entropy of the gas at the end of compression and the specifiGency of a two-stage compression plasmatron will be more
heatC,, is than an order of magnitude higher, while preliminary heating

x=exp(As/c,)=(plpg) " Vy? L(y+1)?, (1)  of the gas does not exceed 1500 K.

i Let us now consider the case where the working gas
wherep, andp are the gas density before and after compresyyitially occupies the entire volum#, of the plasmatron
ston. _ shaft. After the first stage of heating of a portion of the

The entropy increasél) depends on the degree of gas yqrking gas compressed between the pistons and expansion

compression and can reach a large magnitude ). of the gas, the temperature of the gas drops by approximately
Let us estimate the maximum attainable specific energy, tactor of 1B as a result of mixing with the remaining

E, of the plasma at a fixed finite temperatdig and pres- oo of the gas which has the initial temperature.
surePy,, optimizing the output parameters of the system. It peforming similar calculations we obtain optimal values
the entire working gas of ma#8, is initially confined inthe ¢ e parameterg=1/y, as well as the corresponding ex-

volume Vi between the pistons, then at t'he first stage Ofpression for the required gas mass and fagtdry which the
compression up to some pressigthe gas is heated up 10 giciency of the apparatus increases:
an intermediate temperatuig

VP
: (P3)C =12 MZZMR(-)r T (Tol yTr) 710 D(y—1) D),
SRCHUN ) [N S A
Toy Po Y )
From the condition that the final values of the tempera- 7= (¥Tm/To)”"" D (y=1)7(1F 97177, (7

ture T, and pressur@,, are reached at the second stage of  1he amount of preheated gas at the first stage of com-
compression of the already heated gas we obtain a r3|ati°&ession equals
determining the required mass of the working gas

(Ta/To)=(y=1) & WD (YT [To)Vr+D),

#Vo 2/(y2- 1) pli(y+1
Ma= RT, (To/T) /- 1pglr ) I the initial volumeV,, of the setup and final volumé,
up to which the gas is compressed are taken as the input
X Py D gLty (1 — gyr(Lty) (20 parameters of the problem, then the plasma temperature will

be determined by the degree of compression and in the op-

whereB=V,/V,, u is the molecular weight of the gas, and .
B=VilVo, p g g timal regime equals

R is the gas constant.

'!'he highest energk, of the plasma i§ re:_alched With the T/ To=(y—1)77" Ly~ yZ(VO/Vk)wZ—l)_ (8)
maximum mass of the working gas, which is a function of
the position of the second pistav,=f(8).1! It is easy to It follows from Eq. (8) that for y~1.4 the plasma tem-

see that the extremum of the functi¢®) is reached forg perature is a linear function of the degree of compression of
=1/(1+v). If we setP;=P,, (i.e., the choice of the maxi- the gas. Fory<1.4 the production of high plasma tempera-
mum pressure of compression is determined only by théures by increasing the degree of compression of the working
strength characteristics of the apparattisen in this case the gas becomes inefficient.

expression for the optimal gas mass will be The energy efficiency7) of the nonisentropic two-stage
compression with the working gas heated up to a temperature

(To/Tr) y2/(y271)7y/<y+1>/(3,+ 1). (3) of the order of 10000 K is approximately 10 times higher
RTo than the efficiency of single-stage adiabatic compression.

VP
MZZM oFm
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on the walls of the entrance channel is decreased by approxi-
r| |_I mately a factor of 2 as a result of the decrease in the inter-
action surface, and losses are decreased by another factor of
2 because of a decrease in the length of the input section.
e = F— Moreover, here more uniform illumination of the active me-
dium is achieved, and a two-mirror cavity can be used. But
the gas motion in such a chamber is extremely complicated.
It is necessary to solve a three-dimensional gas-dynamic

FIG. 2.
problem.
Computer calculations performed with the program de-
PUMPING A LASER WITH PLASMA RADIATION veloped in Ref. 13 showed that a head wave is formed after

the membrane is ruptured. On detaching from a sharp edge

The radiation from a xenon plasma heated by the therzge wave is diffracted at an angle of the order of 40° in the

mal method up to temperatures 1000015000 K can be usg irection of the central shaft, as a result of which there oc-

with adequate efficiency to pump a solid-state |dsér. curs an impact against the quartz tube of one or another
Experimental setups in which xenon and argon plasma P 9 N

with temperature above 10000 K and compression pressur'@tens'ty' The magnitude of the impact depends mainly on
of about 1000 atm with specific plasma energy above 10 kywe length of thg entrance channel: the longer the channel,
per liter of internal volume of the apparatus and efficiency ofN€ Weaker the impact. On the other hand, as the length of
conversion of the energy of the pushing gas into the internaihe entrance channel increases, radiation losses increase. Cal-
p|asma energy of up to 80% have been deve'oped at th@,llations ShOW that the Optlmal Channel Iength herE/B
Institute of Chemical Physics of the Russian Academy of=1.* Even the first experiments with a vortex chamber
Sciences. In a number of experiments, where a neodymiurghowed that quartz tubes with a wall thickness approxi-
rod was irradiated with plasma radiation, lasing with energymately half that of an ordinary chamber operates successfully
up to E=10 J per pulse has been obtained. The lasing timén the computed regimes of the plasmatron. Theoretical cal-
was about 1 ms. The dimensions of the ballistic plasmatrorulations of the gas motion have been performed for the
are several times smaller than the dimensions of a setup witbroposed design of the optical chamber, and it is expected
similar power but pumped by an electric tube. that the efficiency of the apparatus will increase on the whole
Diverse schemes for extracting the plasma radiatiomy at least an order of magnitude.
from a ballistic plasmatron are possible for pumping a laser
rod. For example, radiation can be extracted directly through
a transparent window placed at the end of the sefupr
using an intermediate chamber into which plasma flows
through a supersonic nozzle. L. T. Bugaenko, M. G. Kuz'min, and L. S. PolaKigh-Energy Chemistry
Let us consider the case where the heated gas, after rupfin Russiad, Khimiya, Moscow(1988, 366 pp.
turing a membrane, passes through the entrance channel infd/u. A. Kolbanovski, V. S. Shchipachev, N. Ya. Chernyait al,
an optical chamber. A shock wave is formed and moves with Qhemicgl-lmpulsive Compression of Gasses in Chemistry and Technology
. . . [in Russian, Nauka, Moscow(1982, 240 pp.
supersonic vel_ocny towar_d tr_\e opposite ehd_of the chambers | Smith, E. Homentowski, and C. S. Stokes, Appl. O@t.1130
Energy is radiated at this time. The radiation reaches the (1967
active medium and lasing occurs, just as in an ordinary solid-*G. K. Grosy and R. C. Honey, Appl. Op®, 1339(1963.
state laser. 5A. J. Landerman, S. R. Byron, and W. W. Lawrece, Appl. Gipt1743

In such a pumping scheme radiation losses can occug!%69- _ . . .
. . . . G. N. Rokhlin, Discharge Light Sourcefin Russian, Energoatomizdat,
directly at the entrance into the optical chamber and in the Moscow (1991, 720 pp
circumflow 'channel. Theoretical analysis. shows that for such?y. a. powling, J. Shumsky, J. Echerman, and R. E. Schelier, Appl. Phys.
gas dynamics of the flow a system of oblique/straight shocks, Lett. 12, 184 (1968.
where most of the radiation energy is radiated, arises. Thé;J- A. Dowing, Appl. Opt.12, 1867(1969. _ .
energy is dissipated on the large surface of the channel ’Yp. N. Ryabmm,Gases at High Densities and TemperaturiesRussian,
hile strongly cooled gas enters the chamber. lllumination of; Fizmatgiz, Moscow, 1959,
w ; aly . 9 . o . ON. A. Zlatin et al, Ballistic Setups and Their Application in Experimental
the active mgdmm by 'Fhe direct wave of radl_atlc_)n MoViNg |nvestigationgin Russiai, Nauka, Moscow, 1974.
along the rod is not optimal: At each moment in time only a**A. D. Margolin, N. Ya. Vasilik, V. M. Shmelet al, in Abstracts of the
section of the active medium is pumped. 1st All-Union Symposium on Radiation Plasma DynanfinsRussian,
To eliminate these drawbacks and to increase opera,="ergoatomizdat, Moscowd989, p. 33. _
ti I reliabilit fund tall desi f th tical A. D. Margolin, N. Ya. Vasilik, V. M. Shmeleet al, in Abstracts of the
lonal re Ifr’l ity a tun ame,n a y_neW e§|gn 0 _e opuca 15th Interdisciplinary Seminar “Atomic-Hydrogen Energetics and Tech-
chamber is proposed. In this design, gas is blown in not from nojogy[in Russiai, Moscow, 1990.
the end but rather tangentially from the side surface. Aftef®D. B. Volov, Promising Information Technologies in Scientific Investiga-
flowing through the shortened entrance channel the gas, acions, Design, and Teachirlgn Russias), Samara, 1995, p. 96. _
quiring a swirling motion, moves in both directio(ﬁig. 2. D B. Voloy, Promising In_formatlon _Technologles in Scientific Investiga-
. . . . tions, Design, and Teachir{gn Russial, Samara1995, p. 97.
In this optical chamber there are no losses in an axial

chamber due to entrance shocks. The dissipation of radiatiomanslated by M. E. Alferieff
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The results of an investigation of the spectral and scintillation properties of pure andEm ™,

FE€*, Cct, and NP activated calcium iodide crystals as well as the results of
measurements of the scintillation characteristics of compound x-ray detectors based on calcium
iodide crystals are reported. It is shown that paired,@aid Caj: Tl crystals can be used

to fabricate compound detectors with different fluorescence times. On account of their high light
output and good energy resolution €aind Caj:Eu crystals are suitable for compound

detectors with different technical light output. Gadr Cal:Eu scintillators together with
scintillators based on calcium iodide with iron-group luminescence quenching impurity

(F€", CA", and NF*) can be used to obtain compound detectors with different physical light
output. © 1998 American Institute of Physids$$1063-784£98)01409-3

Fast elemental analysis of raw materials, intermediatéors in this casé® and they are distinguished advantageously
materials at different stages of a technological process, andlom known scintillators by the fact that both scintillators
finished products is becoming increasingly important incan be prepared from the same material.

modern industry. It is especially important in performing In fabricating compound detectors with different techni-
mass analyses during geological and geophysical investeal light output, to increase the luminosity of the setup and
gations' 3 decrease requirements for the active source of primary

In probe-type x-ray radiometric apparatus employed fory-radiation we packaged both Gabr Cal,:Eu based scin-
x-ray fluorescence analysis of complex ores for elementsllators with high identical light output and close spectro-
with close atomic numbers, compound x-ray detectors conmetric properties in the same contair(esee Fig. 1 with a
sisting of two scintillators with different fluorescence times Duralumin casd. Optical contact between the single-crystal
or different light output are usetf: scintillator wafers5 and 5’ and the output window2 was

It is knowrP~’ that calcium iodide crystals possess betteraccomplished with silicone glug Finely dispersed magne-
scintillation properties than NaiTl, Csl:Na, and Csl:TI sium oxide powdef7 was used as a reflector. The single-
crystals. In this connection, it is of practical interest to inves-crystal wafers were separated by a Duralumin bamier
tigate the possibility of using calcium iodide crystals for reflector powder. A 0.1-0.2 mm thick beryllium disk, se-
compound x-ray detectors. cured in the container case by an elastic fhgvas used as

In Ref. 5 it is shown that at room temperature the scin-the entrance window8. The entire structure of the container
tillation crystals Cal and Caj:Tl excited by*'Cs y rays  was sealed with epoxy gluED. To obtain different technical
luminesce in a close spectral region. The fluorescence timdight output from individual single-crystal scintillator wafers,
of the crystals differ substantially and equal 550 and 1100 nsa ~ 10— 15 nm thick metallic palladium film was deposited,
respectively. as a neutral light filter with fixed transmission, on the output

In the course of investigations of the x-ray luminescencevindow of one of the scintillators by the vacuum evaporation
of Cal,:Tll crystals, which we grew by the Stockbarger method.
method from specially purified raw material, it was estab-  The scintillation characteristics of the best samples of
lished that the luminescence in the temperature interval 90€ompound detectors with different light output, which were
400 K consists of a nonelementary band with a maximum atabricated from Cgl and Caj}:Eu, are presented in Table I.
400-450 nm and the spectral composition is close to that ofhe scintillation characteristics of a compound detector fab-
Cal, radiation’~*° The room-temperature light outp(gcin-  ricated from Nal:Tl are also presented in this table for com-
tillation amplitude of the Ca}, and Ca}:Tll crystals ob- parison. It follows from the data presented in Table | that
tained is approximately 1.75 and 1.5 times greater than thatetectors based on calcium iodide possess better spectromet-
of the scintillator Nal:Tl. These calcium iodide crystals areric characteristics than detectors based on Nal:Tl. The energy
also characterized by a high energy resolution. resolutionsé;, and &, of scintillators with and with, respec-

The results of our investigations together with the datdively, a light filter equal 26—27 and 68—70%, respectively.
of Ref. 5 show that Caland Ca}: Tll crystals can be used in However, this method of obtaining compound detectors
pairs to fabricate compound detectors with different fluoresis still laborious and expensive. Moreover, when such con-
cence times, since they meet the requirements for scintillatainers are prepared for packaging or in the process of pack-
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10 8§ 6 7 9 nescence of CalCo** and Ca}:Ni?* crystals as the impu-
/ \ \ rity content increases are caused by reabsorption.

Calcium iodide crystals with low concentrations of iron,
cobalt, and nickel ions are characterized under x-ray excita-
xR - < tion by weak thermal luminescence, while it is essentially
. not observed in heavily doped crystals.

N In the process of measuring the scintillation characteris-
N tics of x-ray detectors fabricated on the basis of'FeCo*,
\ \ V / / and NF" activated calcium iodide crystals it was established
3 3

N \\ \\‘\

that as the concentration of the luminescence-quenching im-
10 4 2 1 purity in Cal, increases, the light output of the scintillators
FIG. 1. can be decreased within wide limits while preserving the
spectrometric properties of the crystals.

The results of measurements of the luminescence and
aging, additional inconveniences arise because of the posseintillation properties of calcium iodide crystals activated
bility of damaging the deposited film used as a neutral lightwith iron, cobalt, and nickel ions are presented in Table II.
filter. The compound-detector technology simplifies consid-The table also presents average data on the light output and
erably if the detector is fabricated on the basis of two scin€energy resolution which were obtained in measurements on
tillators possessing different physical light output, since therat least three x-ray detectors fabricated from the same single
the neutral light filter can be eliminated from the containercrystal. It follows from the data in Table |l that to fabricate
design. compound x-ray detectors with paired highly efficient Lal

To study the possibility of obtaining the spectrometricand Caj}:Eu scintillators, calcium iodide crystals activated
scintillators with low light output, which could be used for with luminescence-quenching impurities can be used as scin-
fabricating compound x-ray detectors with different light tillators with low light output.
output, we grew, from highly pure Cakalt by the Stock- Measurements of the scintillation properties of the ex-
barger method, calcium iodide crystals with luminescenceperimental samples of detectors fabricated on the basis of
guenching iron-group impurities and investigated the opticalCal, and Caj:Fe established that for a coefficient of ampli-
luminescence properties of the crystals in the temperaturkide separation of the signal equal to 4 obtained with the
interval 90—295 K. MoK, line the best detectors had an energy resolution of 72

Wide activator bands with maxima in the region 260—and 27%, respectively, for crystals with and without a
340 nm, which are associated with charge tranSfernd  quenching impurity, i.e., these compound detectors are very
narrow activator bands, due t—d transitions in F&', competitive with compound detectors fabricated on the basis
Cc*", and NP ions present in the octahedral environmentof two Cal, or Cab:Eu crystals using neutral light filters.
of the halide ions and observed on the long-wavelength We also observed that the intensity of the x-ray lumines-
shoulder of the charge transfer bands, were observed in treence of the scintillator is observed to decrease with addi-
absorption spectra of the GaFeCl, Cal:CoClL, and tional activation of Nal:TIl from melt by FeGlor CoC},
Cal,:Nil, crystals obtained. When these crystals are excitedmpurities. Here the quenching impurities Feand C3*
by light from the region of activator absorption, lumines- have virtually no effect on the spectral composition of the
cence of activator centers is not observed and the intensity dfiminescence. Compound detectors fabricated on the basis of
the nonactivator luminescence, excited by light from the reNal:Tl and Nal:Tl, Fe with different light output and a coef-
gion of the excitonic absorption edg@30—240 nmy, de- ficient of amplitude separation of the signal of 2.1 had an
creases considerably as the impurity content increasés$, Fe energy resolution of 60 and 34%, respectively, for crystals
Cc*™, and NP ions likewise do not form in calcium iodide with and without a quenching impurity.
luminescence centers emitting in the visible region of the In summary, it follows from the results obtained in this
spectrum under x-ray excitation, but rather they are quenchwork that Caj and Caj: Tl crystals can be used in pairs to
ers of the x-ray luminescence of the base of the crystals. Thiabricate compound x-ray detectors with different fluores-
changes occurring in the spectral composition of the lumicence times. On account of their high light yield and good

TABLE |. Spectrometric and luminescence characteristics of compound detectors with different technical light

output.
Energy resolution with
L Mo K,
Cgeﬁlment of _ (Eo=17.4 keV) _
Crystal amplitude separation Luminescence band
No. Crystal of the signal 851 5, maximum, nm
1 Nal : Tl, Nal : Tl 4.0 36 74 415
2 Cal, Cal, 4.0 27 72 416-415

3 Cab: Eu, Cab: Eu 3.8 26 68 465470
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TABLE II. Luminescence and scintillation characteristics of calcium iodide crystals activated with iron group
ions (E.=17.4 keV, MgO reflector, FE-35A).

Luminescence band Light output, Energy resolution,
Crystals maximum, nm arb. units %
Cal, (referencg 410-415 100 27
Cal,: 0.01 mole % FeGl 410-425 73 43
Cal,: 0.10 mole % FeGl 415-425 45 47
Cal,: 1.00 mole % FeGl 415425 21 80
Cal,: 0.03 mole % CoGl 420—-430 50 45
Cal,: 1.50 mole % CoGl 430—460 14 90
Cal,: 0.01 mole % Nip 420—440 47 48
Cal,: 0.10 mole % Nip 420—440 20 95

energy resolution CalCal,:Eu crystals are suitable for com- °A. B. Lyskovich, O. O. Novosad, and M. R. PanasyukAlsstracts of the

pound detectors with different technical |ight output. Cail 6th All-Union Conference on the Synthesis, Production, and Application
RN . L. of Scintillators [in Russian, All-Union Scientific-Research Institute of
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Chaotization and decay instability of a diffraction-catastrophe field in the presence of
focusing of high-power laser radiation in a nonlinear medium
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Focusing of a high-power laser beam, whose initial wave front is deformed by spherical
aberration and astigmatism, in a medium with refractive-index nonlinearity is investigated by the
computer experiment method. It was found that the extended formations which arise near

the focus are no longer diffraction catastrophes, since they are structurally unstable. It is shown
that weak disturbances of the shape of the initial wave front produce extremely strong
distortions of the optical field in the focusing region. As the wave propagates indhection,

spatial chaos in the distribution of the optical field develops in the region of focusing

(from 137 to 142 mm Optical turbulence arises in the focusing region as a result of self-
diffraction of light by self-induced nonuniformities of the refractive index of the medium. After
the region with the smallest cross section of the formation near the focus, the three-
dimensional optical field has the form of chaotically dispersing “splashes” and extended
“filamentary ejecta.” © 1998 American Institute of Physids$$1063-784£98)01509-9

INTRODUCTION region in the form of an extended focal filament, and so on.
_ _ S _ _ The plasma-spark channel realized in gases in a region of
Caustic formations arising in the region of focusing of extended focusintj® can serve as an active amplifying me-
complicated wave fronts are the subject of study of a newyjiym of a short-wavelength laser with <1000 A. More-
avenue, which arose at the beginning of the 1980s, in OptiC§yer. the focusing of high-power radiation into a liquid me-
— the optics of catastrophég.Optical or diffraction catas- dium is used in devices for passive phase conjugation by

trophes are caustic wave formations in the region of focusingl:]n . , S .
. . eans of stimulated Mandel'shtam—Brillouin scattering
that are structurally stable with respect to weak disturbance

of the primary wave front that is subjected to focusing. In theES'\_/lBS_)'&7 In th_e latter case,_conversely, it would b_e !nter—
theory of catastrophes, wave fields the can be transformegSting if the region of generation of SMBS of the radiation in
into one another by means of a diffeomorphism transforma2 liquid localized in the region of the caustic focus were
tion are structurally stable. Closed classes of such threestructurally unstable for very weak fluctuations of the shape
dimensional fields comprise different types of diffraction ca-of the wave front which is to undergo phase conjugation. For
tastrophes. There are no more than seven of such differetite phase conjugation method this effect apparently gives a
classes of fields? high selectivity with respect to a parameter such as the shape
As an example, we note that in the process of the evoef the wave front, and it effects phase conjugation with a
lution of an ideal spherical wave front or of a spherical wavehigh degree of accuracy.
front deformed by a spherical aberration in the focusing re- |t is interestin§ that a structurally stable three-

gion there arise caustic formations which are not diffractiongimensional distribution of the optical field in the focusing
catastrophes, since the wave fields that are formed in thggion is obtained during evolution of a spherical wave front
process are structurally unstable with respect to small disturgeformed by strong spherical aberration and weak astigma-

bance_s of the shape of_th_e P”mafY wave front. Thus an ideglsy, sych a caustic formation is a diffraction catastrophe.
focus is a structure of infinite codimension and in the presy, .. 4 working medium is pumped by high-power laser
ence of small disturbances of an ideal spherical wave frontif_ .. . . )
e o . radiation, nonlinear effects due to the quadratic dependence
disintegrates” into a collection of speckle elements thatOf the refractive index on the amolitude of the light wave
cannot be transformed into the wave field of an ideal focus il arise® Th ing light ."F:) diffracted bg th

by diffeomorphism transformation. Wil anse. € pumping light will be difiracted by three-

For a number of practical problems of laser physics it isdimensional index modulation gratings self-induced in the

of interest to employ for pumping of the working media a focusing region. It is of interest to investigate how the non-
primary wave front for which the caustic formation in the linear effects which in the standard situation lead to self-
focusing region is structurally stable. Pumping of the work-focusing will change a structurally stable diffraction catas-
ing medium with focusing is employed in the following situ- trophe in the focusing region and whether or not the resulting
ations: for pumping a small amount of matter, for realizingformation near the focus will once again be structurally
superhigh pump intensities, to produce a population-invertedtable.

1063-7842/98/43(9)/8/$15.00 1075 © 1998 American Institute of Physics
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INITIAL DATA _ ny
_ _ n=1+—=|A(x,y,2)|% (4

We shall study in the half-spa@e>0 the propagation of No
a scalar wave for which the distribution of the complex am- e choose the ratio of the parametet$n, and A, so

plitude in the &,y) plane atz=0 has the form that the dimensionless quantitn’y/no)|Amad> Would equal
_ ) 0.0049. Herd A, is the maximum amplitude of the field
A(X.y,00=Ao expli- ¢(x,y)), @) realized in the plang=140.55 mm with the initial wave

focused in free space. Propagating in free spaeez0

where <135.5 mm, the wave arrives at the playe135.5 mm with
. . 7 2__
om . = a maximum amplitude such that/ng)|Anad“=0.0011.
e(X,y)= T[(F_ VF2—x?—y?) In what follows, we shall call the medium linear if its
effective refractive index always equals 1 and nonlinear if
+a(x®+y?)%+c(y?—x?)]. (2)  Eg.(4) holds.

Here the phase functioa(x,y) determines the shape of the
wave front near the plane=0; \ is the wavelength of the PROCEDURE OF THE COMPUTER EXPERIMENT
radiation iq vacuuma i_s the thi_rd_-order spheriqa_l aberrfation A computer program operating under the following ap-
constantg is an effective coefficient characterizing astigma- yroximations was devised for the investigations. As the light
tism; A, is the amplitude of the. field on th.e wave front sur- propagated in the region of focusing in taedirection, the
face near tzhez=0 plane. The intensity distribution of the ragiation from theth layer was transferred to ther 1 layer
wave (~Ag) overzthe effectively open aperture of the wave py, means of the Fresnel—-Kirchhoff integral. We shall ex-
front is constanfg(x,y) = const. The first term in brackets pain this. Each successive layemodulated the refractive
in Eq. (2) corresponds to an ideal sphere with radtysvhile  index of the medium in thex(y) plane in accordance with
the second and third terms in E@) characterize the defor- the light intensity distribution in thith layer. Next, the self-
mation of an ideal spherical wave front by spherical aberrainduced diffraction of light by the section between ttie
tion and astigmatism, respectively. and (j+1)th layers, caused by modulation of the refractive
To compare our results with Ref. 8, we shall perform themedium of the index in thex(y) plane from thejth layer,
calculations with the following parametera=1.2x10"®  was calculated. Here the complex transmission function
mm=3, ¢=9.96<10 *®* mm !, F=141.699 mm, and\  exp(-A¢(xy)), where A¢(x,y) is the distribution of the
=0.6328 um. We assume the aperture of the initial wavephase delay in thex(y) plane, acquired from the induced
front at z=0 to be 20 mm in diameter. The longitudinal part of the refractive index of the medium in the distatze
focusing error, corresponding to rays from the edge of suclbetween thg + 1th andjth layers, played the role of a phase
an aperture, equals approximatelg=—10 mm. We shall screen(“obstacle”). This phase screen was imagined to be
assume that the regionr<z<<135.5 mm is free space, while in thejth layer. The result of the diffraction of light by the
the half-space=135.5 mm is filled with a nonlinear liquid phase screen was calculated, by means of the Fresnel—
medium. The liquid can be carbon disulfide, nitrobenzeneKirchhoff integral extended to the case of nonuniform
toluene, and silicon tetrachloride. Sinée>135.5 mm, a Waves, for a plane displaced from the screen by a distance
converging beam definitely focuses in the liquid medium atAz** The product of the complex transmission function of
some distance from the free space—nonlinear liquid interfacéhe phase screen and the distribution of the complex ampli-
For the nonlinear medium, the index of refraction depends aiide of the field for thgth layer, obtained in the preceding
follows on the amplitudeA(x,y,z)| of the intensity vector iteration, was substituted into the integrand as the new dis-

of the electric field1° tribution of the complex amplitude of the field in th&,y)
plane. The result of these calculations was the distribution of
n=ng+n4A(X,y,2)|?, (3)  the complex amplitude of the wave in the,¥) plane for the
(j +1)th layer.
where the coefficient’ gives rise to the nonlinearity of the This process was repeated with sttp=50 um over

medium,ng is the constant part of the refractive index, the the extent of the region of focusing of the wave front located
quantity (1/2)A(x,y,2)|?ng(eo/mo)Y? in the Sl system of 135.5—142 mm from the exit window of the focusing system.
units corresponds to the local intensity of the electromagThe caustic formation under investigation was 6.5 mm long
netic field at the pointX,y,z) and (uq/e0)Y?>=120r Q is  and possessed transverse dimensions not exceeding 550
the characteristic impedance of free space. X550 um. Thus the passage of light through the focusing
In a medium with refractive inder, the wavelength of region was calculated in the next higher order approximation
the radiation and hence the characteristic size of the diffracafter the Born approximation, taking account of the second-
tion structures in a caustic arg, times smaller than in a ary scattering of light by nonuniformities of the medidfrit
vacuum. For this reason, to compare the caustic field in & important to underscore here that the nonuniformities of
nonlinear medium with a caustic in free spdfer example, the medium are self-induced in the high-power radiation
air or vacuum we shall assume that fa=135.5 mm the field on account of the Kerr dependence of the refractive
electromagnetic wave propagates in a medium with an effedndex on the light intensity. Only the secondary small-angle
tive refractive index forward scattering in the interval of angles relative to the
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axis from—16.5° to+ 16.5° was taken into consideration in
the calculations. The absorption of the medium and back
scattering as well as scattering by larger angles in the for
ward direction were also neglected. The latter was due to th:
limitations of the computer. The calculation was performed
in the scalar approximation neglecting the rotation of the
polarization plane of the radiation in the process of diffrac-
tion by self-induced nonuniformities. It was assumed that the
nonlinear correction to the refractive index develops instan-}
taneously. The fluctuations of the initial wave front subject
to focusing were prescribed by the method of spatial ran
domization of the positions of the reference nodes in the
aperture plane of the wave front. The number of nodes wher
the wave front was prescribed was equal to 8522 points. |
These points formed a quasiregular grid of nodes. The posif
tion of an arbitrary node was prescribed randomly within the g
region of discretization.

The main idea employed, making it possible to model
numerically the self-diffraction of light by self-induced index
nonuniformities of the medium in the focusing region, was |
that on a small spatial section of thickness the induction :
of index nonuniformities in the transverse planey) and
the diffraction propagation of a wave on this section can b
separated and they can be calculated separately in succ
sion. The accuracy of the method increases as the step s
Az decreases.

ANALYSIS OF THE RESULTS

Two realizations of the wave field in the nonlinear me-
dium were calculated. They correspond to two random realj:
izations of the wave front in front of the entrance into the|
nonlinear medium.

The realizations of the three-dimensional near-focus:
fields, obtained by sectioning the latter by the longitudinal
planeyOz are shown in Figs. 1a and 1b. Only the intensity |:
distribution of the wave field was recorded in the figure. It is
clearly seen that the fine details of the interior structure of
the two realizations of the field are different. The realizationsF'G- 1. Distribution of the intensity of the wave field near the focus in

. . . nonlinear and linear mediaa — nonlinear medium, realization 1; b —
of the field have features in common which are absent for Bonlinear medium, realization; Z — linear medium. The extent in the
diffraction catastrophe in a linear mediuffig. 10. horizontal direction is 7 mm and the extent in the vertical direction is 153

Figure 2 shows for the case of a nonlinear mediumzthe xm.
dependence of the energy flaxf [1(x,y,z)dxdy through a
transverse are&®, of size 54547 um (curve 1). Here
[(x,y,2) is the three-dimensional distribution of the field in- 1/2
tensity. The corresponding z dependences  of 5¢’=[ f f (11(x,y,2) = 15(x,y,2))%dxdy}
J1(x,y,z)dxdy are virtually identical for both realizations S
of the field in the nonlinear medium. The decrease in thecharacterizing the integral rms deviation of two realizations
energy flux with increasing is due to the fact that some of the field from one another in an arbitrary sectiony)
radiation escapes from the fixed transverse &gai.e., itis  with z= const(curve 3). One can see that in the intenal
due to defocusing of the light beam. Figure 2 also shows the=135.5—-137.0 mnd® increases very little with increasing
analogous dependence for the field in a linear medicumve  z, but for z>137.0 mm a sharp increase 8® is observed.

2). Comparing the curve$ and?2 in Fig. 2 shows that beam The parametep® reaches its maximum value at138.6
defocusing in the nonlinear medium fpr-137.5 mm occurs mm, where it is approximately 20 times larger than its initial
more rapidly than in the case of a linear medium. This is duevalue, occurring at the entrance into the nonlinear medium.
to scattering of radiation by self-induced refractive-indexThe maximum value of the parameté® occurs in the re-
nonuniformities. The same figure shows for a nonlinear megion of greatest bunching of the wave field, and thenzor
dium thez dependence of the parameter =138.6...142.5 mm, as the beam defocuses, the parameter

C
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8P decreases, but remains, once again, greater than its initielG. 3. Maximum intensity in thex,y) section:1 — nonlinear medium,
value at the entrance of the radiation into the nonlinear me€@ization 1:2 — linear medium.

dium.

The_z dgpendence of thg par_ametf&b constru_cted. for. Fig. 4 that in the interval 135.5-137.35 mm thalepen-
two realizations Of, a W.ave.ﬁeld in a linear medium is dis- dences ofl ,,, are identical for the two realizations of the
played for comparison in F|g.. Q:.urve4).. The constancy of field to a high degree of accuracy. However, after the maxi-
the curvg4 anq its low Ievgl S|gn|fy that in the latter case We hum intensity is reached in the sectiar 137.35 mm the
are dealing with two realizations of structurally stable dif- plots of the functionS#ak(z) andlﬁwax(z) differ very strongly

fraction_ catastrophes. Th_erefore it ?S obv_ious that_ the iNyng behave differently. Faz<<137.35 mm the coordinates
crease in the parameté® in the medium with a nonlinear- (xi, y) of the maxima in the transverse section with

ity is due to the fact that the wave field in such a medium_ const are identical for two realizations of the field, while

becomes structurally unstable as it bunches up, and a spatig); ;- 137 35 mm the coordinates of these maxima are no
F:haot|zat|on of the 9pt|cal field Qev_elops in the systenz as longer the same. This confirms the fact that after the wave
increases. The maximum chaotization develops after the rl?)'asses the section where the intensity of the field reaches its

gion w.he.re the concent.ratlon of the field is greatest. maximum value, as the wave continues to advance the struc-
This is seen from Fig. 3, where tlzadependence of the

maximum intensity of the field in the sectior,§) is shown

for the case of focusing of a field in a nonlinear medium. The
maximum field intensity occurs in the secti@¥ 137.35
mm. In the case of focusing of radiation in a linear medium
the maximum concentration of the field occurs in the section g}
z=140.55 mm; in this case, the intensity of the field reaches
a value 1.36 times lower than in the case of focusing in a
nonlinear medium.

As was noted in Ref. 8, the diffraction catastrophe
formed in the course of the evolution of a wave front with
spherical aberration and astigmatism has a structure which ir
the presence of nonlinearity in the medium and with increas-
ing laser power forms a tapered waveguide. Part of the fo-<!
cused radiation will be trapped in such a self-induced wave-
guide and channeled in it. This is why higher values of the
field intensity will be achieved in the focusing region in a
medium with nonlinearity during evolution of a wave front
of a special form, as noted above, than in the linear medium,
and this will happen at smaller values of 0 1 1 '

The curves of the maximum values of the intensity in 136 138 140 142
one of the 45° sectors of the sectiony) as a function of
the parametee for two realizations of the wave field in a FiG. 4. Maximum intensity in one of the 45° sectors of the sectiay); 1
nonlinear medium are shown in Fig. 4. One can see from- I}_(2) for field realization 12 — 12_,(2) for field realization 2.

=
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FIG. 5. Number of local field maxima in a quadrant of the transverse sectior?lf the ft'eld mtat r}onlln%ar mfedlunﬁl—lnumbfr EI)_fhcommgmgtspeck_leth
(x,y): a — for local maxima of the first typd — for local maxima of the elements2 — total number of speckle elements. The quadrant size is the

second typel — nonlinear medium, realization 2 — linear medium. same as in Fig. 5.
Quadrant size 158153 um.

determines the length of the speckle field elements of the
. . L . first type.
tural instability increases and chaotization of the wave field  £q; field maxima of the second type, which correspond
develops. Indeed, by observing the position of a cardinaly gpeckie elements with a pronounced sickle shape in the
point of the wave field such as the point of the maximumyansyerse plane, the analogous dependences for the cases of
intensity of the field in one of the 45° sectors of the sectionyear and nonlinear media are shown in Fig. 5b.
(x,y), it can be concluded that structural instability of the As z increases, foz>135.5 mm, the specific number of

field occurs forz>137.35 mm. _ _ speckle elements in the transverse plane, the coordinates of
As the wave advances in the nonlinear medium the nUmg,q glements being the same for the two realizations of the
ber of local maxima of the field evolves according to a dif- a1 in the nonlinear mediurfcurve 1 in Fig. 6), gradually
ferent law than for a structurally stable field in a linear me-yocreases. Thus. fa=135.5 mm for both field’realizations
dium. Figure 5 shows the dependence of the number of locghe coordinatesy(,y') of virtually all speckle elements are
maxima in the transverse sectior,) (number of speckle  ijentical. In turn, forz=139 mm the coordinatesc(y') of
elements as a function of the coordinatefor fields in non- 41y 6o, of the total number of speckle elements in the trans-
linear and linear media for two types of maxima: maxima, qrse plane are the same. Cuén Fig. 6 shows for two
where the curvature of the intensity distribution in mutually .o 4izations of the nonlinear field the dependence of the
orthogonal directions differs by not more than a factor of 4y,a number of speckle elements in the transverse plane.
(Fig. 5a and maxima where the difference is greater than a ¢ typical pattern of the field in a nonlinear medium is

factor of 4 (Fig. 50. For maxima of the first type, which ghqwn in Fig. 7 for a different set of transverse sections
correspond to compactly localized speckle elements, the

total number decreases from 21 to 1 asncreases from {x.y). : _
The following results also attest to the structural insta-

135.5 to 142 mm in the case of a linear medium. For ajjiny of near-focus formations in a nonlinear medium pro-
nonlinear medium, in the interval from 136 to 139.5 mm the,ijeq that the prototypes of these formations in a linear me-
total number of compactly localized maxima is greater tharyi,m \ere structurally stable. For each realization of the
the corresponding number of maxima of the field for a linearge|q the entropy of the field intensity distributiofx,y) in a
medium. The largest total number of maxima of the first typey ansyerse section of the focusing beamzat const was
equals 40 forz=137.95 mm for one realization of the field analyzed. Following Ref. 14, the entropy of the intensity

and 41 forz=137.65 mm for the other realization of the yigtinutionl (x,y) on an aperture of are®, was determined
field. The excess, as compared with the case of a linear meg S(2)= -3, | Pu(2)INPy(2), where Py (z)=Ax-Ay-

dium, number of maxima of the field reflects the develop-g (2), with

. . . ki 1
ment of spatial disorder in the transverse structure nc%‘ the
beam and strong mixing of excess speckle elements.
Speckle elements of the first type, randomly distributed in %(x,y,z):l(x,y,z)/J’ LAI(x,y,z)dxdy.
the transverse plane, trace out along thaxis curvilinear
tubes which interweave with one another in a complicatediere part of the formulas are written in a discrete represen-
manner. It is obvious that such tubes are narrow microtation for a regular two-dimensional grid of noded on an
waveguide channels with high light intensity. Since the me-areaS, of size 54 547 um. B,,(z) are the discrete read-
dium is nonlinear, a field configuration of the specklonings of the probability density3(x,y,z) at the node,l;
type®3 where the nonuniformities of the field intensity co- Ax-Ay is the size of a unit cell in the grid of nodes. The
incide with the index nonuniformities of the medium, is re- quantity Ax- Ay-B,(z) is physically meaningful only for
alized automatically. The limited extent of such tubes albng low light intensity levels corresponding to detection of indi-
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FIG. 7. Intensity distribution of the wave field near the focus in a nonlinear medium. Coordinara: 1 — 136.5,2 — 137.5,3 — 138.5,4 — 139,5 —
139.5,6 — 140.5. The quadrant size is the same as in Fig. 5.

vidual photons. Thus, for two realizations of the wave fieldwave field, for which an analogous dependence ofS,

in a nonlinear medium the dependence of the modulus —S,;| was constructecurve? in Fig. 8. Comparing curves
|S,—S,| of the entropy difference was construct@dirvel 1 and2 in Fig. 8 shows that in the case of a linear medium
in Fig. 8). The initial randomly perturbed wave fronts in the the structurally stable focal formations give small values of
case of a linear medium give two other realizations of thdS,—S;| with weak random perturbation of the wave front,
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the diffraction field of the edge of the self-induced tapered
waveguide in a nonlinear medium.

A result of practical importance obtained in this investi-
gation is that in a medium with refractive-index nonlinearity
higher values of the local intensity than in the case of a linear
medium can be obtained by using a wave front deformed by
spherical aberration and astigmatism for focusing.
ook In summary, when a specially shaped wave front is fo-
y cused in a uniform nonlinear medium, the nonlinear interac-
tions of the partial waves lead to the appearance of compli-
cated spotgspeckle elementsarranged chaotically in the
transverse plane. This is due to the appearance of chaos in
nonlinear wave fields as the wave propagates in zhe
direction!®'” As z increases, foz>137 mm, the decay in-
stability of wave formation, which is due to the chaotic be-
havior of the phases of the interacting partial waves, occurs.
As a result, a transition to weak turbulence occurs.

015}

Isz"31|

0.05

T INTERPRETATION OF THE APPEARANCE OF CHAOS

4
136 142

The wave beam formed during focusing can be concep-
FIG. 8. Difference of the entropies which correspond to two realizations oftually divided into many(about 16) partial plane waves,
the field distribution in the transverse sectiony). emanating from regions uniformly distributed over the initial
aperture of the wave front a=0. Then appearance of spa-
tial chaos can be easily understood by geometric-optics
deformed by spherical aberration and astigmatism. Thesanalysis of the nonlinear interaction of many partial waves in
small quantities occur for alt in the interval from 135.5 to a medium with refractive-index nonlinearity.
142 mm. In a nonlinear medium, in turn, weak random per- It is well known that several partial waves can arrive at
turbations of the initial wave front lead to a rapid growth of each point of the caustic zone arising during the evolution of
|S,— S| for z>137 mm. a complicated wave front. In our case, at least five partial
In principle, it can be asserted that the structural instabeams interfere at each point of the central part of the focus-
bility starts to develop in a nonlinear mediumzat 137 mm,  ing region. In turn, at least three partial beams interfere at
i.e., well before the plane with the highest field intensity iseach point located in a narrow layer outside the central part
reached, when the main cardinal points of the wave realizaef the focusing regiofi.Let us examine the first layer of
tions are still the same. Cun&in Fig. 2 also attests to such thicknessAz in a nonlinear medium. The incident partial
an onset of spatial turbulence in a nonlinear mediine  beams are scattered by weak refractive-index nonuniformi-
can see from the this curve that the dependeféz) first  ties (An<0.01) induced by the interference field of the same
changes character at=137 mm: The plateau for<137  partial waves. To a first approximation this scattering can be
mm is replaced by a sharp risezat 137 mm. treated as a perturbation acting only on the phase of each
If the shape of the wave front at the entrance into thepartial wave but not on its amplitud& Each partial beam in
system fluctuates very little in time, being subject to randonsuch scattering undergoes a small lateral displacement. As a
processes, then temporal turbulence will also be present iresult, scattered partial beams arrive in the next layer of the
the focusing region in the nonlinear medium, i.e., in definitemedium and are once again scattered by the weak nonunifor-
time intervals a three-dimensional formation near the focusnity induced by the interference field of the preceding partial
will have a structure that is different from the structure ex-waves, and so on. In the presence of a nonlinear interaction
isting at a preceding moment in time, and the turbulencesvith a large number of partial waves, the phase of each in-
will not transform into one another by means of a diffeomor-dividual wave varies in an irregular manner as the wave
phism transformation. The appearance of strong chaotic pupropagates. Ultimately, the directions of the energy fluxes in
sations of the amplitude of the wave field that accompanyan extended focal region have a complicated, irregular, en-
temporal turbulence is also obvious considering the finitdangled form. This is an illustration of the well-known thesis
polarizability time of a nonlinear medium. that a weak turbulence arises in a wave process in the pres-
Comparing the images of the wave formations presenteénce of a large number of weakly interacting wavés?!As
in Fig. 1 for the cases of nonlinear and linear media in aa result, a complicated specklon structure with a characteris-
longitudinal planeyOz one can see that the self-diffraction tic scale in the transverse section of the order of one cell of
in the nonlinear medium is equivalent to diffraction of the the field pattern arises in the focusing region. Turbulence
“outgoing” radiation at the edge of a tapered waveguide.appears as a result of vanishingly small random disturbances,
The “splashes” and “filamentary ejecta” observed after the which are always present, of the wave front initially sub-
region of greatest squeezing of the beam and dispersing jected to focusing. The external perturbations of the wave
the forward direction in a wide interval of angles comprisefront produce the turbulence. They can be regarded as some
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The results of an investigation of the ignition conditions and characteristics of a multiple-
electrode corona discharge, intended to be used in the module which performs electrical blowing
of the working media of high pressure lasers operating on fluorine atoms and molecules, in

a tip—grid system are reported. The electrical and optical characteristics of corona discharges of
positive and negative polarity, which were distributed along the length of a transverse

discharge of lasers operating on the transitionssH3p) and K(D’'—A'), were studied. The
characteristics of corona discharges were studied in a mixture, lHdé¢/&mospheric

pressures. ©1998 American Institute of Physids$$1063-784£98)01609-2

INTRODUCTION studied. The emission spectra of the generation zones of CDs
in a He/k, mixture and the CD current dependences of the

Atmospheric-pressure working mixtures Hg/ire used average intensities of the radiation in the B(33p) lines
quite effectively in periodic-pulse lasers emitting in the redwere investigated.
region of the spectrumi\(= 620780 nm) on F(3— 3p).1?
In the vacuum ultraviolefVUV) region this medium is the
working medium for powerful lasers on=157 nm K(D’
—A"),>*which are of great interest for applications in pho-
tochemistry and lithography. This laser has the shortest The electrode systen(ES) of the CD consisted of a
wavelength of all powerful high-pressure electric-dischargesingle row of tips and a nickel grid. The radius of curvature
lasers E=2.6 Jlliter, efficiency=1.5%") and it can operate of a tip was equal to 0.5 mm, while the radius of the grid
in a periodic-pulse regime. When corrosive media, such awires was equal to 0.15 mm. The interelectrode distance was
the mixture He/k, are used the standard mechanical systemequal to 2 cm, and the total length of the ES was equal to 11
for blowing gas mixtures througkcompressors, diametric cm. A positive or negative voltage was applied to the tips
fans have a limited service life, they are characterized bythrough a limiting resistancR=1—-3 MQ. The other ex-
high energy consumption, and they give rise to additionaperimental conditions and the system for recording the char-
contamination of the working medium of the periodic-pulseacteristics of CDs were similar to those described in Refs. 6
laser. High purity of the working mixture is especially im- and 7.
portant for VUV lasers operating on fluorine molecules. In  The corona discharge in a high-pressure Hathxture
this case, for pulse repetition frequencie400 Hz, electri- consisted of a red diffusion plasma medium, formed near the
cal blowing can be used. It is based on the “electric wind” tip points and a dark exterior region of the CD. In contrast to
that arises in the external region of a corona disch&@d®.°  a negative CD in mixtures of inert gases with HCI molecules,
Investigations of the characteristics of such CDs for thein the case of a CD in the mixtures Hg/Bnd He(Ar, Kr,
working media of N and CO lasefsand the XeCl lasef  Xe)/F, the GZ is continuous and its form is reminiscent of a
showed that in a tip—grid electrode systéfE) a CD exists pulsed transverse discharge. The transverse size of the GZ of
in the form of point-like generation zon€&Zs) and a dark a negative CD reached 0.5-1.0 cm with a length of 11 cm.
exterior region. The average curréndf a noncontracted CD The transverse dimensions of the GZ increased with voltage
depends strongly on the pressure and composition of the gam the tips right up to the appearance of a streamer near one
mixtures. The electrical blowing rate~1%? (Ref. 8 is lim- of them. The continuous character of the GZ of a CD in a
ited by the instability of the CD and can be increased byHe/F, mixture creates the prerequisites for obtaining a more
optimizing the pressure, the composition of the gas mixturegyniform transverse flow of the gaseous medium than in CDs
and the powering regime of the CD. Such investigationan He/XeKr)/HCI mixtures. In a positive CD in a HejF
have not been performed for CDs in mixtures of inert gasesnixture the transverse dimensions of the GZ are two to three
with fluorine molecules. times smaller than for a negative CD.

The present paper presents the characteristics of a blow- The main distinction of a plasma in He/Rnd He(Ar,
ing module for a miniature periodic-pulse laser based orKr, Xe)/HCI mixtures is that the rate constant for dissocia-
fluorine atoms and molecules which operates on a He/Ftive attachment of electrons to, Kv=0) molecules is ap-
mixture. The current-voltage characteristit®Cs) and the proximately two orders of magnitude higher than for attach-
frequency characteristics of positive and negative CDs werenent to HCI@=0) molecules:'° For this reason, at high

EXPERIMENTAL CONDITIONS AND SPATIAL
CHARACTERISTICS OF CDS
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He/F, mixture pressure a large portion of the electrons is a .
converted within the short time intervél ng into negative o4t
fluorine ions** '3 The F~ reservoir produced is expelled by '
the electric field of the negatively charged tips in a direction <
toward the grid. In the process of diffusion of the kons, E ]
electrons are detached and the detached electrons preionize ~o.2f
the volume occupied in the next GZ. According to the data
of Refs. 14 and 15, the main mechanism of ignition of a
negative CD is UV preionization, and in inert gases the main " ! . ) :
source of UV preionization is diffusion of resonance radia- 0 1.0 2.0 t, ps
tion R. The most efficient process of electron detachment 0 04 0.8 ¢, ps
from F~ ions is photodetachment under the action of photons T T T T
with A=<360 nm*?*3|t has been suggested that this effect be
used in the emitters of periodic-pulse @~X) lasers. It is
called the NIAP(negative ion assisted preionizatjqureion-
ization technology? The sources of the radiation that de-
stroys F in CDs in He/k mixtures could be\ =157 nm
F,(D’'—A’) radiation, and in the case of He/B/Rixtures
the source could be intense spontaneous emission from the 2r 1
molecules RMB-X (A =193, 249, and 351 nn
In a positive CD the F ions are neutralized by the posi- . 1. oscillograms of the current of a positi@ and negativéb) corona
tively charged tips, which results in the formation of a GZ discharge in the mixture HejF200/0.8 kPa.
which is narrower in the transverse direction. In this case the
conditions for realization of the NIAP preionization of the
discharge region of the GZ are suppressed. Therefore, in &d the size of the exterior region of the €D5 cm that the
CDin a He/E mixture, the NIAP scheme of UV preioniza- average diffusion V6|0City of negative ions with a helium
tion is realized automatically and leads to the formation of aPressure of 2 atm is 1:710° cm/s. To provide such a drift
spatially uniform, extended GZ with transverse sizé cm.  Vvelocity of F~ ions, the intensity of the electric field in the
In a CD in a He/k mixture the GZ, located under the GZ must equal 20 kV/cm, which follows from data on the
grid cathode of a laser pumped by a transverse discharge éRobility of F~ ions in helium:**?In a positive CD the main
A=157 nm R(D'—A’), can function simultaneously as a current carriers are probably positive ions Bnd K . This
UV preionizer and an electrical blowing system. To optimizeis the reason for the double-hump shape of the oscillogram
the blowing loop it is best to use a grid or perforated anodef the discharge current in a He/Rixture.
of a transverse discharge. In this case, the optimal geometric The IVCs of CDs and the dependence of the repetition
conditions are realized for both placement of the UV preionfrequency of the current pulses of a negative CD on the tip

ization and for the electrical blowing system of the laser. Voltage are presented in Fig. 2. The IVC of a CD consisted
of a close to linear initial section and a sharply rising part

due to streamer breakdown. For HefRixtures of the same
composition and pressure the rate of current growth with

The oscillographic investigations showed that the current
of a positive and negative CD is pulsed and does not have a
constant component. The typical shape of the CD current
pulses is presented in Fig. 1. The current pulse of a negative soo- 4
CD had an amplitude of 2 méwith U=10.4 kV). The lead- 100
ing edge of the current pulses was short, and the trailing edge J T2
was extended up to &s. In a positive CD the current pulse
consisted of two maxima and was more prolonged. Since in
a CD of definite polarity the main current carrier are ions of i,
the same polarity, which diffuse away from the GZ toward . -
the opposite electrode*1® the main current carriers in a =~ 250
negative CD are Fions. The time dependence of the current
of a negative CD is actually the time dependence of the
density of negative ions'E The initial section of the current
oscillogram in Fig. 1 corresponds to an increase of the F
ion density in the region of a strong electric fidldithin the L ol

Y

1 ] A
GZ of the CD, while the trailing edge corresponds to de- g7 J 9 10 U,kv
Creasfe In the number of negative ions diffusing t,hrOUQh th%IG. 2. Average curren(tl,2) and repetition frequency of the current pulses
exterior region of the CD. It follows from the .durat'on of the of a cD (3) versus the tip voltage for negative and positive CDs in a kle/F
trailing edge of the current pulse of a negative CD (09  mixture.
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increasing tip voItage is 1.5—2 times higher for a negativémes versus the current of a positive and negative corona discharge.

CD, but the ignition potential of a positive CD is 2—3 kV

lower than of a negative CD. To obtain the maximum blow-

ing rate of the He/f mixture, a negative CD wittU=9  tjye CD, while most dependences showed an increasing char-
—11kV is optimal. The dependences of the repetition fre-acter with increasing CD currefith the exception of curve
quencies of the current pulses on the tip voltage were lineat jn Fig. 4).

The highest current pulse repetition frequency was observed The F(3) atoms in a dense electric-discharge plasma

in a negative CD. In a positive CD with the same poweringare formed efficiently in energy transfer reactibns
voltages, it decreased by approximately a factor of 2. When

Ar, Kr, and Xe atoms were added to the Heffixture, the He* + F,+(He)—F(3p) + F+(He),

maximum repetition frequency of the current pulses de- k=8.2(—30) crrf/s. )
creased as the atomic weight of the heavy inert gas increased

and was equal to 12—14 kHz in a He/Xge#Rixture. This is In a negative CD the density of FHons, the volume of

due to the differences in the drift velocities of the positivethe GZ, and the intensity of the radiation on the transitions
R* and R ions (screening the negatively charged)tamd  F(3s—3p) are all higher than in a positive CD. In this case,
negative F ions (which regulate the subsidence time of the together with the reactiofil), the F(3) atoms can be ob-
negative charge which determined the maximum repetition tained efficiently by recombination of Heand F ions via
frequency of the current pulses of a negative ¥£ The  the formation of an excimer molecule HeFfor which a
linearity of the IVCs is atypical for CDs and is due to the very short lifetime and rapid predissociation are charac-
nonlinearities of CDs in inert gases. In this case, a CD acteristic'” The contribution of the population of F3 by
quires some of the properties of a glow dischafye. recombination, as follows from Fig. 4 and the IVC of the
The generation zone of a negative CD in a Heffix- CD, can predominate at low tip voltages and, correspond-
ture is an extended source of not only red radiation but apingly, for lower effective values of the parametetN in the
parently also VUV radiation on=157 nm R(D'—A’) and  GZ of the CD.
can be used as a simple selective VUV lamp. According to numerical simulation of the kinetics of a
transverse discharge in a He/Rixture? excited fluorine
atoms with upper level energy in the range 14-15 eV make
the main contribution to the population of thg(B') state,
which decays with emission of the=157 nm band. For this
reason, the plateau in the dependence of the intensity of the
The spectrum of the radiation in the GZ of a CD and thex=740.0 nm F(3—3p) line on the current in a negative
dependences of the F§3 3p) lines on the current in a CD CD is probably due to the loss of excited fluorine atoms in
in a He/R, mixture are displayed in Figs. 3 and 4. The emis-the conversion reaction
sion spectra of positive and negative CDs were the same and ,
differed only by the intensity of the lines of the fluorine  (oP) T F2FAB)+F. @)
atom. The main lines in the emission spectrum of the GZ  On this basis, in the VUV region excited fluorine mol-
belong to the transitions FE3- 3p) and were the lasing lines ecules can be observed in a negative CD with average dis-
when the He/kF was mixture pumped by a high-pressure charge currents of 100—3Q0A, but this requires a special
transverse dischardeThe highest intensity of radiation on experiment using a VUV monochromator with a correspond-
the transitions of the fluorine atom were obtained in a negaing system for detecting the radiation.

OPTICAL CHARACTERISTICS OF THE RADIATION IN THE
GENERATION ZONE OF A CD
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As one can see from the emission spectr(fig. 3), more uniform transverse flow of the gas medium in F; ,
selective population of individual sublevels of thp States and RP lasers as compared with the corresponding media
of the fluorine ion occurs in the GZ of a CD. The pulse of periodic-pulse RCI lasers.
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MW in a plasma volume of 5—10 cnThis gave a specific in the experiment.
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A method of avoiding ambiguity in the interpretation of interferograms near a shock wave front
is proposed. The method is based on combining the double-exposure schlieren method and
holographic interferometry. Relations for calculating, on the basis of data obtained by analyzing
double-exposure schlieren photographs, both the density at the shock wave front and the
gradient of the density directly behind the front, which is necessary for calculating the shifts of
the interference fringes near the shock wave front, are presented99® American

Institute of Physicg.S1063-784£8)01709-7

INTRODUCTION CALCULATION OF THE SHIFT OF INTERFERENCE
FRINGES BEHIND A SHOCK FRONT
As a rule, problems of interpretation of the interference

pattern near shock wave fronts arise in interference and Fpr simplicity, we confine our attention herg to the case
interference-holographic  investigations of hydrodynamicOf @xial symmetry. The relation between the skifx) of the

processes. The sharp density jump at a wave front, tOgeth@?terference fringe; and the radia}l density distribufagn) is
with the high velocity of the front, lead to smearing of the given by the Abel integral equation
interference fringes and make it impossible to follow their 2(ng—1) (R [p(r)/pe—1]rdr
course, which can result in an error in reading shifts by an  k(x)= X f — ,
integer number of fringes. Such ambiguity in measuring X NI X
fringe shifts not only makes it impossible to calculate thewherex is the distance measured from the symmetry axis of
density and pressure at shock front but it also results in ghe object,n, and p, are the initial refractive index and the
distortion of the density and pressure profiles behind theénitial density of the medium) is the wavelength of the
front. probe radiation, an® is the radius of the shock front.

In ordinary interferometry, the so-called “white fringe” The density profile immediately behind the shock front
method is ordinarily used to eliminate the ambiguity in thecan be approximated, to a first approximation, by the expres-
interpretation of fringes near sharp phase jurhpBhis  sion
method requires careful tuning of the interferometer to the
zeroth fringe and the use of a pulsed light source with a p(N)=p(R)=p(R)(R=T), 2
continuous emission spectrum. Interferometry in “inclined wherep, is the derivative of the density with respectrto
beams,2 where the region of the phase jump is extended out Substituting expressiof®) into Eq. (1) and performing
on account of the deviation of the object beam from thethe integration, we obtain
normal to the wave front, can also be used to investigate

@

planar shock waves. k(&)= M( C(f)[_p(R) _ 1} —D(&) pr(R)R] 1
An alternative method of solving the problem is to cal- A Po 2po
culate the magnitude of the phase jump using information ©)

about the hydrodynamic parameters of the shock wave. Thughereé=x/R, C(&)=1-&,

a method of calculating the jump of the interference fringes 5
at the front of shock waves forming during flow around a D(&)= \/1_—§2_ £ In 1-Vi-¢ .
body is described in Ref. 3. This method is suitable for shock €

fronts of arbitrary shape and permits using monochromatic Therefore, to calculate the shift of the fringes near a

laser radiation to record interferograms and holograms. Ashock front it is necessary to know the densifR) and its
priori data on the velocity of the unperturbed gas flow Wereyarivative p.(R) at the front. The first quantity is related

used to determine the density at the shock front. with the velocityN of the front by the well-known relation
In Ref. 4, a method based on a combination of holo-

graphic interferometry and the double-exposure schlieren p(R) (y+1)N?
method was used to eliminate the ambiguity of the interpre- o0 = (y—1)N?+ 222’
tation of the course of interference fringes near shock fronts 0
when determining the parameters of shock waves penetrating In turn, the velocity of the fronN can be measured by
from air into water. In the present paper, this method is anathe double-exposure schlieren methagdcording to the dis-
lyzed in greater detail and given a theoretical substantiatiortance traversed by the wave in the time between two expo-

4
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sures. As will be shown below, (R) can also be calculated 1 2 3 M
from hydrodynamic considerations using the schlieren data.

_Z S
-6 8(M)
DERIVATION OF THE EQUATIONS FOR CALCULATING THE i

DERIVATIVE OF THE DENSITY OF A MEDIUM AT THE

FRONT OF A CURVILINEAR SHOCK WAVE o1 AM)
The system of equations of three-dimensional gas dy- -14:
namics near a shock front can be written in the form -18}
pi+Up,+pu,+ (AIA Y Up=0, u+uu,+p,/p=0, ~20r
— a2
pitup =a“(pt upr), ©) FIG. 1. The functiondA(M) andB(M) used to calculate the density gradi-

wherep is the density of the mediunp is the pressurey is ~ €ntpr according to Eq(9).

the velocity of particles in a direction normal to the shock

front, a®=ypl/p is the local velocity of soundA(r) and

A’(r) are the cross-sectional area of the ray tube and its 1 dM

derivative with respect to the normigl andH=A'/2A is the U tuio=aVy o= - (8
N dR

average curvature of the shock front.

Quantities with subscripts are partial derivatives with re-  The system(8) together with Eq(5) makes it possible to
spect to the timeé and the coordinate, measured in a direc- obtain analytic expressions for all partial derivatives of gas-
tion normal to the front. dynamic functions on a shock front, if the law of motion of

The system(5) is valid, specifically, for gas flows with the frontt=T¢(R) and its curvatured are known. For ex-
planar, axial, and spherical symmetry near a shock frontample, we obtain for the density gradignt
HereH equals, respectively, 0, 1R and 1R, whereR s the

dM
radius of curvature of the surface of the front. &:A(M)—+B(M)H, (9
The following conditions of dynamical compatibility Po dR
hold at the shock front at=T(R):* where
P(R) 2yM?—y+1 DMV
P(M)= Y I — AM)=—— M
0 Y (M—V)2—P/D

2
D(M):p(R)— (y+1M N MP,, MD,,

P (y-1M*+2' Y M—V)[(M—V)2_P/D] M=V’
u(R)  2(M—1M)

V(M) = , 6 2DV(M —V)
M) ag (y+1) © B(M)=—————.
i i (M-V)-—=P/D
whereM =N/a, is the Mach numbelN=1/(dT;/dR) is the
propagation velocity of the shock front, apg, py, andag The subscripM denotes differentiation of the functions
are parameters of the unperturbed atmosphere_ (6) so labeled with respect to the parameter PLots of the

Thus at the shock front the unknown functiqmsp, and ~ functions A(M) and B(M), necessary for calculating the
u depend only on the parametst — the Mach number of derivativep, , are presented in Fig. 1. The quantitedel/dR
the shock front. andH are taken from experiment.

It is well known that the partial derivatives of any func-
tion f(r,t) on a curvet=t*(r) are related by the relation

af =f +f dtt 7
dr —Ir t dr ' ( ) s 43
where the derivative on the left-hand side is the total deriva- M(R) e
tive of the functionf(r,t(r)) with respect to the parameter 3r 16 S
Applying this relation to the functionp=pyP(M), p o
—poD(M), andu=a,V(M) at the shock front=T,(R), ar aM /iR AN
equations relating these derivatives at the front can be ob- E
tained: 1T 2
l dM [} 1 [ 1 1
PPy =PoPugR: 0 02 o.aR 06 08 10
5 Cm
1 dM

FIG. 2. Experimental dependences of the Mach nunibemddM/dR on

+pi—=poDy—==,
Pr ptN Po MdR the radiusR of the shock front.



Tech. Phys. 43 (9), September 1998 S. V. Gribin and G. V. Ostrovskaya 1089

TABLE I. Shock-front parameters found by the double-exposure schlieren method.

pr/po K
t,tus M dM/dR,ecm! H,em! plpyEq.(4) Eq.(9 Ref. 3 calculated from
from Eq.(3) interferogram
1.1 4.45 -8.0 2.42 4.80 76 78 1.7 1.6
2.1 3.50 -5.0 1.71 4.27 46 54 2.2 2.1
3.0 3.15 -3.5 1.41 4.00 30 42 2.6 2.5
4.7 2.75 —-2.6 1.16 3.60 20 28 2.9 3.0
5.8 2.45 —-2.3 1.05 3.27 17 22 2.8 3.0
7.8 2.20 -2.0 0.91 2.95 15 13 2.8 3.0
10.0 2.00 -15 0.79 2.67 10 8.4 2.9 2.8
ANALYSIS OF THE EXPERIMENTAL RESULTS tion (2) used to derive Eq3) is valid only in direct proxim-

. . ity to the shock front, i.e., for values @f and¢, close to 1.
In Ref. 4 we obtained double-exposure schlieren photo-On this basis, the agreement between the values, @)

T two i th
ing as a result of dielectric breakdown of air by pulsed,CO St;l:;?a(k:)t{)r)\//vo independent methods can be assumed to be

laser radiation. Analysis of the schlieren photographs corre- The quantitiess/p, and the values o, /p, determined
sponding to different times yielded the time dependence o rom Eq. (9) were used to calculate the rshift of the fringes
the radius of the shock front and the propagation velocity o ear the shock front. Table | gives the valueskoffor
the shock wave. This makes it possible to construct the ex- :

: tal d q £ th locity of the frof(R =0.975, i.e., at a distance equalR#40 from the front. The
perimental dependence of the velocily ot the 1r (R), table also gives values & used to solve the inverse prob-
presented in Fig. 2, on the radius. Figure 2 also shows th

total derivativedM/dR " order t lculate th fem — to find the radial density distribution from the fringe
0 ad' etrlva I:‘/?h d ,_tnecezsfary '3 E))r er ohga flé.?fe € shifts measured on the interferogram. The fractional part of
gradientp, ot the densily and found Dy graphical difteren- ., ,q measured directly from the interferogram, while the
tiation of the functionM(R). The average curvature of the

shock front was determined as
H 1/ 1 1
"2 RTR)

Plpo

whereR and R’ are the principal radii of curvature of the
front, which are measured directly from the schlieren photo-
graph.
The measured values &, dM/dR, andH for a series

of times, as well as the values of the density and its gradient
calculated using Eq$4) and(9), respectively, are presented
in Table I. The table also presents the values of the density p
gradient which we found by the method of Ref. 3, the crux of
which consists in finding, for two values of the dimension-
less radiust; and ¢, from an equation which is the differ-

v
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i

4r N
!
|
!
t
1
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|
|

ence of the two expressions of the fo(8): :
I
|
]
!
|
|
|
|
|
[}
1
t
!
(
!
1

o

(N~ LR p(R) 2k
A

2
k(é1.62)= [[C(§1)—C(§z)]{?—l

~[D(&)~Di&)] 5 (10

wherek(;,£2) = k(&) —K(£). T
The equation10) makes it possible to fing,(R) from

the difference, measured on the interferogram, of the shifts
k(&1,¢,) and the quantity(R), calculated from Eq(4) us-

ing the values of the front velocitil found by the double- . N
exposure schlieren method. It should be noted, however, that 0.2 03 04 05 06 0.7 0.
the closer the point§; and¢, are to one another, the larger r,cm

the_ error in determ'nm@'(R) is. The distance between the FIG. 3. Radial density distributions behind the shock front at different mo-
points where the shiftk(¢;) andk(¢,) are measured cannot ments in time1 — 1.1,2— 2.1,3— 3.0,4 — 4.7, 5 — 5.86 — 7.8,7 —

be increased by a large amount, since the linear approxima0.ous.

Pr(R)R]

9 1.0

I
I
)
|
I
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I
f
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integer part was found so as to obtain the best agreementaterials under high pressuféanalysis of the expressions
between the values &€ calculated using Eq3). for the coefficientsA andB in Eq. (9) shows that the constant
The radial density distributions behind a shock front,C is not required to calculate, behind the shock front. Only
which were obtained by analyzing the holographic interfero-the value of the parameteris important.
grams corresponding to different moments in time measured This work was performed under State support of the
from the moment of laser breakdown in air, are presented ifeading scientific schools of the Russian FederatiGrant
Fig. 3. In this figure the points closest to the front wereNo. 96-15-96394
determined from the double-exposure schlieren photographs.
The dashed lines correspond to the linear approximd8pn
of the density profile behind the front. Therefore combining 15 . Zakhar'evsKi, Interferometersin Russiar, Oborongiz, Moscow
the double-exposure schlieren method with holographic in- (1952.
terferometry made it possible to avoid the ambiguity in the 2R. Huddlestone and S. Leonattds), Plasma DiagnosticgMir, Mos-
interpretation O,f inFerferograms near a ShQCk front and to3(I;Ec.)v|!‘. T(gaez-gndzhan and V. S. Sukhorukikbptical Methods of Investiga-
obtain the density field behind the front at different stages of tion in Ballistic Experimentsin Russiad, Nauka, Leningrad, 1979, pp.
development of the process. 158-170.
In conclusion, it should be noted that the procedure pre_“s. V. Gribin, I. I. Komissarova, G. V. Ostrovskag al, Zh. Tekh. Fiz.
sented in this paper is suitable for studying shock waves n0368(8)’ 89(1998 [Tech. Phys4s, 912 (1998

’ : ) “°Yu. S. YakovlevHydrodynamics of Explosiohs Russiar, Sudpromgiz,
only in gases but also in transparent condensed media satist eningrad(1961).

fying the equation of state in Tait's form, G. V. Drefden, A. P. Dmitriev, Yu. I. Ostrovskiand M. I. Binberg, Zh.
Tekh. Fiz.53, 311(1983 [Sov. Phys. Tech. Phy28, 191(1983].
p+C p\7 "G. B. Whitham,Linear and Nonlinear WaveiNiley, New York, 1974;
IC =\ (11 Mir, Moscow, 1971.
Po Po 8Ya. B. Zel'dovich and Yu. P. Raer, Physics of Shock Waves and High-
whereC and y are constants characterizing the medium. Temperature Hydrodynamic PhenomeNals. 1 and ZAcademic Press,

Specifically, for waterC=3075 kGlcn% and 7=7.15. New York, 1966/1967; 2nd ed., Nauka, Moscow, 1P66

The same method is also applicable for shock waves in solidranslated by M. E. Alferieff
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Nonlinear surface magnetic polaritons in a nonuniform magnetic field
S. V. Grimal'skil, S. V. Koshevaya, and A. M. Resin

T. G. Shevchenko Kiev State University, 252601 Kiev, Ukraine
(Submitted July 8, 1996; resubmitted September 9, 1997
Zh. Tekh. Fiz68, 92—95(September 1998

High-frequency surface magnetic polaritons of finite amplitude propagating along the interface
between a ferrite and a nonlinear insulator in a weakly nonuniform, shaft-shaped external
magnetic field are investigated theoretically. The analysis is based on employment of the
variational method together with bilinear relations having the form of Lorentz’'s lemma.

It is shown that the wave dispersion and the transverse profile of a wave along the field
nonuniformity depend significantly on the amplitude of the wave. 1898 American Institute of
Physics[S1063-784£98)01809-1

A great deal of interest has recently been focused on ook+ uT
waves of finite amplitude in bounded solitiélt has been i TZO, 1)
reported that surface magnetic polaritons can propagate on
the interface between a nonmagnetic insulator and a ferritshere

[such as yttrium iron garnéYIG)] immersed in an external ) U2 ) > o\ 12
magnetic field* In such cases the wave vector and the ex- = k2= “’_Sd = K2+ w_sf Op— M
ternal magnetic field lie in the plane of the interface and are c? ’ c? ’

mutually perpendicular. It is also known that nonlinear ef- .
fects can be observed in YIG at fairly low levels of micro- 0= wwyu/(0”—wop),
wave power, and, in addition, the nonmagnetic insulator Ca':h—l—w © /(wz_wz)_ [11= fhag= fh fgy= — fp=i 0"

. . . - H®M H/» M117 M22— My 127 21— 0
be a nonll_near pargel_ectrlc such as S_rgTﬁmd KTaQ or a 5= 1, anduya= up5=0 are components of the permeabil-
ferroelectric ceramic in the paraelectric phase. Thus, in th

X o tensor of the ferromagnettFM); wp=7vyHq woum
microwave range these waves can be promising for obsery- 4myMo; v is the gyromagnetic ratiotl, is the applied

ing nonlinear effects of the self-interaction type. In addition, .qstant magnetic fieldVl, is the saturation magnetization:
the dynamics of waves in bounded ferrites can be controllednq ;. ande4 are the dielectric constants of the ferrite and
by creating a nonuniformity in the external magnetic fiefd.  the insulator, respectively.
Therefore, it would be of interest to investigate the propaga- |t is assmjmed that the FM is located in the regior0,
tion of a surface magnetic polariton of finite amplitude in athatH, and M, are directed along thez0axis, and that the
weakly nonuniform external magnetic field with simulta- wave vector is directed along they Gixis. Furthermore, we
neous allowance for magnetic and dielectric nonlinearities. shall consider the case of a contact between an FM and a
This paper describes a theoretical investigation of nonnonlinear paraelectricx 0) with a considerable dielectric
linear surface wavegmagnetic polaritonjsof constant fre- constant £¢4~10°>¢;~10"). In this case we can confine
quency propagating perpendicularly to a weakly nonuniformpurselves to consideration of retardation only in the insula-
shaft-shaped external magnetic field with allowance for bothor: k> (w/c)el?> (w/c)eFH 0q/ u'?), 7~k. Then the dis-
the magnetic and dielectric nonlinearities of the contactingpersion relation1) can be written in the simpler form
media. An ordinary differential equation describing the de-
pendence of the wave amplitude on the transverse coordinate 90~ 4~ k/p=0. @

in the plane of the interface is obtained. A numerical solution ) ¢t 5 consider the case where the applied magnetic field
of this equation yields a nonlinear dispersion relation forH0 depends weakly on the transverse coordiraie the
waves in a nonuniform field. It is shown that the magneticp|ane of the interface and the nonuniformity has the shape of
nonlinearity is dominant for this wave propagation direction.shaft (dH,/dz>0 for z<0 anddH,/dz<0 for z>0). We

The dispersion characteristics and profile of the wave alongote that the influence of the smalcomponent of the con-
the direction of the nonuniformity depend significantly on stant magnetic field, whose existence follows from the equa-
the amplitude of the wave at the center of the waveguide. tion div B=0, can be neglecteGd'.I'he propagation of a sur-

A surface magnetic polariton can exist on the interfaceface magnetic polariton is possible in such a system in the
between a ferrite and a nonmagnetic insulator in the case afaveguide channel created by the field nonuniformity along
tangential magnetization. In the linear case, it has the comthe Oz axis in the plane of the interface, since this field
ponents H,, Hy, E,) in a uniform fieldH,, and the fre-  nonuniformity leads to confinement of the wave energy
quencyw and the wave numbeék are related by the disper- along the @ axis® In the linear case this can easily be dem-
sion relatiort onstrated by geometric optics. In this paper we investigate

1063-7842/98/43(9)/3/$15.00 1091 © 1998 American Institute of Physics
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the dispersion characteristics of a nonlinear waveguide cre-
ated by the nonuniformity of the field y(z).

Nonlinear waves in inhomogeneous structures can be
analyzed using Whitham'’s variational method. This method
calls for utilizing the stationary character of the action inwhere D(w,wy ,k,F)=0¢—u—k/p+(aw?/2c?p?)F? and
choosing a trial function with allowance for the weak varia- wy=wy(z). In a uniform field D(w,wy ,k,F)=0 is the
tion of the transverse profile of a nonlinear wave in compari-nonlinear dispersion relation for a magnetic polariton with
son with the linear caseéThis method has been employed to allowance for the dielectric nonlinearity.
investigate nonlinear surface waves of the Damon—Eshbach It is significant that the field nonuniformity appears only
type in a weakly nonuniform magnetic field without allow- in the form of w,(z) in the nonlinear dispersion relation.
ance for retardatiof,as well as to analyze the phenomenon  If the magnetic nonlinearity in the FM is taken into ac-
of convolution in FM fields with allowance for retardatién. count, Eq.(5) should be refined. To accomplish this, the
The plan in the present work is to investigate the influence ofontribution of the magnetic nonlinearity to the coefficient in
two nonlinearity mechanismgnagnetic nonlinearity in the front of F? in D(w,wy ,k,F) must be determined. This co-
FM and dielectric nonlinearity in the paraelecjriéllow- efficient can be determined in the case of a uniform external
ance for the magnetic nonlinearity in the Landau-Lifshitzmagnetic field. In the approximation used here additive con-
equations using the variational method requires formidabléributions of the dielectric and magnetic nonlinearities appear
calculations; therefore, below we shall use a simpler methoth this coefficient. The refined nonlinear dispersion relation
of analysis, in which the equation describing the dependencean be obtained most simply from the bilinear relation hav-
of the wave amplitude on the transverse coordirmitethe  ing the form of Lorentz’s lemma for an electromagnetic field
presence of pure dielectric nonlinearity will be obtained bywith consideration of the magnetic components of the polar-
the variational method and the magnetic nonlinearity will beiton. The corresponding relation for the type of waves under
taken into account by the bilinear relations having the formconsideration has the form
of Lorentz’s lemma for an electromagnetic fieftf!

d?F 2k?p®
—+ D
dZ2  (p+k)(p?—k%+pk)

(w,0y4(2),k,F)F=0, (5)

Maxwell's equations with allowance for the dielectric gl 1 1 Ho
nonlinearity in the paraelectricc e4—aE?, a>0) and the E(ES(X)EI' E;+ Ly H3 + M_(mlxmzx
boundary conditions for the tangential components of the 0
field H can be obtained from the variational principle for the . c . . .
actionS= [ [LdV dt with the following Lagrangian: +myym3y) |+ 7 div([Ez X H J+[Ey X H3 ])
a(x) " : 2 2
_E* . _ Ex|lE_p*. -1 lw m;+m
8mL=E*-| &(x) 5 E-E* |[E-B*-u “(w,r)B, _M_O(Hlym§y+H1xm§x) ;Moy
()
where lo 2 *
- Ea(xﬂ Eq|°Eq-E3 =0. (6)
Eo i
c Here E;, H;, andm,, , are the positive-frequency compo-

nents of the magnetic polariton with consideration of the
nonlinearity;E,, H,, andm,, , describe a linear monochro-
matic wave. The relatiof6) allows us to obtain the correc-
tion to the wave frequency caused by the nonlinearity, if the
wave number of the linear and nonlinear waves are assumed
to be equal. This method is similar to the perturbation theory
for waveguides? Integrating(6) over x, we find the correc-
tion to the wave frequency caused by the dielectric and mag-
netic nonlinearities and the ratio between the contributions of
the magnetic Awgy) and dielectric A wpg) nonlinearities

in the correction to the frequen@dyow=A wgy+ Awpg

B=curl A, H=,&‘1B, andA and A* are the positive- and
negative-frequency components of the vector potential.

We note that all the components Af for a wave in a
nonuniform magnetic fieléH,(z) are nonzero. The main as-
sumption is that by virtue of the weak nonuniformity of the
field along the @ axis the transverse profiles of the polariton
components along>) which is normal to the plane of the
film, vary weakly in comparison to the case of a uniform
field, i.e., we seek the solution fd, in the form

e ®* x>0,
ePX  x<0,

E =EF(z)e“"‘*”‘y (4)
z2

WEM (p+k)* Iaw“

)

whereF(z) is the wave amplitude, which varies slowly in

comparison to the wavelength.

The dependences @, and A, on x are assumed to be
the same. We note that, andA, are continuous at=0; A,
has a discontinuity. Then, pluggirid) into (3) and perform-
ing the variation with respect t6, as well asA, andA,, we
obtain a system of differential equations fBrand A, ,,
where A, ,~JF/dz. Eliminating A,,, we can write the
equation forF(z) in the form

Awpe  Kk(47Mg)? 2¢%p?’

Next, when the contribution of the dielectric nonlinearity
in (5) is replaced by the sum of the contributions due to the
magnetic and dielectric nonlinearities, we obtain an equation
for a magnetic polariton with allowance for not only the
nonlinearities in both media, but also the weak nonunifor-
mity of the field:
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FIG. 1. Dispersion relationk(w,F,) for a nonlinear polariton in a weakly FIG. 2. Profiles of E, ﬁalong the norjlin.iformity of the fieldHo(2)
nonuniform magnetic field wy(z) = yHo(2) = wy+ Awyseclqz when [wH(z)/w,\f/2=1.4+O.1sec qz, g=5cm ] 1 T I'nea'j wave
wnloy=1.4, Aoy loy=0.1, andg=5 cm % 1, 2 — Fy(aleg) 2=0.01 [Fo(aleg)¥“=0.01], 2 — nonlinear wave[Fy(a/eg)*=0.1]; w/wy
(linear wave in wuniform and nonuniform fields, respectively, =1.970.
3 — Fy(aleg)Y?=0.05,4 — Fo(aleg)¥?=0.1.
d’F 2k?p3 . . . . e .
—+ ) ing. Numerical estimates showed that this conclusion is valid
dz  (k+p)(p°—k*+kp) for amplitudes of the dielectric nonlinearig<100 G 2. Its
K aw? (p+k)3c? influence is confined to narrowing the frequency spectrum of
X| og—pu— =+ 55 > F2|F=0. the magnetic polariton from abou€ig. 1, curves3 and 4)
P 12¢p®  k(47Mo) e ® and broadening the wave profile along the dxis (Fig. 2).
. _ The influence of the dielectric nonlinearity becomes more
For the lowest(symmetric with respect tr) mode the appreciable in the region whegeg(w)~0, but here both the

boundary conditions foF are damping and the retardation in the FM must be taken into

whereF, is the wave amplitude at the center of the wave-
guide (an independent parameker

F(z=0)=F,, dF/dzz=0)=0, F(z—«)—0, (90 accountin principle. Thus, in the waveguide under consider-
ation, which is created by nonuniformity of the external
magnetic field, the influence of nonlinearity on wave propa-

Equation(8) supplemented by the boundary conditions 9ation is highly significant, the magnetic nonlinearity being

(9) for fixed values ofw andF, has nontrivial solutions for decisive.

specific values of the wave numblerk(w,Fg). The latter

relation is also the nonlinear dispersion relation for a nonlin-

ear magnetic polariton in a nonuniform magnetic field. It can

be seen that the contributions of the magnetic and dielectric

nonlinearities ta(8) have different signs. In subsequent cal- *Nonlinear Waves in Solid-State Physieslited by A. D. Boardman, M.
culations the parameters of the paraelectric were set equal tgBertolotti, and T. TwardowskiPlenum Press, New York, 1956
8d=2-5>< 1§ and a=10 sz, and YIG with a saturation A. D. Boardman, M. M. Shabat, and R. F. Wallis, J. Phys24) 1702

T B (1991).
magnetization 4M,= 1760 Oe was chosen as the ferromag- 3R. W. Damon and J. R. Eschbach, J. Phys. Chem. Sfd808 (1961,

netic medium. 4M. I. Kaganov and T. I. Shalaeva, Zhk&p. Teor. Fiz96, 2185(1989
Let us first consider the case of a small wave amplitude [sov. Phys. JETR9, 1237(1989)].
for a field nonuniformity of the form 4 w,,>0) 5A. V. Vashkovski, V. I. Zubkov, E G. Lokk, and V. I. Shcheglov, Zh.
Tekh. Fiz.60(7), 138 (1990 [Sov. Phys. Tech. Phy85, 833(1990].
O{= OheT Aoy sech Z (10) 6G. N. Burlak, V. V. Grimal'ski, and N. Ya. Kotsarenko, Zh. Tekh. Fiz.

59(8), 32 (1989 [Sov. Phys. Tech. Phy84, 860(1989].

It can be seen from EdB8) that localization of a polar- _ _ , _
’G. B. Whitham,Linear and Nonlinear WavedViley, New York (1974;

iton along the (Z;/?;Xls is possible in the frequency range Mir, Moscow (1977,

(Ohx(@hst on)) T <o<op.t Aoyt oyw/2. Numerical s\ Ghinarskir and Yu. G. Rapoport, Pisma zh. Tekh. FBO(9), 11

calculations showed that in the case of a small-amplitude (1994 [Tech. Phys. Lett20, 345(1994].

wave the field nonuniformity significantly alters the spec- °v. Grimalsky and Yu. Rapoport, J. Magn. Magn. Mati40-144, 2195

trum of the fundamental mode, and the slope of the disper- (1995.

sion curves decreaséBig. 1, curvesl and2). It turned out 10A. G. Gurevich and G. A. Melkowlagnetization Oscillations and Waves

in the case of waves of finite amplitude that the main contri- CRC Press, Boca Rataasos. _ , _

bution is made by the magnetic nonlinearity. Since the wave ~ A Vainshtén, Electromagnetic Wavesin Russiar, Sov. Radio,
. . . . Moscow (1988.

profile along the nonuniformity of the external field becomes

wider with increasing amplitude, this nonlinearity is defocus-Translated by P. Shelnitz
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Stability of a quasineutral beam of negative ions
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(Submitted March 19, 1997
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The stability of a beam of negative ions propagating in the parent gas is investigated. It is shown
that growth of plasma oscillations with a small growth rate is possible at subcritical currents

in a quasineutral regime. The influence of traveling secondary electrons, whose density is small, is
also studied. The low-frequency oscillations considered pose the greatest danger to a beam
whose velocity is close to the velocity of the secondary electrons19@8 American Institute of
Physics[S1063-784£98)01909-§

The evolution of a beam of negatively charged i¢fus This result was obtained in Ref. 4 from a solution of a
example, H) over the course of a long time period has system of hydrodynamic equations describing a wide mag-
attracted the attention of both experimentalistand netized beam.
theoretician$® owing to the possibility of employing such The instability of an unmagnetized beam with a finite
beams for scientific purposes and in technology. diameter toward oblique disturbances was studied in Ref. 5.

This paper examines the instabilities of beams which cahn that study the frequencies of the axially symmetric oscil-
appear in the initial stage of their evolution. lations were determined from a dispersion relation of the

After leaving the source, an ion beam enters a driftform
chamber containing a residual gas. lonization of the gas by F(6.0,.8)=0 3)
the beam produces a plasma. The density of the residual gas 00,8 '
is of great significance for the parameters of the plasmavhere
formed. We define the critical density in the following man- -
ner- y g F(6,6,8)=26063coshB—e'’cosh,)
i sinhg

B
X (62(0%— 03+ 2B%) + B2 65+ B2)). (4

vy n +i(6%4 05+ B?) €0y sin 6y +
2I’00'iUb.

N,

Herev , is the mean velocity of the positively charged sec-
ondary ionsy g is the radius of the bean;; is the ionization Here we have introduced the notatiof=wl/vy,, 6,
cross section, and, is the velocity of the beam particles. It =wpL/vy=6,, B=KL, and w§=4weznb/mb. In addition,
follows from qualitative arguments that if the density of the w andk are, respectively, the frequency and wave vector of
gas is less than or close to the critical value, then the spadbe oscillations:k=(kf+ ki)l’2 (the beam propagates along
charge of the beam will be neutralized by the charge of théhez axis). The stability region of such a beam is broadened,
positive background ions, and the small numberSaélec-  and the stability threshold is raised in comparison to a Pierce
trons will not violate the quasineutrality condition,~n beam. In the limiting case &= 0 andw—0, it follows from
(the time of flight of the secondary electrons in a beam is of3) that 6,|,—, = 7, which is equivalent td2).
the order ofr4/v 5, wherev 5~ 10° cm/9. If the gas density In some cases the mass of the background ions cannot be
exceeds, , then the beam charge is overcompensated, andonsidered infinitely large&for example, if the beam propa-
a plasma beam-propagation regime is realizgg{n_ ,n). gates in the parent gas
We shall next examine the case of subcritical gas densities, If the plasma ions have a finite mass, the system of hy-
assuming that the degree of neutralization of the beandrodynamic equations for the beam must be supplemented
charge is fixed. by equations which describe the motion of the plasma ions,
1. If the mass of the positive ions neutralizing the beamas is done for a beam of electrons, whose charge is neutral-
charge significantly exceeds the mass of the beam ions, theized by positively charged particles of finite m&<sThe
according to Ref. 4, the beam current is restricted by Pierceame dispersion relatiof8) can be obtained as a result, but
instability, so that the limiting current density is given by  in (4) we should setf,=606,/(6?— 62)Y? where 62

the equality =4ze’n, L%m,v3, instead of using the equalityo= 6,
for 6, =0. Herem, is the mass of a positive ion.
- m[2e\ ¥ Just as in Ref. 5, in our case the dispersion relat®ris
IpP=% m,) L2’ 2) always satisfied by the two solutions
wheree® is the energy of the beam particl@bzmbvﬁ/z, 0==0t15. ®)
my, is the mass of a beam ion, andis the length of the These solutions, however, do not describe real instabil-
plasma gap. ity, since the density disturbancé=0 if n’|,—, =0.

1063-7842/98/43(9)/3/$15.00 1094 © 1998 American Institute of Physics
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Therefore, we should seek solutions which do not coin-the limiting beam current, according 0), in a system with
cide with (5). Letk=0 (8=0), and let us consider the low- B#0 is higher than the current specified ().

frequency ranged= 0, + 6, where §<6,<1. Then, from 2. Let us now study the influence of travelidgelectrons
Eq. (3) we have present within the beam in a small density. We shall consider
S times that are shorter than the characteristic time for the de-
26, (1—cosfy)+i6,sin 6,=0. © velopment of instability described in Sec. 1. For simplicity,
We find the solution of6) we assume that the plasma system is one-dimensional.
46, The density of the secondary electrons can be estimated
Oo=m— — (7 in the following manner:

Since 3= 6%62/(6°— 6%)~ 0., 63125, we can write N5=NgNbivlo/V - (13

2 . For an energy of the Hions Wy~50 keV we have
5_0+0%]A_&0+>

(8) vp,~3X10 cm/s, and for an energy of th® electronsWj
272 w? ~10 eV we havey s~2x10° cm/s. Ifr,~1 cm,ny~10
and the solution of Eq(3) is cm 3, and the beam curredt~100 mA, thenn,~7x1¢®

cm 3, andns~10° cm™2. In deriving the dispersion relation
0,02 46%67 for the three-component system, in analogy to Ref. 8, we
=6, + o2 +i I (9  shalluse a hydrodynamic description for the heavy particles,

i.e., the beam ions and the plasma ions, assuming that the
The solution obtained is valid fa#, <. It follows from  temperatures of these components are equal to zero, and a

the expression for the frequendy kinetic description for the plasma electrons, assuming that
_ o their distribution function is Maxwellian. The following re-
0= 000pV 65— 0%, (19 |ation can be obtained
that an abrupt increase in the oscillation amplitude occurs 5 5 )
when 6,> 6y, .= 6,, signifying current collapsé&he onset of 1= Wy Wy Wpe
aperiodic instability. In this sens&j,, ., can be regarded as w?  (w—kvp)? w2_k2U$e
the limiting current of the stationary beam.
At large 6 (6> 6. ,0,) Eq. (3) does not have solutions. ) Wpew
If 6,—0, (4) yields —iNm oo 3 Bt (14
(kvte)
0o sin6y+ B sinhB=0, 11 .
0SNG+ B sinhj D e setw=0+iy, whereQ and y are real. Ify>0, the
whence oscillations are damped, andy<0, growth of the oscilla-
: tions takes place.
Bsinhg .
~ - = If y<Q, it follows from (14) that
0o 77(25+1)+w(23+1)' 04 (14)
. . , . 2
where the integes satisfies the inequality Ja Wpe 3e,Qz,kzvie
sinh (kve)
u<l. Y=o 2 2 - 2 (19
2w 2wy 2Qwpe
2m| s+ 5 3 T P IYICRY
2 Q (Q=kvp)®  (Q°=kvTe)
Then It can be seen from this relation that growth of the os-
0, 62 0. 62 cillations, i.e., fulfilment of the conditiorny<<0, is possible
= 2b = - b > > for Q<kwvy. In order for the denominator if15) to become
205 2w((2s+1)+pBsinhp/m°(2s+1)) negative af)—kv,,, the following inequalities must be sat-
If 6, <1 andpB<1, it follows from (4) that isfied:
0 Sin O+ B2=2i 6. (1—cosb), (12) Q 1 02\ ]|?°
1>—>1-|—| 1- — ,
and since the solution fat, should be close tar [see(7)] in kv, o vﬁ
the case of a long-wavelength disturbanke<@/L), it can
be concluded that a nonzero value®feads to a small shift a= wpel wy.

of the real part of the oscillation frequen¢g) toward higher
frequencies, while the imaginary part 8f which is respon-
sible for growth of the oscillations, depends mainly on the
plasma frequencies of the background ions. Since it follows QO

Under the same conditions the real part of Egf) leads
to the equality

from (12) that —=1=* @0
2 . kv wg w2
p- 40, kv 1- - pe
Oo=m+ = ——, " K2  K2(v2—v2y)
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Thus, instability occurs for values of the wave vector The system does not amplify oscillations with a high
which satisfy the inequality frequency and is stable toward disturbances with a wave-
1 5\ \ 32 length much smaller than the length of the flight gap. We
v
op L[ Ve
kv, |« Ukz)

note that weak growth of the plasma oscillations is observed
The presence of secondary electrons in this problengCri

at sub-Pierce currents.
leads to the growth of oscillations with the frequency

If the conditions for the appearance of instability de-
bed in Sec. 1 are not present in the system, there is a
QO ~kv,—w,. The growth rate of the amplitude of these
oscillations is small and tends to zero @asg—0:

possibility for the development of another, purely oscillatory
instability due to the presence of secondary electrons in the
system. The growth rate of these low-frequency oscillations

\/;wsewb(kvb_wb) 22 is small. These o;cil_lations pose the greatest Qanger to a
y=— 7—3e Up/UTe, beam whose velocity is close to the thermal velocity of dhe
(kvre) electrons.

The group velocity of the oscillations considergd/ Jk
is close tovy ; therefore, this instability can be assigned to
the discharge of drift particles. Thus, it can be concluded forty, okumura, M. Hanadzet al, in Production and Neutralization of
a beam propagating in the parent gas in a quasineutral re—Negaktir:/e Ig(nlsg ;(;Id Bleggn& 5th International Symposiblew York—
gime that th.e t.hreShO|d.Currem’ peyc.md Whlc.h ther.e ShOUIdzi.roPo. N;\(/ji\ and D’. F()3 Dzr'labbarov, ZﬁkEp. Teor. Fiz78, 2259(1980
be a dramatic increase in the oscillation amplitude, is below g, phys. JETB1, 1132(1980]; A. P. Nada and V. P. GoretskiFiz.
the Pierce current due to the participation of background ions pPlazmy11, 394 (1985 [Sov. J. Plasma Phy4l, 227 (1985].
in the oscillations. A loss of stable current propagation oc-°l- A. Soloshenkoet al, Fiz. Plazmy20, 810 (1994 [Plasma Phys. Rep.
curs because of the development of Pierce two-stream insta;?o'Rnlfig?g"’} Appl. Phyd5, 721(1944
bility. We recall that the existence of such instability for an sa A jvanov and N. S. Putvinskaya, Zh. Tekh. Fi&, 1648(1975 [Sov.

electron beam has been demonstrated theoretically andPhys. Tech. Phy<0, 1049(1975].
experimenta”)ﬁv?vgvlo 5J. R. Pierce, J. Appl. Phy49, 231(1948.
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New experimental data on the growth mechanisms of multicomponét,FHO;, (Ba,S)TiOs,

and Y—Ba—-Cu-0 films in an rf discharge plasma are presented. An investigation of the

spatial distribution of the radiated intensity of the sputtered particles in the rf plasma during the
deposition of films of these mixed oxides in the epitaxial state reveals general laws

governing their transport from the target to the substrate, which are stipulated by features of the
negative glow of the rf discharge. The roles of external and internal parameters are

examined from the standpoint of describing the mechanisms of the heteroepitaxial growth of
mixed oxides. ©1998 American Institute of Physids$51063-784£98)02009-]

The conditions for the synthesis and crystallization ofand their spatial variation along the discharge axis were pre-
mixed oxides directly during the growth of thin films are viously described:? The target in the sputtering unit was a
often provided by the rf sputtering of ceramic targets in purehot-pressed ceramic of corresponding composition with a di-
oxygen. The greatest success in this area has been achievadeter of 50 mm and a thickness of 3.5 mm. The substrates
using an elevated oxygen presstifd.An analysis of the used were MgO crystals.
results of experimental studies obtained by different investi- We estimated the structural perfection of the heteroepi-
gators attests to the strong dependence of the structural pegxial films on the basis of data from x-ray structural inves-
fection and electrophysical properties of the films on the spetigations on a DRON-4 diffractometer. The vertical and azi-
cific deposition conditions. The parameters for synthesizingnuthal misorientation angles of the film crystallites, the
films usually include only such macroscopic characteristicglimensions of the coherent-scattering regigaa integral
as the input rf power, the discharge current, the substratmeasure of the ordered defects in a filmand the micros-
temperature, the pressure of the working gas, and the targetains(an integral measure of the unordered defects in g film
substrate distance. Of course, these paramdteesshall were determined.
henceforth refer to them as external paramegtapply only In this paper we shall examine only the film deposition
to a concrete film deposition machine. conditions under which heteroepitaxial growth takes place

Further perfection of the technology is possible onlywith a vertical misorientation angle<0.5°, an azimuthal
when the growth mechanisms are understood. One of thmiisorientation angle <3°, coherent-scattering regions
possible approaches for solving this problem is to use inter=1000 A, and microstrains amounting t03x 10 3. Such
nal parameters, which characterize the state of the rf plasmgtructural perfection of the films can be obtained only under
during the sputtering of a mixed oxide. We propose the usetrictly specified deposition conditions, which can be as-
of the spatial distribution of the radiated intensity of the sput-signed by several external parameters. The most significant
tered components of the oxide as such a parameter. such parameter is the pressure of the working @aggen

In the present work we investigated the spatial distribu4in the sputtering chamber. It was established experimentally
tion of the radiated intensity of sputtered atoms in an rfthat there is a certain threshold oxygen pressure, at which
plasma during the deposition of films of mixed oxides in theheteroepitaxial film growth takes place. In particular, the
epitaxial state. Conditions for growing @,Ti)O;,  threshold pressure for Bar;_,,TiO3 (with x=0.3—0.8) is
(Ba,S)TiO3, and Y—Ba—Cu—O films which permit the depo- 0.3 Torr. Lowering the pressure to 0.2 Torr leads to the
sition of each of these compounds in the heteroepitaxial statgrowth of polycrystalline filmgthere is no azimuthal orien-
were determined empirically. The composition of the oxidetation of the film relative to the substratéThe stable het-
was chosen with the intention of proving that the growtheroepitaxial growth of Y—Ba—Cu—O can be achieved only at
mechanisms of the condensate are common to differertn oxygen pressure no less than 0.7 Torr. The deposition of
mixed oxides within one deposition method and the saméeteroepitaxial films of PbZFi;_,O; (with x=0.5-0.7)
level of structural perfection of the films. requires an increase in the oxygen pressure to 1.8 Torr. The
heteroepitaxial growth of all three mixed oxides indicated
above at oxygen pressures above the threshold value takes
place at substrate temperatures covering a fairly broad range

a) Selection of conditions for depositing heteroepi- from 580 to 650 °C. Variation of the target-substrate distance
taxial films. The design of the sputtering machine, the meafrom 8 to 12 mm generally does not alter the quality of the
surements of the external parameters for rf sputtering, anteteroepitaxial films.
the methods for investigating the optical emission spectra The rf power for each compound was selected empiri-

EXPERIMENTAL
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not determined by plasma processes. The spatial intensity
distribution shown in Fig. 1 was observed for*Cand Ba
during the sputtering of Y—Ba—Cu—0, for Baand SF in

the case of(Ba,S)TiO;, and for Zf" in the case of
Ph(Zr,Ti)Og, as well as for atomic oxygen in the case of all
three oxides. Oxygen knocked out of a target can be distin-
guished from oxygen in the working gas on the basis of the
emission spectra in just this zone of the discharge, where the
excitation of lines is not determined by the discharge. Here
we observed only lines corresponding to excited oxygen with
an excitation potential no greater than 12.7 eV. No spectral
lines with a large excitation potential, including lines of ion-
ized oxygen, were observed in this zone. They were present
in the second and third zones of the discharge, where the
excitation mechanisms are already determined by plasma
processes. In addition, the maxima of lines with a large ex-
citation potential were located close to the cathode surface,

indicating predominance of the electron-impact excitation
mechanisn?.The lines of Pb atoms observed during the sput-
tering of PWZr,Ti)O; and the lines of Ba atoms for
(Ba,SpTiO5 and Y—Ba—Cu—-0 were extremely weak in this
zone, and their intensity began to increase only beyond it.
Thus, the emission spectrum in this zone of the discharge
allows us to draw qualitative conclusions regarding the com-
position and degree of excitation of the sputtered particles.
The second fluorescence zone of the emission spectrum
is created both by plasma-chemical reactions accompanying
the transfer of sputtered particles through the oxygen plasma
cally. To set an optimality criterion it was assumed that theand by the excitation of atoms under the effect of direct
electron concentration at an oxygen pressure above the critelectron impact by beam electrons accelerated in the station-
cal value for each oxide must not be less thanary cathode field. The latter mechanism is corroborated by
5x10%cm 3 (measurements using a symmetric doublethe fact that the higher is the excitation potential of a line, the
probe according to the method in Ref. 4o stabilize the closer are the intensity maxima of the excited atoms and ions
discharge and lower the probability of the appearance of curin the second zone of the discharge to the target sufface.
rent instability, the targets were preliminarily “activated” at The third zone of the discharge is characterized by a
a reduced(70% of the nominal valyeinput power U,  significant influence of the substrate position on the intensity
=490V, 14=0.8 A). The target “activation” time for of the emission lines of the sputtered atoms in the rf dis-
(Ba,SpTiO5 was 15-20 min, the time for P&r,Ti)O; was  charge. A characteristic feature of this influence is the van-
3.0-3.5 h, and the time for Y-Ba—Cu—-O was-710 h. ishing of the intensity of the emission lines at the site of the
During this “activation,” the intensities of the lines of the substrate regardless of its position in the discharge. The oxy-
sputtered atoms in the discharge increased by2®% even gen lines did not exhibit a similar dependence. When the
when the input power was left unchanged. It should be spesputtering was carried out in argon, the vanishing of the
cially noted that the intensity growth gradients for differentemission lines of the metals was likewise not observed. To
target components did not vary as a function of either th@eveal the special point separating the second zone from the
activation time or the input power. third, we performed a series of measurements of the spatial
b) Features of the spatial distribution of the radiated  intensity distribution for several substrate positions relative
intensity of the rf plasma. The spatial distribution of the to the target. The variation of the spatial intensity distribu-
radiated intensity of the sputtered atoms and ions obeys setion for lead and ionized oxygen atoms upon variation of the
eral general laws regardless of the composition of the targetarget-substrate distance is shown in Fig. 2. We provisionally
used. The main law is the spatial structuring of the dischargeook the point of inflection on the plot of the spatial intensity
This is reflected in the presence of special points on thelistribution as the boundary of the third zone. Beginning at
spatial intensity distribution, which separate the space bgust this point, a further decrease in the distance between the
tween the target surface and the substrate into the three chaubstrate and the target led to intensity changes in the second
acteristic zones shown in Fig. 1. zone. It can be seen from Fig. 2 that displacement of the
The first fluorescence zone is created directly by sputtersubstrate has no effect on the spatial intensity distribution of
ing of the oxide surface. In this zone the degree of excitatioroxygen.
of the atoms in the gas phase depends only on processes in When the oxygen pressure created in the chamber was
the solid and on its surfaceTherefore, the maximum on the less than the critical valuérom the standpoint of synthesiz-
spatial intensity distribution in this region of the discharge ising the mixed oxidg vanishing of the intensity was noted
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FIG. 1. Spatial distribution of the radiated intensity during the sputtering
of Y-Ba—Cu-0,(Ba,S)TiOz, and PIfZr,Ti)O; ceramic targetsl — 0
(A=3947 A, 2 — Ba (\=4554 A, 3 — Sr* (A\=4215 A, 4 — Cu
(A=3273 A); Po,=0.7 Torr. The target-substrate distarice 8.5 mm.
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FIG. 2. Spatial distribution of the radiated intensity for lead atdms— h.,mm
\=4057 A and oxygen iongb — A\ =4415 A) with the substrate in various ?
positions. FIG. 3. Influence of the substrate temperature on the spatial distribution of

the radiated intensity for lead\&4057 A, Po,=1.8 Torr, h=6.5 mm).
T, °C: 1 — 570,2 — 580,3 — 590, 4 — 620,5 — 640.
for only certain components. For example, the critical pres-

sure for synthesizing RBrgs3Tigsa)Os; was 1.8 Torr,
whereas the lead component began to vanish at a pressurethé spatial intensity distribution of lead atoms in the case of

0.3 Torr for all the excited states. When Y—Ba—Cu—-O waghe sputtering of P{r,Ti)O3, and Fig. 4 shows the same
sputtered at the critical pressure of 0.7 Torr, vanishing of thénfluence for copper atoms when Y-Ba—Cu-O0 is deposited.
lines for copper atoms was observed at 0.5 Torr. In this case variation of the temperature from 580 to 650 °C
The last general law governing the spatial intensity dis-did not result in violation of the stoichiometry of the com-
tribution for different oxides is the absence of lines for cer-ponents or in destruction of the conditions for heteroepitaxial

tain components in the emission spectra. In particular, when
(Ba,S»TiO5 and PlZr,Ti)O; were sputtered there were no
titanium lines in all three zones, and for Y-Ba—Cu-0O there
were no yttrium lines.

Moving on to a discussion of the features of the growth /
of each of the mixed oxides, we should stress the following. i H
In choosing the oxides to be investigated, we included the !
(Ba,SpTiO5 system because there are no highly volatile me- .’
tallic components in this system. Therefore, the synthesis of y \ \
this oxide in the form of films could be carried out over very \

[2]
broad ranges of variation of the external parameters. In par- g ” 3 \ .
ticular, the structural perfection could be controlled only by g f‘o\ o\ \
varying the substrate temperatur ). Increasing it from <\1 J AN °\
~

400 to 750 °C altered the orientation of the film relative to
the substrate along the following sequence: polycrystalline /4 \ N N\ \
0 j 2 \
d

(T,=400°C), textured(110 film on a (100) substrate o

(T,=480 °C), textured(11l) film on a (100 substrate ! X’ \H\A\A \o’(\\

(T;=530 °C), textured(100 film on a (100 substrate -4 \q\n\ \:‘\\

(T,=570 °C), heteroepitaxial filmT;=630 °C). The spa- 1 “ \o

tial variation of the intensity of the Ba and Sr emission lines L/ a

remained the same over the entire range of variation of the L1 ! 1 ! \J\S ! |
0 2 4 6

substrate temperature just cited.

The other two oxides have significantly smaller ranges
for variation of the substrate temperature in which their syn- e
thesis takes place. This is because thev contain hiahlv vol FIG. 4. Influence of the substrate temperature on the spatial distribution of
. ) p : Yy - gnhly e radiated intensity for coppei £3273 A during the sputtering of
tile metallic components of lead or copper. Figure 3 shows/_ga—cu-0 Py =0.8 Torr,h=6.5 mm. T,, °C: 1 — 550, 2 — 580,

. 2
the influence of the substrate temperature on the character 8f— 600,4 — 640,5 — 660.
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film growth. The synthesis of other phases with violation ofplasma when sputtered particles are transported through it.
the stoichiometry took place outside the temperature rangall this, in turn, leads to an indefinite dependence of the film
just indicated. It is noteworthy that the mixed oxides of vari- properties on the external parameters.

ous composition and structure that we investigated are syn- In our opinion, the deposition of mixed oxides with a
thesized at approximately identical temperatures. predominance of plasma-chemical processes in the growth

As can be seen from the curves shown ab(¥igs. 3 mechanism must be approached as a complicated self-
and 9, raising the substrate temperature from 570 to 580 °Grganized system. In fact, our investigation of the spatial
led to an increase in the intensity of the spectral lines for Plintensity distribution revealed that a system for rf film depo-
and Cu in the second and third zones by more than two foldition at elevated oxygen pressures can be regarded as a sys-
and was accompanied by qualitative changes in the spatiadm having a spatial structure. The kinetic parameter®es
intensity distribution. These changes occurred at a constanff the chemical reactions, initial concentrations of the par-
concentration of the atoms entering the discharge as a resuitles participating in the reactions, and collision probabili-
of sputtering of the target, which was achieved by maintainties) in such a system should also depend on the spatial co-
ing a constant intensity in the first zone. Raising the substraterdinate. In our opinion, an adequate description of such a
temperature to 700 °C in the case of the deposition okystem is possible, if we go over to internal parameters that
PW(Zr,Ti)O5 or Y—Ba—Cu-O led to changes in the intensity reflect its spatial structuring. The proposed approach enables
of the Pb and Cu emission lines in the first zone and destruass to avoid the indefiniteness arising in the description of the
tion of the conditions for synthesis and, of course, heteroepifjim growth process in the space of external parameters. The
taxy. Subsequent lowering of the temperature to 58Qnternal parameters should be chosen such that the methods
—650 °C did not return the sputtering system to a state;sed to measure them will cause minimal disturbance of the
which ensures the conditions for synthesis despite activatiogeposition process and the parameters themselves will be
of the target for many hours. Such behavior of the sputteringnformative with respect to the elementary processes accom-
system attests to its indefiniteness relative to the direction %anying the sputtering and the transport of particles from the
variation of the external parameters. We note that the subarget to the substrate. Our investigation of the fluorescent
strate temperature is a function of two external parametersmission spectra demonstrated the possibility of correctly
(the current in the heating element and the input rf power comparing the growth mechanisms for fims differing in
and several internal parameters, such as the latent heat @mposition and crystal structure and revealed the general
crystallization of the oxide, the degree of excitation of thejaws governing the synthesis of a mixed oxide. On this basis,
particles in the plasma, etc. the spatial distribution of the radiated intensity that we em-
ployed can be regarded as an informative internal parameter.
The search for such parameters must, of course, be contin-
ued.

The conventional approach to optimizing the deposition  The sputtering of a mixed oxide under the action of oxy-
conditions of mixed oxides is to establish the relationshipgen ions and atomghe latter acquire energy as a result of
between the external parametdmessure of the working charge transfer in the cathode regi@pparently takes place
gas, substrate temperature, input power, target-substrate dis-two stages. First, the oxygen skeleton of the mixed oxide
tance, etg.and the film properties. It is assumed that a mul-is destroyed. For just this reason, the degree of oxygen exci-
tidimensional space of external parameters can be uniquelation has a threshold energy no greater than 12—-13 eV. De-
mapped into the space of parameters characterizing the filstruction of the oxygen skeleton results in the passage of
properties. However, when mixed oxides are sputtered, sommetallic components of various degrees of excitation, as well
experimental findings indicate that this is not entirely so. Foras, probably, their compounds with oxygen into the plasma,
example, when Y-Ba—Cu-O films were deposited, hysterwhich comprises the second stages of the sputtering of the
etic phenomena of various kinds were observed bymixed oxide. Some of these components, such as yttrium or
Katayamaet al.” These investigators reported that the prop-titanium, pass into the rf discharge plasma in the form of
erties of the films depend on the sputtering history of thepolyatomic compounds. Therefore, the plasma does not pro-
target, i.e., on the conditions under which it was previouslyduce emission lines corresponding to these atoms and ions.
sputtered. We observed a similar phenomenon when we di§hese compounds cannot decompose in the negative glow
covered an irreversible influence of the substrate temperatutender the action of the electron beam. The energy imparted
on the heteroepitaxial growth of the oxides. upon electron bombardment is redistributed among their vi-

The modification of the target surface in response to albrational and rotational degrees of freedom, rendering them
teration of the discharge parameters takes place over trmable. Later on, just these compounds probably act as cen-
course of several hours. The duration of the nonstationarters for cluster formation. As they move toward the substrate,
state is probably determined by several factors: first, by théhe remaining metallic compounds are added to them in the
reorganization of the structure and composition of the targesecond and third zones of the discharge. The external param-
surface under the effects of ion bombardment, second, by theters assign only the conditions for the formation and evolu-
formation of metastable chemical compounds on its surfacéon of specific types of clusters. The synthesis of an oxide
due to the condensation of particles reflected from thewith an assigned structure on a substrate probably corre-
plasma and the substrate, and, third, by the indefiniteness sponds to a definite type of cluster in the discharge.
the sequence of chemical reactions taking place in the rf  When the substrate temperature is increased, additional

DISCUSSION AND CONCLUSIONS
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reflection of the highly volatile component in the compound V. M. Mukhortov, G. N. Tolmachev, and A. I. Mashchenko, Zh. Tekh.
from the surface takes place. It is manifested by an increaseFiz. 63(11), 135(1993 [Tech. Phys38, 1001(1993].
in the intensity of the corresponding line in the emission V- M. Mukhortov, G. N. Tolmachev, A. I. Mashchenia al, Zh. Tekh.
spectrum in the second and third zones, as can be seen frogh 'z 62, 22 (1992 [Sov. Phys. Tech. PhyS7, 495(1992].

. o . V. M. Mukhortov, Yu. I. Golovko, V. A. Aleshinet al, Phys. Status
Figs. 3 and 4. In the case of PbTi@is the line for lead, and Solidi A 78, 253(1983
In the. cas'e of Y—Ba—Cu.—O it is the line for coppgr. Afur-ug . Kozlov, Electric Probe in a Plasmdin Russiafd, Atomizdat,
ther rise in temperature increases the concentration of suchyioscow (1969, 291 pp.
components in the third zone, which now surpasses the consy. va. Khasilev, V. S. Mikhalevskj and G. N. Tolmachev, Fiz. Plazny
centration needed for cluster growth. The excess concentra430(1980 [Sov. J. Plasma Phy$, 236 (1980].
tion of the highly volatile component now enters the first °E. wW. McDanieI,CoIIision Phenomena in lonized Gasp#l/iley, New
zone and alters the composition of the target surface, and the?°rk, 1964; Mir, MOS%‘?W'kl%Z 162 p]og_ | |
self-matching of the target and substrate surfaces is de- - Katavama, N.Koshizuka, T. Kitaguckt al, IEEE Transl. J. Magn.

. . - Jpn.4, 244(1989.

stroyed. This results in a loss of the reversibility of the sput-
tering system toward the effect of an external parameter. Translated by P. Shelnitz
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The nonstationary transport equation of DD and DT neutrons in a polyethylene wall with a
cylindrical opening is solved by the Monte Carlo method. It is shown that the proposed pinhole
camera lowers the requirements for brightness of a neutron source by two orders of

magnitude in comparison to the existing analogs. Analytical estimates of the resolving power of
the pinhole camera are given, and ways to improve it are analyzed. The region of

permissible values of the parameters of the pinhole camera is constructed. Contour lines of the
images of neutron point sources as functions of their number and position in the
thermonuclear target are calculated. 1®98 American Institute of Physics.
[S1063-784298)02109-9

INTRODUCTION data bank. The anisotropy of the differential cross sectibns
The purpose of the present work was to investigate théOr elast|_c neutron scattering by carbon was takgn Into ac-
gount using an expansion in Legendre polynomials. In the

characteristics of the image created by DD and DT neutron ) .
originating from pulsed point sources and scattered by gange 0.1-3.0 MeV the cross sections were assigned by 30

polyethylene wall with a cylindrical opening. The criterion points with 0.1-MeV spacing. The peak for scattering by

for selecting the wall material had previously been the valu arbon " the vicinity of 21 MeVlwas des.cnbed_separately
of the neutron absorption cross section. On the basis of thi y 20 pomt; W.'th 0.01-Mev spacing. The inelastic channels
criterion a copper pinhole camera with a wall having a thick- o the excitation of carbon nuclei by DT neutrons were
ness of the orderfd. m was fabricated in the U.S.AHow- taken into account using the_ same data tank.

ever, if materials with a large elastic neutron scattering cross. _The neutron detection field h_ad the_ form of a square
section, such as polyethylene, are used to fabricate a pinho vided into 108_9 square C?!IS W'th a S'd(.a equal to 0.005
camera, the use of a time-resolved neutron detection syster cm, wherel is the magnification of the image. Because

for the purpose of reducing the background as a result o the small size of each detecting cell, the detection of neu-

effective slowing of the neutrons appears promising, espel©nS in each cell was a fairly rare event. Therefore, a modi-

cially in the case of scattering by nuclei of light eIements.f'Cat'on of the(direc) Monte Carlo method with statistical

The calculations performed in the present work show thai"’e'ghts was employed to calculate the background of scat-

reduction of the background to reasonable values is achievet'c?rEd neutrons. The probability of neutrons entering the de-

with a wall thickness of the order of 0.1 m. This permits antectl;)rbv_\ll_?s calculated at t(;\e p0|nt” ?t: eaclrll_ (.:0”'5'0'1' These
increase in the image brightness by two orders of magnitudBrO abifities were summed over all the coflisions.

in comparison with the existing analdgand diminishes the The result§ of th? calculations of the packground of
difficulties in making a hole of small diameter. scattered neutrons discussed were normalized 18 d€u-

Such a pinhole camera would be irreplaceable in the
investigation of weak neutron sources, which cannot b& g e variant with R=13 cm andu = 10.
“photographed” by ordinary pinhole cameras. Situations of
this kind can arise, for example, when there is insufficient L, cm
heating of the thermonuclear plasma.

T (ny 10 7 35
NUMERICAL SIMULATION 4 1.24 1.91 217
8 3.14 5.04 6.09
The nonstationary integral transport equation of neutrong2 4.74 741 9.99
in a wall has been solved by the Monte Carlo methiotThe 16 5.99 9.32 12.84
. " . 7.04 11.16 15.16
program developed did not employ the traditional approxi-, , 8.06 12.90 1733
mations for obtaining constants, viz., the “multigroup” and 3, 9.71 15.84 21.15
“narrow-resonance” approximatiorfstherefore, the cross 40 11.00 18.11 24.04
sections were assigned in exact correspondence with the law8 12.11 19.91 26.34
of variation with respect to the energy. Multiple scattering89 13.40 22.07 28.98
was taken into account. Neutron scattering by carbon an E'gg ig'i‘; giig
hydrogen was considered separately in Ref. 4. The total elagyq 16.04 27.01 35.77

tic scattering cross sections were taken from the ENDF/B

1063-7842/98/43(9)/5/$15.00 1102 © 1998 American Institute of Physics
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the peak and do not take into account the background of
R scattered neutrons, which must be added to all the channels

for a specific detection time. The results were normalized to
- 10'° neutrons per burst for each neutron source. Figure 1
[ n illustrates the input data for the calculations. The diameter
AB of the thermonuclear target was chosen equal to 0.05 cm.
| The magnificatiorl) of the imageA’B’ was set equal to 10

}/J in all the calculations. As follows from Fig. 1, the radiusf

Rt \ I/ the hole depends linearly on the wall thickness

N 6 r=L-R/(R-2). (1)

Here R, is the radius of the thermonuclear target. Figure 2
R shows a calculation of the images of two neutron point
sources located at the center and on the periphery of a ther-
8 ol z. monuclear target for a camera variant with=7 cm and
R lL ¢ R=13 cm. Note the good resolution of the two sources and
the fairly exact identification of the position of the sources.
A The decrease in the dimensions of the peripheral source in
comparison to the central source is a consequence of the
poorer observation conditions for the source on the periphery
of the target. Figure 3 presents a calculation of the images of
three neutron point sources located on a single line at the
center of the target, on its periphery, and midway between
trons per burst. The relative rms deviation of the calculationghe central and peripheral sources. For high-quality resolu-
is 3%. The temperature of the DD plasma in all the calculation of the neutron sources, the distafitéfom the midplane
tion below was set equal to 0.002 MeV, which correspondeaf the wall to the plasma was increased to 30 cm. The thick-
to broadening of the line for 0.116-MeV DD neutrons. The nessL of the wall in this calculation was equal to 10 cm. The
monochromatic approximation was adopted for DT neutronsdecrease in the number of neutrons in the peaks is due to the
The results for DD neutrons are discussed below, and thiacreased distance between the neutron sources and the de-
case for DT neutrons will be addressed separately. tectors. The calculations show that the background of unscat-
Table | presents the results of the calculation of thetered neutrons from one source amounts to about 35% of the
background of scattered neutrons as a function of the deteamplitude of the image for a wall thickneks= 3.5 cm, about
tion temperaturd, the thicknes4 of the polyethylene wall, 15% forL=7, and about 5% foL. =10 cm. Thus, effective
the magnificationU of the image, and the distanéefrom  suppression of the background is achieved for a wall of
the plasma to the midplane of the wall. The decrease in th#hickness of 7—10 cm and a neutron detection time of 10-40
absolute number of neutrons detected with increasing walhs (Table ).
thickness is attributed to the multiple scattering of neutrons, For a deuterium-tritium plasma it must be taken into
as a result of which some of them pass into the rear hemiaccount that the total interaction cross section of a neutron
sphere. with hydrogen is about four times smaller than in the case of
Calculations of the images of neutron point sources acbD neutrons; therefore, the minimal wall thickness must be
cording to the direct scheme of the Monte Carlo methodncreased by about two and a half fold to suppress the back-
correspond to a 10% relative rms deviation in the region ofground. This leads to a need to move the wall away from the

FIG. 1. Geometry of the simulated experiment.

FIG. 2. Image profile along the axis.
’_ Calculation of the case of two point

sources located on theaxis at the cen-
ter and on the periphery of a thermo-
nuclear target.
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et FIG. 3. Image profile along the axis.

’_ Calculation of the case of three point
sources located on theaxis at the cen-

ter of a thermonuclear target, on its pe-

10) |- riphery, and midway between the first
two sources.
ll Il EERINNN AN E R NI 1 lll NN NN AN AR NE N
~0.8 -0.6 -0.4 -0.2 a 2.2 a.4 2.6 0.8
z, cm

source in order to improve the resolution and thus to stricter We note that the problem has cylindrical symmetry, and

requirements on the brightness of the neutron source. Figunge specify the radius of the neutron image of a point by the

4 presents the results of a calculation of the image of a pointondition

source of DT neutrons located at the target center and the

values of the background of scattered neutrons as a function N(Ri=Re)/N(Ri=0)=exp(—I/\)=P;. ®)

of detection time. It is seen that the cumulative backgroundHereN is the number of neutrons detect&,is the distance

is significantly smaller than the image level even for largemeasured from the center of the imagg, is the radius of

detection timeg400 ns. the image of the central poiritjs the path of the neutrons in
the wall material, and is the mean free path. The choice of

ANALYTICAL ESTIMATES OF THE RESOLUTION OF A P1=1/$ ensures reliable resolution qf two pojnt sources: at

NEUTRON PINHOLE CAMERA the point of contact between the radii of the images of two
point sources the drop in the total intensity relative to the

The estimates presented below were obtained under th@aximum intensity amounts to 40%. For the radius of the

approximation(which nearly always holds image of the central point, from conditigq8) we obtain
tanf=R,/R<1. 2 Re=r-(U+1)-R/R,, (4
In addition, the background of scattered neutrons can be Ry=R+L/2+\InP,. (5)

reduced to a minimum by selecting the detection time, and,
therefore, it is not taken into account in the estimates made The image of the point is the area enclosed by a circle of
below. radiusR;. The familiar result for an optical pinhole camera
follows from (4) in the approximation of an absolutely
opaque wall £ =0).
N For a point on the periphery of a target, the treatment of
r—‘} Eq. (3) leads to the following results: the neutron radius of
1600 the image in the direction toward the center of the plane of
the image igFig. 1)

R.=—\InP;(U+1)R /Ry, (6)

-

40 Ry=R—L/I2—\InPy; @)

- the neutron radius of the image in the direction away from
the center of the plane of the image(i§g. 1)

Ri=—\InPy(U+1)R/R,. (8

200

We stress that in this case the position of the neutron
source on the target must be determined not from the center
8 -6 -4 22 0 2 4 6§ 8 of the image, but with allowance for the inequality of the
z,cm radii R, andR} of the image. In the optical limik=0 and
FIG. 4. Image profile along theaxis. The source of DT neutrons is located R;: RZ:O: the POlm IS mapped to a point. . .
at the center of a thermonuclear target of radiys=0.5 cm.R=50 cm, The resolution of the images of two point sources is

L =30 cm, andJ = 100. The background of scattered neutrons for detectiongiven by the trivial relation
times of 100, 200, 300, and 400 ns equals 95.9, 112.4, 118.6, and 121.5
neutrons. Rs=D/U, (9)
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whereD is the sum of the radii of the images in the direction 4 6 8 170
of their point of nearest approach. R,cm

It follows from Egs.(4)—(9) that increasing the distance . . ) )
IG. 6. Maximum s @and minimum K.,i,) possible distances between a

: : F
Rfrom the target to the camera reduces the dimensions of thneeutron point source and the target center as a function of the disRance

images of points and thereby improves the resolution. The neutron source is located in the optically unobservable region. The
In the approximation of a large magnificatith®1, for  hatched area covers the parameters of a pinhole camera that resolves at least
the resolutionR. of two neutron point sources we have a source at the center and a source on the periphery of a target provided they
s are located on a straight line parallel to the plane of the camera wall.
Rs/Ri=L/(2Rp) =N InP1/Ry,. (10 L=7 cm; 1 — Xmay/(2:1), 2 — Xmin /(2-7).

As can be seen from Fig. 5, for a camera with a wall
thicknessL=7 cm we haveR;<R;, if R<7 cm. We stress
that the maximum number of point sources that can be reimage of a point source on the periphery of a target is flat-
solved by a pinhole camera in the borderline case otened in this direction in comparison to the image of the
Rs=R; equals three, and this number can be achieved only i€entral point: R,/R.<1. Requiring thatR>L/2+ X InP;
they are on a single straight line parallel to the plane of thgthis condition practically always holfiswe can satisfy the
camera wall. In addition, one source must be located at theonditionR;/R.<1 in two variants: 1 R>L/2—\ In P, and
center, and the other two must be located on opposite edgég2> —\ InP;; 2) R<L/2—\ InP; andL/2<—\ InP;.
of the target. An improvement in the resolving power of the pinhole

Table Il presents the radii of the optical and neutroncamera can be also be achieved by some “displacement” of
images of point sources located at the center and on théwe neutron source into the optically unobservable region
periphery of a target for two camera variants, the radii of thgFig. 1). This is possible, since for some directions of motion
neutron images being determined at half maximuRy ( of neutrons in the region of the hole the range in the wall
=1/2). The table also lists the resolution of these neutromaterial is minimal, and neutrons moving in these directions
sources. It follows from Table Il that the radii of the optical scarcely interact with the wall material. In this case the maxi-
and neutron images differ strongly from one another for themum possible distance,,., between the neutron source and
pinhole camera with a small wall thickneksand a small the target center is determined by the maximum possible
distanceR from the target to the midplane of the wall. The relative decreas®, in the brightness of the image due to
radii of the neutron images of the central and peripheraheutron scattering in the wall:

oint images differ just as strongly, afj <R.. _
P As forgachieving: good resolug':i)(;n oﬁqsources in the radial Xmax/ 1= (2RFL)/(L+A InP2) —1. (1)

direction, we should turn to pinhole cameras for which the The minimum distance,,, between the neutron source

and the target center is determined by the requirement for
TABLE II. Optical and neutron radii of the images of point sources calcu- '€Solution between a central source and a source located in

lated from formulag4)—(8). the optically unobservable region:

L R Ropt Re R] R, R Xmin/T =2R*(U+1)/(Ry-Ry), (12
7 7 1.71 2.22 2.11 1.60 0.044 R,=UR+L/2+XInP;. (13
3.6 2.0 2.44 7.15 4.68 10.05 0.118

; ; 4 In addition, the following condition must be satisfied to
Note The last column lists the resolutig®) of the central and peripheral

neutron point sources. Calculation parametéfs: 100, R,=0.05 cm. All d'Sthtly observe these two sources:
the values are in centimeters. Xmax= Xmin - (14
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{ FIG. 8. Same as in Fig. 7 except tHat 14 cm.

FIG. 7. Contour lines of the images of two neutron point sourtles100.
Normalization to 18 per burst for the two neutron sources— 75.39, CONCLUSIONS
2 —177.27,3 — 279.15,4 — 381.03.
We have shown that the polyethylene pinhole camera

. ) , o , with time-resolved neutron detection proposed in this paper
~ The condition(14) is essentially a criterion, which deter- gises the image brightness by two orders of magnitude in
mines the region of permissible values of the parameters fomparison with the existing analogs. This makes it possible
the pinhole camera. In Fig. 6 the region of permissible valueg, |ocate weaker neutron sources. Analytical estimates of the
of the parameters of the pinhole camera, in which the condizegglying power of such a camera have been made. A crite-
tion (14) is satisfied, is hatched. , rion which specifies the region of permissible values of the
It can be seen from Fig. 1 that the center of the image ofy5rameters of the neutron pinhole camera has been formu-
a neutron point source located in the optically unobservablgyieq A modification of the direct Monte Carlo method with
region is specified by the straight lif€K”, since the range gatistical weights significantly shortens the calculation time
of neutrons in the wall material is greater for any other di-,aeded to achieve an assigned statistical accuracy.

rection of motion. The distance to the center of the image We thank O. I. Stukov and Yu. A. Mikhkv for some
equals helpful discussions and for stimulating this work.
X;j=X(UR+L/2)/(R—L/2). (15

Here x is the diStanF:e from the_ target center to the poi_nt 1v. A. Naumov and S. G. RozirGolution of Problems in Reactor Physics
source. For the radius of the image of the neutron point by the Monte Carlo Methodin Russiai, Nauka i Tekhnika, Minsk

source we have (1978, 205 pp. ' . '
2G. I. Marchuket al, The Monte Carlo Methods in Atmospheric Optics
Ri=%X;—r—(X—r)R,/Ry,. (16) (Springer-Verlag, Berlin—New York, 1980

) ) 3G. E. Forsythe, M. Malcolm, and C. B. MoleEomputer Methods for
As a final step, we present the results of a calculation of Mathematical Computationgrentice-Hall, Englewood Cliffs, NJ, 1977;

the contour lines of two neutron point sources, which are4Mir, M%SCOWy 1980, 171 pp. Sarenko. and ol
: JL. P. Abagyan, N. O. Bazanyants, |. I. Bondarenko, and M. N. Nikolaev,
located at the center and on the periphery of the target: Group Constants for Designing Nuclear Reactfirs Russiar, Atomiz-

L=7 cm,R=7 (Fig. 7), 14 cm(Fig. 8). Figures 7 and 8  gat, Moscow(1964, 153 pp.

reveal a decrease in the dimensions of the image as the diSENDF/B, Cross Section Evaluation Center, Brookhaven, Report BNL

tance between the sources and the camera wall is increasegﬁOIOGG(#%?f, 467 pp. '  Elomdi _

The shape of the contour lines of the image of the central 2:;;2% atE Meg;'(‘:’g MNl‘;ggogsgrg;s Sections of Elemdins Russiar)

I?eUtron source is circular, Wh“e the shape of the contourry p. Epar;eshnikov, V. S. Kinchakov, Yu. A. MikHav et al, “Passage

lines of the image of the peripheral source approaches anof thermonuclear neutrons through a walljih Russiad, Preprint No.

eIIipse as the distance between the source and the pinh0|é348' P. N. Lebedev Physics Institute, Academy of Sciences of the USSR,
. . _.Moscow (1986, 24 pp.

camera is increased. It can be seen that two neutron point (1988, 24 pp

sources are resolved in this case provitkeel7 cm. Translated by P. Shelnitz
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Erosion is regarded as a result of the periodic loading of a surface with spherical waves
generated at the sites of the collapse of cavitation bubbles. One feature of cavitation loading is
the formation of a zone of intense failure at the center of the contact surface. Damage

appears a consequence of the formation of longitudinal cleavage cracks under the contact zone,
which comprise a system of small annular cracks coaxial to a deep channel crack. The

damage zongblister) occupies a small fraction of the crater surfdtiee contact zone with the

shock wave The depth of the longitudinal cracks is an order of magnitude smaller than

the thickness of the hardened layer. The hardening and erosion processes occur simultaneously.
© 1998 American Institute of PhysidsS1063-784£8)02209-(

The dynamic failure of a solid under the action of pulsedwave passes through a material, it alters its microstructure
loads differs fundamentally from quasistatic failure. This iswith resultant hardening of the material. Both processes, viz.,
attributed to the fact that the characteristic dimension of a&rosion and hardening, occur simultaneously. The material
dynamic load is much smaller than the sample on which iunder the contact zone within the conical surface where the
acts. Therefore, the defects responsible for damage undeompression pulse propagates undergoes hardening. In re-
guasistatic conditions are ineffective. Dynamic failure has ajions outside this conical surface, including the portions of
cleavage nature and is due to the interference of unloadinthe surface directly adjacent to the contact zone, the material
waves accompanying a compression pulse. The geometris not subjected to any disturban@d least in the initial stage
factor of the arrangement of the free surfaces and the source$ impac). A similar phenomenon is observed when a gas
of unloading waves is decisive here. The examination of thélows in a supersonic diffuser, where there is a limiting flow
mechanism of erosion wear in Ref. 1-3, which took intoexpansion angle, beyond which there is no flow.
account the high-speed character of pulsed deformation, en- The cleavage mechanism of erosion is based on an
abled us to reveal two types of cleavage cracks. The incubanalysis of the nature of the damage appearing under dy-
tion period is characterized by the appearance of longitudinaiamic loads over a broad range of disturbance amplitudes,
cracks under the zone where the load is applied. The focusuch as plate impa¢where the velocity~1 km/9,* detona-
ing of the unloading waves emanating from the lateral facesion spraying (where the velocity of the particles is 0.2
of a particle generate a channel crack, which itself becomes & 0.5 km/3,® and pulsed laser irradiatigwhich corresponds
source of unloading waves that lead to the formation of coto an impact velocity of 0.050.15 km/$,® and on an analy-
axial annular cracks. The type of damage consisting of ais of literature dat4.The fact that the morphology of the
system of coaxial annular cracks is called multiple longitu-damage in plastic materials under high- and low-speed loads
dinal cleavage fracture. The material under the contact zonghe latter are traditionally treated as quasistatic disturbances
fragments, and a cavity forms on the surface of the solidis identical provides evidence that the general approach to
Longitudinal cleavage fractures provide the main mechanisnow-speed loading from the standpoint of wave mechanics is
shaping the relief of the surface. The amount of materiamore justified The theory of the cleavage mechanism of
removed is insignificant in this case, and the debris consisterosion developed in Refs. 1-3 applies to the simplest cases
of small, mainly equiaxial fragments. The incubation periodin which the materials of the impinging body and the ob-
ends when the geometry of the cavity permits the impulsestacle are identical and the contact surface of the impinging
appearing when a particle strikes the bottom of the cavity tdody is flat.
pass through the lateral wall. The emergence of such impulse Since the geometric factor is decisive in the cleavage
on the front surface and its interaction with the reflectedmechanism, it would be interesting to study an erodent of
unloading wave create a transverse zone of high tensilspherical shapémore precisely, a two-dimensional erodent
stresses oriented at a small angle to the surface. The loss with a round cross sectigiin the case of cavitation loading.
material in the stationary period of erosion is due to trans- The experimental study of the failure of a surface under
verse cracks and takes place from a zone adjoining the corthe action of collapsing bubbles reveals a qualitative similar-
tact surface. The products of wear are large plate-like chipsty to liquid-drop erosior. In both processes significant
which exceed the fragments removed from the contact zonstructural changes occur in the early incubation period, and
in size. isolated craters appear on the surface. At the center of these

The unloading waves accompanying a compressiomraters there are deep blisters of irregular shape, from which
pulse are responsible for damage to the obstacle. As a shotngitudinal microcracks propagate inwartf Under ex-

1063-7842/98/43(9)/4/$15.00 1107 © 1998 American Institute of Physics
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treme loads, as, for example, on the blades of steam turbinethe undisturbed fluid mediune,. Therefore, the reflected
the depth of the channel cracks can be as large as severdiock wave in the fluid is always linked to the contact sur-
drop diameters$! Increasing the number of loading cycles face boundary. The shock wave follows the boundary in the
leads to the appearance of large holes on the sutfade-  obstacle as long as the velocity of the latter exceeds the
terial is removed as a result of failure of the edges of such pivelocity of sound in the metal,. At the time

formations’*° and pores and voids are observed under the K
edges. It has been established experimentally that transverse To=

cracks are the main cause of the loss of material in the sta- JkZ—1
tionary period of the erosion wear of a surfdcé.

Several erosion mechanisms have been proposed to a#le shock wave separates from the contact surface boundary
count for cavitation failuré. The generally accepted opinion, (K=Co/c1), causing the formation of a centered toroitfar
which is based on the similarity between the liquid-drop andsPherical symmetpyor cylindrical (for a two-dimensional
cavitation erosion processes and the discovery of blisters 4hpinging body unloading wave with a center at
the centers of craters, is that a surface fails under the actioyp=1/Vk*—1.
of the cumulative jets appearing when cavitation bubbles The propagation velocity of the shock-wave front equals
collapse. However, such jets can appear as a result of asyrR/Co=1+0.500, and the propagation velocity of the head
metric bubble collapse, which takes place only for bubblegharacteristic of the centered unloading wave equals the
located on the surface of a sample. Another possible mechgPeed of sound in the compressed material:
nism involves shock waves generated from a bubble collapse ¢ n—1
zone. However, the appearance of craters cannot be ex- C—=1+ n+1 70
plained using shock waves. Finally, it has been postulated 0
that large pit formations appear under the action of a collec- Here
tive shock wave in the case of intense cavitation loading.

Such a shock wave forms as a result of the simultaneous UO:E@

collapse of a cluster of bubbles. It should be noted that none 2 ¢

of the proposed mechanisms permitted an analysis of the ) _

stress field within the solid, which determines the trajectorieéS a small parameter, ang is the exponent in the power-law

of the transverse cracks responsible for the loss of materig€Pendence of the pressure on density.
upon erosion. For most metal& is close to 4. The coordinate where the

In this paper cavitation damage is regarded as the resufté@d characteristics encounter the shock-wave fguhar-
of the periodic loading of a surface by spherical waves ema@cterizes the depth at which the compression pulse decays.

nating from the sites where cavitation bubbles collddse. 1he value ofx, is determined from the expression
The pressure in such waves is estimated to fall in the range Yo Yo
50— 1000 MPa&’ Xo= - o= :

The equation describing the propagation of an individual \/<£) _(E) \/E ( n 3n-1 )
shock wave expanding with a velocit; in a medium has Co Co n+170 4(n+1) o
the form (x—1)2+y?=(1+ 7)2, wherex andy are normal-
ized to the radius of the sphere at the moment of impact wittYvhen the pressurg, exceeds the dynamic Hugoniot elastic
the surface((y) and = (c,t)/r, is the dimensionless time. It limit Py, hardening of the surface layer to a depghoccurs
is assumed that in the initial stage of impact the pressure &turing a single passage of the shock wave. WRgr Py,
the interfaceP, is close to the values characteristic of planarhardening occurs by means of strain accumulation in re-
impact. Then the mass velocity behind the shock-wave fronPeated loadings. If the elastoplastic hystergsig the mate-
in the obstacle equalsy=Py/(poCo), Wherep, andc, are rial is known, the critical number of loading cycled,
the density and the speed of sound in the obstacle materidl€eded to harden the material to a degghis given by the
The pressure on the contact surface boundadyops as the €XPression
spherical wavefront expands:

1/ Py
P 1 No:Z P—O—l -

Py (x—1)2+y?

-1,

Table | lists the characteristics of the damaged surface

It is assumed that the disturbance acting on the obstaclayer as a function of the cavitation pressiig The calcu-
(x=0) ceases when the radius of the spherical wave doublaation was carried out for the following parameteks: 4,
(y=\/§). The rate of displacement of the contact surfacep,/p,=2.5,

boundary
n+1 Py
dy T+1 oy=—7———=0.03,
= 2 PoCo
dr 2+ 27
is a variable quantity and varies from an infinitely large o :n+1 Py =0.06, ¢=0.001.

value at the initial moment of impact to the speed of sound in * 2 poCo
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TABLE I. Characteristics of a surface layer damaged by cavitation loading.

Po, MPa 844 703 562 422 281 158 141 70.5
Vo, m/s 750 625 500 375 250 140 125 62.5
0o 0.0375  0.0313 0.0250 0.0188 0.0125 0.0070 0.0063 0.0031
Ngx 103 0.001 0.001 0.200 0.600 1.400 3.286 3.800 8.600
Xo 2.981 3.266 3.652 4.216 5.164 6.901 7.303 10.328
¥,=90° 11.2 10.2 9.1 7.9 6.4 4.8 4.5 3.2

Yo=0.2582, y,;=0.1947

N,x103 54771 72313 101.458 156.744 289.794  690.526 818.665  2318.350

Lo 0.4365 0.4391 04415 04434 04452  0.4464  0.4465 0.4466

L, 0.1074 0.1081 01087  0.091  0.1096  0.1098  0.1099 0.1101
y;,=0.1349, y;=0.0855y 4=0.1842, y,=0.0501

N,, X103 5.401 6.682 8.600 11.800 18.200 33.285 37.440 75.800

Lj 0.0926  0.0945 0.0963 0.0981 0.0999 0.1015 0.1018 0.1026
Ly 0.0765  0.0780 0.0795 0.0810 0.0825 0.0838 0.0840 0.0845
L% 0.0162  0.0165 0.0168 0.0172 0.0175 0.0178 0.0179 0.0180
L, 0.0548  0.0559 0.0570 0.0581 0.0592 0.0601 0.0602 0.0606

For comparison, the table also lists the values of the g 3/
velocity V, of a liquid drop which creates the same pressure P T A
in the obstacle upon impact as does a cavitation shock wave. 0
It can be seen from the table that the thickness of the hards probably somewhat overestimated, since the ‘“support”
ened layer rises as the pressure drops. This dependencefiem the compression waves appearing on the interface at
attributed to the decrease in the difference between thg>y, was not taken into account.
propagation velocity of the shock-wave front and the speed The small degree of divergence of the flow specifies the
of sound in the compressed material. At low pressures thiow tensile stresses in the interference zone, which differ
unloading overtakes the shock-wave front after a longestrongly in magnitude from the cleavage strength of the ma-
time. However, a low pressure requires multiple repetition ofterial P, . A channel crack forms in a dynamic fatigue re-
the loading cycles before structural changes will occur in thegime. The critical number of loading cycléé, needed to
material. Table | lists the values of the expansion anjle  generate a crack on the surface of a solid is specified by the
of the conical surface within which the compression pulseexpression
propagate’s® tanW¥ o= (1—0.50¢)/\Jop. For media with a 1
high dynamic stiffness, such as metals, the angjds close N, :_<u_* — 1),
to 7/2, but asP,, rises, the divergence of the flow behind the {lvo
shock-wave front increases. where

The damage to the hardened surface layer is caused by
the interference of the counterpropagating centered unload- Py
ing waves. Focusing the unloading waves creates a channel- Us _E'

like zone of tensile stresses on the symmetry axis Q). b ) in th ber of les in th
For unloading waves originating in free space the intensity of* SUPSequent increase in the number of cycles in the super-

the tensile stresses is determined by the divergence of tth(iticaI range leads to growth of the crgck ipto the material.
flow behind the shock-wave front. The angle of deflection of ©" 2 .cr%%gnel crack the deptho is given by the
the portion of the shock-wave front disturbed by unloading®*Pr€SsI0

from the initial orientation= \/g'—o— \/c—r_is a small quantity. u, \/ /N, | N
equ;r;e expansion velocity in the interference zong Lo=Yotan arccom—yo N, +1\N, 1)-
The growth of a channel crack alters the character of the
vo_ U i 321 _ iy, subsequent loading, since it itself becomes a source of an

Co G0 nt190 unloading wave. As a result of the interference of two coun-
terpropagating centered unloading waves with sources at
Herem=o/o,. This expression fovo(m) has an extremum y=0 andy=y,, an annular zone of tensile stresses is gen-
at m=4/9. For an undisturbed flowr=0y, «=0, and erated aN>N, . A loss of continuity takes place soonest on
vo=0; on the tail characteristic of an unloading wawe the surface at the solid g = (yo+k7y)/2 whenN=2N, .

=0, buta= /oy, thereforep,=0. The maximum value of Subsequent cavitation loading leads to the growth of the

the expansion velocity first-generation annular crack and the formation of a new
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centered unloading wave. The new wave with a center, at As can be seen from Table I, erosion appears earlier on
influences the channel crack by “wedging it open.” The the peripheral portions of the failure zone. The diameter of
influence of the unloading wave emanating frggiceases.  the failure zoney, is a small fraction of the diameter of the
The dynamic “wedging open” of a crack under the ac- contact zoney= /3. As the annular cracks continue to ap-
tion of cyclic loads differs fundamentally from the quasi- pear, their coordinates shift toward the center, and their pen-
static process, which is accompanied by deepening of thetration depths decrease.
crack. Because the coordinate where the annular crack is Thus, the physical model of cavitation damage as a re-
formed is smaller tharty,, the new unloading wave cannot sult of the periodic loading of a surface with shock waves
deepen the previously formed crack. After the annular craclgenerated by the collapse of bubbles is capable of accounting
appears, growth of the channel crack ceases, and the maxer the experimentally observed formation of deep blisters in
mum depth Ly, to which cleavage damage extends isthe surface craters. As for the other two proposed models of
achieved whemN=2N, . The dynamic character of the dam- cavitation loading, damage can take place due to cumulative
age of the obstacle under the action of cyclic loads is manijets. However, the specific conditions needed for asymmetric
fested in the growth of the number of longitudinal annularbubble collapse do not make this mechanism decisive.
cracks, and crack deepening takes place during the formation The theory that pit formations are a result of a collective
of each new generation of cracks. Each new growing crackhock wave is apparently erroneous. The formation of a
terminates the growth of the crack of the previous generamultiple-front shock wave upon the simultaneous impact of
tion. several particleSleads to alteration of the damping law of
The first-generation annular crack, like the channelthe combined wave. The duration of action of such a wave
crack, is determined by the divergence of the flow, and itdncreases, causing an increase in the thickness of the hard-

maximum depth equals ened layer. However, for the loads which are realized in
cavitation erosion ,/cy=<0.02), the increase in the thick-
Li=(Yo—y2) [ ¢N, ness of the hardened layer is not significant. Cleavage dam-
! o 71 1+¢N,° age depends on the presence of unloading waves and, there-

. fore, does not depend on the lifetime of the combined shock
As can be seen from Table |, the critical number of\ a6 |n cases where the simultaneous collapse of a very
cyqles N, depe_nds S|gn|f|cantly on the cqwtaﬂon Pressuréyarge number of bubbles takes place and a nearly planar
while the maximum penetration depth into the obstaclegnock wave forms, the conditions for the appearance of un-
scarcely depends oRg. o _loading waves vanish and longitudinal erosion does not ap-
_ The channel crack is oriented strictly in the longitudinal hear The formation of large pits on a surface under intense
direction by virtue of the symmetric arrangement of thecayitation loading should be attributed to a significant in-
counterpropagating unloading waves generating it. The angrease in the number of shock waves acting on the contact

nular cracks exhibit a slight deviation. The banks of longitu-,4,a per unit time rather than to the action of a combined
dinal cracks, like free surfaces oriented toward a shock diséhock wave.

turbance, generate a centered unloading wave, which lowers

the pressure in the shock waveRe= Py/41738The remain-

der of this pressure IS rem.OVEd t.)y a lateral unloading Wave‘ls. N. Buravova, Pis'ma Zh. Tekh. Fid5(17), 63 (1989 [Sov. Tech.
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unloading waves, whose sources are longitudinal cracks, dif?s. N. Buravova, Zh. Tekh. Fif2(8), 58 (1992 [Sov. Phys. Tech. Phys.
fers from the expansion velocity caused by the divergence of 37, 859(1992].

. . S. Buravova, Weat57, 359(1992.
the flow behind the shock wave: 4G. A. Adadurov, A. F. Belikova, and S. N. Buravova, Fiz. Goreniya

Vzryva No. 4, 95(1992. ;
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The main difference between the proposed method and the methods previously used is the
modified relative arrangement of the pump and probe beams. Beams which cross in the sample are
used. This provides for local measurements along with the possibility of investigating any

point in a sample. The main differences between the methods for determining the thermal
diffusivity in insulators and in semiconductors are revealed and explained on the basis of

an analysis of theoretical and experimental results. 1998 American Institute of Physics.
[S1063-784298)02309-3

INTRODUCTION gram of the paths of the beams in the photorefractive method
is shown in Fig. 1. The pump beainis weakly absorbed in
The determination of the thermal properties of differentthe medium after it traverses the distarzceom the sample
materials is still an important area of modern physics. Thesurface2. The probe bean3 passes perpendicularly to the
14th European Conference on Thermophysical Propertiepump beam at a distancefrom it and is deflected on the
which was held in France in September of 1996, demoneptical inhomogeneityt by an angle®.
strated the steady interest in this subject. One of the practical The physical basis of the photorefractive method is that
applications of thermal investigations is the design of comthe absorption of the intensity-modulated pump radiation in
posite materials with assigned thermal properties. Studies irthe bulk of the sample periodically produces gradients of the
volving the determination of the thermal properties of smalltemperature, the strain, and the concentration of free carriers
objects(of the order of 1Qum)! and the local determination (in semiconductonsnear the site of absorption. These gradi-
of these properties in structures already createVe been ents, in turn, lead to the periodic appearance of optical inho-
conducted in this area. mogeneity. The parameters of this inhomogeneity contain
The photorefractive method may be convenient for suchinformation on the optical, mechanical, thermal, and other
investigations. It is based on an investigation of the optical properties of the medium. They can be determined from the
inhomogeneity appearing near the site of absorption ofleflection of the probe beam passing near the site of absorp-
intensity-modulated pump radiation using a laser probdion of the pump radiation.
beam. Similar optical methods have already found broad ap- The principal measurements in the photorefractive
plication in the determination of thermal properties. How- method are determinations of the dependences of the ampli-
ever, none of them simultaneously offers both the possibilitjtude and phase of the deflection angle of the probe beam on
of performing local measurements and a capability of investhe distance between the beams for a fixed modulation fre-
tigating any region in the bulk of a sample. In the quency of the pump beam. Sometimes the dependences on
interferencé and photothermodeformatidmethods the sur- modulation frequency are investigated for a fixed distance
face of the sample is used to deflect and reflect the probeetween the beams.
beam. Therefore, despite the possibility of performing local
measurements, these methods cannot be used to investigatéeORY AND METHODS
the bulk of a sample. Methods based on the standard mirage .
effecf permit the performance of measurements at any site The deflection angl® of the probe beam has two com-

in a sample. However, they do not ensure that the measur82N€NS ©x.02), one of which is perpendicular, while the
ther is parallel to the pump beam. Their magnitude is de-

ments are local, since the interaction distance between e d by th itude of th di fracti
probe beam and the optical inhomogeneity is chosen as lar grmined by the magnitude of the corresponding retractive

as possible in them in order to increase the signal—to-noisé1dex gradients:

ratio. an°Pt
The photorefractive method permits local determination 0, 1 (o X
of the thermal diffusivity in any region of the sample. Thisis  ©= ( ) ) = ot dyl sqont | - (1)
z — 00

achieved by using a modification of the mirage effect with
the smallest possible interaction distance between the probe
beam and the optical inhomogeneity, i.e., with pump andvhere n°" is the refractive index of the medium for the
probe beams which cross in the bulk of the sample. A diaprobe radiation.

0z

1063-7842/98/43(9)/4/$15.00 1111 © 1998 American Institute of Physics
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FIG. 2. Block diagram of the experimental apparatus:- pump laser2 —
power control 3 — modulator,4 — probe laser5 — sample 6 — position-

FIG. 1. Diagram of the paths of the beams in the photorefractive method:SenSItIve photodiode.

a — three-dimensional imagb — two-dimensional imagéprojection onto
the XY plane.
Despite the cumbersome nature of express@n the

procedure for determining the thermal diffusivity in semi-
) o ) conductors is practically the same as in insulators. However,
A detailed derivation of the formula for calculating the jj, this case low pump radiation modulation frequencies must

deflection angle in the case of a semiconductor medium wage sed. It was noted in Ref. 3 that predominance of the
given in Ref. 3. The dependence of the refractive index ong|ectronic” influence over the “thermal” influence is ob-

temperature and carrier concentration was taken into accougkped at high frequencies in silicon, and vice versa. The

in it. Let us utilize Eq.(14) from Ref. 3 concepts of high and low frequencies are easily defined and
® explained by comparing the characteristic times for charge
0,=C; exp(—,G'z)f dé EW, sin(éx/ (D)), 2 carriers (r) and thermal processes ). At low pump ra-
0 diation modulation frequenciesr¢<1) a large portion of
where the photoexcited carriers recombine during the modulation
period. At high frequenciesrw>1, the charge carriers do
W _1-a(£-B*-i0/Qy)+Q(£-B*-iQ) not manage to recombine and make a contribution to the
P (£-B-i0/0)(£+1-B7-iQ) photorefractive effect over the course of the entire period.
The magnitude of the photorefractive effect can be esti-
K [an°P) [ gn° -1 mated using a simplified model. The characteristic length of
a=- E,D| n )( aT ) ' the effect is the thermal length= \2x/w, and the charac-

o teristic time is the reciprocal of the angular frequency.1/
B=pB(D7)™ QPZX/D’ Q:“’_T' w=2mf, _Q:(h”_ When radiation is absorbed in a sample, the temperature of a
—Eg)/(vyEy), Cy is a constantg is the absorption coeffi- \,qjume AV= 7L2 B increases byAT:Pﬁ/szprp,
cient for the pump radiationz is the distance from the \\hereP is the pump radiation powep, is the density, and
sample surface to the region under investigatibiis the C, is the heat capacity of the sample. A gradient of the
modulation frequency of the pump radiatignis the thermal | ofr5ctive indexAn®YL = (dn®YdT)(AT/L), on which de-
diffusivity, « is the thermal conductivitys is the lifetime of  fiaction of the probe beam takes place, also appears. For
the charge carrier& is the gap width of the semiconductor, example, for silicon, in whichdn®YdT=2.5x10 4K
hv is the ph_ot_on energy of the pump radiation, anés the (Ref. 7), B=10cm ! (Ref. 8, C,=0.648 JgK) (Ref. 9,
quantum efficiency. , x=0.85cn¥/s (Ref. 10, andp=2.33g/cnt (Ref. 9, 1-mW

After setting the lifetime of the charge carriers equal toragiation modulated at a frequency of 1 Hz causes deflection

zero, from Eq.(2) we can easily obtain the expression for by an angle of X 10 ° rad, according to the estimate made.
insulators

0,=C,exp(— Bz) exp(V—iwl/xXx). (3)  EXPERIMENTAL APPARATUS
An analysis of Eq(3) reveals a procedure for determin- An experimental apparatus, which can be described by

ing the thermal diffusivity in insulators by the photorefrac- the block diagram in Fig. 2, was assembled to determine the
tive method. The values 00,(x,z,w) for z=const and thermal diffusivity by the photorefractive method. An
w=const measured at two or more distances between thed:YAG laser with a wavelength of 1.Q6m served as the
pump and probe beams uniquely specify the parametesource of the pump radiation. The probing was performed by
sought. In addition, a modification of this procedure, inthe output of a He—Ne laser with a wavelength of /rh.
which the value of this parameter is determined from theThe experiments were performed mainly on samples of sili-
function ©,(w) for z=const andk= const is possible. con, in which the probe radiation is scarcely damped, and the
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absorption coefficient for the pump radiation equals 10tm OL
(Ref. 8. The constriction diameters of the probe and pump

beams in their interaction zone were abou{®0. The rela-

tive arrangement of the beams was varied by moving the lens
that focuses the pump beam. A mechanical interrupter pro-
vided for pump radiation modulation frequencies in the -100f

_50 -

deq

range from 10 to 2000 Hz. The deflection angle of the probe
beam was determined by a position-sensitive photodiode. §_150_
The differential signal from the photodiode was amplified
and detected by a synchronous detector with quadratic chan-
nels. ~2001
Because of the short interaction length between the 0 0.05 0.70 0.7

probe beam and the optical inhomogeneity, special attention X, cm
was focused on the noise and the sensitivity of the apparatus
during its creation. It was found that the irremovable sources
of noise, which determine the sensitivity, are fluctuations of
the intensity and angle of inclination of the probe beam. For
good non-Russian models of He—Ne lasktsese fluctua-
tions are of the order of 10 rad/HZ"2. For the He—Ne laser
used in our apparatus, which was based on the mass pro-
duced LGN-208 model, they amount toxa.0 ° rad/HZ.
Achieving such a limiting sensitivity required minimizing
the mechanical noise.

The relative vibrations of the lasers, lenses, sample, and
position-sensitive photodetector were the main source of me- 1 .
chanical noise in the apparatus. The probe part of the system 0 0.05 0.10 0.15
(the He—Ne laser, the focusing lens for the probe beam, the X, cm
sgmple, and the po§|t|oq—sen5|t|ve phOtOdeteme espe- FIG. 3. Experimental and calculated values of the pHasend amplitude
cially sensitive to V|bra.t|ons. Therefore,_ qll of its element_s(b) of the photorefractive signaf, Hz: 1 — 1800, 2 — 560, 3 — 180,
were placed on an optical bench and rigidly fastened to ita — 60,5 — 20,6 — 10.
Beside vibrations, other sources of noise and interference
were discovered. The movement of air, which always occurs
in the room, led to deviations of the probe beam and, there- At high frequencies the character of the curves is deter-
fore, to additional noise in the apparatus. The scattering ofined by the electronic parameters and scarcely depends on
the probe beam on dust particles caused sudden surges in ttive thermal properties of the samplgsirves1 and2). The
signal. Therefore, the path of the probe beam was shieldephase and amplitude dependences are straight lines, whose
by boxes. slope is determined by the lifetime and diffusion coefficient
of the photoexcited carriefsAs the modulation frequency at
which the productw becomes close to unity decreases, the
thermal processes begin to compete with the electronic pro-

To ascertain the details of the procedure for determiningessegcurves3-5). At the same time, the influence of the
the thermal diffusivity in semiconductors, we investigated amodulation frequency on the amplitude dependence weak-
series of samples of single-crystal silicon with different life- ens, the slope of the phase dependence begins to decrease,
times. The samples had characteristic linear dimensions @nd its sign changes when the frequency is decreased further.
order 1 cm. All the samples gave approximately the sam&o understand the behavior of the curves in this frequency
value for the thermal diffusivity, viz., 0.82 dfs, which is  range, attention should be focused on the fact that an in-
close to the values of this parameter obtained by the thermarease in the concentration of free carriers in silicon leads to
deformation method (0.81 dts, Ref. § and to the tabulated an increase in the refractive index, while an increase in tem-
value (0.85crfYs, Ref. 10. On the basis of a treatment of perature leads to a decrease.
the experimental results, the accuracy of the photorefractive After the slope changes sign the phase dependence
measurements was of the order of 10%. gradually cease to have the form of straight lif@srve6). A

Figure 3 presents experimental and calculated values afone with a fairly strong influence of the electronic processes
the phase and amplitude of the photorefractive signal in @ontinues to exist near the site of absorption of the pump
silicon sample ¢=0.62 ms,D=17 cnf/s) as a function of radiation. As the distance between the pump and probe
the distance between the pump and probe beams. The sol@tams is increased, the concentration of photoexcited carri-
lines are theoretical curves calculated from E), and the ers decreases strongly, and the slope of the phase dependence
points are experimental results. The figure reveals gootbegins to be determined mainly by the value of the thermal
guantitative agreement between the theoretical and experiiffusivity.
mental curves for all modulation frequencies. It can be seen from the foregoing analysis that the pho-

1
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Investigation of the thermodynamic and physical characteristics of a thermomagnetic
engine with a gadolinium working element

K. N. Andreevskil, A. G. Mandzhavidze, |. G. Margvelashvili, and S. V. Sobolevskaya

Institute of Physics, Georgian Academy of Sciences, 380077 Thilisi, Georgia
(Submitted August 19, 1997
Zh. Tekh. Fiz68, 119-122(September 1998

A guantitative description of the thermodynamic characteristics of thermomagnetic engines is
given. Expressions for the work and efficiency of a thermomagnetic engine as a function

of the thermal and magnetic properties of the working material are obtained. Experimental results
obtained on a laboratory model of such an engine are presented99® American

Institute of Physics[S1063-78498)02409-X

INTRODUCTION Finally, in the fourth step of the cycld)A) the excess
SheatQ2 is removed from the magnet, and its temperature
Odecreases td 5, i.e., the magnet returns to its original state.

cooling of a ferromagnet in the presence of an external mag- The_work performelzd Ib)t/ tjhe r_nagg;at dur|||nE one cy(I:Ie,
netic field and transform thermal energy from a hot reservoifo_‘_ |Q1l ~1Ql, was calculated using the well known rela-

into electrical or mechanical energy was considered in Ref 1ons between the thermodynamic and magnetic characteris-

1-9. The overwhelming majority of such experimental de-iCS of the working materiafl?"lSThe. fpllowi.ng expressions
vices employ working elements composed of rare-earth mad/_vere obtained for the work and efficiency:

nets that have specific magnetic propertf&s? compara- A=mC,(T.—Tg)(1—exd — (kH%2C))]), (1)
tively low values of the Curie temperatum® (from room )

temperature to 100 °C abrupt temperature dependences of 7=AIQ=1-exp(—KkH%2C,). @
the magnetization in an external magnetic field near the pointlerem is the mass of the magnet,, is the specific heat in
of the magnetic phase transition, etc. However, the publicathe absence of a magnetic fiekl,is the coefficient in the
tions cited were devoted predominantly to a description okexpansion of the magnetizatigrin a small parameter. After
the technical principles; at the same time, the literaturesome simple transformations, the expressi@ can be
scarcely offers any publications devoted to the physjeat-  brought into the form

ticularly, the thermodynamjdbasis of thermomagnetic gen-

The possibility of creating thermomagnetic generator
which operate under a regime with periodic heating an

erators and engines. 7=1-TalTg=(Tg=Ta)/Ts. )
We represent the work as a function of the temperatures
THERMODYNAMICS OF A MAGNETOTHERMAL ENGINE at the coldestT,) and warmestT¢) points of the cycle

The following cycle (Fig. 1) was chosen to quantita- A=me(1—eX|c[—kH2/2Cp])
tively estimate the thermodynamic characteristics of magne- 2
tothermal engines that utilize the variation of the magnetiza- X(Te—Taexf —kHY2C,]). )
tion of a ferromagnet in response to variation of itsFrom the conditionA>0 and the positive value of the
temperature under the influence of a heat pulse in the pregxpression in the first set of parentheses we obtain the in-
ence of an external polarizing magnetic field. In the first stegequality
(AB) (an adiabatic procepshe rapid introduction of a po-
larizing magnetic fieldH causes the evolution of heat due to TC_TAqukHZ/ZCP]>O’ ®)
the magnetocalorific effect. This effect is much stronger infrom which follows a bound on the magnetic field
many rare-earth magnets near the Curie point than in Fe, Co,
and Nil? therefore, the change in the temperature of the H<(2Cp/K)IN(Tc/Ta). ©)
magnet in fairly strong fieldg¢of the order of several tenths The physical meaning of this bound is that when the
of a tesla can be very significantin Fig. 1 Hy=0, magnetic field exceeds the quantity on the right-hand side of
Tg>Ta). (6), the reversible evolution of heat due to the magneto-
In the second stepB(C) a quantity of heaQ, is im-  calorific effect raises the temperature of the magnet to
parted to the magnet a&t=const. As a result, its temperature Tg>T., and the transfer of heat from the hot reservoir to
rises fromTg to T, and the magnetization decreases fromthe magnet consequently ceases.
j(Tg) to j(Te). In the third step CD) (an adiabatic process In order to quantitatively estimate the work of the mag-
the polarizing magnetic field is removed. In this step heat isxet during a single cycle for various values of the magnetic
absorbed reversibly, and the temperature of the magnet drofield H and the temperature of the cold reservoy, the
to Tp. value of k was found empirically. It follows from the

1063-7842/98/43(9)/4/$15.00 1115 © 1998 American Institute of Physics
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FIG. 3. Schematic representation of a model of a magnetothermal engine:
1 — rotor, 2 — shaft,3 — ball bearing4 — magnets5 — supply of hot
water,6 — cooling zone.
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The maximum value of the work(H*) is greater, the lower
FIG. 1. Dependence of the magnetizatjoof a ferromagnet on its tempera- 1S the temperatur@ 5 of the cold reservoir.
ture T in different fields:H,=0 andH = const.

EXPERIMENTAL RESULTS

The main working element in the magnetothermal en-
%Iine is the rotol(Fig. 3), which is fashioned in the form of a
disk (1) from a thermally nonconducting materi@erspex
mounted on Duralium sha#t with the possibility of rotation
in the horizontal plane on ball bearir8y Along the rim of
She disk there are plane-parallel gadolinium plates, which
: form a circular ring of thickness 1 mm. As the disk rotates,
as an approximate value @, . the gadolinium plates pass between like poles of permanent

The plots calculated fron) of the dependence of the 1, neter which are mounted symmetrically relative to the
work (per gram of (_Bal on the strength of the external Mag- rotation plane and create a nonuniform magnetic field at the
netic field H for various temperatures of the cold reservoir untrance to the gap between them, which is also symmetric
and Tc=291 K are presented in Fig. 2. The calculations o ative to the rotation plane. In the initial state, where the
show that the worlj increases with magnetic field up 0 gopheratyre of all the gadolinium plates is the same and
certain valueH=H", and then asH increases, the work o5 to the temperature of the surrounding medium, the
decreases and vanishes at the valutHagpecified by(6). magnetic field of magnet4 exerts two forces on the plates,

F, and F,, which are equal in magnitude and oppositely

directed and which hold disk in a state of rest. The force
4t acting on an element of a magnet of mals is equal in
magnitude to

dF=jdm(dH/ax), (7)

where gH/dx is the magnetic field gradient along the force
lines.

When the engine operates, hot water is supplied along
copper pipes to the gadolinium plates passing through the
gap between the poles of the magnets as the disk rotates. The
heating of the plates lowers their magnetization, and, as a
result, the returning forc&, at the exit from the region of
action of the magnetic field is considerably smaller in abso-
lute value than the forc&, acting on the magnet at the
10 entrance to the gaff-ig. 4). If the total moment of the forces

F, andF, and of the force of the load on the disk shiftis
FIG. 2. Plots of the dependence of the wager gram of Gil on the nonzero, the disk undergoes accelgrated rotation, as a result
strength of the external magnetic fiditicalculated from Eq(4) for various ~ Of Which the next plates of the working elements are brought
temperatures of the cold reservoir afig=291 K. into the heating zone. The plates leaving the region of action

temperature dependence of the specific magnetization
gadoliniumt! that for H=0.2 T the product kH
=—(9j/dT)yp amounts to about 22710 'T-m3/kg-K,
and, accordinglyk=1.33<x10 ®m%kg- K. The lattice spe-

25 J/molK, which givesC=1.6x 10? J/kg: K for Gd, served

(]

A-10"*3/kg
N

-~
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FIG. 5. Dependence of the power of the engine on the load on the shaft.

FIG. 4. Forces exerted on a plate by the magnetic fiEldandF,) and the
load (F.) acting on the shaft. ) ] ) o )
magnetic moments, the configuration of the magnetic field is

similar to a solenoidal one. However, in this case the mag-

of the magnetic field enter the zone where they are cooled bgetic field is drawn out of the central region adjacent to the
cold water, which is supplied to the surface of the plategotation plane of the disk both at the entrance to the gap and
along copper pipe$. Since the heating zone is located only within it, and, therefore, the resultant forég drawing the
in the gap between the poles of the permanent magnets amdagnetic elements into the gap is also small. In the case of
since the cooling zone covers practically all of the remaindethe arrangement of the permanent magnets with like poles
of the disk, it can be assumed that the gadolinium plates havepposite one anothéantiparallel orientation of the magnetic
been uniformly cooled to the temperatufg of the cold moment$, despite the significant nonuniformity of the field
water at the entrance to the gap. During accelerated rotation the gap, the configuration of the field at the entrance to the
of the disk, the residence time of the plates in the heatingap is nearly solenoidal and provides for the maximum value
zone shortens. Therefore, the plates are heated to a lowef the advancing forcé; in comparison to other arrange-
temperature, and the forég acting on them at the exit from ments of the magnets.
the gap increases in absolute value. Ultimately, if the flow  The radius of the disk in the experimental model of the
rates of the hot and cold water are constant and the lgpad magnetothermal engirle=0.09 m, the width of the circular
remains unchanged, the total moment of the forces becomesg of gadolinium working elementd R=0.02 m, and the
equal to zero, and a stationary rotation regime with a practiradius of the disk shaft=0.005 m. The maximum magnetic
cally constant angular velocity is established. field strength at the entrance to the gap-i$.5—2 T. Figure

In the engine design under consideration a configuratio® shows experimental plots of the dependence of the station-
of permanent magnets, in which their like poles are oppositary power measured in tests of the experimental model on
one another, was chosen. The choice of this configuratiothe load on the disk shaff, . Curvesl and 2 are plots of
was stipulated by the following arguments. A nonuniformthese dependences for an experimental model containing one
field at the entrance to the gap between the magnets witpair of permanent magnets oriented with like poles opposite
maximum possible uniformity in the heating zone is neededne another and thus one heating zone. The temperature of
for efficient operation of the engine. In addition, the foFge  the cold water is about 16 °C, and the temperature of the hot
which is caused by the nonuniformity of the field at the water is 54 °C(curve 1) and 68 °C(curve2). Increasing the
entrance, must have the largest possible component in tHeadF, at values close to zero leads to a rise in the net power
required direction of motion of the working elements. A field to a certain maximum value and to a drop at higher values
with a solenoidal structure satisfies these requirements nearbf F .
ideally. The increase in power with the load at small valueb of

An examination of various configurations of the perma-apparently occurs, because, Bsis increased and, accord-
nent magnets revealed that orientation of the magnets witlngly the angular velocity of the disk decreases, the working
unlike poles opposite one another does not satisfy the reslements manage to be heated to a higher temperature in the
quirements stated above. In fact, although the requiremergap between the magnets. The temperature distribution
for uniformity of the field in the heating zone is satisfied in across the thickness of each plate is then more uniform. In
this case; nevertheless, the orientation of the force lines iaddition, as the angular velocity drops, the role of the dissi-
the direction perpendicular to the rotation plane of the diskpative factors diminishes.
creates forces directed at large angles to the to the rotation The drop in power at higher values Bf is evidently
plane at the entrance to the gap, and the resultant force lyingttributable to the fact that the plates in the gap manage to be
in the rotation plane is very small. heated across their entire thickness to temperatures exceed-

When the permanent magnets are arranged with paralléhg the Curie point when the angular velocity decreases
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below a certain value. Therefore, whendecreases further, 3. The testing of a laboratory model of such an engine
the amount of work performed by the engine during a fixedhas yielded the dependences of the power on load for various
time interval drops. temperatures of the hot and cold reservoirs.

Curve3in Fig. 5 shows the dependence of the power on
load for a similar engine containing two pairs of magnets and
thus two heating zones for the working elements, which are:JH~§i,5t%US§, JI- mpl-gohyls% 41(612925(5959-

L. . . . - _2J. Elliot, J. Appl. Phys30, .
pos!tloned symme_trlcally relative Fo the rotation axis at op 3M. Ohboshi, H. M. Kabayashi, T. Katayanes al, J. Appl. Phys. Jpri5,
posite ends of a diameter of the disk. The temperature of thep19(1976.
cold and hot water are equal to 15 and 66 °C, respectively. It'l. S. Petrenko and V. A. Finkel’, Zh. Tekh. Fi80, 2421 (1980 [Sov.
is seen that the introduction of an additional pair of magnets5ih{S-TTeC,h- F(’:hyfj% 1t4}6((j_1980t]-t, Ashkhabad83
. . . . L. Tyurin, Candigate's aissertation, As al .
mpreases both th.e maximum net power ‘?f the engine ‘?md theK. K. Boboshko, “Magnetothermal engine[in Russiad, USSR Inven-
width of the working range of loads. In this case doubling of tors Certificate(Patent No. 1,295,027.
the maximum power of the engine could be expected, but dA. P. Nikolaichuk, “Magnetothermal enginelin Russiaf}, USSR Inven-
smaller effect is observed experimentally because the tota}ors Certificate(Patent No. 1,341,377. o
flow rate of hot water for the two pairs of magnets remained A. G. Mandzhavidze, V. S. Bedbenov, and A. Yu. Shtaerman, “Device

; X p : g . = for converting solar energy into mechanical energif’ Russiar, USSR

practically the same as in the case with one pair. This iS Inventor's CertificatePatent No. 1,453,998.

equivalent to a twofold decrease in the flow rate of hot water’A. G. Mandzhavidze and V. S. Bedbenov, “Magnetothermal engine,”
; USSR Inventor’s CertificatéPatent No. 1,414,046.
er pair of magnets. . o .
Perp 9 10K, P. Belov, Rare-Earth Magnets and Their Applicatidin Russian,
Nauka, Moscow, 1980.
CONCLUSIONS K. P. Belov, M. A. Belyanchikova, V. Z. Levitin, and S. A. Nikitin,

. . Rare-Earth Ferro- and Antiferromagnefsn Russian, Nauka, Moscow,
1. Expression for the work and efficiency of a magneto- ;9¢5.

thermal engine have been obtained on the basis of knowtiK. P. Belov, Magnetothermal Phenomena in Rare-Earth Magnjgts
relations from thermodynamics and the theory of magnetisml.szuzs'g?; Nﬁ;llikav '\(/1'030031 tgg?ét t 4 Proberties of Metals and
. A matko an u. V. Usowtructure an roperties o etals an
It has been shown that the work depen_ds !n a c_:orr_lplex V_VayAlloys. A Handbookin Russian, Naukova Dumka, Kiev, 1987.
on the strength of the external magnetic field: it rises withi4yy B, Rumer and M. Sh. RyvkirThermodynamics, Statistical Physics,
increasingH up to a certain maximum value and then drops. and Kinetics[Mir, Moscow, 1980; Nauka, Moscow, 1977, 552 bp.
2. The configuration of the external magnetic field has' - P- BazarovThermodynamicfvysshaya Shkola, Moscow, 1976; Perga-
. ) ) Press, Oxford, 1964
been optimized to obtain the maximum value of the force ™°" Press: Oxford, 196

acting on the working material. Translated by P. Shelnitz
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Schottky barrier UV photodetectors based on zinc selenide
V. P. Makhnit

Chernovtsy State University, 274012 Chernovtsy, Ukraine
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The results of investigations of the properties of UV photodetectors based on zinc selenide are
presented. The influence of the parameters of the diode structure, the temperature, and

the voltage on the main characteristics and parameters of the photodetectors is considered.
© 1998 American Institute of Physids51063-784£98)02509-4

In recent years the problem of detecting and quantitathe same time, the dark current denslgyat room tempera-
tively evaluating UV radiation has become especially criti-tures varied in the range 16°— 1023 A/cm?. The photo-
cal. This is due primarily to the drastic deterioration in the sensitivity spectrum of the diodes at zero bias has the form of
ecological situation: ozone holes, the sun’s activity, etc. Ora broad band in the range 0.20-04® (Fig. 1). The typical
the other hand, the more extensive use of sources of UVWalues of the monochromatic current sensitiv8y at A .4
radiation in science and technology, medicine, and the na=0.42—0.44 um fall in the range 0.1-0.15 A/W, which cor-
tional economy calls for the development of functional mea+esponds to a quantum efficiency of 0.3-0.4 electrons/
suring devices, whose main element is a photodetector. Orghoton. The dynamic range of linearity of the current-voltage
of the promising types of UV detectors is the Schottky pho-characteristic covers at least six orders of magnitude, and the
todiode. A surface potential barrier provides for effectivefill factor of the optical load characteristic varies in the range
separation of the charge carriers generated in this region asta6—0.9. Because of the small value &, the sensitivity
result of the absorption of photons with an enehgy, which  thresholdP,,, in a single frequency intervahf was esti-
is appreciably greater than the gap wid}. Such detectors mated using the formul@mianol\/ﬂS’{‘a", and its value
are presently fabricated mainly from Si and broad-bandor the structures investigated is $6 10?W.-cm 2
l1I-V compounds:? The employment of broader-band ma- - Hz~ Y2 Therefore, Schottky barriers based on zinc selenide
terials would permit the creation of selective UV detectors,can serve as threshold photodetectors for the UV portion of
which can operate without additional light filters that cut off the spectrum.
the long-wavelength portion of the spectrum. The main tech-  Let us now consider the influence of various factors on
nical characteristics and parameters of metal ZnSe photsome parameters and characteristics of the photodetectors.
diodes are described below, and the influence of various fadA/e first note that in the- 60 °C temperature range the short-
tors, viz., bias voltage, temperature, doping level in thewavelength sensitivity remains practically fixed at
substrate, etc., on them is investigated. <0.4um. This is due to the fact that high-energy photons

Single-crystal wafers of low-resistivity-ZnSe having a  with 2o >E are actually absorbed on the surface. The tem-
thickness of 0.4—0.5 mm served as the original substrateperature shift of the long-wavelength edge of the spectrum
Semitransparent barrier contacts were created by(1ir20  amounts to~7x 10 “ eV/K and is close to the temperature
nm) nickel films, which are characterized by sufficiently coefficients for the variation ofp, and E4. IncreasingT
large and uniform transmission in the spectral rangerom 20 to 60 °C leads to increases in the dark current and
investigated. In addition, this metal forms a higfat least the sensitivity threshold by approximately an order of mag-
1.2 eV at 300 K(Ref. 4] potential barrier witm-ZnSe and nitude.
has good adhesion and electrical conductivifihe configu- The investigations showed that the form of the photosen-
ration and dimensions of the photosensitive areas were asitivity spectrum and the absolute value$f depend on the
signed by a molybdenum mask during deposition of thedoping level in the substrate and the reverse Kiag/e note
semitransparent metallic layers. Indium ohmic contacts weréhat the rate of variation db, /(V) increases with decreasing
made on the opposite side of the semitransparent substrate.(Fig. 2). An increase in the doping level in the substrate
The structures were placed in standard cases for semiconddeads to a decrease in the absolute values of the ratio
tor photodetectors with a leucosapphire window for the entns, (V)/S,(Vy) for N=const without altering the general
of UV light. The effective area of the photodiodes varied inform of the S, (V) curve. These findings can be attributed to
the range 10°—10"* cn?. the influence of image forces. In such a struct(see the

The investigations in Ref. 4 showed that the barrierinset in Fig. 2 the photocarriers generated in the region 0
heighte, of a Ni-ZnSe contact depends on the doping level-X,,, are not separated by the barrier field, and they drift
in the substrate and increases from 1.2 to 2.0 eV as the fre¢seward the surface and recombine on it without making any
electron concentration decreases from’10 10" cm 3. At contribution to the photocurrent. The thicknesg, of this

1063-7842/98/43(9)/2/$15.00 1119 © 1998 American Institute of Physics
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“dead” laver is approximately equal to the distance from theFIG' 3. Photosensitivity spectra of a Ni—-ZnSe diode with various filters
Y bp Yy €q (solid curve$ and bands corresponding to the bactericighal, erythemal

interface to the point with maximum potential and, according(B), and suntar(C) regions of the spectrurfdashed curvés
to Ref. 6, is given by the expression

1 eZ 1/4
mT4 2meegNy(pg—eV)
wheree is the dielectric constant of the semiconductgyjs

X , 1)

states, and by the reflectivity of the barrier contact. Operation
of the photodiode at reverse biases closevtppermits a
the permittivity of free space, arld, is the concentration of Significant increase in sensitivity in the short-wavelength re-
ionized donors. gion of the spectrum in comparison$ atV=0 (Fig. 1). A

On the other hand, the “dead” layer can be representedurther increase in sensitivity can be achieved by optimizing

the technology for fabricating the structuley selecting the

material and thickness of the barrier contact and the trans-

Ty=exp—a-Xpy), ) mitting coating, as well as by adjusting the treatment of the
where a is the absorption coefficient, which increases withsubstances to lower the rate of surface recombination
decreasing\. In conclusion, we note that the photosensitivity spectrum

The optical transmission of such a filter for a specificof ZnSe diodes covers all the principal biologically active
value of Ny increases with decreasing and increasing/. ~ fanges of UV light A — the bactericidal rang€0.20-0.28

Therefore, an increase in the reverse bias-atonst should #M), B — the erythemal rang(a;).28—0.32Mm), and C —
lead to an increase in the sensitivity of the diode, as is obthe suntan range.32-0.45um).” Bands A, B, and C can be

served experimentallyFig. 2). At a certain valueV,, S,  isolated by employing appropriate filFeBrg,_he photosensitiv-
reaches its maximum value, which is determined by the pally spectra in each of these bands in Fig. 3 have been nor-

rametersp, andNy of the structure, by the density of surface Malized at their maxima to unity.
Thus, the photodetectors developed can find application

in instruments and devices intended for detecting, monitor-
v,V ing, and measuring the dose and power of UV light.

as a filter with a transmission
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Determination of the surface potential of a dielectric layer on a target bombarded
by an ion beam

G. G. Bondarenko, A. I. Bazhin, A. P. Korzhavyl, V. I. Kristya, and R. D. Aitov
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The electric field at the surface of a charge spot created by an ion beam on a dielectric coating
of a target is calculated. An expression is obtained which relates the surface potential of

the insulator to the potential of the collector corresponding to saturation of the collector secondary-
electron current. It permits determination of the potential drop across the oxide layer of a

cold cathode without introducing complications in the construction of the experimental apparatus.
© 1998 American Institute of PhysidsS1063-784£8)02609-9

Metallic cold cathodes with a dielectric oxide film on the potential difference on the boundaries of the media. The
working surface are employed in many gas-dischargeslectric field potential in the insulator is denoted gy, and
devices'? Their emission properties depend on the electricthe potential outside the insulator is denotedggy Then, if
field created in the insulator by the surface charge formed athe beam currenlp is small enough that its perveance
a result of ion bombardment of the cathode in the dischargd,, /(pb (¢p is the potential corresponding to the energy of
The known methods for measuring the surface potential of ahe beam particlesioes not exceed 16A/V3? (Ref. 9, the
dielectric layer irradiated by charged particles call for thedistribution of the potential in the system is described by the
introduction of an additional probe befror movable parts  Laplace equations
in the apparatus®

The electric field at the surface of a charge spot created Ap1=0, Agy=0 )
by an ion beam on a dielectric coating of a target is calcu-
lated in this paper. An expression, which relates the surface
potential of the insulator to the potential of the collector 01(r,00=0, @i(r,H)=p,(r,H),
corresponding to saturation of the collector secondary-

with the boundary conditions

electron current, is obtained. It permits determination of the  4d¢, dp,q o(r)

potential drop on the oxide layer of a cold cathode without _( H)— E(r!H == e

complicating the design of the experimental apparatus. A

similar problem was considered in Ref. 7, but the relations ¢, (r,H+L)= ¢, ®)

obtained in that work have a fairly cumbersome form, which

makes it difficult to use them in investigations of the emis-Whereg, is the permittivity of free space.

sion properties of cold cathodes. Solving the boundary-value proble(h)—(3) by separa-
When a target with a dielectric coating is bombarded bytion of variables, we find the expression for the normal com-

an ion beam, a charge spot forms on its surface. The distriPonent of the electric field at the target surface

bution of the charge density(r) in it is similar to the dis-

2 oo
tribution of the current density in the beam and is usuallyg (; ;)= — 92 PeE N Uo(%)fef
Gaussiart: 9z H+el 2 0
r2 X)\exp(—)\2r§/4)cosr[)\(L+H—z)]JO()\r)
o(N=ooexp ~ 5|, 1) [coth(\L) + ecoth AH ) Jsinh(AL) '
e

(4)

wherer is the distance from the center of the spot apds
the effective radius of the spot. whereJy(x) is the Bessel function of order 0.

Let the z axis be directed along a normal to the target It can be seen frony) that at small values af, there is
(Fig. 1. In this case the=0 plane is the boundary between a field at the center of the spot which prevents some of the
the metallic coating and the insulator, the H plane is the secondary electrons from escaping to the collector.¢@s
surface of the dielectric layer with a dielectric constant increases, the number of such electrons decreases, and when
and the secondary-electron collector is located inzkeH a certain valuep.= ¢.q is achieved, at which the condition
+L plane. The transverse dimensions of the target and thE,(0,H)=0 is satisfied, all the electrons impinge on the
collector are assumed to be much greater thawo that we collector, i.e., saturation of the secondary current occurs.
can neglect the edge effects, and the potential of the collectdrhe quantityoy(¢.) reaches its maximum valueg(¢co)
relative to the substrate. significantly exceeds the contact at ¢.= ¢. It follows from (4) that
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FIG. 2. Experimental dependence of the ragiof the collector secondary-

electron current to the ion-beam current on the collector poteantiaior
samples obtained under cathodig¢ and anodig2) oxidation regimes.

0

FIG. 1. Diagram of the electrode gap.

x

(H+el)og (= t exp( — t?/4)dt
Pco= J

2epe o 1+etani(tL/rg)coth(tH/ry) "
5
Taking into account the characteristic values of thewhich can have an effect on the form of the dependence of
quantities appearing itt5) r~10"3 m, L~10"?2 m, and the secondary-electron current on the collector potehtial.

H~10"8 m and neglecting the terms of ordét/L and Figure 2 shows measured plots of the dependence of the
H/r.~10 °—10"°, we obtain ratio y=1¢/1, of the collector secondary-electron currént
onl to the ion-beam current, on the collector potentiap. for a
h

fmtz exp(—t2/4)dt+ fth expl — t2/4) sample obtained under a cathodic oxidation regimeve1l,
0 0 H=8x10° m) and for a sample obtained under an anodic

—_———

QDCOZT
e

oxidation regimegcurve2, H=3.5x 108 m). The values of
X[cothL/re)—l]dt], (6) @0 for them are equal to 20 and 90 V, respectively, and, as
follows from (8), the surface potentiaks, equal 2.0 and 9.0
Wheregoh: O-O((PCO)H/(SOS) is the potentia| at the center of V. The field Strength in the inSUIatﬁh: (Ph/H is then equal
the spot in the regime of complete collection of the secondto 3x 10° V/m, which is consistent with the knoWn® esti-
ary current, which is the working regime for cold cathodes. mates of the field in aluminum oxide at which the injection
The first of these integrals equals/z, and the second, Of electrons from the substrate needed to maintain stationary
as can easily be shown, does not exceee(r /L) i.e., charging of the sample surface under the conditions of ion

whenr,/L<1, the expressiol6) takes the form bombardment occurs. o
Thus, the relation(8) obtained in the present work per-
VT nl

) mits the determination of the surface potential of the oxide
le layer in investigations of the emission properties of cold
cathodes without complicating the design of the apparatus.

Pc0—
whence it follows that

le

<Ph=m¢co- (8

Therefore, after experimentally determining the potential L N- Dobretsov and M. V. Gomoyunovdmission Electronicsisrael
. . Program for Scientific Translations, Jerusal€if7l).

©co, at which saturation of the coIIe_ctor Current 0Ccurs, We zg p_ajtov, A. P. Korzhavy, and V. I. Kristya, Obz. Ektron. Tekh.,

can us€8) to find the surface potential of the dielectric layer Ser. 6, No. 5, 11991).

at the center of the charge spot created by the beam. jV- Ya. Upatov, Radiotekh. Elektror2, 184 (1957.

Experimental investigations were performed on samples (?L.gl;.nKryutchenko and A. E. Chizhikov,|&ktron. Tekh., Ser. 4, No. 4, 62
prepared from pure aluminum with an oxide film on the sur-sa_ipragimov, zh. Tekh. Fiz54, 401(1984 [Sov. Phys. Tech. Phy&9,
face, which was obtained by treating them in an oxygen glow 239 (1984].
charge. The thickness of the oxide was measured by an ele-g- Né *;g'(ultggznkoi A. F. Mannanov, A. A. Nosat al, Poverkhnost,
. . . . 0. 6, .

Ilpsometrlc te(_:hmque' The distantefrom the sample toa L. A. Serebrov and S. A. Fridrikhov, Radiotekh. Elektrén1680(1960).
flat 100 mm diam collector was equal to 10 mm. A beam of 8y va_ upatov, Radiotekh. Elektror29, 967 (1994.

He' ions with an energy of 300 eV and=1.8 mm was  °P. T. Kirstein, G. S. Kino, and W. E. Water§pace-Charge Flow
used. Under these conditions there is no appreciable spreaghM?(GfatW'H'”a ’\\‘A‘v;WAY'f;”f é1?67); "/B”vAMOISCSr‘gV(lg?Zgég%%gPJ-

ing of the charge over the cathode surfagnd there are no - Kanterand W. A. Feibelman, J. Appl. Phyas, 3580(1962.

regions with a significantly different work function on it, Translated by P. Shelnitz
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Fluctuation of the delay time of nonhysteretic Josephson junctions during a linear
current rise

I. N. Askerzade

Institute of Physics, Azerbaijan Academy of Sciences, 370143 Baku, Azerbaijan
(Submitted May 19, 1997
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The influence of thermal fluctuations on the delay time of nonhysteretic Josephson junctions
during a linear rise in the current through them is investigated in two casésiriag a slow rise,
and b at a high rate of increase. @998 American Institute of Physics.
[S1063-78428)02709-3

It is known that consideration of the superconducting  The quantityrp,=Cza~ *?is the mean value of the delay
component of the current through a Josephson junction leadane.
to an additional delay in the transition process from the su- Let us consider the case in which the current through the
perconducting state to the resistive stafor nonhysteretic  junction varies slowly at a rate
junctions the delay timep can make a significant contribu- o 12 32
tion to the total time of the transition process. (1197 v @)

Despite the significant progress that has been made in In this case the fluctuations do not have sufficient time to
creating Josephson junctions with a large délayd in de-  produce thermal activation of the system through the energy
veloping basic Josephson single-quantum logic elenfentsbarrier Au=2%%(1—i2)3%3, where the barrier height is
the effects of thermal fluctuations on the delay time have noteasured in units ob,l /2. For the probability of a tran-
yet been investigated. In view of this, the fluctuations of thesition to the resistive state we use the known expression
delay time rp during a linear rise in the current through a .
nonhysteretic junction are calculated in this paper. q(t)= 1—exp( _f ! dt’], (5)

We assume that nonhysteretic junctions are described by —o
a linear resistive model with sources of thermal white nOiS%hererL=
in their normal resistance®. The dynamics of a nonhyster-
etic junction are described by the equation

7 (I1(t)) is the lifetime of the metastable state of
the nonhysteretic junctions, for which we have the

expressiof
@+sinp=i+ir, (1) 7= (1) e 22y, (6)
where the phase, the timer, and the current are mea- As a result of the integration o) with allowance for

sured, respectively, in units d /27, ®y/27I R, andl, (I, () in the case of small fluctuationg<1 we have

is the critical current of the junction, anbl, is the magnetic o 2521 an)¥23y
flux quantun). a(7)=1-expg~Coe b @)
The fluctuation current; obeys the relations whereCy= ylAwa.
. o Using (7), in analogy to Ref. 5, we can find the disper-
(in=0; (ifit)=2y8(7), (2 sion of the delay time
where( .. .) denotes averaging over an ensemblds the o?(7p)=(3yINCo/2°?)*36a?, (8)

thermal energy in units ofbyl /27, and &(7) is a Dirac
delta function.

The asymptotic expressions for the solution of Eg.in
the absence of noise for a linear rise in the current througl,?nro
the junction, i.e., foi = a7 [A=(d1/dt)D /27| R is the di-
mensionless current rise rawwere presented in Ref. 1:

which coincides with Eq(22) in Ref. 5, where the only
difference is in the expression f@.

In the opposite limit of large rise rates of the current
ugh the junction, which corresponds to the reverse of the
inequality (4), only slight variation of the transition process
occurs under the effect of fluctuations. To fiaé( 7p) in this

—(—2an)? for"¢—>—oo (3a) limit, we linearize Eq.(1) with respect to small increments
’ op:
~_ ] Cia®(7—Cra1®) fore=0, (3b) C e~ ,
¢ s ~tm e~ So—o(7)- Sp=iy, 9
(2(Cza~3="7))2  forp—oo, (30 _
whose formal solution has the form
~_ -1 = _ _ _ - p T~ -
where 7;— T—a *, p=¢—ml2, andC;=1.25, C,=1.21, So(7) = f ifef;,(p(x) ax g7 (10)
andC3;=2.9 are constants. —w
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The value ofS¢ for 7— 75 is proportional to the varia- Itis approximately equal to 11.9. Formul®2) differs appre-
tion of the delay timery , and, therefore, for the dispersion ciably from (8): in particular, the dependence of(7p) on
of the delay time with allowance for E¢3b) in the region of ~ a is weak.
inertial motion we can write

2 _ 2 a2 oabe [T (a2 2api) i~ K. K. Likharev, in Introduction to the Dynamics of Josephson Junctions
o°(1p)=2yB edr Tf e (@ abr )dT', (11 [in Russian, Nauka, Moscow(1985, 320 pp.
- 2A. L. Gudkov, V. K. Kornev, and V. I. Makhoet al, Pis’'ma Zh. Tekh.

_ 213 h— -1/3 ; ; ; Fiz. 14, 1127(1988 [Sov. Tech. Phys. Lettl4, 495(1988].
wherea Cla . b C2a ' a.ndB is the proportlpnallty 3K. K. Likharev, O. A. Mukhanov, and V. K. Semenov, BQUID'85,
factor betweensy and 675, which can be determined for b Hanihohm and H. LubbingEds), W. de Gruyter, Berlin(1985,

7— 7p by differentiating(3c). Thus, pp. 1103-1108.
4J. Kurkijarvi, Phys. Rev66, 325(1972.
o?(15)=Dgya ", (12)  ®0.V. Snigirev, Radiotekh. IEktron. No. 29, 22161984).

Using the asymptotic formula8), we can calculat®,. Translated by P. Shelnitz
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Inductance in a system of doubly connected, ideally diamagnetic bodies
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(Submitted June 3, 1997
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General relations for the inductances of a system of doubly connected, ideally diamagnetic
bodies with currents circulating through them are found with consideration of the induced current
densities in the individual bodies due to the influence of their mutual shieldingl9@3

American Institute of Physic§S1063-78428)02809-9

When problems concerning the interaction of ideallytransverse section at any point in the conduatih=nydl,
diamagnetic bodiés and the diagnostics of media consist- and n, is the unit vector on the surface of the conductor
ing of an assigned system of lodpare considered, the need normal to the elemerd! of the contourC, flows through a
to determine the inductances of a system of doubly contransverse section along a doubly connected, ideally diamag-
nected, ideally diamagnetic bodies of arbitrary shape arisegetic body of arbitrary shape anddf= [, A-dl for any con-
in the problem of ascertaining the radiation pattern. In thisoyr L which surrounds the cavity and lies completely on the
paper we find general relations for the mutual inductances ofyrface of the body, the surface integral over the entire sur-
a system oh doubly connected, ideally diamagnetic bodiesface s of the body isf A-Jds=®l. This statement can be
with the currents; (i=1,2, ... n) circulating through them.  roved by dividing the surfaceof the body into a network
Beside these bodies, the system also contains other 5'”qi)Mat consists of current lines on the surface of the body and
connected, ideally diamagnetic bodies. lines orthogonal to them and taking the integfah-Jds.

For a clearer understanding, we repeat the derivation ity the basis of this relation only the term with=Kk re-
Ref. 4 of the magnetic energy of bodies for the specific casg,5ins in the sum ovem. i.e. '

under consideration. With allowance for the relatioBs
=curlA, curH=j, and diH=0, the integral for the mag-
netic energw= [,B-H dv/2 can be divided into surface and
volume integrals. Since the field does not penetrate into an
ideally diamagnetic conductor, the volume integrglj
-Adv =0, and because of the tendency of the integral over
an infinitely distant surface to vanish, the surface integral
reduces to integration only over the surfaces of the bodies, ) ) _
presentw= [ A-JdS?2, whereJ=HXn is the surface cur- since the total induced current in théh body, wherd #Kk,

rent density andh is an internal normal to the surface of the 8UalS Zero, and; is the magnetic flux caused by the cur-
body. LetA® and J® comprise a solution for the system rentl; through the cavity of th&th body. The value of;,

that satisfies the ideal boundary conditions for the total curfOr I =k depends on the relative positions of the bodies. The
rent in theith doubly connected body andl,=0 whenk general relation for the mggnetlc energy of a system of bod-
+i. We used?) to denote the corresponding value of the /€S can be represented in the generally accepted form
current density in thenth body for the total currerty in the = 1/2Z2k®ilk, whered, =2;d,;. The energy conservation
ith body and ,=0 whenk+i. Owing to the linearity of the law for the potential energy of the system yields the general

electrodynamic equations and the corresponding boundafglationU =28l @y (Ref. 1), wheres, =1, if the flux &
conditions for bodies with the currents(i=1,2, ... n) in =const is conserved in theh ideally diamagnetic body, and

them,A=3,A0 andJ==,J0. If we take into account that Sk= — 1, if the conditions for the flow of a constant current

A® 3O~ the total magnetic energy can be represented byx= const through it are created.
the relationw=Z%; \L;l;l/2, where

1 . D
Li= | A3 ds=—=, @

il Js, i

1 )
Likzm A JM gs, (1)
S
I 1A. . Spitsyn, Zh. Tekh. Fiz63(4), 145 (1993 [Tech. Phys.38, 337

i ). H® dp = HD (1993].
(kl)t follows from the equality [,B"-H™ dv=J,H 2A. 1. Spitsyn, Zh. Tekh. Fiz63(12), 1 (1993 [Tech. Phys.38 1037
-BY dv thatLj,=L,;. Sinces=ZXsy, then, going over to (1993
summation over the surfacé&, of the individual bodies in  3S. Gavil, A. Mor, and M. Weinstein, J. Franklin In§25, 595 (1988.
(1), we find Lix= 1/(| il k)EfsmAm' deS. 4L. D. Landau and E. M. LifshitzElectrodynamics of Continuous Media
The following statement holds. If a surface currgnt St ed- Pergamon Press, Oxidib60, 531 pp.

=[cJ-dl,, where C is a contour enclosing an arbitrary Translated by P. Shelnitz
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On the intensity of shock-initiated magnetoelastic oscillations arising in iron borate
single crystals during pulsed magnetizing or magnetization-switching processes

O. S. Kolotov, A. P. Krasnojon, and V. A. Pogozhev

M. V. Lomonosov Moscow State University, 119899 Moscow, Russia
(Submitted July 8, 1997
Zh. Tekh. Fiz68, 132-133(September 1998

The intensities of magnetoelastic oscillations accompanying pulsed 180° and 90° magnetization
switching of iron borate single crystals as well as pulsed magnetization of the crystals

from a demagnetized stafwith zero total magnetic momenare compared for the first time.

The amplitudeA; of the oscillations of the signal obtained from the experimental sample

by the induction method is adopted as a measure of the intensity of the magnetoelastic oscillations.
It is found that for the same pulse heights of the magnetic fiekkciting the magnetization-

switching or magnetizing process, the amplituédgsof the oscillations observed in 90°
magnetization-switching and initial-magnetization processes have practically the same value,
which is 2 times smaller than the amplitude of the oscillations obtained in 180° magnetization
switching (reversal. It is concluded on the basis of the result obtained that the intensity of

the magnetoelastic oscillations is virtually independent of the initial state of the single crystal and
is determined mainly by the energy densk -H acquired by the magnetic subsystem of

the crystal from the external field\M is the change in magnetizatipriHence it follows that when

iron borate is used in fast modulators for S&bauery rays it is preferable to use the 90°
magnetization-switching regime rather than the magnetization regime as has been done until very
recently. © 1998 American Institute of Physids$$1063-784£98)02909-2

Iron borate (FeB@) is one of the fastest-responding of 90°, respectivelywith a simultaneous increase in the abso-
known magnetic materiafs This property is used in fast lute magnitude of the field. The indicated processes are all
modulators for Mesbauery rays?® However, the weak characterized by the same direction of the magnetization in
easy-plane ferromagnet FeB®@ characterized by a strong the final state so as to avoid ambiguity when comparing the
magnetoelastic interactidt?, and during magnetizing/ intensity of the oscillations.
magnetization-switching processes magnetoelastic oscilla- The experimental single-crystal wafers of FeB®ere
tions are excited in it at a frequency determined by the thickirregular polygons with a transverse size of 3-8 mm and
ness of the sample and the propagation velocity of shealanged in thickness from 24 to 110m.
waves(in the direction of thec axis).®=8 This circumstance An induction setup with time resolution-1ns was
makes it difficult to use FeBQin pulsed setups. Earlier used!® The signal from a longitudinal sensing loop was de-
modulators for Maesbauery rays? have employed the tected. The amplitudé; of the signal oscillations, observed
pulsed magnetization of FeBBingle crystals. In the initial after the main stage of the magnetizing/switching process
state(in the absence of external magnetic fi¢ltlse single was completed? was taken as the measure of the intensity
crystal is divided into a large=$15—20) number of do- of the magnetoelastic oscillations.
mains, and its average magnetization is close to Z2io. The dependence of the intensity of the oscillations on the
choosing this regime, it was assumed that because thamplitudeH of the field pulse was investigated. The position
changes in magnetization in different domains are not irof the sample was the same in all magnetizing/switching
phase with one another, the intensity of the magnetoelastiprocesses. The results obtained are illustrated for the ex-
oscillations will be lower than in the case of other, switchingample of a 11Qum thick sample and a fielH; required for
processes. However, special investigations comparing the ifR-plane technical saturation of the samg®l Og and an
tensities of the oscillations accompanying different processeaverage period of the magnetoelastic oscillations of 56 ns.
were not performed. At the same time, such investigations The dependences,(H) are presented in Fig. 1. One can
are needed not only to choose the optimal operating regimsee that as the field intensity increases, the intensity of the
for modulators but also for understanding the physics of thanagnetoelastic oscillations at first increases and then starts to
magnetizing/switching processes. decrease. FoH>15 Oe the amplitude of the oscillations

In the present paper the intensities of the oscillationdecomes comparable to the noise of the apparatus. For all
arising during pulsed magnetization and during 180° and 90three regimes the maximum intensity of the oscillations is
magnetization switching are compared. The last two proreached approximately at the same field intensity H* .
cesses were initiated by a fa@ a time <1 ns) change in On the basis of earlier investigations of the 180°
the direction of the external magnetic fiettl (by 180° and  magnetization-switching reginfé;! this result can be ex-
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Another important result is that the intensity of the oscilla-
4300 tions in the case of 90° magnetization switching and magne-
tization from a demagnetized state are close to one another.
Therefore the pulsed magnetization regime, in reality, has no
advantages over the 90° magnetization switching regime.
However, the latter regime makes it possible to obtain a high
degree of modulation of the \sbauery-radiation. It also
follows from the results presented that the intensity of the
- oscillations is virtually independent of the initial state of the
L sample and is determined mainly by the quantiiyl-H.
Indeed, the energy of the magnetoelastic oscillations is pro-
portional toA2, and for this reason the intensity in the case
of 180° magnetization switching should k& times higher
than in the case of the two other processes. Turning to the
figure, one can see that the indicated ratio is close to 1.4. For
the other samples which we investigated it ranged from 1.35
to 1.5.

In summary, it is desirable to employ the 90°
magnetization-switching regime in ‘Mebauery-ray modu-
lators. To decrease the intensity of the magnetoelastic oscil-

the amplitudeA,; of the oscillations versus the amplitutteof the magnetic lations the magnetlzatlo? SWIK.:h"lg time must be d.ecreaSEd
field pulse:A — 180° magnetization switching® — 90° magnetization to ~1.5-2 ns. Then the “freezing” of the crystal lattice will
switching, X — magnetization from a demagnetized state. be adequate.

We thank G. V. Smirnov and Yu. V. Shvyd’ko for a

valuable discussion.
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It has been established experimentally that during a deformation process the defect structure of
materials evolves from a single distribution of the defects to an ensemble of interacting

particles which consists of nondisoriented or disoriented substructures, depending on the
magnitude of the deformation. The conditions for the existence of disoriented defect substructures
are examined on the basis of a field description of the dynamics of an ensemble of defects,

and a generalization of previously known dynamical equations of nondisoriented defect
substructures to the case of disoriented substructures is obtained. These equations show which
quantities characterize the field of defects in the presence of disoriented substructures.

© 1998 American Institute of Physids$$1063-784£98)03009-9

The physics of mesomechanics, which has been undemedium—elastic continuum and the other is a continuum of
going intensive development during the last ten years, islefects. The elastic continuum, which is absorbs the stresses
based on the concept of scale levels of deformation anfrom external actions and defects of the material, is charac-
fracturel? The choice of a scale level to study is determinediterized by effective stresses
by the investigator's “filter.” For example, phenomena oc- et _int

. . . . . . o=0"+o (1)
curring during microscale deformations are studied in
electron-microscopic investigatioAsyhile mesoscale phe- and an effective momentum
nomena are studied in optico-television investigatibns.
Correlating the results observed during deformation on dif- pV=p
ferent scale levels made it possible to arrive at the conclusion
that isolated defect§microscale dislocations, macroscale where o®is the external applied stress'™ is the internal
shear bands, and so)omppear near the yield stress, and then stress related with the defects in the mateN&!' and Ju/dt
as the deformation increases, ensembles of interacting dere the rates of the displacements that are due to, respec-
fects, representing diverse substructures, are formed. In sontigely, the flux of defects and external action, ands the
deformation interval, irrespective of the method of loadingdensity of the medium.
and the material under investigation, the observed substruc- The continuum of defects consists of a mechanical field
tures can be divided into two classes: nondisoriented andith stressesw is the dislocation density tensor ahds the
disoriented substructurésThe phenomenon of scale invari- dislocation flux density tensor and is characterized by the
ance, which presumes that deformation on different levelgnergy of the cores of the defects and their inertial proper-
develops similarly, makes it possible to introduce the conties. The proposed model makes it possible to write the dy-
cept of a defect at an arbitrary scale as a source of a displacaamical field equations for an ensemble of defects as
ment “jump” of different magnitudes and to make use of the

. - . BV.-1=—pV, V.a=0,
deformation regularities studied on one scale to analyze the
behavior of the material on a different scale. A system of da 9
equations describing a continuum of defects, which repre- VXI=—-, SVXa=-B—l-o, Q)
sents an ensemble of nondisoriented substructures, was ob-
tained in Ref. 6. In the present paper we propose a system (\_;j\fhereB and S are unknown constants of the theory, which
dynamical equations for an ensemble of defects in the pregharacterize the inertial properties of the defects and the en-
ence of disoriented substructures. Since the system of equ&tdy of a unit dislocation and the symbols) (and (x) de-
tions derived is a generalization of the results of obtained ifiote scalar and vector products.
Ref. 5, we shall give a brief exposition of the main tenets of ~ The equation of dynamic equilibrium
this work. P

According to Ref. 6, a continuum of defects that consists —pV=V-o 4
of an ensemble of interacting defects can be treated as an
independent subsystem of the deformable solid. This gives is the condition for the compatibility of Eq$3).
basis for proposing a model of a deformable body represent- When disoriented fragments form in a subsystem of de-
ing a mixture of two continua, one of which is a material fects on any scale, the mechanical fields of the defects are

Vint+ a_u

at)’ @
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characterized by a strong nonuniformity and by the presence p= rpvg“, (1)
of internal stresses of alternating sign. The sign-alternating

or nonoriented internal stresses, designated in what foIIowsh is the radi ‘
asoy', can be taken into account by introducing dipole con-VNErer 1S the radius vector.
The quantityP is the dipole of the momentum. The an-

figurations in the field of defects. Lattice curvature having a. i t of the dioole is th t of i
sign-alternating character was discussed in a similar manndpymmetric part of the dipole is the moment of momentum

in Ref. 7. The sign-alternating character of nonoriented in- enfltytﬁr th%angular ;nomtenturln Ider:jsny% defect d
ternal stresses makes it possible to assume that n the absence of external loads, Iree delects, an

oriented stresses, the equati@) of dynamical equilibrium

: becomes
ds a'(?tz 0, (5)

where the integral extends over any full cross section of the i pVid”t=V~ Ui(?t (12)
deformable body. at
Oriented stresses satisfy the equation

f ds- oM=f,
S

J )
where f is the force with which one part of the material —VEP=V‘<T{§". (13
interacts with another part through a sectian
In the general case

or, taking account of the relatiof9),

Hence nonoriented internal stresses can be determined to

"=+ o' (6)  within the curl of a certain tensor in the form of the equality
Since the conditior{5) holds for an arbitrary section of
the deformed body, the equality . P 1
ofl=——+ VXM, (14)
T a2
o-'cTt:EV XM (7)

which signifies that the tensor of nonoriented internal

holds. stresses can be due to mobile and static dipole ensembles of
It can be shown that the tensbf equals defects. Taking account of Eg&), (9), (10), and(14), the
M=rxgl, (8)  field equations describing the dynamics of an ensemble of
defects in the presence of disoriented substructures can be
wherer is the radius vector of the point considered. written in the form

It follows from Eq. (7) that dipole configurations of de-
fects, determining the appearance of disoriented substruc-
. . au
tures in a deformable body, lead to the appearance of mo- V-(BI—P)=—p(V'm— _) V.a=0
ments of the stresses. s at)’ '
The displacement of dipole ensembles or bound defects

will give rise to a sign-alternating momentuph/g“, which

will satisfy the equation VX|= =
f pVildw=0, 9
’ VX Sa+EM)=—£(BI—P)—Uim—ant (15)
where the integration extends over the entire volumec- 2 ot 0 ’

cupied by the deformable body.
In contrast to bound defects, free defects produce a non-
zero total momentum L ] ] ) ] )
V. E. Panin(Ed), Physical Mesomechanics and Computer-Aided Design
i of Materials[in Russian, Nauka, Novosibirsk1995 Vol. 1, 298 pp.
f pV'smdwi 0. 2V. E. Panin, inAbstracts of the International Conference “Mesofracture
w 96,” Institute Strength Physics and Materials, Toni$896 pp. 14—15.
. . int int int i 3N. A. Koneva and EV. Kozlov, Izv. Vyssh. Uchebn. Zaved. Fiz., No. 2,
The combinationpV"™=p(V4 +Vs) of the integrands 89(1990.
in the last two equalities determines the momentum of a*V. E. Panin, S. V. Panin, and A.l. Mamaev, Dokl. Akad. Nauk SS5B

material point due to the flug2) of defects. Since the con- 5\3/5 (Elgggr;m i2v. Vyssh. Uchebn. Zaved. Fiz., No. 111695

dition (9) holds for a bOdy of any shape, we have 5Yu. V. Grinyaev and V. E. Panin, Dokl. Akad. Nauk SSS®3 37
int_ (1997).
de =—V-p, (10 "A. D. Korotaev, A. N. Tyumentsev, V. Ch. Gonchikov, and A. I. Olem-

according to which a tensét of rank 2 can be represented as 5K 2V- Vyssh- Uchebn. Zaved. Fiz., No. 3, &1993.

a dyadic product Translated by M. E. Alferieff
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Study of nanocrystalline nickel films deposited in a nitrogen atmosphere
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It is shown that high-speed condensation methods can be used to prepare nickel nitride films in
the nanocrystalline state. The phase composition of the condensate formed exhibits a

strong dependence on the substrate temperaturel998 American Institute of Physics.
[S1063-784298)03109-2

The study of the structural—energy state of nitrogen inserved on the sample: in its center a light-colored region,
solid solution and in nonstoichiometric metal nitrides Me—Nwith metallic luster but strongly deformed, and along its
of the “interstitial phase” type based on fcc metalsle  edges, a dark, undeformed regidtig. 14. The light-colored
stands for Fe, Ni, etg.continues to be an urgent metallo- region had a large magnetization while the dark region was
physical task in the development of high-nitrogen alloys.practically nonmagnetic. The films preparedPat 10~ 2 Torr
Such metal nitrides remain the subject of extended study asere homogeneous and nonmagnetic. Samples with similar
model objects on which information can be obtained abouproperties were prepared at 10Torr, when sputtering is
the correlation of crystal structure, electronic structure, angrerformed with interruptions.
physical properties as a function of the nitrogen concentra- To examine the structure of the films, we performed an
tion. At the same time, limitations of the experimental dataelectron-microscope analysis. Figure 1b displays electron
about the structure and properties of Me—Ni alloys force theliffraction patterns and photographs of the microstructure
authors of these models to turn to the works of the 1940s. from different regions of film 3, prepared at 10Torr. The

In recent years in connection with the development ofcentral part of the film has fcc structure with lattice param-
methods of preparing nanocrystalline materfatae possi- etera=0.352nm, and size of the crystallites 6.2.4um.
bilities of creating large amounts of various alloys haveTaking into account the large magnetization, it is possible to
broadened. First of all, this is a function of the fact that theidentify this region as a phase of pure Ni. The second part of
chemical activity of these materials manifests a strong dethe sample has hcp structure with lattice parameters
pendence on the size of the crystallifes_ =0.266 mm andc=0.429 nm, and size of the crystallites

The present paper examines the properties of films of<10.0nm. The lattice parameters and zero magnetization
nickel nitride and the processes accompanying their synthesuggest that this region is nickel nitride with the formula
sis. To prepare these films, we used the method of pulseblisN (Ref. 1.
plasma sputtering. Earlier we showed that with the help of Film 1 had a hcp phase with lattice parameters
this technique it is possible to prepare nanocrystalline film#=0.264 nm ana=0.433 nm. We identified it as a phase of
of 3d metals with unusual propertiés® The starting vacuum Pure Ni. The properties of these films are discussed in Ref. 8.
was 10 ® Torr. Spectrally pure nitrogen, whose pressure wadn sample 2 we observed fcc structure with lattice parameters
varied from 5< 10 to 10 2 Torr, was then admitted to the characteristic of pure Ni. Films 4 and 5 are nickel nitride
sputtering chamber. The substrate temperature at the outsétth the formula NiN.
of sputtering was always 20 °C. The condensation rate of the AS was noted above, in some of the samples the sub-
Ni films in a pulse of 10Qs duration was 10-10°A/s. strate was strongly deformed, which speaks of the presence
We used cover glasses of 0.2 mm thickness as the substrafd.a high temperature at the time of formation of the conden-
The thickness of the investigated films varied within the
range 45.0-70.0 nm.

We studied the phase composition and magnetic propefEABLE .

ties (magnetizatiorMs) in the prepared samples as functions sampie Phase State of
of the nitrogen partial pressure in the chamber. The resultso. Py, Torr composition Mg, Js  substrate
obtained are presented in Table I. Wg also determined th 10° (without nitrogen _hee (Ni) 0 Not deformed
state qf the substrate after the preparation process. The mag- 1074 fec (Ni) 415 Deformed
netization was measured at room temperature. 3 1073 fce (Ni) 415 Partially
The films prepared @ =10"°Torr had a metallic lus- deformed
tre, an undeformed surface, and zero magnetization. Aj 0 :CC Embm; 8 Not deformed
— — 4 . cc [} ot deforme
P=10 "Torr the samples also had a metallic lustre, but5 10°2 hee (NiN) 0 Not deformed

were strongly deformed, anifl;=415Js. Starting from a
pressure of X10 “Torr, two pronounced regions were ob- *The film was prepared with evaporation interruption every- 28 s.

1063-7842/98/43(9)/3/$15.00 1130 © 1998 American Institute of Physics
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FIG. 1. Electron-microscopic analy-
sis of a Ni-N film prepared at a
pressure of 10° Torr: a — photo-
graph of the sampjeb — electron
diffraction patterns and microphoto-
graphs; left — of the central part,
right — from the periphery of the
sample.

sate. In order to pursue this question in more detail, we per-
formed an analysis of the temperature dynamics in the sub-
strates during the film deposition process. Toward this end,
we sputtered Pd—Cu film thermocouples on the substrate. 670
The results are plotted in Fig. 2. During the first few minutes,
when deposition of the condensate takes place, the substrate
temperature was raised ©=470-570K. This is because 570
the high flux density of the evaporated material carries with
it a large amount of heat, which is then liberated to the sub-
strate. After switching off the plasma the substrate tempera- 470
ture stays unchanged for some time and then begins to fall
according to an exponentiéfilms 1 and 4.

A different picture is observed for film 2: as the tempera- 370
ture is raised tor ~470K, a jumplike increase in the tem-
perature occurs. Due to the finite response time of the ther-
mocouple it was not possible to measure it exactly. However, 270
the strong deformation of the substrate indicates that 0 2 4 ) 8
T>770K. We attribute this sudden increase in the tempera- t, min
t_ure to th_e |Iberi_3.tI.0n of heat accompanying the decompos'l_:IG. 2. Time scans of the temperature in nickel films deposited in"& 10
tion of nickel nitride. As follows from Ref. 1, the phase torr vacuum(1) and in a nitrogen atmosphere at a pressure of1@),
transition N;N—Ni;N takes place at =460—-470K. Due to 1072 (3).
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the accompanying liberation of heat, an abrupt growth of thelicate that the nanocrystallinity of the films is one of the
temperature takes place, and Tat 610— 620K the nickel reasons for the formation of the nickel nitride phase.
nitride decomposes with liberation of the fcc phase of Ni.

Thus, in order to prepare nickel nitride {N) films
using the proposed technique, it is necessary to avoid raisingR- Bernier, Ann. Chim(Parig No. 66, 104 (1951).
the substrate temperature to temperat@est60K. In our "\ Terao, J. Phys. Soc. JpbS, No. 2, 227(1960.

) ;i L. . W. Siegel, Nanostruct. Mater. N8, 1 (1993.

case, this was achieved both by raising the nitrogen pressuréy. | cohen and W. D. Knight, Phys. Toda#3, No. 12, 42(1990.
in the vacuum chambéfilm 5), which leads to a decrease in 5G. I. Frolov, O. A. Bayukov, V. S. Zhigaloet al, JETP Lett.61, 63
the condensation rate and a corresponding decredgeaind |, (1999. _
by interrupting the sputtering proce&#m 4). In film 3, in ;/9(;5) i/l5y2a(glk$;)9\/é L. I. Kveglis, and G. I. Frolov, lIzv. Ross. Akad. Nauk
which we simultaneously observed regions with different 7. |. Frolov, V. s. Zhigalov, A. I. Pol'ski et al, Fiz. Tverd. Tela
structure, the decomposition temperature was reached onlg/(St. Petersbuig38, 1208(1996 [Phys. Solid Stat@8, 668 (1996].
in the center of the sample. Thus, on the periphery of the film"S: M. Zharkov, V. S. Zhigalov, and G. I. Frolov, Fiz. Met. Metallovéd,
the nickel nitride phase was preserved. The small size of the 170199

crystallites on the periphery<{10.0 nm would seem to in-  Translated by Paul F. Schippnick
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Temperature dependence of the current—voltage characteristic in a model of the
conductivity of a metal—insulator—metal structure with a carbonaceous active medium
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A new mechanism is proposed for the processes taking place in metal—insulator—metal structures
with a nanometer-sized insulating gap. The dependence of the theoretical current—voltage
characteristic on the substrate temperature is analyzed and compared with experimental results.
© 1998 American Institute of PhysidS1063-78428)03209-7

Basing ourselves on extensive experimental mafesial tion rate constant of disappearance of particles of the
electroformed diodes with metal—-insulator—metal structurecarbonaceous conducting phase depends on it exponentially
(MIM structures and carbonaceous conducting paths exhib<creates the impression that the model should give a strong
iting N-shaped static current—voltage characteristics, in Refdependence of the current densijtyn the structure on the
2 we proposed a new mechanism for the processes takirgylbstrate temperatuilg . However, in actual fact this is not
place in such objects. The essential elements of the proposéie case.
mechanism include, in particular, a nanometer-sized insulat- Figure 1 plots the current—voltage characteristics of a
ing gap structure and electron tunneling-limited currentMIM structure with a carbonaceous active medium calcu-
through the cathode potential barrier. On the basis of such k&ted according to the model developed in Ref. 4, for two
mechanism, in Refs. 3 and 4 we developed conductivitpVidely spaced temperaturel,. In contrast to the model
models of MIM structures with a carbonaceous active medata; the calculation was carried out for a parameter set
dium, in which a region with negative differential resistance9iving characteristics close to those experimentally observed.
appears due to the presence of inner feedback loops in i particular, this pertains to th_e posmon of the maximum of
system and mechanisms of transparency modulation in tH&€ current-voltage characteristic and the values of the cur-
cathode barrier. We showed that these processes are accofint density which in a refined estimate should have an
panied by self-formation of a nanostructure in the carbonOrder-of-magnitude value of f@v/cm?® at the maximum. The
aceous medium, and that the electroforming can be consid‘§ltter allows us to adopt a value of the constadt

ol 79 . - .
ered as a process of self-organization of the insulating nano- 10 ° cn’/deg W which is more reasonable from physical

gap in the carbonaceous conducting mediimthe presence considerations in the heat balance equation used in the model
of a strong local electric field. The present paper analyzes the

dependence of the theoretical current—voltage characteristic T—To=CE;4j, (h)

on the substrate temperature predicted by this model and

compares the calculated results with the available eXperRNhereEfd is the field strength in the formed insulator.

mental data. _ Due to the poor thermal contact of the formed insulator
As follows from the experimental data on electroformed, i, the surface of the substrate and the relatively high ther-
MIM structures; the current in them in the “on”(low- g conductivity of the latter, the assumption is made that all
resistance state withN-shaped current—voltage characteris- giner elements of the MIM structure besides the formed in-
tic is to first order independent of the substrate temperaturey|ator are at the temperatufg. The values of the remain-
This fact was one of the arguments in favor of the tunnelingng model parameters ar¢=3.5eV and¢,=3.5¢€V (the
mechanism of conductivity posited in the modélOther  heights of the potential barriers, whose meaning is clear from
such arguments were the nanometer-sized width of the insynhe inset to Fig. I Q=3eV, f=10%s"? (the activation
lating gap formed in the carbonaceous conducting mediumenergy and pre-exponential coefficient in the expression for
measured with the help of a scanning tunneling microthe reaction rate constant of the disappearance of particles of
scopé® and the corresponding high field strengths in thethe conducting carbonaceous phase=10"??cn? (the ef-
insulating gap for actually used voltagéisom one to ten  fective cross section of formation of the particles of the car-
volts), which allows one here to speak of such a structure aponaceous conducting phase of organic molecules upon elec-
a nano-MIM diodé? tron impacj; «=0.6, »,=0.4 [the maximum possible
The fact that in the mechanigron which the respective concentration(volume fraction of the particles of the car-
models are based the temperatiiref the formed insulator bonaceous conducting phase and the percolation threshold in
(FI) located in the insulating gafand consisting of a com- the formed insulatdr b=0.1 nm (a constant characterizing
posite material of the sort “conducting particles in an insu-the divergence of the electron flyX =3 nm (the thickness
lating matrix,” see Fig. 1 plays an important roléhe reac- of the formed insulator perpendicular to the anode—cathode

1063-7842/98/43(9)/3/$15.00 1133 © 1998 American Institute of Physics
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FIG. 2. Calculated curves of the dependence on the substrate temp@yature
of the current-density ratiost — j(T,)/j(0), calculated according to the

0 5 12) UV 0 model developed in Ref. 4 fdd = ¢ without account of formuld2); 2 —

’ like 1, but with formula(2) taken into account3=8x10"%eV-K; 3 —
in(To)/jp(0) in accordance with formulé2) calculating according to the
model developed in Ref. 4, i.e., with variabkfe U = ¢, model parameters as
in 2, 4 — ju(To)/jp(0) in accordance with formulé2), B=8X10"*eV
-K, U=¢, §=0.84 nm.

FIG. 1. Calculated curves of the dependence of the current degnaityl
width h of the insulating gap on the voltagdé on a MIM structure for
substrate temperatufg,: 1 — 300,2 — 800 K. Inset shows a simplified
potential diagram of the MIM structurél, — cathode 1 — PD (photode-
tectoy, 2 — CCM, M, — anode.

readily from Eq.(1), asT, varies from liquid-nitrogen tem-

direction; and, finally,w=0.2 [a constant determining the Perature to room temperatufthe range in which experimen-
effective value of the paramet&in Eq. (1) for small thick-  tal data are availablenoting that aff~1500K the decrease
ness of the formed-insulator regipn in the current amounts to about 15%. Results of exact calcu-
In the analysis of the temperature dependence it is nedation for the maximum value of the current—voltage charac-
essary to make a fundamental distinction between states &'istic (U= ¢) and the above values of the model param-
the structure corresponding to segments of the current€ters are shown in Fig. @urvel). They completely confirm
voltage characteristic before and after the maximuch ( the rough estimate obtained above.
= ¢). Let us first consider the cagé> ¢. Under these con- Experimental datafor the voltagesU on the electro-
ditions the temperatur@ of the formed insulator reaches formed MIM structure near the maximum of the current—
1500 K while in the MIM structure feedback loops operateVoltage characteristic and higher did not reveal a temperature
which lead, in particular, to mobility of the effective anode dependence upon comparison of the liquid-nitrogen and
(see Fig. 1, inset whose role is played by the carbonaceousoom-temperature curves. However, if we taken into account
conducting mediun{CCM). The latter is a connected con- the low reproducibility of the current values in this voltage
ducting cluster of particles of the carbonaceous conductin%"nge even for constarfty, which is usually characterized
phase(their concentration falls exponentially with growth of PY & 10-15% spread, then we can hardly expect to observe
the temperatur®), formed when the percolation threshold is the predicted model dependence in such a narrow tempera-
reached in part of the region initially occupied by the formedture interval. A reliable answer can be obtained only by in-
insulator. Therefore, the width of the insulating gaps a  creasing the substrate temperature to temperatures signifi-
variable and grows with increase of the voltage on the Mimcantly above room temperature, which would allow one to
structure(Fig. 1). The falling branch of the current—voltage €XPect an approximately twofold decrease in the current
characteristic corresponds to an increase in the widihthe ~ Upon varyingT, from 100 to 800 K(Fig. 2).
cathode potential barrier with growth bf. One more factor that can have an affect on the function
The nature of the dependence of the current defpsity  1(To) is the well-known temperature dependence of the tun-
the substrate temperatufig is clear from Eq.(1). Taking neling current densityj, in a potential barrier of constant
into account thaE4 and T vary weakly due to the fact that width and heighf associated with smearing of the electron
feedback loops are acting in the structure, equilibratingenergy distribution in the cathode near the Fermi level of the
changes iriT andj, and also thaf stands inside the expo- metal, which was not taken into account in the model
nential in the expression fo_r the concentration of particles of i6(To) 7CKT, BBSG 0T,
the carbonaceous conducting phase, one can expect an al- == = — =— . 2)
most linear decrease ¢fwith growth of T. As follows ib(0)  si(@CkTo)  sin(BBSH~*Ty)
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The last equality is valid folJ= ¢, i.e., a triangularly  Figure 2 plots the corresponding curfaairve4) for the con-
shaped barrier. In this cas@=B&/(2¢)%° whereB is the  stant value=0.84 nm obtained by lowering the voltage to
constant inside the exponential in the expression for the tund = ¢ at the constant temperatufg=300K, calculated for
neling current,k is the Boltzmann constant, anf=1.92 the same valu&J = ¢.

.10 *eV-K. It was shown in Ref. 9 that the characteristic It is important to note that for small values tf the
shape of the dependence of the quanjitgn the voltagdJ reproducibility of the current measurements in electroformed
on the structure, which has its maximumlat ¢, is well ~ MIM structures is significantly higher than fdd=¢. This
confirmed experimentally; however, the absolute values hermade it possible with high accuracy to obtain the experimen-
significantly exceed the theoretical values, which comprise &al temperature dependence of the curréot U=1.5V, in
maximum of tens of a percent. In order to take this experivery good agreement with formu(2), for a total increase in
mental fact into account, in the calculations based on théhe current of 10% with growth of the temperature from 90
model developed in Ref. 4 we formally assign@dhe value to 300K. Such a result is an additional confirmation of the
B=8x10"*eV-K in expression2). This gave a wide range validity of the ideas contained in the model.

of variation of values ofy (curve3in Fig. 2); however, even We wish to express our gratitude to S. A. Krivelevich for
such an artificial enhancement of the dependep(@g)), as  a discussion that initiated the present work.

can be seen, has almost no effect on the temperature depen-

dencej(Ty) (curve?2in Fig. 2). This result is unique for the

above-mentioned regspns, which being th? cause of theH. Pagnia and N. Sotnik, Phys. Status Solidl88(11), 11 (1988.
smaliness of the variations &;q and T, and is also con- 2y \ “vordvintsev and V. L. Levin, Zh. Tekh. Fiz4(12), 88 (1994
nected with the variability of the quantitigsand & in the [Tech. Phys39, 1249(1994)].

model. 3V. M. Mordvintsev and V. L. Levin, Zh. Tekh. Fiz66(7), 83 (1996

: : [Tech. Phys41, 679(1996)].
In th.e CaSGU<¢ the qarbonaceous cond_uctlng medlgm 4V. M. Mordvintsev and V. L. Levin, Zh. Tekh. FiZin press.
(CCM) fills the entire region of the formed insulator while sk A valiev, V. L. Levin, and V. M. Mordvintsev, Zh. Tekh. Fi7(11),
inside the potential barrier the dissociation of carbon- 39 (1997 [Tech. Phys42, 1275(1997)].
containing molecules due to electron impact and, conse-fH- Pagnia, N. 50“&"; agded W'l;th’ g‘t- J-F'QE'GCUCBE(DHE (1990-77
quently, the formation of particles of the carbonaceous con- Jigé Simmons and R. R. Verderber, Proc. R. Soc. London, S8o1A
duct.lng phase are 'mPOSS|b|e- Therefo_re we have a potentiala. Modinos, Field-, Thermionic-, and Secondary-Electron Emission Spec-
barrier of constant width5=h=hg,, which is fixed at the troscopy[in Russian, Nauka, Moscow(1990, 319 pp.
valueU= ¢ (Fig. 1). Such an object has the usual tunneling "J: G- Simmons, irHandbook of Thin-Film Technologgdited by L. I.
current—voltage characteristithe growing branch in Fig.)p ~ V&issel and R. GlangvicGraw-Hill, New York, 1970, 764 pp.

whose temperature dependence is given by expre48)on Translated by Paul F. Schippnick
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