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Capillary oscillations and stability of a charged, viscous drop in a viscous dielectric
medium

A. I. Grigor’ev, S. O. Shiryaeva, and V. A. Koromyslov

Yaroslavl State University, 150000 Yaroslavl, Russia
~Submitted March 28, 1997!
Zh. Tekh. Fiz.68, 1–8 ~September 1998!

The scalarization method is used to obtain a dispersion relation for capillary oscillations of a
charged, conducting drop in a viscous, dielectric medium. It is found that the instability
growth rate of the charged interface depends substantially on the viscosity and density of the
surrounding medium, dropping rapidly as they are increased. In the subcritical regime
the influence of the viscosity and density of both media leads to a nonmonotonic dependence of
the damping rate of the capillary motions of the liquid on the viscosity or density of the
external medium for a fixed value of the viscosity or density of the internal medium. The falloff
of the frequencies of the capillary motions with growth of the viscosity or density of the
external medium is monotonic in this case. ©1998 American Institute of Physics.
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INTRODUCTION

A study of the electrostatic instability of a charged dr
of viscous liquid suspended in another viscous liquid is
significant interest in connection with numerous applicatio
in which such an object figures: in technological applicatio
involving the uniform mixing of immiscible liquids, in prac
tical applications involving the combustion of liquid fuels
regard to the mixing of the fuel and oxidizer, and in ge
physical experiments~see, e.g., Refs. 1–4 and the literatu
cited therein!. Nevertheless, many questions associated w
this problem have so far been only scantily investigated
cause of the complicated technique of the experiments
the difficulty of the theoretical calculations. This also pe
tains to the effect of the viscosity and density of the me
on regularities of realizations of the instability of the charg
surface of such drops.

1. We consider a system consisting of two immiscib
incompressible liquids with densitiesr (1) and r (2) and ki-
netic viscositiesn (1) andn (2). As a result of the action of the
forces of surface tension, whose coefficient we denote as,
the inner liquid, to which we assign the index~1!, takes the
form of a spherical drop with radiusR. The outer liquid,
identified by the index~2!, is assumed to be unbounded.
chargeQ is found on the interface of the two liquids. Furth
we assume that the liquid in the drop is a perfect conduc
and the liquid of the medium is a perfect insulator with d
electric constant«. We will find the spectrum of norma
vibrations of the interface of the two liquids.

In the spherical coordinate systemr , u, w with origin at
the center of the unperturbed drop the equation of the in
face of the two liquids has the formr 5R1j(u,w,t). The
system of hydrodynamic equations, linearized about
equilibrium spherical state, consists of the Navier–Sto
equation
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~whereD is the Laplacian operator!, the equation of conti-
nuity, reduced in the case of an incompressible liquid to
condition

¹•u~a!50, ~2!

kinematic boundary conditions at the interface of the t
liquids r 5R for the tangent components
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~1!5uu

~2! , ~3!

uw
~1!5uw

~2! , ~4!

and normal component
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~2!5
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]t
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of the velocity field, dynamic boundary conditions for th
tangent components
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r
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]uw
~1!
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and normal component
1 © 1998 American Institute of Physics
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2p~1!12r~1!n~1!
]ur

~1!

]r
1ps2pE

52p~2!12r~2!n~2!
]ur

~2!

]r
~8!

of the stress fields, the condition of constant volume of
two liquids

E
V

j~u,w,t !dV50 ~9!

and the condition of immobility of the center of mass of t
system relative to the chosen system of coordinates

E
V

j~u,w,t !erdV50. ~10!

Herej, u, andp denote the perturbations of the shape of
interface, the velocity field, and pressure field, respective
ps is the perturbation of the pressure of the surface tens
forces

ps~j!52
s

R2
~21DV!j, ~11!

pE is the perturbation of the pressure of the electric fi
associated with capillary deformation of the interface~see
Appendix A!

pE~j!52
Q2

2p«
j

1
Q2

4p« (
m50

`

~m11!Pn~m!E
21

1

jPn~m!dm,

~12!

DV is the angular part of the Laplace operator in spher
coordinates,Pn(m) are the eigenfunctions of the operat
DV , anddV is the solid angle element.

In order to simplify the solution of the problem, it i
useful to transform from the MTL-dimensional basis, whe
M , L, and T represent units of mass, length, and time,
spectively, to another, more suitable basis which decre
the number of parameters of the problem. It is convenien
choose therRs basis. The formulas connecting these tw
bases have the form

@r#5ML23, @R#5L, @s#5MT22,

@M #5rR3, @L#5R, @T#5R3/2r1/2s21/2.

We write the dimensions of quantities in the old and
the new basis

@r #5@j#5L5R, @p#5ML21T225R21s,

@u#5LT215R21/2r21/2s1/2,

@n#5L2T215R1/2r21/2s1/2,

@ t#5T5R3/2r1/2s21/2.

To transform to therRs basis, it is sufficient to set the
radius of the drop R, the coefficient of surface tensions, and
e

e
;
n

l

-
es
to

one of the densities or a combination of them with the un
of density equal to unity in all the equations of the syste
We set R51 and s51 at once, but we will choose th
quantity with dimensions of density later from consideratio
of convenience. To transform back to the old basis, it
necessary to divide each quantity encountered in the e
tion by its corresponding dimensionality.

2. We now scalarize the problem using a procedure
scribed in detail in Ref. 5. The velocity fieldu, as an arbi-
trary vector field, can expanded into a sum of three ortho
nal fields

u~r ,t !5N̂1C1~r ,t !1N̂2C2~r ,t !1N̂3C3~r ,t !, ~13!

whereC i ~i51,2,3! are scalar fields. By virtue of orthogo
nality of the fieldsN̂iC i

E
V
~N̂iC i !* •~N̂jC j !dV50 ~ iÞ j !,

where the symbol * denotes the complex conjugate, and
integral is taken over all space, the vector operators sho
satisfy the relationsN̂i

1
•N̂j50~for iÞh), whereN̂i

1 is the
Hermitian conjugate of the operatorN̂j . For the problem
under consideration, it is convenient to choose these op
tors in the form

N̂15¹, N̂25¹3r , N̂35¹3~¹3r !,

N̂1
152¹, N̂2

15r3¹, N̂3
15~r3¹!3¹.

Substituting expansion~13! into the condition of incom-
pressibility ~2!, we obtain

DC1
~a!50. ~14!

Substituting expansion~13! into the Navier–Stokes
equation~1!, allowing for commutativity of the operatorsN̂i

andD, gives

N̂1S ]C1
~a!

]t
2n~a!DC1

~a!1
1

r~a!
p~a!D 1N̂2S ]C2

~a!

]t

2n~a!DC2
~a!D 1N̂3S ]C3

~a!

]t
2n~a!DC3

~a!D 50.

Acting on this equation successively with the operat
N̂i

1 , we obtain three independent equations

N̂i
1
•N̂i S 1

r~a!
p~a!d1i1

]C i
a

]t
2n~a!DC i

~a!D 50, ~15!

whered i j is the Kronecker delta.
Since the operatorsN̂i

1
•N̂i andD commute, they posses

a general system of eigenfunctions. Here the eigenvalue
these operators corresponding to one or another eigenf
tion are, general speaking, different. Equation~15! implies
that either the fieldspd1i andC i should be expanded in th
eigenfunctions corresponding to the zero eigenvalue of
operatorsNi

1
•Ni or the following equation is valid:

1

r~a!
p~a!d1i1

]C i
~a!

]t
2n~a!DC i

~a!50. ~16!



a

ld

su

e
th

th
is

f

ndi-

er

tem,

ns

the
he
on

er-

1013Tech. Phys. 43 (9), September 1998 Grigor’ev et al.
It is obvious that the first possibility would be to great
restriction; therefore we assume that Eq.~16! follows from
Eq. ~15!. Taking condition~14! into account, we obtain the
scalar analog of Eqs.~1! and ~2!, which consists of the fol-
lowing set of independent scalar equations of the fie
DC i

(a) ,

DC i
~a!2~12d1i !

1

n~a!

]C i
~a!

]t
50 ~17!

and an expression for the pressure fieldp

p~a!52r~a!
]C1

~a!

]t
. ~18!

We now substitute expansion~13! into boundary condi-
tions ~3! and ~4!. We obtain two equations

1

r

]

]uH FC1
~1!1

]

]r
rC3

~1!G2FC1
~2!1

]

]r
rC3

~2!G J
1

1

sin u

]

]w
$C2

~1!2C2
~2!%50, ~19!

1

r sin u

]

]wH FC1
~1!1

]

]r
rC3

~1!G2FC1
~2!1

]

]r
rC3

~2!G J
2

]

]u
$C2

~1!2C2
~2!%50. ~20!

We act on Eq.~19! with the operator

1

sin u

]

]u
sin u,

and on Eq.~20! with the operator

1

sin u

]

]w

and add them. As a result we obtain

DVH FC1
~1!1

]

]r
rC3

~1!G2FC1
~2!1

]

]r
rC3

~2!G J 50. ~21!

We act now on Eq.~19! with the operator

1

sin u

]

]w
,

and on Eq.~20! with the operator

1

sin u

]

]u
sin u

and subtract the second equation from the first. As a re
we obtain

DV$C2
~1!2C2

~2!%50. ~22!

Equations~21! and~22! can be satisfied by choosing th
eigenfunctions corresponding to the zero eigenvalue of
operatorDV52N̂2

1
•N̂2. However, as in the case of Eq.~15!,

this would be too great a restriction. Therefore we choose
second possibility, in which the expressions in braces van
i.e.,
s

lt

e

e
h,

FC1
~1!1

]

]r
rC3

~1!G2FC1
~2!1

]

]r
rC3

~2!G50, ~23!

C2
~1!2C2

~2!50. ~24!

Conditions ~23! and ~24! give the scalar analog o
boundary conditions~3! and~4!. After applying the identical
procedure we obtain the scalar analog of boundary co
tions ~6! and ~7!

r~1!n~1!F2
]

]r

C1
~1!

r
1

]2C3
~1!

]r 2
2

~21DV!

r 2
C3

~1!G2r~2!n~2!

3F2
]

]r

C1
~2!

r
1

]2C3
~2!

]r 2
2

~21DV!

r 2
C3

~2!G50, ~25!

r~1!n~1!F r
]

]r

C2
~1!

r G2r~2!n~2!F r
]

]r

C2
~1!

r G50. ~26!

The scalar analogs of boundary conditions~5! and ~8!
follow at once after substitution of expansion~13! and the
expression for the pressure field~18!

]C1
~1!

]r
2

1

r
DVC3

~1!5
]C1

~2!

]r
2

1

r
DVC3

~2!5
]j

]t
, ~27!

F r~1!
]c1

~1!

]t
12r~1!n~1!

]2C1
~1!

]r 2
22r~1!n~1!DV

]

]r

C3
~1!

r G
1ps2pE5F r~2!

]C1
~2!

]t
12r~2!n~2!

]2C1
~2!

]r 2

22r~2!n~2!DV

]

]r

C3
~2!

r
]. ~28!

The condition of constant volume~9! remains un-
changed, and from the condition of immobility of the cent
of mass~10!, upon expanding the spherical basis vectorer in
the constant basis vectors of the Cartesian coordinate sys
we obtain

E
V

j cosudV50, E
V

j sin u coswdV50,

E
V

j sin u sin wdV50,

or, what is the same thing,

E
V

jY1ndV50, ~29!

whereYmn are the spherical harmonics — the eigenfunctio
of the operatorDV — corresponding to the eigenvalues
2m(m11), m50,1,2, . . . ,2m<n<m.

From the obtained system of equations we see that
field C2 has no effect on the variation of the shape of t
surface since the problem of finding it does not depend
C1, C3, or j and it does not enter into the equations det
mining C1, C3, andj.
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3. Let us go on now to the solution of the ordinary sca
boundary-value problem. We seek the solution of Eqs.~17!
and the functionj in the form of a spherical harmonic ex
pansion

C i
~a!5(

m,n
C i

~a!~r !Ymn exp~St!,

j5(
m,n

ZYmnexp~St!. ~30!

We drop the indicesn andm of the quantitiesC i
a(r ) andZ

for the sake of simplicity. From conditions~9! and ~29! we
obtain thatmÞ0 and mÞ1; therefore in what follows we
assume thatm52,3, . . . , 2n<m<n. The pressure of the
forces of surface tension~11! now take the form

ps5(
m,n

~m21!~m12!ZYmn exp~St!. ~31!

The pressure of the electric field~12! now takes the form

pE5
Q2

4p« (
m,n

~m21!ZYmn exp~St!. ~32!

Substituting expansions~30! into Eqs. ~17!, we obtain
equations for the radial functions

a2C i
~a!~r !

dr2
1

2

r

dC i
~a!~r !

dr
2F S

n~a!
~12d1i !

1
m~m11!

r 2 GC i
~a!~r !50. ~33!

Substituting Eqs.~30!–~32! into Eqs.~23!–~28!, we ob-
tain boundary conditions for the functionsC i

(a)(r )

FC1
~1!~r !1

]

]r
rC3

~1!~r !G2FC1
~2!~r !1

]

]r
rC3

~2!~r !G50,

r~1!n~1!F2
]

]r

C1
~1!~r !

r
1

]2C3
~1!~r !

]r 2

1~m21!~m12!C3
~1!~r !G2r~2!n~2!

3F2
]

]r

C1
~2!~r !

r
1

]2C3
~2!~r !

]r 2

1~m21!~m12!C3
~2!~r !G50,

F ]C1
~1!~r !

]r
1m~m11!C3

~1!~r !G
2F ]C1

~2!~r !

]r
1m~m11!C3

~2!~r !G50,

]C1
~1!~r !

]r
1m~m11!C3

~1!~r !2SZ50,
r
r~1!FSC1

~1!~r !12n~1!
]2C1

~1!~r !

]r 2

12n~1!m~m11!
]

]r

C3
~1!~r !

r G
2r~2!FSC1

~2!~r !12n~2!
]2C1

~2!~r !

]r 2

12n~2!m~m11!
]

]r

C3
~2!~r !

r G
1F ~m21!~m12!2

Q2

4p«
~m21!GZ50, ~34!

C2
~1!~r !2C2

~2!~r !50,

r~1!n~1!F ]

]r

C2
~1!~r !

r G2r~2!n~2!F ]

]r

C2
~2!~r !

r G50. ~35!

The solutions of Eqs.~33! have the form

C1
1~r !5b1r m, C1

2~r !5c1r 2~m11!,

C2
1~r !5b2

i m~x1r !

i m~x1!
, C2

2~r !5c2

km~x2r !

km~x2!
,

C3
1~r !5b3

i m~x1r !

i m~x1!
, C3

2~r !5c3

km~x2r !

km~x2!
, ~36!

where x15AS/n1, x25AS/n2; i m(x), and km(x) are the
modified Bessel functions of the first and third kind, respe
tively.

We now substitute the solutions for the radial functio
C i

(a)(r ) ~36! into the system of boundary conditions~34!.
Employing the following recursion formulas

i m8 ~x!

i m~x!
5

i m11~x!

i m~x!
1

m

x
,

i m9 ~x!

i m~x!
52

2

x

i m11~x!

i m~x!
1F11

m~m21!

x2 G ,

km8 ~x!

km~x!
52

km21~x!

km~x!
2

m11

x
,

km9 ~x!

km~x!
52

2

x

km21~x!

km~x!
1F11

~m11!~m12!

x2 G ~37!

for the modified spherical Bessel functions, after some tra
formations we obtain a homogeneous system of linear eq
tions in the coefficientsb1, c1, b3, c3, andZ

b11b3Fx1

i m11~x1!

i m~x1!
1~m11!G

2c11c3Fx2

km21~x2!

km~x2!
1mG50,



e

in
e

eter

re-
s.
al

art

in
he

art

1015Tech. Phys. 43 (9), September 1998 Grigor’ev et al.
r1n1H 2~m21!b11b3F22x1

i m11~x1!

i m~x1!
1x1

212~m21!

3~m11!G J 2r2n2H 22~m12!c1

1c3F2x2

km21~x2!

km~x2!
1x2

212m~m12!G J 50,

mb11m~m11!b31~m11!c12m~m11!c350,

mb11m~m11!b32SZ50,

r1H ~S12n1m~m21!!b11b32n1m~m11!

3Fx1

i m11~x1!

i m~x1!
1~m21!G J 2r2H ~S12n2~m11!

3~m12!!c11c32n2m~m11!Fx2

km21~x2!

km~x2!

1~m12!G J 1F ~m21!~m12!2
Q2

4p«
~m21!GZ50.

The given system has a nontrivial solution only if th
determinant of the matrix of coefficients of the unknownsb1,
c1, b3, c3, andZ is equal to zero

detUa11 a12 a13 a14 a15

a21 a22 a23 a24 a25

a31 a32 a33 a34 a35

a41 a42 a43 a44 a45

a51 a52 a53 a54 a55

U50, ~38!

where

a1151, a12521, a135x1

i m11~x1!

i m~x1!
1~m21!,

a145x2

km21~x2!

km~x2!
1m, a1550,

a2152~m21!r1n1 ,

a2252~m12!r2n2 ,

a235r1n1F22x1

i m11~x1!

i m~x1!
1x1

212~m21!~m11!G ,
a2452r2n2F2x2

km21~x2!

km~x2!
1x2

212m~m12!G ,
a2550, a315m, a325~m11!,

a335m~m11!, a3452m~m11!, a3550,

a415m, a4250, a435m~m11!, a4450,

a4552S,

a515r1S12m~m21!r1n1 ,

a5252r2S22~m11!~m12!r2n2 ,
a535r1n12m~m11!Fx1

i m11~x1!

i m~x1!
1~m21!G ,

a545r2n22m~m11!Fx2

km21~x2!

km~x2!
1~m12!G ,

a555~m21!~m12!2
Q2

4p«
~m21!. ~39!

4. Numerical calculations of the determinant~38! taking
relations ~39! into account lead to the trends illustrated
Fig. 1, which plots the dependence of the real part RS
5ReS(W) and imaginary part ImS5Im S(W) of the fre-
quency for the second mode on the Rayleigh param
W[Q2/(16p«sR3): the growth rate~branch 2! for ReS
.0 and damping rates for ReS,0 of the damped periodic
~branches1! and aperiodic~branch3! capillary motions of
the drop in the medium. The branches of the dispersion
lation with numbers4–7, etc. correspond, according to Ref
5 and 6, to dissipation of the energy of the vortical poloid
motions.

Figures 2 and 3 plot the dependence of the real p
ReS5ReS(n2) and imaginary part ImS5Im S(n2) of the
complex frequency of the capillary motions of the liquid
the drop and of the liquid surrounding it as functions of t
dimensionless viscosity of the mediumn2 in the subcritical
regime in the absence of charge on the interfaceW50 ~Fig.
2! and in the supercritical regime forW52 ~Fig. 3!. Note
that the critical value of the Rayleigh parameter isW51.

Figures 4 and 5 plot the dependence of the real p
ReS5ReS(r2) and the imaginary part ImS5Im S(r2) of

FIG. 1. ReS5ReS(W) and ImS5Im S(W) plotted as functions ofW.
m52, n150.01,n250.1, r151, r251.5.
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the complex frequency of the capillary motions of the liqu
in the drop and of the liquid surrounding it as functions
the dimensionless density of the mediumr2 in the subcritical
regime in the absence of charge on the interfaceW50 ~Fig.
4! and in the supercritical regime forW52 ~Fig. 5!.

In Figs. 2–5 the branches with numbers greater tha1
correspond to vortical poloidal motions, which exist both
the drop and in the surrounding medium. In the figures
poloidal motions corresponding to the drop are labelled
even numbers, and those pertaining to the medium are

FIG. 2. ReS5ReS(n2) and ImS5Im S(n2) plotted as functions ofn2 in
the subcritical regime forW52. m52, n150.01,r151, r251.5.

FIG. 3. ReS5ReS(n2) plotted as a function ofn2 in the supercritical
regime forW52. m52, n150.01,r151, r251.5.
f

e
y
la-

belled by odd numbers. It can be seen that in the lim
r2→0 the curves corresponding to the vortical poloidal co
ponent of the velocities of the surrounding liquid coales
with the curves corresponding to the vortical poloidal co
ponent of the velocities of the liquid in the drop. Note that
the calculations behind Figs. 1–5, as the third scaling par
eter we took the density of the liquid in the drop, i.e
r151.

Figure 6 plots the dependence of the real part of
frequency on the dimensionless viscosity of the liquid in t

FIG. 4. ReS5ReS(r2) and ImS5Im S(r2) plotted as functions ofr2 in
the subcritical regime forW50. m52, n150.01,n250.1, r151.

FIG. 5. ReS5ReS(r2) plotted as a function ofr2 for W52. m52, n1

50.01,n250.1, r151.
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drop ReS5ReS(n1) in the supercritical regime (W52) for
all expressions scaled byr2. It is easy to see that the insta
bility growth rate falls off gently withn1 ~curve 1!. The
dependence of the growth rates of the vortical poloidal m
tions on n1, on the other hand, is quite noticeable~curves
2–7!.

Figure 7 plots the dependence of the real part of
frequency on the dimensionless density of the liquid in
drop ReS5ReS(r1) in the supercritical regime (W52) for
all expressions scaled byr2. Curve1 plots the falloff of the
instability growth rate of the interface with increasingr1.
Curves 2–5, etc., which plot the damping rates of th
poloidal–vortical motions, depend onr1 very weakly, falling
with increasingr1.

5. Let us turn now to the problem of finding the vortic
toroidal component of the velocity field associated with t
scalar functionC2, which is determined by system of equ
tions ~35!. Substituting expressions~36! into Eqs.~35!, and
employing recursion formulas~37!, we find

b22c250,

FIG. 6. ReS plotted as a function ofn1 in the supercritical regime for
W52. m52, n250.1, r151.5, r251.

FIG. 7. ReS plotted as a function ofr1 in the supercritical regime for
W52. m52, n150.01,n250.1, r251.
-

e
e

r~1!n~1!Fx1

i m11~x1!

i m~x1!
1~m21!Gb2

1r~2!n~2! Fx2

km21~x2!

km~x2!
1~m12!Gc250.

The above system of algebraic equations has a nontr
solution if the determinant of the matrix of coefficients ofb2

and c2 is equal to zero. This condition also determines t
dispersion relation describing the spectrum of vortical tor
dal motions in the drop and in the medium

r~1!n~1!Fx1

i m11~x1!

i m~x1!
1~m21!G

1r~2!n~2!Fx2

km21~x2!

km~x2!
1~m12!G50.

Numerical calculations based on the above dispers
relation show that an increase in the dimensionless visco
of the liquid of the drop leads to a rapid increase in t
damping rates of the toroidal motions. The dependence
the viscosity of the medium and densities of both liquids
quite insignificant.

CONCLUSION

In our theoretical study of the capillary vibrations of
charged, viscous, incompressible drop in a viscous, inco
pressible insulating medium we have found that the visco
and density of the medium have a substantial effect both
the structure of the spectrum of capillary motions of the l
uid in the drop and the liquid in the medium, and on t
regularities of realizations of the instability of the charg
interface: the instability growth rates fall off rapidly wit
growth of n2 and r2, and the damping rates of the vortic
poloidal motions undergo a considerable increase.

The decrease of the instability growth rates may mean
increase in the probability of breakup of a strongly charg
drop into two parts of comparable size as was observed
Ryce and Wyman7 and Ryce and Patriarghe8, and a decrease
in the probability of breakup via the Rayleigh channel d
scribed in Ref. 9.

APPENDIX

The electric field pressure at the interface of a condu
ing medium and an insulating medium is defined as follow

pE5
«

8p
E2U

r 5R1j

.

Let F be the potential of the electric field in the insul
tor. We represent it in the formF5F01dF, whereF0 is
the potential in the absence of perturbations anddF is an
added term due to a small perturbation of the surface of
drop. Thus

pE5
«

8p
~¹F01¹~dF!!2U

r 5R1j

.

We expand this expression in a series out to terms
orderj anddF
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pE'
«

8p
~¹F0!2U

r 5R1j

1
«

8p
2¹F0•¹~dF!U

r 5R1j

5
«

8p
~¹F0!2U

r 5R

1
«

8p

]~¹F0!2

]r U
r 5R

j

1
«

4p
~¹F0!U

r 5R

~¹dF0!U
r 5R

.

Making use of the fact that the electric field on the s
face of a conductor is perpendicular to the surface, we ob

pE5
«

8pS ]F0

]r D 2U
r 5R

1
1

8pUF ]

]r S ]F0

]r D 2GU
r 5R

j

1U 1

4p

]F0

]r U
r 5R

]~dF!

]r U
r 5R

.

The potentialF should satisfy the following conditions
DF50; F→0 asr→`; andF5const forr 5R1j. Thus,
for F0 anddF we have either

DF050, DdF50;

F0→0, dF→0 as r→`;

F0ur 5R1j•
]F0

]r U
r 5R

1dFur 5R5const for r 5R

or, settingF0ur 5R5const, we obtain

dFur 5R52j
]F0

]r U
r 5R

.

Thus, forF0 we find F05Q/«r . We seek the solution
for dF in the form

dF5(
n

FnS R

r D n11

Pn~m!,

wherem[cosu and Pn(m) are the Lengendre polynomia
normalized to unity.
-
in

From the boundary condition for the potential on t
surface of the drop we obtain

(
n

FnPn~m!5j
Q

«R2
.

Taking into account that*21
1 Pn(m)Pm(m)dm5dnm , we

obtain

Fn5
Q

«R2E21

1

j~u!Pn~m!dm

→dF5(
n

Q

«R2S R

r D n11

Pn~m!E
21

1

«Pm~m!dm

→pE5
1

8p

Q2

«R4
2

1

2p

Q2

«R4

«

R

1
1

4p

Q2

«R4 (
n50

`

~n11!Pn~m!E
21

1

jPn~m!dm.
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Calculation of the critical conditions of instability in an electric field of a hemispherical
droplet on a hard substrate

S. O. Shiryaeva

Yaroslavl State University, 150000 Yaroslavl, Russia
~Submitted June 16, 1997!
Zh. Tekh. Fiz.68, 9–12~September 1998!

The critical conditions of instability of a hemispherical drop of a conducting liquid lying on a
hard, electrically conducting substrate in an electric field parallel to the symmetry axis
of the drop are found. These critical instability conditions are found to be higher than those of
an insulating drop of the same size. ©1998 American Institute of Physics.
@S1063-7842~98!00209-8#
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In various problems of technical physics and geophys
one encounters the problem of the electrostatic instability
drops of a conducting liquid that have settled onto cond
tors in an external electrostatic field. In particular, this pro
lem is associated with the problem of increased energy lo
on transmission lines in rainy weather,1 with studies of the
relationships governing St. Elmo’s fire, which is due to t
ignition of a corona discharge in the atmospheric elec
field in the vicinity of water droplets settled onto ta
objects,2–4 and with the problem of the danger of fire an
explosions in the washing out of highly flammable liqui
from large storage tanks.5 The following discussion is base
on a method described in detail in Ref. 6 and used in Re

1. We consider a drop of an ideal, incompressible, p
fectly conducting liquid with densityr and coefficient of
surface tensions, lying on a hard, flat, electrically conduc
ing substrate. Let the entire system be found in an exte
uniform electrostatic fieldE0, perpendicular to the plane o
the substrate. The question of the equilibrium shape of s
a drop is very complicated since it depends on the form
the adhesion forces between the drop and the subst
which are difficult to take into account. Therefore we assu
that the liquid wets the substrate and the contact angl
equal top/2, the shape of the drop is hemispherical, a
ignoring the question of the state of equilibrium of th
shape, we pose the problem of determining the critical c
ditions of the instability of such a surface relative to t
electric and capillary forces. Despite the arbitrariness of
problem as posed, it allows us, to first order, to shed so
light on the question of the various conditions of excitati
of instability of a drop in the free state and a drop sea
upon a hard substrate.

The equation of perturbed wave motion of the surface
a drop in spherical coordinates with origin at the center
the base of the hemisphere andz axis perpendicular to the
plane of the substrate is written in the form

r ~Q,t !5R1j~Q,t ! S 0<Q<
p

2 D , ~1!
1011063-7842/98/43(9)/4/$15.00
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whereR is the radius of the unperturbed hemispherical s
face,j(Q,t) is the axisymmetric perturbation of the surfa
of the drop (maxuju!R).

A treatment of just the axisymmetric perturbations is ju
tified by the fact that the critical conditions of excitation
the axisymmetric modes of the capillary vibrations of t
surface are lower than for the nonaxisymmetric mod
Therefore, for the stated problem such a simplification
entirely reasonable.

We will solve the problem in the approximation i
which we keep only terms linear inuju/R. Wave motion of
an ideal, incompressible liquid due to a perturbation of
surface,j, is potential with velocity potentialC(r ,Q,t) hav-
ing the same order of smallness asuju/R and being a har-
monic function

DC50, ~2!

whereD denotes the Laplacian operator.
We write the boundary conditions on the free surface

the drop defined by Eq.~1!. In the linear approximation
where we linearize in the small quantities of the proble
these boundary conditions pertain, as is customary in
theory of waves of infinitesimally small amplitude,8 to the
unperturbed surface

r 5R:
]j

]t
5

]C

]r
, ~3!

2r
]C

]t
1dpE2dps50, ~4!

wheredpE anddps are perturbations in the pressure of t
electric forces and the pressure of the surface tension for
and have first-order of smallness.

The solution of Eq.~2!, bounded at the center of th
hemisphere, has the form

C5 (
n50

`

Cn~ t !r nPn~cosQ!, ~5!

wherePn(cosQ) are the Legendre polynomials, which sa
isfy the following conditions on the hemispherical surface9:
9 © 1998 American Institute of Physics
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E
0

1

Pn~x!dx55
1 for n50,

0 for n52k,

~k51,2,3, . . . !,

Ln

Mn
[An for n52k,

~k50,1,2,3, . . . !,

~6!

where

Ln5~21!
1
2 ~n21!~n21!!, Mn52nS n21

2 D ! S n11

2 D ! ;

E
0

1

Pn~x!Pm~x!dx

55
1

2n11
for m5n,

0 for ~n2m!52k,

~k51,2,3, . . . !,

Fn,m

Gn,m
[Bn,m for n52l , m52k11,

~ l ,k50,1,2, . . . !,

~7!

whereFn,m5(21)
1
2(m1n11)n!m!,

Gn,m52~m1n21!~n2m!~m1n11!F S n

2D ! S m21

2 D ! G2

.

We also represent the perturbation of the surface of the d
j(Q,t) in the form of an expansion in Legendre polynomia

j~Q,t !5 (
n50

`

Zn~ t !Pn~cosQ!. ~8!

It is obvious that as the surface of the drop vibrates,
volume should not vary, i.e.,

E
0

2p E
0

p/2E
0

R1j

r 2dr sinQdQdw5
2

3
pr 3.

In the approximation linear inj/R the condition of con-
stant volume of the drop takes the form

E
0

1

j~Q,t !d~cosQ!50.

Substituting expansion~8! into this condition and taking
into account property~6! of the Legendre polynomials, w
obtainZ050 andZ2k1150 (k50,1,2, . . . ). Employing this
result, we rewrite expansion~8! as

j~Q,t !5 (
k51

`

Z2k~ t !P2k~cosQ!. ~9!

We assume~as is customary in the theory of the stabili
of the solutions of differential equations! that the time de-
pendence of the perturbationj(Q,t) is exponential, i.e.,

Zn~ t !;exp~St!, ~10!

whereS is the complex frequency.
op

s

Bearing ansatz~10! in mind, we substitute solutions~5!
and ~9! into boundary condition~3! and, using property~7!
of the Legendre polynomials, we obtain a relation betwe
the coefficientsCn(t) andZn(t)

C2k11~ t !50,

C2k~ t !5
SZ2k~ t !

2kR2k21
~k51,2,3, . . . ,0!. ~11!

In order to apply boundary conditions~4!, it is necessary
to write out expressions for the perturbations of the press
dpE anddps . The pressure of the surface tension forces
a distorted spherical surface are known8

ps5ps
~0!1dps5sF 2

R
2

1

R2
~21L̂ !jG , ~12!

whereps
(0) is the pressure on the surface of the sphere anL̂

is the angular part of the Laplace operator in spherical co
dinates

L̂Pn~cosQ!52n~n11!Pn~cosQ!.

2. In order to write out the pressure of the electric
forces, we mathematically formulate the problem of calcul
ing the electric field on the surface of the drop. The poten
w of the electric field near the surface of a perfectly condu
ing drop lying on a perfectly conducting flat, unbounded su
strate in the presence of an external, uniform electrost
field perpendicular to the surface of the substrate should
isfy the following boundary-value problem:

Dw50,

r→`: w→2E0z,

r 5R1j; z50: w5const50. ~13!

We represent the potentialw in the form

w5w01dw, ~14!

wherew0 is the potential on the surface of the conducti
hemisphere lying on a conducting substrate,10

w052E0zS 12
R3

r 3 D
52E0r cosQS 12

R3

r 3 D S 0<Q<
p

2 D , ~15!

dw is the perturbation of the potential caused by the per
bation of the surfacej(Q,t) and has first-order smallness.

Substituting expansion~14! into problem~13! and taking
into account the well-known solution~15!, we obtain a
boundary-value problem fordw

D~dw!50, ~16!

r→`: dw→0, ~17!

r 5R, Q5
p

2
: dw52j

]w0

]r
. ~18!
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The solution of Eq.~16!, satisfying condition~17!, has
the form

dw5 (
n50

`

Dn~ t !S R

r D n11

Pn~cosQ!. ~19!

Substituting solutions~19! and ~15! and expansion~9!
into boundary condition~18! for for Q5p/2, we obtain

(
n50

`

Dn~ t !S R

r D n11

Pn~0!50.

Noting that P2k(0)Þ0 and P2k11(0)50 (k
50,1,2, . . . ), it follows that D2k50 andD2k 1Þ0, i.e., so-
lution ~19! can be rewritten in the form

dw5 (
k50

`

D2k11~ t !S R

r D 2k12

P2k11~cosQ!. ~20!

3. Substituting solutions~20! and~15! and expansion~9!
into boundary condition~18! for r 5R, we obtain

(
k50

`

D2k11~ t !P2k11~cosQ!

53E0(
k51

`

Z2k~ t !cosQP2k~cosQ!. ~21!

Expanding the product cosQPn(cosQ) in Legendre
polynomials

cosQPn~cosQ!5anPn11~cosQ!1bnPn21~cosQ!,

an[
n11

2n11
, bn[

n

2n11
~22!

and adducing property~7! of the Legendre polynomials, con
dition ~21! yields the following equation relating the coeffi
cientsD2k11(t) andZ2k(t):

D2k11~ t !53E0@Z2k~ t !a2k1Z2k12~ t !b2k12#. ~23!

Thus, the solution of boundary-value problem~13! for
the potential of the electric field in the described system
the form ~14!, ~15!, ~20!, and~23!.

The electric field vector is given by

Eur 5R1j52¹w'3E0 cosQer

1H F (
k50

`

D2k11~ t !
~2k12!

R
P2k11~cosQ!

26E0 (
k51

`
Z2k~ t !

R
cosQP2k~cosQ!Ger

2F (
k50

`

D2k11~ t !
1

R

dP2k11~cosQ!

dQ

13E0 (
k51

`
Z2k~ t !

R
sinQP2k~cosQ!GeQJ

[E01dE. ~24!
s

The pressure of the electric field on the surface of
perturbed hemisphere, after linearizing expression~24! in the
small quantities of the problem, is written in the form

PEU r 5R1j5
1

8p
~E!2U

r 5R1j

'
1

8p
@~E0!212E0dE#

[PE
~0!1dPE ,

PE
~0!5

9E0
2

8p
cos2 Q,

dPE'
1

4p
18E0

2 (
k50

` H ~k21!a2k22a2k21

Z2k22~ t !

R

1@~k21!a2k21b2k1ka2kb2k11#
Z2k~ t !

R

1kb2k11b2k12

Z2k12~ t !

R J P2k~cosQ!. ~25!

4. Substituting solution~5! into Eq.~4!, and also expres-
sions~12! and~25! allowing for relation~11! and ansatz~10!,
we obtain

H rR

2k
S22

18E0
2

4pR
@~k21!a2k21b2k1ka2kb2k11#2

2s

R2
@1

2k~2k11!#J Z2k2
18E0

2

4pR
@~k21!a2k22a2k21Z2k22

1kb2k11b2k12Z2k12#50~k51,2,3, . . . !. ~26!

This is an infinite system of homogeneous coupled eq
tions defining the amplitudes of the various modes of
capillary vibrations. It has a nontrivial solution when th
determinant of the matrix of coefficients of the amplitudes
the modes vanishes. The condition that the determinan
system~26! equals zero gives the dispersion relation of t
problem, which has infinite order:

U 421Q122ya2b3 2yb3b4

2ya2a3 821Q192y~a3b412a4b5!

0 22ya4a5

. . . . . .

. . . . . .

0 . . .

22yb5b6 . . .

1221Q1202y~2a5b623a6b7! . . .

. . . . . .

. . . . . .

U50,

where

y[
9

4p
w, w[

E0
2R

s
, Q[

rR3

s
S2,

andan andbn are defined by Eqs.~22!.
In the zeroth approximation and neglecting the inter

tion of modes described by the nondiagonal terms of
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above determinant~dispersion relation!, we obtain the fre-
quencies of the capillary vibrations of thekth mode in the
form

S252
2s

rR3
kFk~k11!22

2w
9k@~2k11!~2k221!24k#

4p~4k221!~2k13!
G

iv
ex
s
t
n

lu
e
,
t
f
i-
s
so
al
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te
~k52,4,6, . . . !.

The surface of the drop becomes unstable when
square of the frequency passes through zero (S250) and
becomes positive. Thus, the critical conditions of instabil
of a hemispherical drop follow from the dispersion relati
for S250
U 22ya2b3 2yb3b4 0 . . .

2ya2a3 92y~a3b412a4b5! 22yb5b6 . . .

0 22ya4a5 202y~2a5b613a6b7! . . .

. . . . . . . . . . . .

. . . . . . . . . . . .

U50. ~27!
rop
ub-
eld

z.

-
00

,

Solving this equation by the method of success
approximations, one can obtain the critical conditions of
citation of the various modes of the capillary vibration
Thus evaluation of a third-order determinant allows one
determine the critical conditions for the second, fourth, a
sixth modes:w2'7.79, w4'30.87,w6'57.75. From these
values it is clear that as the external field is increasedn52,
the first mode to lose stability is the second one. This va
of the parameterw defines the threshold of stability of th
surface of a hemispherical drop,w57.79. For comparison
note that a free drop with equal volume loses stability aw
52.62~Ref. 11!. For the critical value of the field strength o
the external uniform electrostatic field in which a hem
spherical drop becomes unstable, the above result implie
increase by a factor of roughly one-and-a-half in compari
with the critical value of the field for a free drop of equ
volume.

In the zeroth approximation and neglecting the inter
tion of modes, it is not hard to obtain analytical expressio
from Eqs.~26! for the critical dependence of the parame
wk on the mode number in the form

wk5
4p@k~k11!22#~4k221!~2k13!

9@~2k11!~2k221!24k#k

~k52,4,6, . . . !.
e
-
.
o
d

e

an
n

-
s
r

CONCLUSION

By way of the above analysis we have shown that a d
of conducting liquid that has settled onto a conducting s
strate is more stable in an external uniform electrostatic fi
than is a free drop of equal volume.
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Instability of a charged interface of two immiscible viscous liquids with charge
relaxation taken into account
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On the basis of an analysis of a derived dispersion relation, it is demonstrated that there can be
two different types of instability relative to the free charge of a charged, planar interface
between two viscous immiscible liquids with finite electrical conductivity in a gravitational field.
For large values of the surface charge density, depending on the viscosities and ratio of
conductivities of the media, one can observe either an aperiodic~of the Tonks–Frenkel type! or
oscillatory instability of the interface. Increasing the viscosity of the lower liquid leads to
a substantial drop in the increments of the mentioned instability types and alters the critical
conditions for manifestation of the oscillatory instability, whereas varying the viscosity
of the upper surface has only a very weak effect on these characteristics. ©1998 American
Institute of Physics.@S1063-7842~98!00309-2#
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The phenomenon of instability of the interface of tw
immiscible liquids, differing in their physical-chemical prop
erties, has been investigated in various limiting situatio
more than a few times in connection with numerous phy
cal, geophysical, and technical problems~see, for example
Refs. 1–4 and the literature cited therein!. Nevertheless,
many questions associated with this phenomenon have
only sparsely studied because of the cumbersomeness o
dispersion relations which obtain even in idealized mod
and admit an analytical analysis only in asymptotic situ
tions. The present paper investigates the influence of the
cosities and electrical conductivities of two liquids in conta
on the stability of a flat, charged interface between them
on the spectrum of the capillary motions that arise.

1. Let two immiscible, viscous, electrically conductin
liquids fill all of space in the gravitational field. Let the un
perturbed interface between them coincide with theXY plane
of a Cartesian coordinate system whosez axis point up, in
the direction opposite the force of gravity. We take the up
liquid with kinematic viscosityn1 and densityr1 filling the
half-spacez.0 to be conducting with conductivitys1 and
dielectric constant«1. The lower liquid fills the half-space
z,0 and has kinematic viscosityn2 , densityr2.r1, dielec-
tric constant«2, and conductivitys2. We also assume tha
the unperturbed interface is uniformly charged with surfa
charge density̧ and possesses surface tension with coe
cient g, and that the charge carriers on the interface h
mobility b. We describe the electrostatic fieldsE1 andE2 in
the upper and lower regions with the help of the electrost
potentialsF1 and F2, respectively. Armed with the abov
tools, we write the following linearized system of equatio
to help us identify the conditions under which the instabil
in the described system is manifested:

]Uj

]t
52

1

r j
gradPj1n jDUj1g, j 51,2, ~1!
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div Uj50, DF j50, Ej52gradF j , ~2!,~3!

z→2`: U150, ~4!

E15E10nz , ~5!

z→`: U250, ~6!

E25E20nz . ~7!

In these expressionsPj5Pj (r ,t) is the pressure andUj

5Uj (r ,t) is the velocity field inside thej th liquid; g is the
acceleration due to gravity, andnz is thez basis vector, and
D denotes the Laplacian operator. On the interface of the
media, perturbed by capillary wave motion, described by
equation z5z(x,y,t), the following boundary conditions
should be satisfied:

4p¸5«1~n1 ,E1!1«2~n2 ,E2!, ~8!

]¸

]t
1divs~¸Ut1¸bEt!1s1~n1 ,E1!1s2~n2 ,E2!50,

~9!

divs[
]

]x
1

]

]y
, F15F2 , ~10!

U1~r ,t !5U2~r ,t !, ~11!

U jz'
]z

]t
, j 51,2, ~12!

n1

r1
@~t1~n1 ,¹!,U1!1~n1~t1 ,¹!,U1!#

2
n2

r2
@~t2~n2 ,¹!,U2!1~n2~t2 ,¹!,U2!#5P¸ ,

~13!
3 © 1998 American Institute of Physics
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P12P212nr2

]U2z

]z
22nr1

]U1z

]z
5P¸1Pg . ~14!

In these relations

Pg52g
]2z

]x2

is the pressure of the surface tension forces under the
turbed liquid surface;5

P¸5P¸12P¸2 ,

P¸ j5
« j

8p
@~nj ,Ej !

22~tj ,Ej !
2# ~ j 51,2! ~15!

is the electrostatic pressure on it due to the presence of
face charge distributed with surface density¸;6

P¸5P¸12P¸2 ,

P¸ j5
« j

4p
~nj ,Ej !~tj ,Ej ! ~ j 51,2! ~16!

is the electrical part of the tangential components of
stress tensor;tj andnj are unit vectors tangent and normal
the surface of thej th liquid, respectively, and the notatio
( . . . , . . . ) isused for the scalar~dot! product.

2. We will solve problem~1!–~16! using the classica
methods5,6 of hydrodynamics, dividing the velocity fieldUj

5Uj (r ,t) into two components: a potential component@with
velocity potentialw j (r ,t)] and a vortical component@de-
scribing the current functionc j (r ,t)]

Ux j5
]w j

]x
2

]c j

]z
,

Uz j5
]w j

]z
1

]c j

]x
~ j 51,2!. ~17!

The pressuresP1(r ,t) and P2(r ,t) in the upper and
lower liquids can be written in the form

Pj52r j

]w j

]t
1r jgz ~ j 51,2!. ~18!

We seek the scalar functionsw j andc j in the form5,6

w1~x,z,t !5A1exp~2kz!exp~st2 ikx!,

c1~x,z,t !5B1exp~2q1z!exp~st2 ikx!,

w2~x,z,t !5A2exp~kz!exp~st2 ikx!,

c2~x,z,t !5B2exp~q2z!exp~st2 ikx!,

qj
25k21s/n j . ~19!

The electric field in the upper and lower medium is d
fined by the potentials

F15E01z1D1exp~2kz!exp~st2 ikz!,

F25E02z1D2exp~kz!exp~st2 ikz!, ~20!

wheres is the complex frequency,k is the wave number, and
Aj , Bj , andD j are constants.
er-

ur-

e

-

Substituting expressions~17!–~20! into Eqs.~1!–~16! al-
lows us to obtain a homogeneous system of six linear eq
tions in the six unknown constantsAj , Bj , D j . Setting the
determinant of the matrix of coefficients of the unknow
amplitudesAj , Bj , andD j equal to zero is a necessary an
sufficient condition for the existence of a nontrivial solutio
of the problem. This condition gives the dispersion relati
for the spectrum of capillary motions of the liquid in th
analyzed system. In dimensionless variables, in wh
g5r25g51, and the characteristic scales of the dime
sioned quantities have the form

s* 5S r2g3

g D 1/4

, k* 5S r2g

g D 1/2

, r* 5r2 , B* 5Ar2,

n1* 5S g3

r2
3g

D 1/4

, n2* 5S g3

r2
3g

D 1/4

,

b* 5S g

r2g3D 1/4

, W* 5Argg,

the dispersion relation can be written in the form

2a2~s2Z1Z31skQd!2sk3HL1Z1
2~s4~r11!

3Z124s2k3n2~r21!2d14s3k2n~r21!

3Z214rs4k!1Z3~s3k2QZ11s3kQ~r11!d

1k2~H1Ls!~s2Z222skQn~r21!d!50,

where

Z15r~Ak21s/n22k!1~Ak21s/n12k!,

Z25r~Ak21s/n22k!2~Ak21s/n12k!,

Z3511sb1bkBA «

11«
4pW,

d5~Ak21s/n12k!~Ak21s/n12k!,

s5
s1

s2
, «5

«1

«2
, b5

«11«2

4p~s11s2!
,

B5
b

A«11«2

, r5r1 /r2 , W5
«1E10

2

4p
,

a25Z3~k~r21!2k3!1k2F, F5F11F2 ,

F15W~12s!S sb
12s

11«
1

11«s2

11s D ,

F25WS 11
s

« D S 11
s2

« DbkBA «

11«
4pW,

H5WS 11
s

« D S sbF12
12s

11« G1
2s

11s D ,

L5WbS 11
s

« D S 12
12s

11« D ,

Q5W~12«s!bS 12
11s

11« D .
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FIG. 1. The real Res(s) and imaginary Ims(s) parts of the complex frequency, plotted as functions of the ratio of conductivities of the upper and
liquid for k51, n15n250.02,«510, b50.01,W52.15,b50.01 and the following values ofr: 1, 2 — 0.001;3, 4 — 0.01;5, 6 — 0.1; 7, 8 — 0.5; a —
coarser scale; b, c, d — left side of a plotted on a finer scale forr50.001, 0.01, and 0.1, respectively. The branches with the even numbers for the branch6–16
~the dashed curves are the branches lying on the lower sheet of the Riemann surface — the unobservable solution!.
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3. Figure 1 presents results of a numerical analysis of
dispersion relation~21! in the form of curves plotting the
dimensionless complex frequencys as a function ofs, the
ratio of conductivities of the upper and lower liquid
(s[s1 /s2) for different values of the parameterr, k51,
and W52.15.W* ~using the indicated scalingW* 5k
11/k52 is the critical value of the parameterW for realiza-
tion of the Tonks–Frenkel instability fors150, Refs. 7 and
8!. On the scale shown in Fig. 1a some details important
an understanding of the physical essence of the problem
invisible and are replotted in Figs. 1b and 1c on a finer sc
@the numbering of the branches in Fig. 1d was chosen w
the configurations of Figs. 1b and 1c in mind#. It can be seen
from the figures that in the larger part of the region of var
tion of the parameters (0.5&s,7) the nature of the solu
tions depends only weakly on the ratio of densities of the t
liquids r @branches1, 3, 5and2, 4merge on the scale of Fig
1a#. In all of the cases under consideration the reg
0.5,s,3 stands out. This is the region in which aperiod
instability is realized~the branches with odd numbers le
than10!. The increment of this instability reaches its max
mum at s.2, and ass increases to 3 the real part o
branches1, 3, 5, 7passes through zero and becomes negat
describing aperiodically damped motion of the liquid. Wi
further increase ofs these branches pass into the low
sheets of the four-sheet Riemann surface on which the
persion relation~21! is defined.

Besides the aperiodic instability, wave motion is al
observed associated with charge relaxation on the free
face of the liquid ~the branches with even numbers!.
Branches2, 4, 6, 8for 0.5&s&4 correspond to waves whos
e

r
re

le
th
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e,

r
is-

ur-

damping decrement is maximum fors.2. Fors.4 the real
part of the branches of the wave motions becomes posit
which implies the onset of exponential growth of the wa
amplitudes. The frequencies of the unstable waves and t
increments grow with increase ofs. The influence of the
parameterr on the character of the solutions in the regi
0.5&s,` becomes noticeable only forr*0.1 and reduces
to a lowering of the decrements~for 0.5&s,4) and incre-
ments~for s.4) of the wave motions. The physical mea
ing of the appearance of an oscillatory instability in a ele
trostatic field normal to the interface is connected w
driving of thermal capillary waves by waves of electr
charge redistributing itself over the interface~electric-field
pressure waves!. If, on the other hand, the density of th
upper liquid is less than the density of the lower liquid~as is
the case here!, then the oscillatory instability of the interfac
is realized. In all probability, it is just this instability that wa
observed in the experiments of M. D. Gabovichet al.9. It is
clear that the oscillatory instability of capillary waves on t
interface of two viscous liquids should substantially depe
on the viscosities of both liquids.

It follows from Figs. 1b–1d that forr<0.01 the
branches of the oscillatory motions2 and 4 begin at the
branch point~at s.0.05) formed by the branch of the ape
riodic instability identified ats50 with the Tonks–Frenke
instability @the odd branches with numbers greater than10 in
Figs. 1b–1d# and the charge-relaxation branch@the even
branches with numbers greater than10 in Figs. 1b–1d#. The
charge-relaxation motion is aperiodically damped
r<0.01@Figs. 1b and 1c# and can show up in the form of a
aperiodic instability forr50.01 @Fig. 1c#. Near s50 the
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FIG. 2. Curves of the dependence of th
same quantities as in Fig. 1 on the kine
matic viscosity of the upper liquid for
s52 andn250.02; the values of the pa
rametersk,«,b,W,b,r are the same as
for Fig. 1 ~9, 10— r50.9).
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corresponding branch passes into the lower sheets of the
mann surface. In the real plane the branch point@the inter-
section point of branches2, 11, 12 in Fig. 1b and points
4, 13, 14 in Fig. 1c# is positive and the apparent branch
oscillatory motion should define the onset of the oscillato
instability with increment much less than the increment
the Tonks–Frenkel instability. This increment decreases
idly with increase ofs and already fors,0.01 the curves
turn out to be branches2 and 4 of the damped oscillatory
motion seen in Fig. 1a. According to Fig. 1a, asr→1
(r,1) the decrements of the oscillatory motion decre
and the increments of the oscillatory instability~this is no-
ticeable only forr.0.9 on the scale of Fig. 1!.

We analyzed the effect of the viscosities of the upp
and lower liquids on the development of the observed for
of instability separately. The most interesting results of o
numerical analysis of Eq.~17! are presented in the form o
the dependence of the complex frequencys on the kinematic
viscosity of the upper liquidn1 @Figs. 2a and 2b# and the
lower liquid n2 @Figs. 3a and 3b# for different values ofr.
The results presented in Fig. 2a have a model character
show that forr!1 the increments of the aperiodic instabili
~the odd branches in the figures! noticeably decrease, bu
vanish only at an anomalously high value ofn1* @1 ~the
kinematic viscosity of the upper liquid!. For n1.n1* these
branches describe aperiodically damped motion and pass
the lower sheets of the Riemann surface. With increase on2

the increments decrease much faster and depend much
weakly onr @branches1, 3, 5, 7in Figs. 3a and 3b merge o
the scale of this figure in the region of the aperiodic insta
ity#. The minimum value ofn2, above which the aperiodic
instability does not exist, is less than unity in all the situ
ie-

y
f
p-

e

r
s
r

nd

to

ore

l-

-

tions considered and the phenomenon can be identified
a real physical situation.

An asymmetry of variation of the investigated depe
dences with variation ofn1 is observedvis-à-vis the depen-
dences onn2. First of all, the effects associated with th
variation ofn1 are much weaker than those associated w
variation ofn2 and depend on the parameterr in the insta-
bility regions. Second, with increase ofn1 to values
n1.n1* the branches of the aperiodic instability pass in
the lower sheets of the Riemann surface@the odd branches in
Figs. 2a and 2b# whereas continuation of the branches of t
aperiodic motion into the regionn2.n2* (n2* is defined in
analogy withn1* ) leads to the appearance of periodica
damped motion with a damping decrement noticeably
creasing with growth ofr @the odd branches in Fig. 3a#.

The indicated asymmetry manifests itself in the mo
interesting wayvis-à-vis oscillatory motion. The damping
decrements pass through a minimum: up to the disapp
ance of the aperiodic instability with growth ofn2 @the
branches with even numbers in the regionn2,n2* in Figs.
2a and 2b# and after its disappearance with growth ofn1 @the
branches with even numbers forn1,n1* in Figs. 3a and 3b#.
The minimum decrement decreases with growth ofr. For the
dependences of the dimensionless complex frequency on1

an increase ofr to 0.9 @branch10 in Fig. 2b# leads to the
result that the extremum of the real part of the branch of
oscillatory motion turns out to be positive, i.e., it charact
izes an increment of the oscillatory instability. Further i
crease ofn1 stabilizes the motion of the liquid, and branc
10 for n1.1.5 corresponds to periodically damped motio
Such an effect is not observed in the dependences onn2. The
above analysis showns that the oscillatory instability and
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FIG. 3. Same as Fig. 2 for the lower liquid:s52, n150.02; the values of the remaining parameters are the same as in Fig. 2.
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aperiodic instability are mutually exclusive since they can
exist simultanously. This explains why the oscillatory ins
bility is not seen in Figs. 2a and 2b!.

We also performed a numerical analysis of the behav
of the branches of the oscillatory instability as a function
the behavior of the kinematic viscosity of the media f
s57 and 0.08 and for values ofr for which the given in-
stability exists. We found that, as in the above analysis, o
when the viscosity of the upper liquidn1 is increased to
anomalously high values do the increments of the oscillat
instability decrease noticeably and even disappear, and
effect is that much stronger, the larger isr. The phenomena
associated with variation ofn2 are analogous but more no
ticeable ~the oscillatory motion becomes aperiodica
damped already at a value ofn25n2* , where 0,n2* &1,
and further growth ofn2 is accompanied by an increase
the increment of this motion! and depends weakly onr.

CONCLUSION

On a flat interface of two viscous incompressible imm
cible conducting liquids~when the density of the upper liq
uid is much less than that of thge lower one! located in an
electrostatic field perpendicular to the interface, instabilit
of both aperiodic and oscillatory type can be realized. T
oscillatory instability takes place when the external elect
t
-

r
f

ly

y
is

-

s
e
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static field exceeds a critical value for appearance of an a
riodic instability of Tonks–Frenkel type. Which type of in
stability will occur in a given case~aperiodic or oscillatory!
is governed by the ratio of conductivities of the upper a
lower liquids, and for its value close to unityr&1, by the
kinematic viscosity of the upper liquid. The increments
the instabilities of either kind and the critical conditions f
the appearance of an oscillatory instability fall much fas
with increase of the kinematic viscosity of the lower mediu
than with growth of the kinematic viscosity of the upp
medium.
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Generation of currents in gases by fast, highly charged ions
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It is shown that an exit asymmetry of the electrons and recoil ions formed during ionization of
atoms in elementary collision events with fast, highly charged ions can give rise to
macroscopic electron and recoil ion currents during the bombardment of a gaseous target by a
beam of fast, highly charged ions. ©1998 American Institute of Physics.
@S1063-7842~98!00409-7#
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It is well known1 that the differential cross section fo
photoionization of an atom is not symmetric with respect
the substitutionq→p2q, whereq is the exit angle of the
photoelectron relative to the direction of the momentum
the incident photon. This asymmetry in the exit angle of
photoelectron is a consequence of the fact that the ph
has momentum. Although this asymmetry is very small
small photon energies (hn,1 a.u.!, it can, nevertheless, lea
to macroscopic effects such as an electron drag current
ing electromagnetic irradiation of semiconductors2 and
gases.3

In recent years considerable attention has been dev
to studies of the ionization of atoms during collisions w
fast, highly charged ions~see, e.g., Refs. 4–10 and the l
erature cited therein!. A substantial asymmetry of the exitin
electrons has been observed during ionization of atom
large fraction of these electrons have a positive projection
their velocity in the direction of motion of the fast, highl
charged ion, and this effect occurs during single, as wel
double, triple, or higher ionization of atoms. It has also be
found4,6–9 that the recoil ions formed during ionization o
atoms in collisions with fast, highly charged ions have p
dominantly negative projections of their velocity along t
direction of motion of the highly charged ions.

In this paper we shall show that the asymmetry, i.e.,
predominant directions of the velocities of the electrons a
recoil ions, observed in an elementary act of ionization of
atom in the course of a collision with a fast, highly charg
ion can lead to the generation of macroscopic electron
recoil ion currents during bombardment of a gaseous ta
by a beam of fast, highly charged ions.

Consider a gas, initially consisting of neutral atoms w
a densityna , which is bombarded by a beam of fast particl
with densityni and velocityv (v@v0523108 cm/s!. Let
d2se /(d«dV) be the differential cross section for the ‘‘for
mation’’ of a free electron with energy1! « and a definite
direction of escape from the atom in the collision of an in
dent particle with a target atom. Then,

Dne5ninav
d2se

d«dV
D«DV ~1!

is the number of electrons ‘‘produced’’ within a unit volum
1021063-7842/98/43(9)/3/$15.00
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of the target per unit time in collisions with a beam of fa
bombarding ions and which have energies lying within
narrow interval from« to «1D« and escape direction
within a small element of solid angleDV. Let te(«) be the
average momentum relaxation time of electrons with ene
«. Then, we can write

d

dt
DNe52

DNe

te~«!
1ninav

d2se

d«dV
D«DV, ~2!

whereDNe is the concentration of free electrons participa
ing in the current that have energies within the interval fro
« to «1D« and velocities directed withinDV.

Assuming that the fast particle beam was injected i
the target at timet50, we obtain

d2Ne

d«dV
5ninavte

d2se

d«dV
~12exp~2t/te~«!!!. ~3!

The electron current density is given by

j el52ueu E dV E d«ve cosq
d2Ne

d«dV
, ~4!

wheree is the electronic charge,ve5(2«/me)
1/2 andme are

the electron velocity and mass, andq (0<q<p) is the exit
angle of the electron relative to the direction of the veloc
of the fast, highly charged ion.

For purposes of an estimate, we shall assume that, on
average, the first collision of an electron with an atom
ready eliminates the electron from the current.3,11 Assuming
that the gaseous target is dense enough that the mean
path of the electrons and, accordingly, the timete(«) is de-
termined by collisions with target atoms rather than with t
vessel walls~at the ordinary densities of highly charged io
in a beam, the concentration of the resulting recoil ions
much lower than the neutral gas atom concentration, so
lisions of the electrons with recoil ions can be neglected!, we
have te(«)5(navesea)

21, wheresea(«) is the total cross
section for interaction of an electron of energy« with an
atom.

In the steady state (t@te), we find

j el52Aelueuniv, ~5!

where
8 © 1998 American Institute of Physics
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Ael52p E
0

` d«

sea~«!
E

0

p

dq sinq cosq
d2se

d«dV
. ~6!

The number of free electrons produced by a beam
fast, highly charged ions in a gas is proportional to the d
sity of gas atoms, and their ‘‘lifetime’’ in the current is in
versely proportional to this density. Thus the final express
~5! for the electron current density is independent of the d
sity of atoms. The cross sections for ionization of atoms
collisions with fast, highly charged ions fall off quite rapid
with the degree of ionization.8,9 Therefore, for estimating the
electron current we can set in Eq.~6!

d2se

d«dV
.

d2se
~11 !

d«dV
,

where the doubly differential cross section for single ioniz
tion of an atom stands on the right.

The most detailed studies, so far, have been made
collisions of fast, highly charged ions with helium atom
and values of the doubly differential cross section for sin
ionization of helium at several values of the paramet
~charge, velocity! of the fast, highly charged ions have be
tabulated.5,12–14 As an example, we shall estimate the ele
tron current density produced by bombarding a gas of hel
atoms with beams of Mo401 ~25 MeV/amu! and Ne101 ions
~5 MeV/amu!. In order to obtain values for the total intera
tion cross sectionsae(«) of the electrons with helium atom
~mainly determined by elastic collisions and ionization!, we
have used published11,15–17data on the elastic collision an
ionization cross sections. A numerical calculation yie
Ael.2.1 and 1 for bombardment with Mo401 ~25 MeV/amu!
and Ne101 ions ~5 MeV/amu!, respectively. For ion densitie
in the beamni.1 – 100 cm23 and velocitiesvMo.73109

cm/s andvNe.33109 cm/s ~corresponding to the indicate
collision energies!, we have j el

He.231029–1027 and 0.4
31029–1027 A/cm2, respectively, for bombardment b
beams of Mo401 ~25 MeV/amu! and Ne101 ~5 MeV/amu!.

It has been shown4,6–9 that the~total! momentum of the
electrons which escape during ionization of an atom and
momentum of the resulting recoil ions have projections
the direction of the velocity of the fast, highly charged io
which are roughly equal in magnitude and opposite in si
Therefore, during bombardment of a gas target by a beam
fast, highly charged ions, besides an electron current th
should also be a recoil ion currentj i . At first glance it ap-
pears that, because of the very large mass difference betw
the electrons and atoms, the recoil ion current should
negligible compared to the electron current. We note, ho
ever, that Eq.~5! for the electron current density does n
contain the carrier masses. Thus, we might expect that
large mass difference does not have a critical effect on
magnitude of the ion current.

As opposed to the situation with the electron current,
finding the recoil ion current it is necessary, in general,
take the initial thermal motion of the gas atoms into accou
and for the total velocityu of the recoil ions we have
u5uT1uR , whereuT is the thermal velocity of the atom
anduR is the additional velocity of the recoil ions acquire
f
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during ionization of an atom in a collision with a fast, high
charged ion. An analysis of published data4,7,8shows that the
average energies of singly charged helium recoil ions form
in collisions with fast, highly charged ions are of the order
a few thousandths of an electron volt, and that the energ
singly charged argon recoil ions formed in such collision8

are of a similar order of magnitude.~We note that the energy
of the recoil ions depends quite weakly on the charge
velocity of the highly charged ions,18 so that the recoil en-
ergy will be of this order over a rather wide range of var
tion in the charges and velocities of the fast, highly charg
ions.! For sufficiently low ~of the order of 10 K or below!
gas target temperatures, the total energy and velocity of e
singly charged recoil ions will be determined mainly by t
energyER and velocityuR which they acquire during the
ionization of an atom. In this case let us estimate the con
bution j i

(1) to the ion current from those singly charged rec
ions which are formed directly in collisions with fast, high
charged ions. The quantityj i

(1) can serve as an estimate
lower bound on the total recoil ion current. Repeating t
calculations done above to find the electron current, forj i

(1)

we can obtain

j i
~1!5Aionueuniv, ~7!

where

Aion52p E
0

` dER

s ia
~1!~ER!

E
0

p

dq i sinq i cosq i

d2s1

dERdV i
,

~8!

(d2s1)/(dERdV i) is the doubly differential cross section fo
formation of singly charged recoil ions,q i is the escape
angle of the ion relative to the direction of motion of the fa
highly charged ion, ands ia

(1)(ER) is the total cross section fo
collisions of an ion with atoms leading to its loss from th
current.

As Eqs. ~7! and ~8! imply, the expression for the ion
current density at low target temperatures does not con
the masses of the recoil ions explicitly, and so the differen
in the magnitudes of the electron and ion currents in this c
is attributable only to the differences in the correspond
cross sections. For this reason, the electrons, which mov
very much higher velocities, undergo collisions more oft
and, therefore, are more rapidly removed from the curre
Thus, the predominance of the electrons in the velocities
be compensated~partially! by very much higher steady-stat
densities of the ion current carriers.

We now estimatej i
(1) for bombardment of a helium tar

get. As far as we know, no direct data on (d2s1)/(dERdV i)
have been published. However, it has been shown7 that for
single ionization of helium by fast, highly charged ions, t
approximationPe.2PR holds ~see also Ref. 10!, wherePe

andPR are the momenta of the escaping electron and re
ion, respectively. Therefore, as an estimate, we can assu

d2s1

dERdV i
.

Ma

me

d2se
~11 !

d«dV

for comparing these cross sections in the correspond
ranges of the energiesER and« (ER.(me /Ma)«, whereMa
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is the mass of the atom! and anglesq i.p2q. At low col-
lision energies, singly charged recoil ions moving in a gas
their own species of atoms will be removed from the curr
mainly through resonant charge exchange.11,14 Thus, as an
estimate we shall assume that

s ia
~1!~ER!.sex~ER!,

where the resonance charge exchange cross section stan
the right.

Using published data for the cross sectionsex(ER) for
charge exchange of singly ionized helium ions on heli
atoms,11,15,19 we find the ion current density induced in
helium target by a beam of Mo401 ions ~25 MeV/amu! to be

j i
~1!520.05ueuniv.0.025j el

He.

Let us consider the opposite limit, in which the magn
tude of the total energy and velocity of singly charged rec
ions are essentially determined just by their thermal mot
with uT@uR . In this case we get for the contributionj i

(1) to
the current from the recoil ions

j i
~1!5ueunivs ion

~1!^uR& E duT

F~uT!

A2uTs ia
~1!~uT!

, ~9!

where

^uR&5S E 2p

s ion
~1! E dERuR E

0

p

dq i sinq i cosq i

d2s1

dERdV i
D
~10!

is the drift velocity of the singly charged recoil ions,s ion
(1) is

the ~total! cross section for single ionization of an atom
collisions with fast, highly charged ions, andF(uT) is the
Maxwellian velocity distribution function of the gas atoms

Given that the cross sections ia
(1) changes very slowly

with the collision velocity forkT.1022 eV ~where k is
Boltzmann’s constant andT is the absolute temperature!, we
can write

j i
~1!5Aion

T ueuniv, ~11!

Aion
T 5

s ion
~1!

A2s ia
~1!~uT

0!
^uR&^uT

21&, ~12!

where ^uT
21&5(2Ma /kT)1/2 is the average value of th

reciprocal of the thermal speed of the atoms a
uT

0.(kT/Ma)1/2.
Equations~9!–~12! imply that at temperatures such th

kT@PR
2/2Ma we havej i

(1)}Aion
T }T21/2.

Using data from Ref. 8, we shall estimate the magnitu
of j i

(1) for bombardment of a gas of helium atoms
T5300 K by a beam of Xe441 ions ~6.7 MeV/amu!. These
data imply that^uR&.223104 cm/s ands ion

( i ) .5310215

cm2. ~A calculation using the formula obtained in Ref. 1
yields a similar value for this cross section.! In addition, for
T5300 K, we have^uT

21&.1025 s/cm, s ia
( i ).10214 cm2,

and, therefore,j i
(1).20.1ueuniv. Although Aion

T should de-
crease with rising temperature according to Eq.~12!, its
value for bombardment with a beam of Xe441 ~6.7 MeV/
amu! at T5300 K turned out to be somewhat higher than t
f
t

s on

il
n

d

e
t

above estimate ofAion for bombardment with a beam o
Mo441 ~25 MeV/amu! at T,10 K. This is related to three
factors: first, because of the smaller~almost a factor of two
for roughly equal charges! collision velocity of the highly
charged ions with the atoms, the cross section for ioniza
during bombardment with Xe441 ~6.7 MeV/amu! is consid-
erably higher than for collisions with Mo401 ~25 MeV/amu!;
second, for the same reason the asymmetry in the direct
of the momenta of the recoil ions is greater;10 and, third, as
the velocity of the atoms increases, the cross sections ia

(1)

decreases, and, while for collision energiesE.1022 eV this
cross section depends very weakly on the collision ra
whenE,1023 eV this cross section increases quite rapid
(s ia

(1)}E21/2}u21) with decreasing velocity.19,20

In conclusion, we note that these estimates of the cur
densities are such as to permit fully an experimental ob
vation of this effect, and the ion component of the curre
forms a significant fraction of the total current and wou
itself be experimentally observable.

1!We assume that the energy with which an electron leaves an atom is m
greater than the average thermal energy of the atoms. Since the ty
energies are«;5–10 eV, even for single ionization, this condition is sa
isfied for any gas temperature at which it is still possible to assume tha
gas initially consists of neutral atoms.
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Effect of residual gas on the ion charge distribution in vacuum arc discharge plasmas
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A magnetic mass analyzer and time-of-flight mass spectrometer are used to study the effect of
the pressure and type of residual gas on the ion charge distribution in the plasma of an
arc discharge with a cathode spot. The possibility of ionizing a substantial fraction of the gas
atoms in this type of discharge is pointed out. ©1998 American Institute of Physics.
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Vacuum arc discharges with a cathode spot that prov
the plasma forming medium for a self-sustained discharge
evaporating the cathode material have been the object o
tense basic and applied research for many years.1–6 Informa-
tion on the charge distribution of the ions generated in
vacuum arc discharge plasma and on the factors affec
this distribution is important, both for understanding t
plasma formation and current carrying processes in this t
of discharge and for attaining the optimum parameters of
vacuum arc in switches, ion sources, ion-plasma sputte
and other devices based on these discharges. In a vacuu
discharge the average charge of metal ions is, to a g
extent, determined by the cathode material and can vary
tween 1 and 3 on going from light materials to heav
materials.7 The fraction of highly charged ions also increas
in a strong magnetic field,8,9 when the arc current is
increased,10 or the duration of the arc burn is shortened.11

Although it has been reliably established experimenta
that the ionization processes in a vacuum arc discharge
place within a quite localized region immediately adjacen
the cathode spot, where the density of atoms of the eva
rated cathode material is much greater than the residua
density, a small change in the density of this gas does ha
major effect on the charge distribution of the metal ions.12–16

In this paper we present the results of some meas
ments of the charge distribution of the ions in a vacuum
discharge plasma for different pressures of gas injected
the discharge gap.

EXPERIMENTAL TECHNIQUE

Studies of the ion charge distribution were made on
stands at GSI~Gesellschaft fu¨r Schwerionenforschung mbH
Darmstadt, Germany! and LBNL ~Lawrence Berkeley Na-
tional Laboratory, Berkeley, USA! in the framework of joint
research projects with these scientific organizations. Vacu
arc discharges were ignited in the electrode system of
high-current, wide-aperture ion beam sources MEVVA
~GSI!17 and MEVVA-5 ~LBNL !.18 Identical in their operat-
ing principles, these devices differ only slightly in design

A sketch of the MEVVA-5 source is shown in Fig. 1.
vacuum arc discharge~100–500 A, 250ms, 1–5 pulses/s!
was ignited between one of 18 cathodes, mounted in a ‘
1031063-7842/98/43(9)/4/$15.00
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volver’’ arrangement, and a hollow anode, one part of wh
was the inner surface of a solenoid which created a pu
magnetic field of up to 10 kGs in the cathode region of t
discharge. The vacuum arc was initiated in the traditio
way, based on using an auxiliary discharge plasma along
surface of a ceramic,19 but in a number of the experiment
the initial plasma required to excite the cathode spot w
created by a version of a gas discharge in crossedE3H
fields.20 The pumping systems of the test stands ensure
base pressure of below 1026 Torr. The working gas (H2, He,
Ne, N2, O2, Ar, Xe! was injected directly into the cathod
region of the discharge. It was also possible to inject gas
the beam transport region, avoiding the discharge cham
The pressure control system made it possible to vary
pressure smoothly from the base pressure to 1023 Torr. Here
the pressure was measured in the beam transport region
mediately behind the ion accelerator gap. Because of a p
sure drop as gas flows through the aperture in the anode
the grid of the accelerating system, the actual gas pressur
shown by estimates and indicated by the experiments,
higher than the measured value by roughly an order of m
nitude for 1026–1025 Torr and by a factor of 3–5 for pres
sures in the 1024 Torr range.

The ion charge distribution was measured with the aid
a magnetic mass charge separator~GSI!21 and a time-of-
flight spectrometer~LBNL !.22 In both cases, the ions ex
tracted from the plasma were accelerated by a voltage
30–60 kV using a three-electrode multiaperture extract
system.23 In order to eliminate the effect of the arc puls
duration, all measurements of the ion charge distribut
were made 100ms after discharge ignition.

EXPERIMENTAL RESULTS

Although changing the working gas species led to
number of distinctive effects for each gas, for all the ga
used in the experiment a rise in the gas pressure caus
drop in the total ion current extracted from the plasma an
reduction in the fraction of multiply charged ions and led
the appearance of gas ions in the mass–charge spectru
the ion beam.

Figures 2 and 3 show plots of the pressure depende
of the total ion current and of the charge components of
1 © 1998 American Institute of Physics
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FIG. 1. The MEVVA-5 ion source with a gas fee
system:1 — cathode,2 — trigger electrode,3 —
anode,4 — accelerator system,5 — magnetic
field winding,6 — gas inlet.
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current separated by the magnetic mass separator c
sponding to the cases of hydrogen feed into a system wi
molybdenum cathode and argon feed into a system wit
steel cathode. It is noteworthy that a redistribution of t
currents in the different charge states occurs both when
total ion current is fixed and when it is reduced. The effec
the residual gas pressure on the ion charge distribution
gins to be felt even at the lowest gas pressures. The mul
charged ions are most sensitive to the residual gas pres
As can be seen from these curves, the currents of triply
quadruply charged ions fall off most rapidly as the press
is raised. In other experiments, a residual gas pressur
excess of about 531026 Torr caused quadruply charged ur
nium ions to disappear almost completely from the measu
spectrum, although in a strong magnetic field these i

FIG. 2. Total ion current extracted from the plasma, together with its cha
components, as functions of gas pressure in the discharge vessel. Mol
num cathode, hydrogen gas feed, discharge currentI 5260 A, magnetic field
B56 mT.
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formed 30% of the total ion current at pressures an orde
magnitude lower.

A typical plot of the ion charge distribution as a functio
of gas pressure for the example of an aluminum catho
oxygen gas material pair is shown in Fig. 4. The ion cha
distribution evidently differs substantially between the ba
pressure and higher pressures: the fraction of multi
charged ions decreases sharply, and the fraction of sin
charged ions increases accordingly. While it is generally t
that the fraction of singly charged ions in the distributio
increases with increasing pressure, and the current of m
ply charged ions always falls, in the case of doubly and,
some experiments, triply charged ions the pressure de
dence of the fraction constituted by these components is n
monotonic and has a distinct maximum. The existence o
optimum pressure for obtaining a maximum density of do

e
de-FIG. 3. Total ion current extracted from the plasma, together with its cha
components, as functions of gas pressure in the discharge vessel. Stee
ode, argon gas feed, discharge currentI 5250 A, magnetic fieldB55 mT.
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bly or triply charged ions is revealed most clearly when h
lium is used as a working gas~Fig. 5!.

The experiments showed that in this discharge syst
efficient generation of feed gas ions and the appearance
significant fraction of them in the ion spectrum is possib
only when the discharge system is placed in a magnetic fi
In addition to choosing the right pressure and using a
with a large ionization cross section, one can also incre
the fraction of gas atoms ionized by raising the magne
field and reducing the arc current~Fig. 6!. When molecular
diatomic gases (N2 and O2) are used, the fraction of atomi
ions increases as the magnetic field is raised~Fig. 7!. It
should be noted that the choice of cathode material has
noticeable effect on the generation of gas ions in this type
discharge.

These results make it possible to generate mixed~gas–
metal! ion beams and use them to treat the surface of c
struction materials. Gas–metal compounds produced in
way ~nitrides, oxides, etc.! can greatly improve the operatin
properties of a surface. Table I lists the results of some t
of the wear resistance of stainless steel samples treated
gas–metal ion beams. It is seen that the greatest enha

FIG. 4. Effect of oxygen pressure on the charge distribution of alumin
ions for a discharge current of 250 A.

FIG. 5. Total ion current extracted from the plasma, together with its cha
components, as functions of gas pressure in the discharge vessel. Mol
num cathode, helium gas feed, discharge currentI 5280 A, magnetic field
B58 mT.
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ment in wear resistance~by more than a factor of 40! is
observed for a beam containing nitrogen and titanium.

Another interesting application might be the use of a g
to control the charge distribution of the metal ions in
vacuum arc plasma. Thus, for an arc with a magnesium c
ode under ordinary burning conditions, more than 80% of
ions are doubly ionized. In some experiments using an
source based on a vacuum arc as an injector for heavy
accelerators, a high current beam of singly ionized mag
sium ions has been needed. This problem was solved
feeding a small amount of nitrogen into the discharge gap
the ion source, which raised the fraction of singly charg
magnesium ions in the ion beam from 20 to 70%.

CONCLUSION

At least two important practical conclusions follow from
the results presented here: multiply charged ions can exi
a vacuum arc discharge plasma only for very low resid
gas pressures. For example, in order to obtain a signific
fraction of quadruply and quintuply ionized metal ions, it
necessary to reduce the pressure to 1026 Torr. At elevated
residual gas pressures~on the order of 1024 Torr!, in an arc

e
de-

FIG. 6. Fraction of gas ions in the extracted beam as a function of
magnetic field in the discharge system. Titanium cathode, nitrogen gas
~pressure 0.3 mTorr!, discharge current~A!: 1 — 120,2 — 180,3 — 280.

FIG. 7. The gas component of the ion current as a function of magn
field. Aluminum cathode, oxygen gas feed~pressure 0.2 mTorr!, ratio of
discharge current to magnetic inductionI /B50.1.
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TABLE I.

Sample Ion
Wear ~arb. units!

Enhancement
No. composition implanted region initial surface factor

1 Ti ~100%! 15.94 24.82 1.6
2 Ti ~60%! 1 N ~40%! 1.05 44.04 42.0
3 Al ~50%! 1 O ~50%! 2.92 27.96 9.6
4 C ~50%! 1 N ~50%! 31.71 60.91 1.9
5 Cr ~50%! 1 O ~50%! 2.83 27.37 9.7
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discharge with a cathode spot in a magnetic field it is p
sible to generate gas ions and extract them from the pla
and the fraction of gas ions may be comparable to or e
exceed the amount of metal ions in the overall ion flux.

These data make it possible to approach the choice
working parameters for ion-plasma devices based on vac
arc discharges in a more systematic way.
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A steady-state Penning ion source is studied experimentally. Depending on the geometric
parameterl a ~the anode length to diameter ratio! and pressure, maxima are observed in the
discharge current and in the ion beam current extracted from an aperture at the center of
the cathode. It is shown that at pressures of the order of 1024 Torr, two maxima appear in these
currents: one, for short discharge gaps withl a51 – 1.5, corresponds to a diverging ion
beam, and the other, for longer anodes withl a54 – 5, to a collimated ion beam. At pressures of
the order of 1025 Torr, only one maximum appears in these currents, for short anodes
l a52 – 3 with a diverging ion beam. A physical explanation is proposed for these findings.
© 1998 American Institute of Physics.@S1063-7842~98!00609-6#
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In most papers on Penning discharges, the geometric
rameters of the electrode system have been chosen wit
adequate justification. In the meantime, it has recently b
shown1–3 that the geometric parameterl a of the discharge
gap does affect the discharge characteristics, both quan
tively and qualitatively. In Ref. 1 the ignition potential of th
discharge was found to depend significantly on the discha
gap length. The optimum length, at which the ignition pote
tial is lowest, was established. In Ref. 2 primary attent
was devoted to clarifying the effect of the discharge g
length on the instability of the discharge and on the gene
tion of high-frequency oscillations.

In this paper some new experimental data are prese
on the main discharge characteristics as functions of
physical and geometric parameters. From a wide range
pressures that were used, here we present data for two
sures, 531025 and 4.531024 Torr.

The experimental technique is discussed in an ea
paper.3 The length of the discharge gap was varied smoot
using a special device described there.3 The parameters wer
the anode voltageUA , the magnetic inductionB, and the
residual air pressureP. The currents to the cathode we
measured using a collector mounted 2 cm behind the ce
aperture of the fixed cathode. The results of these meas
ments are shown in Figs. 1 and 2. As can be seen from t
figures, the curves are rather complicated. Asl a is varied,
there is a significant change in the discharge currentI d and in
the total beam ion currentI i and axial beam currentI ax . At
P54.531024 Torr these currents each have two maxim
while at P5531025 Torr only one clearly distinct maxi-
mum is observed, i.e.,l a plays an important role in the dis
charge ionization processes and determines the location
boundaries of the intense ionization regions.

A hollow-cathode Penning discharge is maintained
high secondary ion-electron emissiong and volume ioniza-
tion a, whereg and a are the Townsend coefficients.4 To
first order, these coefficients are determined by the relat
1031063-7842/98/43(9)/4/$15.00
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between the electric and magnetic fields. For fixed value
the magnetic induction and anode voltage, a change in
geometric parameter has a significant effect on the distr
tion of the nonuniform electric field, which, in turn, is re
flected in the space charge distribution.2

Penning discharges burn in different regimes, rang
from a uniform to a nonuniform distribution of the spac
charge in the discharge gap, and can also exist in a pla
regime, depending on the physical and geome
parameters.4,5

At low pressures and for certain magnetic fields ins
short anodes, the space charge distribution beco
nonuniform.6 In the anode region, the azimuthally driftin
electron sheath enters an unstable state for a certain ch
density ~a diocotron-type instability! and generates high
frequency oscillations which can be detected by a spect
analyzer.2 Curve3 of Fig. 1a shows the frequencyn of the
oscillations in the ac part of the discharge current as a fu
tion of l a for P5531025 Torr. It can be seen that the os
cillations appear only within a small range ofl a for a certain
magnetic field strength in the region of the first maximu
the frequency of these oscillations falls linearly with increa
ing l a . Comparing these data with the known formula for t
frequency of the diocotron oscillations,n'Er /B ~Refs. 5
and 6!, we find that the radial componentEr of the electric
field in the azimuthally drifting electron sheath decreases
l a is raised. At the same time, the potential at the cente
the discharge cell,U0 , increases,7 and there is an increase i
the longitudinal potential fall responsible forg processes and
initial ionization near the axis. Despite some reduction
Er , it is still sufficient for intense avalanche formation, sin
for these high radial electric fields and low pressures,
energy acquired by the electrons lies within an interval c
responding to the peak of the ionization function.~Calcula-
tions show that this energy lies within 100–300 eV.! The
generation of high-frequency oscillations with increasingl a

in this interval is evidence thatEr is still high, and the rise in
5 © 1998 American Institute of Physics
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FIG. 1. The discharge current and frequency of diocotron oscillations~a!, beam ion current~b!, and its axial component~c!, as well as their ratio~d!, as
functions of the geometric parameter for an anode voltageUA52 kV and magnetic inductionB5600 G ~1!, 900 G~2!. The pressure is 531025 Torr.
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the longitudinal potential fall is reflected mainly in an in
crease in the on-axis ionization. In fact, as can be seen f
Fig. 1d, there is a rapid rise in the ratioI ax /I i when l a is
increased within the range of 2–4.

Thus in short discharge gaps withl a52 – 3 the radial
potential drop is large, and the relationship of the radial a
axial electric field distributions is such as to ensure a ma
mum radial ionization~all the currents reach their maxima!.
Here the longitudinal ionization reaches its maximum, bu
only serves as a supplier of initial electrons. The most
tense ionization processes take place near the anode.

As l a is increased, the continuing rise in the longitudin
potential fall and the improvement in the ionization con
tions on axis~right-hand branches of all the curves in Fig
1a–1c! do not fully make up for the reduction in ionizatio
owing to the drop in the average radial electric field due
the decrease in the radial potential drop. The absenc
m
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high-frequency oscillations forl a.3 is confirmed by a no-
ticeable reduction in the radial electric field near the ano
and a reduction in the electron density in the sheath. Th
radial ionization deteriorates and there is a reduction in
number of ions incident on the cathode, there is a reduc
of theg processes, and the ionization on axis decreases.
result, a drop in all the currents is observed forl a.3 ~Figs.
1a–1c!. As can be seen from Fig. 1d, the ratioI ax /I i changes
little for l a54 – 6, i.e., within this range of variation ofl a the
radial and axial ionization decrease in almost the same w

Subsequently, all the electrical characteristics show
weak dependence onl a , and their absolute magnitudes a
small ~Figs. 1a–1c!. At pressures exceeding 531025 Torr
the plots of all the currents as functions ofl a change shape
and by P54.531024 Torr they differ greatly from the
curves obtained for 531025 Torr. Thus, for short anode
with l a51 – 2, the axial current beyond the cathode apert
FIG. 2. As in Fig. 1, but forP54.531024 Torr.
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becomes negative~the axial ion current is less than th
electron current!. This is associated with the onset of th
diocotron instability in the anode sheath; it also occur
at a pressure of 531025 Torr,8 but at higher pressures th
electron current is substantially higher than the ion curr
and reachesI ax'350 mA. Further on, at 4.531024 Torr,
two distinct maxima are formed: one at short leng
with l a51 – 1.5 and the other in the intervall a54 – 5 ~Figs.
2a–2c!.

The mechanism for formation of the first maximum
analogous to that pointed out above for a pressure
P5531025 Torr. Now, how can we explain the appearan
of the second maximum atP54.531024 Torr in the range
of long discharge gaps, when the discharge seems to ac
a new impulse and the currentsI d , I i , andI ax again begin to
rise? We have shown previously1–3,7 that within the range
l a50.5– 5 the potentialU0 of the center of the discharge ce
increases, then its growth slows down and somehow
proaches ‘‘saturation.’’ The radial distribution of the electr
potential changes accordingly. Forl a.3 the radial electric
field is considerably lower than the field for the first max
mum. Thus, for low pressuresP,531025 Torr and l a.4,
the radial ionization, which plays a decisive role in a Penn
discharge, is much weaker, despite the large longitudinal
tential drop, and all the currents are small and have no
ond maximum. However, as the pressure is raised,
electron–neutral collision frequency increases, and the f
tional contribution of axial ionization changes~it increases!
owing to the large longitudinal potential fall. The effectiv
ion–electron emission coefficientg* increases: g*
5Pg l a /le(12d), where g is the secondary ion-electro
emission coefficient,P is the gas pressure,le is the electron
mean free path forP51 Torr, d is the secondary electro
emission coefficient under electron bombardment, andl a is
the anode length.9 Here there is an increase in the longitud
nal component of the velocity of the ions heading toward
cathodes and of the electrons emitted from the catho
~The initial velocities of these electrons obey a cosine dis
bution.! For l a.3 and pressures raised toP.5
31025 Torr, an ever larger number of secondary electro
participates in ionization processes within the axial regi
Despite the weakened radial field, the overall ionization a
begins to rise because of the substantial increase in the
gitudinal ionization: all the currentsI d , I i , and I ax again
increase~the left branches of the second maximum curves
Figs. 2a–2c!.

Thus forl a54 – 5 andP54.531024 Torr the radial po-
tential drop is low, but the axial potential drop is substan
and ensures a maximum total level of ionization. The reg
of intense ionization expands toward the discharge axis.

The ratio I ax /I i reaches a maximum atl a57 – 8 and
exceeds 0.8, while the same ratio is of the order of 0.2
short gaps~Figs. 1d and 2d!. Thus, optimal conditions for
ionization near the axis are created for lengthsl a57 – 8. The
most favorable conditions for total ionization~for I d andI i),
however, correspond tol a54 – 5 ~Figs. 2a and 2b!.

In the second drop in the currentsI d , I i , I ax as functions
of l a ( l a.5) the average electric field strength along t
radius is very small, and radial ionization is greatly wea
d
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ened. And, despite the possibility of enhanced ionization o
ing to the large longitudinal potential drop, the overall io
ization decreases with increasingl a ~Figs. 2a–2c!. Under
these conditions, a region where the electric field is ne
gible develops inside the anode. In fact, measurements i
electric bath3 showed that forl a,4 the axial potential dis-
tribution U(0,z) is parabolic, while forl a.4 the distribution
on the axis has a region with zero gradient (Ez50) whose
extent increases as the anode is lengthened. A zero-gra
region which expands withl a also develops in the radia
potential distribution near the plane of symmetry of the d
charge. The actual distributionU(r ,z) in a hot discharge is
determined by the cell geometry, but also by the effect
space charge,7 which, in turn, depends on the physical p
rameters of the discharge~on P, UA , B). The zero-gradient
regionsU(0,z) andU(r ,0) form a region which becomes
‘‘trap’’ for the particles created in it, i.e., a compensat
space charge develops in this part. Asl a increases (l a.5),
the zero-gradient region expands both along the axis
radially, and the ‘‘active zone’’ in which the charged pa
ticles gain energy for ionization shrinks back toward the a
ode and cathodes. As a result, all the currents decrease~Figs.
2a–2c!.

As the pressure increases toP.531025, these pro-
cesses are enhanced, the effect of the ions held in the ‘‘tr
becomes important, and the compensated space charg
comes a rarefied plasma which occupies an ever larger
of the discharge gap.

The displacement of the maxima to one side or the ot
is determined by the magnitudes of the other parameters
particular, the effect of the magnetic field shows up in t
number of trapped electrons and in the heighthi5m/e
•Er /B2 of the cycloid along which an electron gains ener
for ionization. Thus, depending on the discharge burn
conditions, a change in the magnetic field can either incre
or decrease the rate of ionization and affect the discha
characteristics.

CONCLUSIONS

1. Depending on the geometric parameter and press
maxima appear in both the beam ion current and the
charge current, whose levels are determined by the an
voltage and magnetic induction.

2. At pressures of the order of 1024 Torr, two maxima
show up in all the currents: one corresponding to a diverg
ion beam, in the regionl a51 – 1.5, and the second, corre
sponding to a collimated ion beam, forl a54 – 5. For l a

57 – 8 the degree of collimation exceeded 80% at an
current of the order of 300mA.

3. At pressures of the order of 1025 Torr, only one
clearly distinct maximum appears in these currents for sh
discharge gaps (l a52 – 3), while no second maximum is ob
served in long discharge gaps.

4. These observations are explained by the combi
action of the electric field components and the differen
effect of the pressure on the ionization processes along
axis and along the radius of the discharge.
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Based on a theory of the passage of low-energy, heavy ions through matter, simple analytical
expressions are obtained for calculating the average projected ranges of the ions and the
rms deviations of the projected ranges. The theoretical and experimental ranges of heavy ions
with atomic numbers 29<Z1<83 in targets of Be, B, C, and Si are compared. The
theory is found to be in good agreement with experiment. ©1998 American Institute of
Physics.@S1063-7842~98!00709-0#
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A theory has been developed1 for the propagation of
low-energy, heavy ions in an amorphous medium in the c
where the main process determining the ion transport is t
elastic scattering on target atoms. The elastic scattering
cess is described in the approximation of a modified h
sphere model.2 The elastic scattering cross section is det
mined in terms of the stopping powersn for the interaction
potential in a Thomas–Fermi model. It is assumed that
ion is stopped in the material when its energy falls bel
some threshold valueEth . Analytical expressions have bee
obtained1 in these approximations for calculating the avera
projected range of the ionsR̄p and the rms deviationDRp of
the projected ranges. In this paper the theoretical result
obtained in Ref. 1 are compared with experiment,3–6 and
some simple expressions are proposed for calculatingR̄p and
DRp . The formulas for calculatingR̄p andDRp from Ref. 1
are:

R̄p5 (
k51

`

qkx̄k , Rp
25 (

k51

`

qkxk
2,

DRp5A~Rp
22R̄p

2!, ~1!

wherexk is the distance from the surface of the solid to t
point at which the ion undergoes itskth collision, qk is the
probability that an ion is stopped after thekth collision,
which is given by

qk5jk2jk21 ,

jk512Qk(
i 50

N

~21! ick
i Fa i2

Eth

E (
j 50

k21
1

j !
lnj~a iE/Eth!G ,

k.N, jk50, k<N, ~2!

where E is the initial ion energy,N is the integer part of
ln(E/Eth)/ ln(a), a5((m12m2)/(m11m2))2, m1 is the ion
mass,m2 is the target atom mass, and

ck
i 5

k!

i ! ~k2 i !!
, Q51/~12a!.

The mean valuesx̄k and x̄k
2 in Eq. ~1! are defined by
1031063-7842/98/43(9)/4/$15.00
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x̄k5 (
j 50

k21

l jm j , xk
25 x̄k

21 (
j 50

k21

~l j
2m j

22l̄ j
2m̄ j

2!. ~3!

Herel j is the mean free path of the ion between thej th and
( j 11)th collisions, andm j is the cosine of the angle betwee
the direction of motion of the ion after thej th collision and
the normal to the target surface. The average valuesm̄ j and
m̄ j

2 are defined by

m̄ j5m0~cosQ! j ,

m j
25

1

3
1S m0

22
1

3D S 3cos2 Q21

2 D j

,

whereu is the scattering angle of an ion in collisions wi
target atoms in the laboratory coordinate system andm0 is
the initial value ofm. In the following we shall setm051.

In the modified hard sphere model the averagescosQ
andcos2 Q are given by

cosQ5S 12
1

3
~m2 /m1!2, m1.m2 ,

2

3
~m1 /m2!, m1<m2 ,

D
cos2 Q512

1

4
~11~m2 /m1!2!1

1

16
~m1 /m2!

3~12~m2 /m1!2!2ln~1/a!. ~4!

For m1.m2, in calculatingcos2 Q it is convenient to use
the Taylor series expansion of this expression. In particu
whenm1 /m2>2, for calculatingcos2 Q with a relative error
of less than 0.1% we obtain the following expression:

cos2 Q'12
2

3
~m2 /m1!21

2

15
~m2 /m1!4.

Expressions for the average valuesl j andl j
2 in Eq. ~3!

have been obtained1 using the following approximation7 for
sn :

sn5
gA«

b1«
for g50.45, b50.3. ~5!
9 © 1998 American Institute of Physics
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The reduced energy is defined by

«5E
m2a

Z1Z2e2~m11m2!
,

whereZ1 andZ2 are the nuclear charges of the ion and tar
atom, respectively,a is the screening parameter, ande is the
electron charge.

We use the Lindhard approximation, in whic
a50.8853a0 /(Z1

2/31Z2
2/3)1/2 and a0 is the Bohr radius. In

this case1

l̄ j5l0@b1g j~1/2!1«g j~3/2!#,

l j
252l0

2@b2g j~1!12b«g j~2!1«2g j~3!#, ~6!

where g(w)5(12a11w)/((12a)(11w)), l05A«/
(2gnpa2), andn is the density of the target atoms.

The set of equations~1!–~6! can be used to calculate th
dependence of the range of the ions on their energy fo
given value ofEth . We determineEth as in Ref. 1, using the
equationEth5Ed /(12a) obtained by equating the max
mum energy transferred to a target atom in a collision to
displacement energyEd . The displacement energyEd for
different target materials ranges between 10 and 35 eV.8

Let us examine how important it is to includeEth in
calculating the ranges of heavy ions with energies«<0.1.
We consider the limitEth50. We introduce special notatio
for the limiting ion ranges whenEth50: Lp is the limiting
value of the average projected range andDLp is the limiting
value of the rms deviation of the projected range. Accord
to Eq. ~2!, for Eth50, qk50 for any finite numberk. Thus,
according to Eqs.~1!–~3!, we have

Lp5(
j 50

`

l jm j , ~DLp!25(
j 50

`

~l j
2m j

22l̄ j
2m̄ j

2!. ~7!

After some simple transformations, Eqs.~3!–~7! yield

Lp5l0F b

12g~1/2!cosQ
1

«

12g~3/2!cosQ
G ,

~DLp!25l0
2H 2

3F b2

12g~1!
1

2b«

12g~2!
1

«2

12g~3!G
1

4

3F b2

12tg~1!
1

2b«

12tg~2!
1

«2

12tg~3!G
2F b2

12~g~1/2!cosQ!2

1
2b«

12g~1/2!g~3/2!~cosQ!2

1
«2

12~g~3/2!cosQ!2G J , ~8!

wheret5(3cos2 Q)/2.
Figure 1 shows plots ofR̄p /Lp as functions of the ion

energy for different ion–target pairs. In calculatingR̄p for all
t

a

e

g

the targets it has been assumed thatEd525 eV. Clearly, for
large« the ratioR̄p /Lp is close to unity and falls off as the
ion energy is reduced. For fixed« the ratioR̄p /Lp falls off as
bothZ1 andZ2 decrease. For«,0.05 the difference betwee
R̄p and Lp becomes significant. In this energy range, it
necessary to account correctly for the threshold energy« th

when calculating the projected range of ions in a mater
Comparative calculations of the functionsR̄p(«) andLp(«),
as well as ofDRp(«) andDLp(«), were done for a large se
of ion–target combinations that satisfy the conditi
m1 /m2>2. On the basis of these calculations we obtain
the following approximate expressions for the project
range of an ion in matter:

R̄p~«!'Lp~«!2S m1

m11m2
D 0.8

Lp~« th!,

DRp~«!'DLp~«!. ~9!

The relative error in formulas~9! at energies 0.005<«

<0.1 was less than 0.3% forR̄p and 1% forDRp . Thus, the
projected rangess of ions in matter can be calculated sim
and with high accuracy using Eqs.~8!–~10!.

For smallm2 /m1 the expressions for calculating the lim
iting ion rangeLp andDLp in Eq. ~9! can be greatly simpli-
fied. Using Taylor series expansions of the functionsLp and
DLp defined by Eqs.~8! and keeping only the first terms o
the expansions, we obtain approximate expressions for
limiting ion range:

L̃p5l0S 11
m1

m2
D S b1«S 1

3
10.52

m2

m1
D D ,

FIG. 1. The ratioR̄p /Lp as a function of ion energy forEd525 eV; the
solid curve is for Pb–C, the dashed curve for Cs–Si, and the dotted c
for Pb–Si.
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~DL̃p!250.5
m1

m2
S 11

m2

m1
D 2Fb2S 12

1

6

m2

m1
D1b«

3S 11
5

4

m2

m1
D1«2S 1

3
2

1

2

m2

m1
D G . ~10!

As a statement of the approximate character of th
equations, a tilde is placed over the symbols for the co
sponding quantities. Form1 /m2>2 and«<0.1, the relative
discrepancy of the approximationsL̃p from the exactLp is
less than 2% and that ofDL̃p from DLp is less than 3.5%
These discrepancies are less than the usual errors in a
perimental determination of ion ranges in matter. Thus, i
appropriate to introduce the following approximations f
calculating ion ranges based on Eqs.~9! and ~10!:

R̃p~«!5L̃p~«!2S m1

m11m2
D 0.8

L̃p~« th!,

FIG. 2. The ratio of the approximate values of the ion ranges to the e

values as a function of ion atomic numberZ1: «50.01;j — R̃p /R̄p ; d —

DR̃p /DRp .

FIG. 3. Ion rangeR̄p as a function of energy. The curves show the results
a calculation according to Eqs.~1!–~6!, m — Pb–Be,d — Au–B, j —
Eu–C,. — Pd–Si.
e
-

ex-
s

DR̃p~«!5DL̃p~«!. ~11!

Figure 2 shows a comparison of the exact ion range
carbon calculated using Eqs.~1!–~6! with the approximate
values calculated using Eqs.~10! and ~11!. The comparison
is over a wide range of variation inZ1 from 12 ~magnesium!
to 83 ~bismuth!. It is clear from Fig. 2 that the error in th
approximate calculation of the ion ranges using Eq.~11! is
small and falls off rapidly with increasingZ1. For Z1.20,
corresponding tom2 /m1,0.3, the discrepancies of the ap
proximate rangesR̃p andDR̃p from the exact values are les
than 1%. This means that a reliable estimate of the ra
DRp /R̄p can be obtained from Eqs.~10! and~11!. Assuming
that the parametersm2 /m1 and« are small~with the restric-

ct

f

TABLE I. Parameters of experimental and theoretical ranges of ions.

Experiment Theory

Ion Target E, keV « R̄p , Å DRp , Å R̄p , Å DRp , Å

Bi Be 20 0.0174 280 2 251 41
50 0.0436 450 2 424 67
100 0.0872 650 2 640 102

B 20 0.0165 180 30 202 35
50 0.0411 285 60 339 59
100 0.0823 440 90 511 89

Si 20 0.0133 160 50 230 62
50 0.0333 270 75 379 101
100 0.0666 425 115 562 152

Pb Be 20 0.0179 280 2 251 41
50 0.0446 450 2 423 67
100 0.0893 630 2 640 102

B 20 0.0169 175 30 202 36
50 0.0421 310 70 339 59
100 0.0843 450 100 510 89

C 20 0.0154 205 44 203 38
50 0.0384 315 60 340 62
100 0.0769 495 91 510 93

Au B 20 0.0186 200 50 198 36
50 0.0464 330 70 334 59
100 0.0928 470 90 504 91

C 20 0.0169 197 25 200 38
50 0.0423 315 47 335 62
100 0.0846 460 80 504 95

Si 20 0.0149 250 54 226 62
50 0.0373 375 84 373 103
100 0.0746 484 130 557 156

Yb B 20 0.0245 180 40 190 37
50 0.0612 310 60 323 62

C 20 0.0223 176 35 192 39
50 0.0558 295 59 324 65

Si 20 0.0194 200 43 219 64
50 0.0486 310 84 365 108
100 0.0972 468 126 552 167

Eu Be 20 0.0337 220 2 227 43
50 0.0842 365 2 392 74

C 50 0.0720 302 64 315 68
Si 20 0.0247 194 29 212 67

50 0.0618 318 68 357 113
Cs Be 20 0.0455 200 2 220 44

B 20 0.0427 165 45 177 39
C 20 0.0387 170 43 179 41

50 0.0968 290 69 310 72
Si 20 0.0327 137 50 207 70
Si 50 0.0819 270 84 354 121
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tion that« th!«<0.1), we expand the ratio of the function
DR̃p and R̃p in a Taylor series. Restricting consideration
terms of first order in smallness, we obtain

DRp /R̄p'
~11~«/b2m2 /m1!/6!

12A« th /«
A m2

2m1
. ~12!

For m2 /m1,0.3, Eq. ~12! gives the ratioDRp /R̄p to
high accuracy. In particular, when«50.1 the exact calcula
tion using Eqs.~1!–~6! gives DRp /R̄p50.427 for the pair
Ca–C, while the approximation~12! givesDRp /R̄p50.424.
For the pair Pb–C, the results of the exact and approxim
calculations coincide to the third decimal place, w
DRp /R̄p50.184.

Let us compare some experimental data3–6 with the cal-
culations. In order not to introduce an additional element
uncertainty, for comparison we use the exact calculati
according to Eqs.~1!–~6!. Figure 3 shows the ion ranges a
functions of energy for three different ion–target combin
tions. As can be seen from the figure, the experimental d
are in good agreement with the theory. A sample compari
of experimental and theoretical results for 19 ion–tar
combinations at different ion energies is shown in Table
An analysis of these data shows that for targets of Be, B,
C there is, on the whole, good agreement between the
perimental and theoretical values ofR̄p andDRp . For the Si
targets, the theoretical values ofR̄p and DRp are generally
higher than the experimental.

Let us make a statistical analysis of a comparison of
theoretical ion ranges in these targets with the experime
values given in Refs. 3–6 for ions with atomic numbers fro
Z1529 to 83 and energies«<0.1. We consider the dimen
sionless quantitiesd1 and d2, which are introduced as fol
lows: d1(« i) is the ratio of the experimental value ofR̄p to
the theoretical, andd2(« i) is the ratio of the experimenta
value of DRp to the theoretical, where« i is are the corre-
sponding ion energies.

Table II lists the results of a statistical analysis of t
values obtained ford1(« i) and d2(« i) for the different tar-
te

f
s

-
ta
n
t

I.
d
x-

e
tal

gets. The mathematical expectationsd̄1 andd̄2 are the values
of the corresponding sets ofd1(« i) andd2(« i) averaged over
« i and Z1, and s1 and s2 are the rms deviations of th
corresponding values ofd1 and d2. Table II shows that the
experimental and theoretical results are, on average, in g
agreement. The insignificant deviations ofd̄1 and d̄2 from
unity for B and C and the only slightly greater deviation f
Si may be caused by errors in the experimental range m
surements, as well as by the approximate nature of the
oretical approach developed here. The systematic disc
ancy between the theoretical and experimental values of
ranges for Si may be caused by the influence of an inela
stopping process that has not been taken into account h
The values ofd̄1 and d̄2 given in Table II can be used fo
correcting theoretical values of ion ranges in Be, B, C, and
targets.
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TABLE II. Results of a statistical analysis of a comparison of experimen
and theoretical ranges of ions in matter.

Target d̄1
s1 d̄2

s2

Be 1.02 0.075 2 2

B 0.92 0.053 1.07 0.16
C 0.93 0.066 0.93 0.18
Si 0.88 0.12 0.72 0.12



TECHNICAL PHYSICS VOLUME 43, NUMBER 9 SEPTEMBER 1998
Emission of single gamma rays by electrons with energies of hundreds of GeV
in oriented crystals
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Cross sections are calculated for the emission of single hard photons by electrons with energies
of 150–1000 GeV as they pass through oriented crystals at small angles to the
crystallographic axes. The contribution of incoherent emission at isolated atoms of the crystal is
taken into account in the calculations, along with the emission in the continuum potential.
The calculations are compared with the customary Bethe–Heitler spectrum for a thick amorphous
target with allowance for photon absorption due to electron–positron pair production. It is
shown that, in this range of energies, an oriented crystal can be more efficient than a thick
amorphous target for creating a larger number of hard gamma rays with energies
comparable to the energies of the emitting electrons. ©1998 American Institute of Physics.
@S1063-7842~98!00809-5#
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Experimental measurements1,2 of the spectra of gamma
rays emitted by electrons with energies of 150–240 G
show that, as the electrons move through crystals at s
angles to the principal crystallographic axes, there is a s
den rise in the radiation yield compared to the ordina
Bethe–Heitler bremsstrahlung emission in an amorph
medium. The intensity of the radiation in the spectral pea
then two orders of magnitude higher, and the electrons
almost all their energy to radiation over thicknesses that
more than an order of magnitude less than the radia
length in the amorphous material. Theoretical calculatio
based on the use of the synchrotron approximation for
radiation cross sections including quantum mechan
effects3–6 provide a qualitative description of the properti
of the spectrum at these energies.

The quantity measured in the experiments isvWv(E,z),
whereWv(E,z) is the probability that the total energy of a
the photons emitted by electrons with initial energyE is
equal tov, andz is the crystal thickness. In practice, how
ever, one is interested in knowing the numberNv(z) of
single hard photons emitted over the entire time of pass
through the crystal, wherev now represents the energy of
single photon. This quantity has not yet been measured
perimentally because of technical difficulties, but the pro
lem has been examined theoretically to some extent.6,7

In this paper we present the results of some Monte C
calculations ofNv(z). The computational technique has be
described in detail elsewhere,4,8 and we have used the fo
lowing assumptions:~a! it was assumed that the electro
uniformly fill the entire region available to them in the tran
verse plane and~b! the cross sections for emission of ind
vidual photons were calculated using the quantum mech
cal synchrotron formulas.9,10 In the calculations multiple
scattering of electrons on the atoms of the crystal lattice
taken into account, along with the reduction in transve
energy owing to radiation. As opposed to our earl
1041063-7842/98/43(9)/5/$15.00
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papers,4,5 in these calculations we have calculated the tra
verse coordinates of the emission point, whereas in Ref
and 5 cross sections averaged over a transverse uniform
tribution were used.

In order to estimate the efficiency of oriented crysta
compared to amorphous media it is necessary to compare
characteristics of the radiation for both cases, not for targ
of the same thickness, as done previously,1–4 but for targets
with thicknesses which can be regarded as optimal for b
cases. In the case of amorphous media, this thickness
the order of the radiation lengthL rad and for crystals, this
thickness is several hundred microns for incidence angle
the order of the Lindhard critical angle.

It is known that the Bethe–Heitler spectrum for hig
energy electrons can be described by a universal funct
i.e., the shape of the photon spectrum for a target of gi
thickness~measured in units of the radiation lengthL rad) is
essentially independent of the atomic number of the tar
material and initial electron energy.~Here we are speaking
not of a differential cross section for emission per unit pa
length, but of a cross section for emission in a target wit
finite thickness, taking the multiplicity of the radiation int
account.! This is confirmed by Fig. 1, which shows the r
sults of our numerical simulation of the spectraNv(z) of
single photons emitted by electrons with different energies
they pass through different amorphous targets. In these
culations we have taken into account the multiphoton ch
acter of the emission and also the absorption of photons
to electron–positron pair production. The elementary cr
sections for emission ande1e2 pair production have been
calculated using the conventional Bethe–Heitler formul
The suppression of radiation in the soft region of the sp
trum on account of the Landau–Pomeranchuk effect
been neglected. The low frequency threshold for bremsst
lung was assumed to bevmin50.005E in the numerical
simulations.
3 © 1998 American Institute of Physics
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Figure 1 shows that the photon spectrum in an am
phous target can be described by a universal function if
target thickness is taken in units of the radiation lengthL rad,

1/L rad54aZ2r e
2N ln~183Z21/3!,

wherea51/137,Z is the atomic number of the target,r e is
the classical radius of the electron, andN is the number of
atoms per unit volume of the target.

As Fig. 1 implies, the optimum thicknesses of amo
phous targets for obtaining the highest number of h
gamma rays with energiesv.0.8E are of the order of
z;0.5L rad. In thicker crystals the number of high energ
photons at the exit decreases owing to electron–positron
production. In the following discussion we shall compare
results for an oriented crystal with amorphous targets
thicknessz5L rad/2.

If a relativistic electron moves in a crystal near the cry
tallographic axes, then the high-power coherent electrom
netic emission in the continuum potential of these a
~channelling radiation! is accompanied by incoherent brem
strahlung on the individual atoms of the crystal. In an am
phous medium the number of collisions of a passing part
with atoms obeys a Poisson distribution, with the avera
number of collisions beinĝnam&5Nsz, wheres is the total
scattering cross section. In our calculations the scatte
cross section was computed using the Molie`re atomic poten-
tial including the Debye–Waller factor.8 According to these
calculations, the mean free path 1/sN in different amorphous
targets was 2.8mm in diamond (Z56), 1.0 mm in silicon
(Z514), 0.25mm in germanium (Z532), and 0.04mm in
gold (Z579). In the following we shall refer to irregula
collisions with individual atoms as close collisions, as o
posed to the distant collisions that lead to a regular deflec
of the electron trajectory as a result of the continuum pot
tial.

FIG. 1. The numberNv of photons emitted in an amorphous medium. T
dashed curve is for 150 GeV electrons in silicon of thicknessz5L rad/2; m

— for 150 GeV electrons in silicon of thicknessz5L rad; n — for 240 GeV
electrons in germanium of thicknessz5L rad/2.
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For axially channeled electrons with a transverse ene
«, the number of incoherent close collisions with individu
atoms exceeds the same number for an amorphous me
by a factor ofS0 /S(«),8 whereS(«) is the area accessible t
an electron in the transverse plane andS0 is the transverse
area per atomic string. This increase in the contribution fr
incoherent scattering is a consequence of the redistribu
of the flux of negatively charged particles in the transve
phase space~the flux peaking effect!.11 As a result, the sta-
tistical distribution of the number of close collisions wit
individual atoms in an oriented crystal differs substantia
from a Poisson distribution, and the contribution of this fa
tor becomes greater with increasing electron energy owin
reduced dechannelling.

Figure 2 illustrates the increase in the number of irreg
lar close collisions in oriented crystals as compared to
corresponding amorphous media for 150 GeV electrons
different materials. The ordinate in Fig. 2 is the ratio of t
number of collisions of electrons with atoms in a crystal
the number of collisions in an amorphous medium. For lig
materials~C, Si! the number of close collisions in oriente
crystals can be 526 times the number in amorphous med
In heavy crystals this ratio drops to;2 because of strong
multiple scattering. The calculations shown in Figs. 2
were done for electron beams with a divergence of 0.2QL

~whereQL is the Lindhard critical angle!.
The differences in the statistics of close collisions in t

amorphous material and in an oriented crystal lead to dif
ences in the incoherent bremsstrahlung yield. Figure 3 sh
spectra of the incoherent radiation at individual atoms in
600 mm-thick oriented germanium crystal for different ele
tron energies. The dashed curves in Figs. 3–7 represen
Bethe–Heitler spectrum in an amorphous target. It is cl
from Fig. 3 that the redistribution of the electrons in th
transverse plane leads to a large enhancement in the co
bution from incoherent bremsstrahlung in an oriented cry
compared to the amorphous material, as well as to a de
dence of the shape of the emission spectrum on the ene

FIG. 2. Ratio of the number of close incoherent collisions in oriented cr
tals to the number of collisions in amorphous targets as a function of
crystal thickness for 150 GeV electrons.1 — ^110& diamond,2 — ^110&
silicon, 3 — ^110& germanium, and4 — ^100& gold.
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Combined spectra of the photons emitted owing to
herent emission in the continuum potential of the atom
strings and to incoherent emission at individual atoms
shown in Figs. 4 and 5 for 150 GeV electrons in^110& crys-
talline silicon and for 150 and 240 GeV electrons in^110&
germanium. The angular divergence of the electron beam
it enters the crystal is 0.2QL , where QL is the Lindhard
critical angle. The dashed curves in Figs. 4–7 correspon
the emission spectra in amorphous targets with opti
thicknessesz5L rad/2. Figures 4 and 5 show that up to ele
tron energies<300 GeV, the number of emitted photons
an amorphous material of thicknessz5L rad/2 exceeds the
corresponding number emitted in oriented crystals w
thicknesses of 600 and 1400mm in the hard part of the

FIG. 3. Spectrum of single photons due to incoherent bremsstrahlung
oriented^110& germanium crystal:z5600mm; electron energy~GeV!: * —
150,n — 240,s — 1000. Amorphous germanium of the same thickne

FIG. 4. Single photon spectrum for 150 GeV electrons in^110& silicon;
z51400 mm ~solid curve!; contribution of the synchrotron-like coheren
part (n).
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to
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spectrumv>(0.620.80E, while in the soft part of the spec
trum the oriented crystal is more efficient. In addition, t
emission in the hard part of the spectrum for an orien
crystal is mainly from the incoherent contribution~cf. Fig. 4,
where the contribution of the synchrotron-like emission
indicated by the hollow triangles!. The coherent part, on th
other hand, is the sum of contributions from channelled a
quasichannelled electrons. Here the synchrotron charact
the emission spectrum means that the cross sections
emission by quasichannelled electrons, averaged over
transverse plane, are independent of their transverse en
while for the channelled particles, with finite transverse t
jectories, the emission cross sections depend strongly on
transverse energy. The total photon emission cross sec
per unit length in the synchrotron approximation depen
weakly on the total energy of the electrons. For synchrotr
like emission, the mean free path averaged over the tra
verse coordinate for 150 GeV quasichannelled electrons i
mm in diamond, 135mm in silicon, 104mm in germanium,

an

.

FIG. 5. Single photon spectrum for 150~1! and 240 GeV~2! electrons in
^110& germanium;z5600 mm.

FIG. 6. Single photon spectrum for 150 GeV electrons in various orien
crystals: * — 2000mm, ^110& diamond;n — 1400mm, ^110& silicon; d

— 600 mm, ^110& germanium;s — 200 mm, ^100& gold.
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and 50mm in gold. When the electron energy is raised
1000 GeV, the mean free path in germanium increases to
mm. For channelled electrons~the transverse energy of thes
electrons is negative!, the mean free path increases sharply
the absolute value of the transverse energy is raised; thus
transverse energies«;2U0/2, the mean free path decreas
by an order of magnitude~hereU0 is the depth of the poten
tial barrier in the atomic string! compared to the quasichan
nelled electrons. In our calculations, the thicknesses of
oriented crystals were chosen to be close to optimal.
thicker crystals, the contribution from the absorption of ha
gamma rays increases owing to the coherent productio
electron–positron pairs in the transverse electrostatic fiel
the atomic strings.

The numberNv of emitted gamma rays is plotted in Fig
6 as a function of their energyv for 150 GeV electrons in
different crystals. It is clear that the heavy crystals are m
efficient than light crystals for purposes of obtaining a lar
number of hard gamma rays. As opposed to the amorph
materials, the photon spectra in oriented crystals canno
represented in terms of any universal curve. The efficienc
oriented crystals increases with the electron energy. Th
confirmed by the data shown in Fig. 7, which illustrates
calculations for 240 and 1000 GeV electrons in a 20
mm-thick ^100& gold crystal. In this case, the number

FIG. 7. The same type of spectrum as in Fig. 6 for 200mm-thick ^100&
gold: 1 — 240,2 — 1000 GeV.
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emitted photons for the oriented crystal exceeds the num
for an amorphous target of thicknessz5L rad/2 over the entire
range of emitted photon energies.

There is some practical interest in knowing the numb
of photons emitted per electron within a given frequen
interval. These data are shown in Table I. The results for
amorphous medium correspond to 150 GeV electrons in
con with a thickness ofL rad/2.

In experiments at electron energies of 150–300 Ge
oriented crystals with thicknesses of several hundred micr
are usually used. In order to estimate the efficiency of th
crystals for obtaining the maximum number of hard gam
rays, it is necessary to compare them with unoriented~amor-
phous! substances having thicknesses of the order ofL rad/2.

The spectrum of the photons emitted by electrons m
ing near the atomic axes in an oriented crystal is the sum
two contributions: coherent emission in the field of the co
tinuum potential of the atomic strings and incoherent em
sion on individual atoms in the crystal lattice. For electr
energies above;100 GeV, the coherent contribution i
given to a sufficient degree of accuracy by the standard qu
tum mechanical synchrotron formulas, while the incoher
contribution is given by the Bethe–Heitler formulas for a
amorphous medium, but including the effect of the spa
redistribution of the charged particle flux in the transve
phase space~flux peaking effect!. This last effect leads to a
substantial enhancement in the contribution of the incohe
part compared to that for an amorphous target of the sa
thickness.

For relatively soft photons~with v/E;0.1–0.3) emitted
by 150–300 GeV electrons in oriented silicon and germ
nium crystals, the synchrotron-like coherent part exceeds
incoherent part by an order of magnitude. Because of
more rapid decrease in the synchrotron emission cross
tion with increasing photon energy as compared to
Bethe–Heitler formulas, the emission of hard photons w
energiesv>(0.6–0.8)E in these crystals is caused main
by the incoherent part at electron energies of 150–300 G
Here an amorphous target of thickness;L rad/2 turns out to
be more efficient for generating photons with energ
v>(0.6–0.8)E.

In heavy oriented crystals~e.g., gold or tungsten!, on the
other hand, even when they are relatively thin (;200 mm!,
the number of radiated photons at the same energies
3

TABLE I. The number of single photons with energiesv lying in different intervals~hereu5v/E).

E, GeV z, mm 0.1,u,0.2 0.2,u,0.5 0.5,u,0.8 0.8,u,0.9 u.0.9

C ^110& 150 2000 1.38 0.756 0.075 0.005 0.004
Si ^110& 150 1400 1.04 0.675 0.078 0.0052 0.004
Ge^110& 150 600 0.81 0.635 0.144 0.011 0.0064

240 0.86 0.78 0.183 0.018 0.0078
1000 0.88 0.89 0.280 0.045 0.0210

Au ^100& 150 200 0.735 0.741 0.231 0.0325 0.014
240 0.738 0.782 0.260 0.040 0.0180

1000 0.710 0.790 0.310 0.060 0.0360
Amorph. L rad/2 0.26 0.27 0.10 0.021 0.014

Note: The initial angular divergence of the electron beam is 0.2uL , whereuL is the Lindhard critical angle.
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exceed the number emitted from thick amorphous targ
over the entire spectrum. Unlike with amorphous targets,
efficiency of oriented crystals as sources of hard phot
increases as the energy of the incident electrons is raise

We thank Prof. Erik Uggerhoj for helpful discussions
the problems examined in this paper, as well as of the pr
lems involved in setting up experiments to measure sin
photon spectra at these energies.
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Fluctuation mechanism for formation of discontinuous tracks by fast ions in crystals
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The effect of multiple loss and trapping of electrons on the formation of discontinuous tracks by
high-energy ions in crystals is examined. A proposed model of charge fluctuations makes it
possible to estimate quantitatively the longitudinal size of the defects in a discontinuous track,
while an extended thermal spike model, which includes Coulomb repulsion, yields
reasonable values for the transverse dimensions of the defects. ©1998 American Institute of
Physics.@S1063-7842~98!00909-X#
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INTRODUCTION

At present the most widely accepted model for the f
mation of latent tracks in crystals is the thermal spike mod
According to this model, the energy lost by a high-ener
ion excites the electronic subsystem of the crystal, while
energy of the excited electrons is subsequently transferre
the lattice atoms through an electron–phonon interaction
leads to local melting of the target. Because of the high r
of cooling, the melted region cannot crystallize epitaxia
and solidifies in an amorphous or fine-grained crystall
state, forming a latent track.

The purpose of this paper is to generalize the ther
spike model for explaining the formation of discontinuo
tracks. In the proposed model the critical parameter for f
mation of an amorphous region is considered to be the m
nitude of the inelastic energy losses by an ion along a
path in the crystal. If these losses exceed a certain thres
value, then disordering or even melting of a local region
the target takes place, and, as a consequence, a tra
formed. Thus the formation of a discontinuous track can
related to fluctuations in the inelastic energy losses by an
which, in turn, are closely associated with fluctuations in
effective charge of the ion.1

For comparing the proposed model with experimen
data, we have used the results of a recent experimen
Gaiduket al.2 According to their data, when an indium pho
phide ~InP! crystal is bombarded by 250 MeV xenon~Xe!
ions at a fluence of 731012 cm22, at a depth on the order o
6–10mm the continuous track from the Xe becomes disc
tinuous, with defects of about 35 nm in length and with th
same distance between defects. The overall length of
discontinuous tracks is about 5mm. The proposed model ha
also been compared with experimental data on the forma
of discontinuous tracks in germanium.3

CROSS SECTIONS FOR CAPTURE AND LOSS OF
ELECTRONS BY IONS

The basis of the model for formation of discontinuo
tracks can be taken to be oscillations in the effective cha
of the ion about some average value as it moves in the ta
1041063-7842/98/43(9)/3/$15.00
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For determining the average charge we can use a semiem
ical formula proposed by Dmitriev and Nikolaev4 for ions
with energies above 100 MeV:

q05ZiF11S 1

Zi
a

v

v8
D 21/kG2k

, ~1!

whereZi is the nuclear charge of the ion,v is its velocity,
k50.6, v853.63106 m/s, anda50.48.

As an ion moves through the target it loses its ene
through elastic and inelastic collisions. Making use of t
fact that elastic collisions can be neglected in the case
high-energy ions, we obtain the variation in the energy lo
by a 250 MeV Xe ion in indium phosphide shown in Fig.
It is clear from this figure that the energy losses at the de
for formation of a discontinuous track~about 10mm! are 12
keV/nm. At this depth the energy of the ion is 100 MeV a
its velocity is 1.23109 m/s. This implies that the averag
charge of the Xe during formation of a discontinuous track
q0'24.7.

To determine the average distance over which a fluct
tion in the ionic charge occurs, we use the effective cr
sections for capture/loss of an electron by an ion moving
the solid. Several theoretical models have been proposed
determining this cross section for ions that are in the eq
librium ~average! charge state. In the following we shall us
the Bohr formula for heavy ions in heavy targets4

s0'pa0
2~Zi

1/31ZT
1/3!S v0

v D 2

, ~2!

wheres0 is the capture/loss cross section for an electron
an ion,Zi is the nuclear charge of the ion,ZT is the nuclear
charge of the target atoms,v is the ion velocity, andv0

52.193106 m/s.
For the Xe ion in the region of formation of a discon

tinuous track, this formula yieldss051.8310217 cm2.
8 © 1998 American Institute of Physics
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FLUCTUATIONS IN THE CHARGE STATE OF THE ION AND
THE FORMATION OF DISCONTINUOUS TRACKS

Given that the probability of a change in the charge st
of the ion over a path lengthx is given byP5Nsx, whereN
is the atomic density of the target, for the statistical me
free path for charge exchange we can write

l5
1

Ns
. ~3!

Using the above values fors, we obtain a mean free
path for charge exchange of Xe ions in InP ofl514 nm.
This value is somewhat shorter than the experimentally m
sured l'35 nm.2 This difference can be explained by
need for stronger fluctuations in the energy losses by the
i.e., it is necessary to include processes involving
capture/loss of several electrons. Thus the relative proba
ties for processes involving a multiple change in the cha
is roughly 60% for capture/loss of two electrons, 40%
three electrons, and 20% for four electrons.4 Processes with
larger changes in the charge are improbable and we s
neglect them below. In view of what we have said, for t
length of the defects in the region of a discontinuous tra
we obtain a value,l'30– 35 nm, which is 2–3 times greate
than that calculated using Eq.~3! and which is thus in good
agreement with the experimental value.2 Given that for such
fluctuations in the charge of the ion, its energy losses m
vary by up to 50% of their magnitude~owing to the quadratic
dependence on the ionic charge!, the length of a discontinu
ous track from an Xe ion in indium phosphide ends up be
roughly equal to 4-5mm ~Fig. 1!, which has been observe
experimentally.2

If the proposed model is applied to data on the bomba
ment of germanium by 150 MeV iodine ions,3 then Eq.~3!
givesl'21 nm, which is in fairly good agreement with ex
periment~15 nm!, from which we may assume that process
involving the loss/capture of single electrons are suffici
for the formation of discontinuous tracks by iodine ions
germanium.

FIG. 1. The energy loss« by 250 MeV Xe ions in InP as a function of dept
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COMBINATION MODEL OF TRACK FORMATION

At present the most widely used model of track form
tion is the thermal spike model. In this model it is assum
that the energy lost as the ion moves causes local meltin
the target near the ion trajectory, and if the melted reg
that is formed cools rapidly it cannot crystallize, and a reg
of amorphous or finely dispersed material, i.e., a track,
velops around the ion trajectory. Despite its qualitati
agreement with experiment, the thermal spike model ha
number of shortcomings. In particular, this model does
take into account the formation of a nonequilibrium char
as a result of the escape of the electrons excited out of
ion trajectory. At the same time, the loss of even one elect
per ten atoms leads to an additional Coulomb repulsion
ergy of ;0.3 eV per atom, which is comparable to the e
ergy required for melting~'1 eV in indium phosphide!.

Another shortcoming of the proposed calculations ba
on the thermal spike model is the neglect of the energy
quired to melt the target material~although this energy can
be several times the energy required to heat it to the mel
point!. It is most convenient to introduce this energy at on
into the effective melting temperature, referring to it as t
total melting temperature. Thus for indium phosphide,
total melting temperature will be about 2500 K~as opposed
to 1335 K for the customary melting temperature!.

To determine the heating of the target we shall us
model analogous to that proposed by Izui.5 Thus, assuming
that the ionization potentials of the atoms are the same as
classical energy levels in the Bohr model and that the cr
section for excitation of the target electrons obeys the Ru
erford formula,6 we obtain an average of 300 detached el
trons per nanometer of ion path with an average energy o
eV ~for losses of 10 keV/nm! or 38 eV ~for losses of 14
keV/nm!. In escaping from the excitation center, the ele
trons interact with the longitudinal acoustic phonons a
transfer their energy to the lattice at a rate of7

Ud«

dtU5 23/2

p

C2

\4

m5/2

NM
«3/2, ~4!

where« is the electron energy,C is the deformation potentia
constant~assumed equal to 7.3 eV!, m is the electron mass
M is the average mass of the target atoms, andN is the
atomic density of the target.

Integrating this expression for the densityn of energy
loss by the excited electrons, we obtain

Q~ t !5nUd«

dtU5nAS A

2
t1«0

21/2D 23

, ~5!

A5
2A2

p

C2

\4

m5/2

NM
. ~6!

For calculating the heating of the target in cylindric
coordinates we use the expression6

T~r ,t !5
1

4pKE0

t Q~ t8!

t2t8
expH 2

r 2

4D~ t2t8!
J , ~7!
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where K and D are the thermal conductivity and therm
diffusivity, respectively, of the target,n is the number of
excited electrons contributing to local heating of the tar
~roughly half of the overall number of excited electrons!, and
«0 is the average energy of these electrons.

These calculations yield the curves shown in Figs. 2 a
3. It is clear from these figures that if we neglect the no
equilibrium charge~in which case the total melting temper
ture is 2500 K!, then even for the maximum energy losses
the ion, the radius of the melted region is less than t

FIG. 2. The temperature (T) distribution around the trajectory of a xeno
ion in indium phosphide for energy losses« of 10 keV/nm.

FIG. 3. The temperature (T) distribution around the trajectory of a xeno
ion in indium phosphide for energy losses« of 14 keV/nm.
t

d
-

y
o

nanometers~Fig. 3! and apparently cannot cause the form
tion of an amorphous region. At the same time, even a qu
tative allowance for the Coulomb repulsion of the target
oms, as done above, leads to a 0.3 eV enhancement in
energy of the atoms, which is equivalent to a reduction in
total melting temperature by 30%~i.e., to 1700 K!. Such a
reduction in the total melting temperature means that in
regions of the ion trajectory where the ion energy losses
10 keV/nm, the radius of the melted region is 2 nm, i.e.
track is not formed, while in the regions where the losses
14 keV/nm, the melted region is about 4 nm, i.e., a track
formed. Thus the proposed thermal spike model can exp
the formation of a discontinuous track and yields reasona
values for the radius of the deformed region.2

CONCLUSION

The model proposed here for fluctuations in the ion
charge state makes it possible to explain, qualitatively a
quantitatively, the formation of discontinuous tracks as hig
energy ions move in crystals. The calculations presented
show that in some crystals it is sufficient for an ion to los
capture one electron in order to form discontinuous tra
~e.g., the iodine ion in germanium!, while in other crystals
processes involving several electrons are required~e.g., for
the xenon ion in indium phosphide!.

An analysis of the thermal spike model has shown t
nonequilibrium charge created by the passing ion play
major role in track formation. Semiquantitative allowan
for this charge has made it possible to determine the tra
verse dimensions of the defects in a discontinuous track
to obtain numerical values consistent with experimen
data.2

This paper was partially supported by the Internatio
Soros Science Education Program~ISSEP!.
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The ferromagnetic resonance in Y3Fe52xGaxO12 (0<x<0.63), iron garnet films obtained by
liquid phase epitaxy on substrates of gadolinium gallium garnet is studied at temperatures
of 213–353 K. It is found that in the case of liquid phase epitaxy the distribution coefficient of
the gallium in the films varies from 2.2 to 4.0, depending on the composition and growth
conditions. It is found that the resonance magnetic fields can be temperature stabilized through
temperature-induced changes in the saturation magnetization and anisotropy field. ©1998
American Institute of Physics.@S1063-7842~98!01009-5#
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In recent years there has been increasing interest in
use of single crystal films of the iron garnets in microwa
devices employing magnetostatic waves~MSWs!.1,2 The ba-
sic requirements for these devices are minimal magn
losses during propagation of the MSWs and high-freque
stability in the operating temperature range. The magn
losses are determined by the widthDH of the ferromagnetic
resonance line. For films of yttrium iron garnet~YIG!, one
can obtain a minimum ofDH<0.5 Oe. One of the ways o
improving the operating stability of these MSW devices m
be to use iron garnet films with enhanced thermal stability
their magnetic parameters. The YIG films used in MSW d
vices, with their minimal magnetic losses, however, do
have satisfactory thermal stability.

This paper is devoted to a search for iron garnet fil
with minimal ferromagnetic resonance line widths and e
hanced thermal stability. For this purpose, we have exam
the possibility of raising the thermal stability of the param
eters of Y3Fe52xGaxO12 (0<x<0.6) iron garnet films
through different temperature variations in the saturat
magnetization 4pMs and the anisotropy fieldHa .

The films were grown by the liquid phase epita
method using isothermal loading of a horizontal substrate
~111! gadolinium gallium garnet~GGG! in a supercooled
fluxed melt of the garnet-forming oxides Fe2O3, Y2O3, and
Ga2O3 and a PbO–B2O3 flux with a total mass of 6 kg. The
composition of the melting stock was calculated from t
molar proportions ofR1–R4 ~Ref. 3!. These proportions
were chosen on the basis of considerations of the stabilit
the garnet phase for compositions containing differ
amounts of gallium ions. As the parameterx in the chemical
formula of the iron garnet films was changed from 0.03
0.6, the proportionsR1–R4 had the following values or
ranges of values:R1528.35– 29.96,R2517.2– 685.0,R3

515.6, andR450.149. The ratioR25Fe2O3 /Ga2O3 char-
acterizes the amount of gallium oxide introduced into
stock for substitution for the iron oxide. High saturation te
peratures of the melt, 1220–1235 K, were chosen base
the requirement of minimal entry of Pb21 ions into the epi-
taxial layers.4

The grown Ga:YIG films withx<0.3 and a thickness o
1051063-7842/98/43(9)/4/$15.00
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1–10 mm had a smooth, shiny surface without bumps
microcracks. However, as the film thickness and galliu
content were increased, the surface quality deteriorated
was not possible to grow high-quality films withx>0.6 and
thicknesses greater than 5mm because of the large differenc
in the crystal lattice parameters of the film and substra
Da>0.015 Å. The gallium ion content in the Ga:YIG film
according to local x-ray microanalysis differed slightly fro
the calculated values~see Table I!. This discrepancy can be
explained by the fact that in calculating the compositions
the stock we neglected the variation in the distributi
coefficient5 KGa with the gallium content and the growt
temperature regime. In the calculations for the stock we u
KGa52.2. The distribution coefficient of the gallium in th
films was determined according to the formula

KGa5

S xGa

xGa1xFe
D

f

S xGa

xGa1xFe
D

m

, ~1!

wherexGa and xFe are the gallium contents of the film (f )
and fluxed melt (m).

It can be seen from the Table I that the values ofKGa for
the Ga:YIG films withx<0.1 differ substantially the pub
lished value,KGa52.2.5

The composition of the Ga:YIG substituted films d
pends, not only on the composition of the fluxed melt, b
also on the rate of growth, which, in turn, depends on
degree of supercooling of the melt,DT. Changing the con-
centrations of Ga31 and Pb21 in the Ga:YIG films leads to
changes in the parameters 4pMs and DH. Figure 1 shows
plots of the film growth ratef , 4pMs , andDH as functions
of the degree of supercoolingDT for a fluxed melt withx
50.1. The ferromagnetic resonance parameters were m
sured using a waveguide technique6 on samples with diam-
eters of 0.1 mm prepared by chemical etching.7

It is clear from Fig. 1 that, with increasing supercoolin
the rate of film growth increases linearly. The saturati
magnetization also increases. When the degree of superc
ing is varied from 5 to 40 K, the distribution coefficientKGa
1 © 1998 American Institute of Physics
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TABLE I. Compositions of the Ga:YIG films, crystal lattice parameters, and gallium distribution coeffici

Calculated Composition of Lattice parameter Lattice parameter Distribution param
composition* x ferrite film x of GGG substrate, Å of film, Å of Ga31, relative units

0.03 0.028 12.3821 12.3723 4.0
0.05 0.053 12.3826 12.3718 3.1
0.1 0.140 12.3822 12.3735 2.8
0.3 0.380 12.3826 12.3708 2.4
0.5 0.560 12.3821 12.3691 2.4
0.6 0.630 2 2 2.2

*From the gallium oxide content in the melting stock.
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falls from 3.39 to 2.23, which indicates a reduction in t
Ga31 ion content of the films. Since the gallium ions repla
Fe31 ions mainly at tetrahedral sites, this should lead to
rise in the saturation magnetization, as is observed.

As for the parameterDH, in Fig. 1 it passes through
minimum atDT518 K and then rises again. The rise inDH
is most likely caused by an increase in the amount of P21

ions entering the film from the melt, at a rate proportional
the rate of growth of the ferrite film.8 The existence of a
minimum in the DH curve can be explained by mutu
charge compensation of Pb21 and Pt41 ions, the latter being
always present in a small amount in the stock owing to
platinum crucible.3

Figure 2 shows the width of the ferromagnetic resona
line and the anisotropy field as functions of the gallium i
content in Ga:YIG substituted films grown at a fixed sup
cooling temperatureDT510 K. It is clear that, with increas
ing amounts of gallium in the films,DH initially decreases,
reaching a minimum of 0.2 Oe atx50.18. This figure also
shows a plot of the anisotropy fieldHa as a function of the
concentration, a curve which has a sharp minimum tha
shifted somewhat relative to the minimum in theDH curve.
It may be concluded that these curves are correlated, i.e.
width of the ferromagnetic resonance line of Ga:YIG film
depends on the magnitude of the anisotropy field.DH for
single crystal Ga:YIG films increases even whenx>0.3, un-
like for bulk single crystal Ga:YIG, in which the width of th
ferromagnetic resonance line hardly changes up tox50.8.6

The difference in the behavior ofDH in films and single
crystals is caused by the fact that the anisotropy field in

FIG. 1. The growth ratef p ~1!, saturation magnetization 4pMs ~2!, and
ferromagnetic resonance line widthDH ~3! at T5295 K as functions of the
degree of supercoolingDT.
a
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bulk single crystals is crystallographic in nature, while in t
films it consists of three components: magnetocrystalline,
duced by stresses, and induced during the growth proc
The stress and growth induced components of the anisot
field result from the peculiarities of the techniques used
fabricate the films.

The increase in the anisotropy field in Ga:YIG films
the gallium content is raised~Fig. 2! is related to the growth
of elastic stresses which arise in the film–substrate sys
owing to mismatch of their crystal lattice parameters. A
cording to our measurements, asx is increased from 0.1 to
1.0, the difference in the lattice parameters of the film a
substrate increases from 0.0087 to 0.0206 Å; with the la
mismatches, this leads to the appearance of cracks in
films with x51.0.

We have measured the temperature variations in
saturation magnetization, anisotropy field, and resona
fields for Ga:YIG films with differentx. The temperature
range 213–353 K corresponds to the most realistic opera
temperatures for microwave devices in which ferrite film
may be used. The resonance fieldsHr

' and Hr
i were mea-

sured for directions of the constant magnetic field norm
~perpendicular resonance! and tangential~parallel resonance!
to the plane of the film. The measured temperature variati
in the resonance fieldsHr

' and Hr
i for Ga:YIG films with

different compositions are plotted in Fig. 3. As can be se
from Fig. 3, for a given temperature the resonance fieldHr

'

decreases by roughly 100–150 Oe when the amount of

FIG. 2. The ferromagnetic resonance line widthDH ~1! at T5295 K and
the anisotropy fieldHa ~2! as functions of gallium ion content (x) in
Y3Fe52xGaxO12 films.
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lium in the ferrite film is increased by 0.1 atom per formu
unit ~curves1–5!. For the parallel resonance,Hr

i increases
by 50–100 Oe whenx is increased by 0.1~curves6–9!. For
the perpendicular resonance9

v'

g
5Hr

'24pMs1Ha , ~2!

wherev' is the resonance frequency andg is the gyromag-
netic ratio, equal to 2.8 MHz/Oe. The value of the resona
field Hr

' is determined by the microwave frequency, t
saturation magnetization 4pMs , and the anisotropy field
Ha .

For the longitudinal resonance, at which

v i

g
5A~Hr

i1Ha!~Hr
i14pMs1Ha!, ~3!

when the frequency is constant, the resonance field sh
increase as the saturation magnetization is lowered. Thu
a constant frequency, for ferrite films with different galliu
contents, the values and temperature variations ofHr

' andHr
i

are determined by the parameters 4pMs , Ha , and their tem-
perature variations~Fig. 4!. Figure 4a implies that as th
Ga31 ion content of the film is increased, in addition to
decrease in the saturation magnetization~curves5–8! there
is also a change in its temperature dependence. When
temperature is raised from 213 to 353 K, for pure YIG~curve
5!the slope of the curve is 2.9 G/K, while for films withx
50.38 ~curve8! it is 2.0 G/K.

It can be seen from Fig. 4b that within the temperatu
range studied here, the anisotropy field of Ga:YIG film
changes little compared to pure YIG for small substitutio
(x50.14), while forx50.38 it decreases significantly, an

FIG. 3. Temperature variations in the resonance fieldsHr
' and Hr

i for
Y3Fe52xGaxO12 films: x50 ~1, 9!, 0.14~2, 8!, 0.38~3, 7!, 0.56~4!, and 0.63
~5, 6!.
e

ld
at
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for large substitutions (x50.63), it increases significantly. I
is evident from Fig. 4b that the temperature variations in
anisotropy field are smallest for a composition with a lar
substitution,x50.63 ~curve1!.

According to Eqs.~2! and ~3!, in order to maintain a
constant operating frequency in microwave devices, i.e.
enhance their thermal stability, it is necessary that the m
nitude of the temperature variations in the resonance field
compensated by the combined magnitude of the tempera
changes in 4pMs and Ha . In practice, thermal drift of the
resonance frequency away from a fixed frequency is de
mined by the change in the resonance field with tempera
relative to its value at room temperatureTk .

The temperature drifts of the resonance field for para
DHr

i5HrT
i 2Hrk

i and perpendicularDHr
'5HrT

' 2Hrk
' reso-

nances are plotted in Fig. 5 for Ga:YIG ferrite films withx
50–0.63. HereHrT

i andHrT
' are the resonance fields at tem

peratureT andHrk
i andHrk

' are the resonance fields atTk . It
clear from Fig. 5 that as the amount of Ga31 in the films is
increased, the slopes of theDHr

i (T) andDHr
'(T) curves are

significantly reduced. Thus, for a film withx50.63, the
slope of theDHr

'(T) curve is more than a factor of 2 smalle
than for a pure YIG film: a751.4 Oe/K and a11

53.2 Oe/K, respectively. For comparison, for the two res
nances dashed lines with slopesa55a651.0 Oe/K are
shown in Fig. 5.

A comparison of the temperature dependencesDHr
'(T)

andDHr
i (T) shows that for films with the same compositio

a plot of the drift of the resonance field is more gradual
the parallel resonance than for the perpendicular resona
For example, for a film withx50.63, within the same tem
perature interval, at the perpendicular resonance one haa7

51.4 Oe/K, while at the parallel resonancea451.0 Oe/K.

FIG. 4. Temperature variations in the saturation magnetization~a! and an-
isotropy field~b! of Y3Fe52xGaxO12 ferrite films:x50.63~1!, 0.14~2, 6!, 0
~3, 5!, 0.38 ~4, 8!, and 0.23~7!.
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FIG. 5. Temperature variations in the drift of the resonance field for the parallelDHr
i and perpendicularDHr

' resonances:x50 ~1, 11!, 0.14~2, 10!, 0.38~3,
9!, 0.63 ~4, 7!, 0.56 ~8!; ~5, 6! curves with slopea55a651.0 Oe/K.
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Replacing the Fe31 ions in YIG films by nonmagnetic
Ga31 ions, therefore, makes it possible to enhance the t
perature stability of the resonance field, but this increases
width of the ferromagnetic resonance line. In addition, it
not possible to grow thick films with a high gallium conte
(x>0.63) because of the mechanical stresses resulting f
the increasing difference between the crystal lattice par
eters of the film and substrate.
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Photon scanning tunneling microscope with a nonresonance atomic-force regime
D. A. Lapshin

Institute of Spectroscopy, Russian Academy of Sciences, 142092 Troitsk, Moscow District, Russia
~Submitted November 29, 1996; resubmitted July 8, 1997!
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A design of a photon scanning tunneling microscope is presented. The shear-force regime and
the advantages of nonresonance excitation of the probe are discussed in detail. It is
suggested that the replica method be used to estimate the size of the active part of the probe.
© 1998 American Institute of Physics.@S1063-7842~98!01109-X#
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INTRODUCTION

Near-field microscopy makes it possible to overcome
diffraction limit, which limits the resolution of classical op
tical microscopy.1 The possibilities of realizing spectroscop
with submicron spatial resolution are generating great en
siasm. The appreciable achievements made in this field
clude the visualization of individual fluorescenc
molecules,2,3 measurement of the fluorescence times of in
vidual molecules,4,5 and low-temperature luminescence spe
troscopy of semiconductor materials.6 Possible applications
in the field of control of local chemical reactions7 and re-
cording information8 are also quite interesting.

To obtain maximum resolution the probe must be po
tioned near the surface at a distance of the order of sev
nanometers. For this reason, practical work requires
method for monitoring the probe–surface distance that is
dependent of the optical channel of the microscope. The
called shear-force method is most widely used.9,10 This
method makes it possible to obtain a topographic image
the surface simultaneously with an optical image. To imp
ment the method, oscillations of the probe must be excite
the resonance frequency in a plane perpendicular to the p
of the surface under study. It has been observed experim
tally that near the surface the oscillation amplitude decrea
as a result of interaction with the surface~Fig. 1!. The dis-
tance dependence of the amplitude is smooth and mak
possible to monitor the probe–surface distance in the nan
eter range. However, until very recently the character of
probe–surface interaction remained a subject of discuss
As follows from the name of the method, it was assumed t
the probe is undergoes something like viscous damping
account of capillary or van der Waals forces.9 To monitor the
oscillation amplitude the probe is illuminated on one side
a laser beam, while a two-section photodiode, which det
light redistribution between its two sections, is placed on
other side. Since the signal from the photodiode is wea
photosensitive method of synchronous detection is use
analyze it. In this scheme the signal at the detector ou
depends on both the amplitude and phase of the signal
can assume both positive and negative values. In our exp
ments we sometimes observed a jump-like change in
amplitude of the detector signal with a change in sign, wh
agrees with reports of contrast inversion in topograp
1051063-7842/98/43(9)/7/$15.00
e

u-
n-

-
-

i-
ral
a
-

o-

of
-
at
ne
n-
es

it
-

e
n.

at
n

y
ts
e
a
to
ut
nd
ri-
e

h
c

images.11 In this case protuberances in the image look li
depressions and vice versa. Such effects are difficult to
plain on the basis of a viscous model of damping.

A completely different model of the probe–surface i
teraction was proposed in Ref. 12. We note first that for
probe tip to move parallel to the surface during the osci
tions special forces must be applied. For this reason, du
measurements in the shear force regime the trajectory of
probe tip virtually always makes an acute angle with t
surface. This means that for a sufficiently small prob
surface distance the probe tip will touch the surface, wh
should disturb the amplitude and frequency characteristic
the oscillations. In Ref. 12 an experimental investigation w
performed of the resonance curve in vacuum at liquid-heli
temperature, which made it possible to remove immedia
the question of capillary forces. It was shown that the o
served amplitude and frequency dependences of the r
nance curve agree well with a mathematical model c
structed on the basis of a model where the probe touches
surface even at the lower part of its trajectory. A very im
portant observation is that because the elastic constant o
free part of the probe is different from that of the conical p
the resonance frequency increases on contact with the
face. It is impossible to explain the increase in resona
frequency on the basis of a viscous damping model.

Thus the shear force regime is, in the main, analogou
the tapping mode regime or the touching regime, which
well known in atomic-force microscopy.13,14 For this reason,
in what follows we shall call it the atomic-force regime. Th
decrease in the amplitude of the signal in the atomic-fo
channel as the surface is approached is due to the limita
of the oscillation amplitude of the probe by the rigid wall
a result of mechanical contact.

Hence follows an important conclusion: The resoluti
of the microscope in the atomic-force regime is determin
by the contact zone, i.e., it depends on the radius of curva
of the tip and does not depend, in the general case, on
oscillation amplitude. Of course, for large amplitudes dist
tions of the image of the surface are possible in the form
parasitic ‘‘shadows,’’ and so on, on account of excess tou
ings, for example, if the height of the protuberances is mu
greater than the rounding diameter of the probe, while
distance between the protuberances is less than the ampl
of the probe oscillations. For this reason, from the standp
5 © 1998 American Institute of Physics
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of resolution the regime where the amplitude of the pro
oscillations equals the radius of curvature of the probe
optimal: For smaller amplitudes the signal/noise ratio
creases in the detection channel and for larger amplitudes
probability of parasitic effects increases.

It is now possible to understand the mechanism lead
to inversion of contrast which is sometimes observed in
pographic images. To a first approximation, the oscillat
probe can be treated as a classical oscillator excited b
external force. The response functionx of a harmonic oscil-
lator can be described as the sum of the realx8 and imagi-
nary x9 parts.15–17 The form of these components is we
known and is shown in Fig. 2. The interaction of the pro
with the surface, on the one hand, increases the reson
frequency12 and, on the other, changes the phase of the
cillations, since terms reflecting the interaction with the s
face must be added in the equation of motion of the osc
tor. The magnitude of the phase shift will depend on
duration of the interaction with the surface as well as
local mechanical properties of the surface. A change in
phase of the signal can be interpreted just as a change in
ratio of the real and imaginary parts of the response funct
The change in phase of oscillations even with a cons
amplitude will give rise to a change in the signal amplitu
at the output of the synchronous detector. Therefore the m

FIG. 1. Shear force effect: Decrease in the amplitudeA of forced oscilla-
tions of a microscope probe as a result of interactions with the surface~1 —
probe,2 — sample!.

FIG. 2. Response functionx of a harmonic oscillator to an external excitin
force: x8 — real part,x9 — imaginary part.
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nitude of the detector signal can depend on the local ela
properties of the surface.

Another possibility is illustrated in Fig. 2: Ifx8 makes
the larger contribution to the output signal, then an incre
in the resonance frequency will result in a shift of thex8
curve rightward and depending on the position of the wo
ing point, which is fixed during the measurements and
determined by the frequency of the sound generator, both
increase and a decrease in signal amplitude, right down
change in sign, can be observed. For this reason, an incr
in the resonance frequency as a result of the interaction w
the surface could also be responsible for the contrast in
sion sometimes observed in top topographic images.

In summary, it can be concluded that the root of t
problem lies in the superposition of phase and amplitu
effects during operation near the resonance frequen
Therefore it is more convenient to work in the nonresona
regime. In this case the amplitude function will be dete
mined by the cutoff of the probe displacement on cont
with the surface, while phase effects will be absent. We s
present a design of a near-field microscope with a nonre
nance atomic-force regime and we shall present some re
obtained using this microscope.

PHOTON SCANNING TUNNELING MICROSCOPE

The layout of the microscope is displayed in Fig. 3.
He–Ne laser beam passes through a prism at the total in
nal reflection angle.18 The sharpened tip of an optical fibe
functioning as a probe, is placed at the bottom in the reg
of the surface light wave. Part of the surface light wave
scattered by the probe and trapped by the optical fiber.
photomultiplier signal at the other end of the optical fiber
proportional to the intensity of the light wave. In curre
terminology, this type of microscope is called a photon sc
ning tunneling microscope.19,20

We employed a multimode quartz fiber, sharpened
etching in a 40% aqueous solution of hydrofluoric acid.21 In
our experiments, a unmetallized probe without an apert
was used: On account of the exponential dependence o
intensity of the surface wave on the distance to the surfa
the field component makes the main contribution to the s
nal near the probe tip, making it possible to obtain a reso
tion of less than 200 nm.20 A metallized tip with an aperture
makes it possible to obtain a resolution down to 20 nm,22 but
it is more difficult to analyze the data and the mechanism
the interaction of the surface wave with the probe cannot
described by a simple model of the type scattering by a
electric sphere.

In our design the scanning apparatus moves the gra
while the tip is stationary. For this, the prism is rigidly s
cured to a table in the form of a glass disk, which is at rest
three metal balls, glued to 32 mm long, 10 mm in diamet
and 0.75 mm thick piezoelectric tubes~only two balls are
shown in Fig. 2!. The inner and outer surface of each tube
metallized and divided into four electrodes, which are co
nected in a manner so that application of voltage to a gr
of electrodes produces bending of the tube in the correspo
ing direction.23 The electrodes of the three tubes are co
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FIG. 3. Schematic diagram of a photon scanning tunneling microscope: 1 — Mirror, 2 — beam splitter,3 — piezoelectric tube,4 — table, 5 — photodiode,
6 — synchronous amplifier,7 — photomultiplier,8 — optical fiber,9 — computer,10–12 — high-voltage amplifiers,13 — controller.
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nected in parallel, so that the tubes move synchronously
set the table in motion with its orientation remaining co
stant. Moreover, this design makes it possible to move
table discretely with a step of less than 1mm. For this, a
sawtooth voltage must be applied to the scanner electrod24

The large piezoelectric tube at the center of Fig. 3 provi
fine regulation of the distance between the surface of
sample and the probe. The micrometer screw for coarse r
lation is not shown in the figure. For controlling voltages
1/2 250 V, the scanning field equals 14.5mm, while the
regulation range in the vertical direction is 5mm.

To implement the atomic-force regime an additional
bular piezoelectric element~outer diameter 1.3 mm, inne
diameter 0.8 mm, length 8 mm! is placed in the top part o
the central piezoelectric tube in order to excite oscillations
the free end of the optical fiber in a plane perpendicular
the plane of the figure. The oscillating part of the optic
fiber is illuminated from the side by a laser beam, and
scattered light is detected with a two-section photodiode
the opposite side. Using a feedback loop, the amplitude
be maintained at a prescribed level by moving the tip in
vertical direction, and in so doing the tip–surface distan
remains constant during scanning.

In our work we employed nonresonance excitation of
tip oscillations, in contrast to all works of which we know
where a resonance method was used. According to our
servations, the nonresonance method is distinguished
greater stability, and we employed a frequency below
nd
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first resonance frequency for flexural oscillations of t
probe, ordinarily in the range 5–10 kHz.

In the standard regime the detected signal from the p
todiode was used in a feedback loop, terminating on the fi
adjustment piezoelectric tube. This made it possible to ma
tain the probe–surface distance constant during scannin
this case the trajectory of the probe tip repeats the to
graphic profile of the surface, while at each scan point
microscope controller records the optical signal and the
pographic signal in the atomic-force channel. The mic
scope controller is a separate unit and is coupled with a
through an ISA bus by means of a special interface card

MEASUREMENTS

As a first example we present an image of a sim
model structure in the form of a standing surface wave25

The arrangement of the experiment is displayed in Fig.
The laser beam undergoes total internal reflection at
glass–air interface. A flat metal mirror is placed in the pa
of the beam, so that the light propagating in the forward a
backward directions forms on the surface a standing li
wave with periodd5l/2n sinQ. For n51.5 andQ545°
the distance between the maxima of the light wave
l5633 nm equals 3000 nm.

Figure 5 shows an image of the intensity of the lig
field obtained in the optical channel. In addition, the distan
between the probe and the glass was maintained constan~50
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FIG. 4. Schematic diagram of an exper
ment measuring the intensity of a surfac
standing light wave~a! and intensity of a
light wave above the surface of a diffrac
tion grating~b!: 1 — Prism,2 — mirror,
3 — light, 4 — near-field,5 — probe,
6 — grating.
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nm! by feedback in the atomic-force channel. As expect
the signal profile is sinusoidal. The local nonuniformities
the image are due to external mechanical perturbations
ing recording. The increase in the period of the struct
from left to right is due to the nonlinearity of the piezoele
tric scanning apparatus.

A trace of the optical signal with the probe moving in
direction perpendicular to the surface is displayed in Fig
The plot illustrates the well-known exponential depende
of the field of the surface light wave.18 When this depen-
dence was measured, the mirror was removed~Fig. 4b!. The
damping depth of the field equals 130 nm.

As another example illustrating the possibilities of t
microscope, we present an image of a flat diffraction grat
consisting of Ni stripes on a glass surface prepared by p
tolithography. The lines are 40 nm high, the period of t
grating is 10mm, and the width of a metal line is 3mm.
Figure 7 shows a three-dimensional topographic image
tained of the grating in the atomic-force channel in the n
resonance regime, while Fig. 8 displays an image of the
tion of the grating~top view! in the topographic and optica
channels. The height of a line is 40 nm, which agrees w
with the grating fabrication data. Crests of height;40 nm
,
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are observed along the edges of the metal lines. We bel
that this is a result of mass transfer, due to the details of
technological process, during etching.

Here we emphasize that the microscope controller wh
we have developed rules out possible image distortions
to underregulation or overregulation in the feedback circ
in the presence of sharp changes in the surface profile.
this, before each point is recorded the microscope contro
checks for the absence of an error signal in the feedb
loop. In addition, each scan is recorded in both the forw
and backward directions. Comparing these profiles likew
makes it possible to avoid errors which could be due,
example, to creep of the piezoelectric ceramic in the vert
direction. The first scan lines of the image~at the bottom of
the figure! are shifted rightward as a result of creep of t
piezoceramic in the horizontal direction. The large ‘‘hump
in the upper left corner is, we believe, a dust particle settl
from the air on the surface of the grating.

The optical image corresponds, with good accuracy
the details of the topographic image, i.e., the fringes of
minimum of the optical signal correspond to the metal lin
of the diffraction grating. The fine details in the form o
small spots in the topographic image, which evidently cor
FIG. 5. Image of a surface standing light wave on the surface of a glass prism. The distance between maxima;300 nm (I is the intensity in arbitrary units!.
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spond to residues of the metal which have not been remo
correspond to dips in the form of dark spots in the opti
signal. The resolution of the microscope can be estimated
the basis of the image obtained, to be 0.1mm in both chan-
nels.

REPLICA METHOD

The most important parameter of the microscope, de
mining its resolution, is the radius of curvature of the pro
Most authors use an electron microscope to estimate
parameter. We propose using for this purpose the metho

FIG. 6. Intensity of a surface wave versus the probe–surface distance
d,
l
on

r-
.
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replicas, by which we mean producing artificially an impre
sion of the probe tip in a soft material. The process leading
the formation of submicron-size impressions of this kind h
been investigated in detail in a number of works.16,17,26By
investigating the time dependence of the displacement o
indenter under the action of an external force it has b
shown that in the general case elastic relaxation of the
terial is observed after the load is removed. As a result of
relaxation, the depth of the impression is less than the de
of indentation, while the angle of the impression cone
larger than that of the indenter. In soft materials, specifica
in Al, this type of relaxation is small, so that the impressi
repeats the shape of the indenter to a high degree of a
racy.

In our design the high stiffness of the needle in the v
tical direction permits indentation to a depth of several m
crons. We used Al and fused rosin as the indentation m
rials. Practice showed good reproducibility of th
impressions in these materials as well as the absence o
deformation during the indentation process, making it p
sible to estimate the shape of the probe from the shape o
impression.

To visualize the shape of the impression, we use
microscope in the atomic-force regime with the same pro
as the one used for making the impression. Figure 9 sh
an image of the impression of a tip which was used in t
work ~a surface defect, existing prior to indentation,
present in the bottom right-hand corner!. The section on the
right-hand side of the figure makes it possible to estimate
nel of the
FIG. 7. Three-dimensional image of a section of a diffraction grating on a glass surface. The image was obtained in the atomic-force chan
microscope. Period of grating 10mm.
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FIG. 8. Atomic-force~left! and optical~right! images of a section of a diffraction grating. The vectork of the surface wave is directed along the lines of t
grating.
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radius of curvature of the probe as 0.1mm and the cone
angle as 150°, which agrees with the estimate, prese
above, of the resolution of the microscope. The possibility
visualizing the impression of a probe using the same pr
can seem unlikely. Here it is necessary to underscore o
again that the shape of the impression is somewhat diffe
from that of the probe because the material undergoes re
ation, while the amplitude of the probe oscillations does
exceed the radius of curvature of the probe and in the pre
ed
f
e
ce
nt
x-
t
nt

measurements was equal to;100 nm. This makes it possibl
to attribute the impression to the probe right down to t
very bottom. The proposed method does not make it poss
to reproduce the exact shape of the probe from the imag
the impression, but rather it is only a method for estimat
the upper limit of the size of the probe.

The proposed method has a number of considerable
vantages over the standard method of electron microsc
possibility of obtaining a three-dimensional image and no
FIG. 9. Image of an impression of a needle tip in fused rosin. Right side — section along a line.
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projection on a plane, as in an electron microscope; poss
ity of studying dielectric tips without premetallization; rela
tive simplicity and low cost, since the impression is mo
tored in the same microscope in which investigations
conducted, so that less time is spent and the probability
damaging the tip as a result of transporting the probe fr
one microscope to another is decreased.

CONCLUSIONS

1. It was demonstrated that the atomic-force channe
the microscope can operate in the nonresonance regime.
regime is distinguished by greater stability as compared w
the resonance method of excitation. The resolution of
microscope is determined by the radius of curvature of
probe and, in the general case, does not depend on the
plitude of the oscillations of the probe.

2. It was shown that an impression of the probe can
produced in soft materials~aluminum and fused rosin!. Vi-
sualization of the impression in the atomic-force regime
ing the same probe makes it possible to estimate the siz
the active part of the probe.
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Interaction of intense IR laser radiation with a-C:H protective coatings
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The results of a determination of the optical breakdown thresholds of air near the surface of
copper laser mirrors witha-C:H protective coating by intense pulsed 10.6mm radiation are
analyzed and systematized. It is shown that there is no correlation between the breakdown
threshold of a coated mirror, the reflectance of the coating, and the breakdown threshold of the
initial copper surface. Experimental dependences of the threshold of optical breakdown of
coated mirrors on thea-C:H thickness and deposition rate as well as the storage time of the mirrors
are given. Estimates are made of the rise in the surface temperature in the irradiation zone
for the case of an ideal adhesive contact and calculations are made of the damage threshold of the
coating in the case that the adhesive contact between the mirror and the coating is impaired.
The effect of thea-C:H coating properties and the conditions at the polished metal
surface–protective coating interface on the optical breakdown threshold is discussed. ©1998
American Institute of Physics.@S1063-7842~98!01209-4#
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INTRODUCTION

An important question in producing optical componen
for lasers is the interaction of laser radiation with matt
Passive elements~windows, mirrors! used in the gas medi
of pulsed CO2 lasers are exposed to intense laser light flux
Optical breakdown and plasma formation at the surface
optical components change the lasing regime and destroy
functioning of the laser system. For this reason, the radia
hardness of an optical component is determined by the po
density level of the radiation corresponding to the plas
formation threshold. This threshold depends not only on
parameters of the laser radiation~form, duration, pulse rep
etition frequency, and size of the irradiation spot! but also on
the surrounding medium, the state of the surface, and
material of the optical component.1 Copper mirrors, which
have high reflectances and optical breakdown thresholds
widely used in laser technology. However, their use is li
ited by low corrosion resistance and mechanical stren
The service life of the mirrors can be prolonged by us
protective coatings. The good prospects for using so
chemically inert, and IR transparent diamond-like coatin
consisting of amorphous hydrogenated carbon~a-C:H! as
coatings providing protection from intense 10.6mm radia-
tion for laser copper mirrors was first demonstrated in Ref
Mirrors with a protectivea-C:H coating had a high break
down threshold. Such a coating did not change the shap
the optical surface or the reflectance of the copper mirro
decreased the roughness of the initial surface, and sub
tially increased its mechanical strength and corrosion re
tance. Further investigations showed that the conditions
plasma formation at the surface ofa-C:H coated mirrors de-
pend on the thickness of the coating and can decrease
time.3 However, the nature of the observed phenomena is
completely understood.

In the present paper a systematic analysis is given of
1061063-7842/98/43(9)/7/$15.00
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effect of different factors on the optical breakdown thresh
of copper mirrors with aa-C:H protective coating. Approxi-
mate calculations of the surface temperature in an irradia
spot and the breakdown thresholds of a coating as a func
of its thickness, taking account of adhesive contact at
mirror–coating boundary, are performed. The effect of
properties ofa-C:H and conditions at the polished met
surface–protective coating interface on the threshold of
tical breakdown near the surface are discussed.

EXPERIMENTAL METHODS AND RESULTS

A protective a-C:H coating was obtained by chemic
deposition of hydrocarbon vapors in a dc glow discha
plasma.4 The coating was deposited on the surface of p
ished copper mirrors, ranging in size from 40 to 60 mm,
the temperature of the surrounding medium. One-quarte
one-half of the mirror surface was left uncoated in order
perform comparative tests. The mirror surface prior to de
sition of the coating was worked with a glow dischar
plasma of an inert gas to clean the surface. To optimize
conditions under which thea-C:H coating is obtained, the
parameters of the deposition process were varied: pressu
the vacuum chamber from 131022 to 131021 Pa, the in-
terelectrode voltage from 600 to 1400 V, and the acetyle
content in the mixture with inert gas. Krypton and arg
were used as the inert gas. The coating thickness was va
in the range 0.03–0.7mm. The thickness was monitored wit
a MII-4M microinterferometer with a relative measureme
error of less than 10%.

To determine the stability of thea-C:H coated mirrors
with respect to the action of laser radiation, the power d
sity corresponding to the optical breakdown threshold n
their surface was determined. The breakdown threshold
taken as the minimum laser power density correspondin
the appearance of a flame and obtained in a series of tes
2 © 1998 American Institute of Physics
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different sections of the mirror surface. The tests were p
formed at 10.6mm in atmospheric-pressure air using an ele
tric discharge CO2 laser5 with a pulse duration of 15ms at
the base and 10ms according to the width. The irradiatio
spot was 0.3 cm in diameter. Some of the radiation ene
was diverted to an IMO-2 laser pulse energy meter.

A histogram of the values of the power densityq of
pulsed IR laser radiation, which correspond to the opti
breakdown threshold at the surface of a coppera-C:H coated
mirror for N532 samples is presented in Fig. 1. The av
age, maximum, and minimum values of the power den
were equal to 6.2, 16, and 1 MW/cm2, respectively.

The threshold radiation power densities of the coa
mirrors versus the breakdown thresholdsq0 of the initial
uncoated surface of the mirrors are shown in Fig. 2. One
see that these values are random and there is no regular
the distribution of the points in Fig. 2. A coating could bo
increase the optical breakdown threshold of the mirror s
face severalfold and decrease it in individual cases. A
merical analysis of the values of the breakdown thresho
presented in Fig. 2 gave a correlation coefficient;0.3 with
32 samples.

The measurements of the reflectanceR of an a-C:H
coated copper mirror at 10.6mm were performed using a
multipass refractometer with an error of60.3%. The mea-
surements showed thatR598.4– 99.0% and its deviatio
from the reflectance of the initial surface of the copper mir
fell within the limits of the measurement error. The thresho
values of the power densityq of thea-C:H coated mirrors as
a function of the surface reflectanceR of the component are
presented in Fig. 3. One can see that there is no correla
between these values. The protectivea-C:H coating protects
the surface of the copper mirror from oxidation and make
possible to maintain a constant surface reflectance du
storage for several years.

FIG. 1. Histogram of the pulsed IR laser radiation power densities co
sponding to the optical breakdown threshold.
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The threshold power densities ofa-C:H coated copper
mirrors as a function of the coating thicknessd are shown in
Fig. 4. Despite the large variance of the points, one can
that in a narrow interval of coating thicknesses from 0.1
0.2mm the breakdown threshold tends to increase, and as
thickness increases further, the breakdown threshold
creases. The maximum in the experimental curve shows
at least two competing processes influence the developm
of optical breakdown at the surface of ana-C:H coated mir-
ror, one process promoting an increase and the other a
crease in the threshold.

Attempts to determine the dependence of the opt
breakdown threshold ofa-C:H coated mirrors on the techno
logical parameters of the deposition process~gas pressurep
in the vacuum chamber, interelectrode voltageu, and ion

-

FIG. 2. Distribution of the pulsed IR laser radiation power densityq corre-
sponding to the optical breakdown threshold as a function of the breakd
thresholdq0 of an uncoated copper surface.

FIG. 3. Optical breakdown threshold ofa-C:H coated mirrors as a function
of their reflectance.
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currenti on the substrate! were unsuccessful. The breakdow
thresholds of 0.1360.01mm thick a-C:H coatings as a func
tion of the deposition ratev are presented in Fig. 5. Th
breakdown thresholdq varied from 2 to 5.2 MW/cm2 with v

FIG. 4. Threshold pulsed IR radiation power densities versus the prote
coating thickness:j — for experimental near-surface breakdown thresho
of a-C:H coated copper mirrors,d — for the computed values of the lase
damage thresholds of ana-C:H coating in the case of impaired adhesi
contact between the coating and the mirror.

FIG. 5. Threshold breakdown power densities as a function of the dep
tion rate: j — from acetylene withu5800–900 V, i 52 –11 mA, and
p51 – 731022 Pa; d — from a mixture of acetylene with argon~50%!
with u5900– 1000 V,i 54 – 8 mA, andp51.3– 2.631022 Pa;m — from
a mixture of acetylene with krypton~66%! with u51200– 1400 V,i 520
mA, andp5531022 Pa.
increasing from 4 to 12 Å/s for coatings obtained from ace
lene with u5800– 900 V in the intervali 52 – 11 mA and
p51 – 731022 Pa. Decreasing the deposition rate tov
52.060.2 Å/s by diluting the acetylene with argon~50%!
and usingu5900– 1000 V,i 54 – 8 mA, andp5531022

Pa increasedq up to 7 MW/cm2. For deposition ratesv,2
Å/s and coatings obtained from a mixture of acetylene w
krypton ~66%! with u5120021400 V, i 520 mA, andp
5531022 Pa the value ofu increased up to 11 MW/cm2.
The dependenceq(v) obtained shows that the decrease
the a-C:H deposition rate as a result of a decrease in
acetylene concentration in the plasma increases the br
down threshold of a mirror with a protective coating.

The areas damaged on the surface of aa-C:H coated
mirror as a result of optical breakdown could vary fro
;0.231022 to ;431021 cm2. The change ins as a func-
tion of the coating thicknessd and radiation power densityq
for coatings obtained from a mixture of acetylene with kry
ton ~66%! in the interval of deposition ratesv50.7– 1.8 Å/s
is shown in Fig. 6. One can see that ford,0.2mm the value
of s increases in proportion to the increase inq. For coatings
which have a structured absorption spectrum with sev
maxima, lying above the energy;1.5 eV ~Fig. 7, curve1!,
irreversible changes in the color in the irradiation spot o
curred at the locations exposed to intense laser radiation.
observed similar changes in color by heating the experim
tal coatings in vacuum up toT5420 °C. As follows from
the results of IR and Raman scattering spectroscopy, the
pearance of shift of the maximum in the electronic abso
tion spectrum in the direction of lower energies is caused
structural changes associated with a transition of carbon
oms from thesp into thesp2 valence state and enlargeme
of the polycyclic aromatic groups in thea-C:H structure.6

Thermographic investigations of the carbon condensates
tained in a gas discharge showed that an exothermic e
not accompanied by a change in mass and associated
structural changes is observed in the temperature inte

ve
s

si-

FIG. 6. Damage area on a mirror surface due to optical breakdown
function of the power density at the breakdown threshold and as a func
of the coating thickness.
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250–400 °C, while at temperatures above 450 °C the conv
tional oxidative reaction characteristic for carbon-contain
materials occurs.7 For gray-blacka-C:H coatings, which pos-
sess a structureless absorption spectrum with a maximu
;1.5 eV ~Fig. 7, curve2!, the above-described thermochr
mic changes are uncharacteristic. As a rule, at the cente
damage the coating burned up and erosion of the cop
surface was observed. The edges of the damage to the
ing had small local foci of damage. Complete destruction
the coating is possible at 1000 °C as a result of thermal
struction ofa-C:H followed by oxidation of the hydrocarbo
products which are released. Therefore it can be conclu
on the basis of the character of the damage observed in
coating as a result of optical breakdown, that the surf
temperature in the irradiation spot can vary from 420
1000 °C.

The results of numerous tests on two mirrors with
gray-black coating during the course of a year are show
Fig. 8. The samples were stored in the room atmosphere.
initial valuesq510 and 13 MW/cm2 of the optical break-
down threshold at the surface of a coated mirror were sev
times higher than the breakdown thresholdsq0 of the initial
surface of the copper mirror and during the course of
year decreased to values close to the initial values 1.2
5.9 MW/cm2, respectively, for the mirrors. A similar de
crease of the breakdown threshold during storage of co
mirrors was also observed for other samples. Considering
stability of the properties ofa-C:H, the decrease in the brea
down thresholds with time could be due to a change in
conditions at the mirror–coating interface. This is suppor
by the increase in the damaged area accompanied by si
taneous decrease of the breakdown threshold, observed
result of the tests.

FIG. 7. Spectral dependences of the absorption of the mirrors.
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COMPUTATIONAL RESULTS

To determine the effect of the mirror–a-C:H coating in-
terface on the breakdown threshold, calculations were p
formed of the temperature increase in the spot irradiated w
pulsed IR radiation and of the breakdown threshold o
coating as a function of the adhesive contact. van der W
forces act at the boundary between the mirror and thea-C:H
coating.8 In the absence of an adhesive contact betw
them, the coating should be heated by the radiation un
conditions of thermal insulation, in which case the therm
resistancer→`. Conversely, in the case of strong couplin
r→0 and ideal thermal contact can be assumed.9

Let us consider the case of ideal thermal contact of
coating with the copper surface. The penetration depth of
IR radiation isd51/a, wherea is the linear absorption co
efficient. For thea-C:H coating investigated, the extinctio
coefficientk52.5–1.631022 at 10.6mm with n52.0– 2.4
variable acetylene content in the mixture with inert gas.10 In
this casea5300– 190 cm21, andd does not exceed 44mm,
which is much larger than the thickness of the coatin
Therefore the temperature on the surface of the coating
correspond to the temperature of the surface layer of
copper, wherer 50. The surface temperatureT of copper
mirrors with a5105– 106 cm21 was estimated using a for
mula obtained by solving a differential equation describi
the propagation of heat in a semi-infinite layer of mat
bounded by the planeZ50 on which radiation is incident:

T~0,t!5
2q~12R!AxR

KAp
, ~1!

whereq is the intensity of the radiation incident on the su
face of the mirror,K is the thermal diffusivity, andx is the
thermal conductivity.

FIG. 8. Variation of the optical breakdown thresholdq of copper mirrors
with a protectivea-C:H coating as a function of the storage timet of the
mirrors under room conditions.
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The calculations employed the experimental values, p
sented in Fig. 3, of the threshold power densities and refl
tion coefficients of coated mirrors. The value
K50.913 cal/sm•s•deg andx51.1 cm2/s for copper were
taken from Ref. 11. The computed value of the tempera
of the surface layer of ana-C:H coated mirror for the case o
ideal adhesive contact between them does not exceed 20
for a mirror with R598.6% andq513 MW/cm2.

In the case that there is no adhesive contact andr→`,
the radiation flux incident on the surface should be co
pletely absorbed by a coating of thicknessd in the time of
the laser pulset. The power density for which the coating
heated up to the damage temperature can be determine

q5q* /A~d!, ~2!

whereq* is the radiation power flux density absorbed by t
coating andA(d) is the absorption coefficient of the coatin

Neglecting heat removal into the copper mirror

q* 5
TCrd

Mt
, ~3!

whereC is the specific heat,r is the density, andM is the
molecular weight of the carbon coating.

In the case of a transparent film, as the coating thickn
increases, oscillations due to the interference of light in
layer are superposed on the weak monotonic growth ofA(d).
In the simplest theoretical description of the absorbing po
of a a-C:H coated copper mirror, the well-known solution
the classical problem of electrodynamics of the reflection
light from the surface of a uniform layer with sharp inte
faces with bounding media, characterized, just as the la
by frequency-dependent optical constantsn and k, can be
used.12 For thin films (d!l/n, d!k21) it follows from the
solution, specifically, that

A~d!'A01b1d1b2d2, ~4!

where

A054n2 /@~n211!21k2
2#. ~5!

For the case that the extinction coefficient of the fi
k1!n1,

b1'pA0
2/l•k2 /n2~n1

221!, ~6!

b2'~pA0 /l!2~n1
221!/n2~n2

21k2
22n1

2!. ~7!

Substituting the optical constants for ana-C:H coating
n152 andk152.531022 at 10.6mm ~Ref. 10! and a copper
mirror n2511 andk2560.6 ~Ref. 13! into Eqs.~5!, ~6!, and
~7! we obtained

A~d!50.01257.05d11.33106d2. ~8!

Formulas~3! and~8! were used to calculate the incide
IR radiation flux densitiesq that heat thea-C:H coating up to
the temperature of evaporation of the coating in the abse
of adhesion and thermal contact in the interval ofd from 0.1
to 0.7 mm. The following values were used for the calcul
tions:C50.17 cal/mole•deg,7 r52.4 g/cm3, M512 g/mole,
and t515ms. The temperatureT51000 °C at which com-
plete destruction of the coating and a transition into a g
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eous state occur was taken as the temperature at which
coating is destroyed. The computed curve of the destruc
threshold of ana-C:H coating is presented in Fig. 4. Accord
ing to the calculation, the power density required to dest
an a-C:H coating with impaired adhesive contact increas
monotonically as the coating thickness. For coating thickn
equal to 0.7mm, the power density required for comple
destruction of the coating reached 0.35 mW/cm2 and was an
order of magnitude lower than the optical breakdown thre
olds obtained experimentally.

DISCUSSION

The mechanism of near-surface optical breakdown
companying the irradiation of metal mirrors is closely linke
with the state of the polished surface: the presence of
sorbed impurities, embedded particles, and imperfection
the base itself. Being in poor thermal contact with the me
such defects can be rapidly heated in a radiation field
serve as a source of ionized vapors and emission par
fluxes. As a result of the appearance of initial electrons a
easily ionized matter, the conditions for the development
an electron avalanche — onset of optical breakdown —
eased in the surrounding medium.14 The deposition of a pro-
tectivea-C:H coating on the metallic surface can change
mechanism of the interaction of pulsed IR radiation with t
mirror. The absence of a correlation between the breakdo
thresholds of a coated mirror and a polished copper sur
~Fig. 2! as well as between the breakdown thresholds and
reflectance~Fig. 3! shows that the conditions of plasma fo
mation at the surface of the metal and the protectivea-C:H
coating are different. The effect of the properties of the co
ing on the interaction with intense IR radiation is manifest
in the dependence of the optical breakdown threshold on
thickness~Fig. 4! and the deposition rate of the coating~Fig.
5!.

An investigation using the adsorption-ellipsometr
method showed thata-C:H coatings withn.2.0 are distin-
guished by low porosity.15 Their optical properties do no
change and they protect the mirror surface from oxidation
the surrounding medium. Such a coating should block
surface of the metal, impeding emission fluxes from leav
the surface of the coating under the action of pulsed la
radiation. This can explain the increase in the breakdo
threshold of a mirror as the thickness of thea-C:H coating
increases to 0.2mm ~Fig. 4!. The decrease in the breakdow
threshold with a further increase in the coating thickne
~Fig. 4! and during storage of coated mirrors~Fig. 8! could
be due to a change in the conditions at the mirror–coa
interface.

A polished copper surface is a defective layer of a m
terial that forms as a result of the destruction of the faces
polycrystals and that can contain pores and cavities. As
shown earlier, preliminary cleaning of the mirror surface in
glow discharge in an inert gas opens up the pores and ca
accompanied by trapping of inert gas by the copper surfa8

Diffusion of impurities and gases onto the mirror-coati
interface should cause a local decrease of the adhesive
tact. This process degrades the protective properties of
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coating and can decrease the breakdown thresholds ofa-C:H
coated mirrors during storage~Fig. 8!. The lower computed
values obtained for the breakdown thresholds of coati
exposed to IR radiation pulses for the case of impaired
hesive contact~Fig. 4! confirm this conjecture.

As the coating thickness increases, relaxation of the
ternal compressive stresses, which are characteristic for s
a-C:H coatings, becomes more likely. It has been establis
experimentally that for a coating thickness of 0.35mm the
internal compressive stresses can cause spontaneous s
tion of the coating from the surface of the copper mirror w
the mirror when it heats up to 200 °C.8 Local destruction of
the adhesive and thermal contact at the mirror–coating in
face can occur under heat and shock action of the lase
diation. Keeping this in mind, the decrease of the thresh
radiation power densities in the experimental depende
q(d) ~Fig. 4! for d.0.2 mm can be explained by a degrad
tion of the adhesive contact by the internal compress
stresses, which increase with increasing coating thickn
For substantial thicknesses of the protective coatingd>0.7
mm, the experimental values of the breakdown threshold
proach the computed values for the case of impaired ad
sive and thermal contact.

The character of the damage toa-C:H coatings attests to
the fact that the temperature in the irradiation spot exce
the maximum computed temperature~200 °C!, obtained for
the case of an ideal adhesive contact. Thermochro
changes in the coating, which are observable as a resu
optical breakdown, show that the surface in the spot heat
to 420 °C. Complete destruction of ana-C:H coating can
occur at 1000 °C, by-passing the melting stage. Heating u
such a temperature is possible as a result of the interactio
the coating with the plasma formed as a result of opti
breakdown. The size of the damage to a 0.1–0.2mm thick
coating as a result of near-surface optical breakdown
creased together with the radiation power density, but it
not exceed the area of the irradiation spot~Fig. 6!. At the
same time, the observed increase in the size of the regio
damage in time can be explained by the decrease in the
hesive and thermal contact of the coating.

The increase in the breakdown threshold ofa-C:H
coated mirrors accompanying a decrease in the coating d
sition rate in Fig. 5 shows that thea-C:H properties influence
the plasma formation process at the surface of coated mir
during optical breakdown.a-C:H condensation kinetics
strongly influences the average order of the structure, de
mined by the sizes of thep-bonded clusters.16 p-clusters
consist of polycyclic aromatic groups, polyene and polyy
chains with a single system of conjugation of multip
bonds.17 A decrease of the deposition rate ofa-C:H coatings
obtained from acetylene promotes an increase in the size
such clusters, a decrease in the content of bound hydro
and a decrease in the optical gap width.18 At the same time,
the optical absorption in the visible region of the spectr
and the refractive index increase.16a-C:H coatings with a
structureless electronic spectrum~Fig. 7, curve2!, which
were obtained with deposition rates of less than 2 Å/s,
the highest optical breakdown thresholds. Such coatings
distinguished by low resistivity 1072108 V•cm from coat-
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ings with a structured electronic spectrum~Fig. 7, curve1!,
the resistivity equals 101121012 V•cm. It can therefore be
concluded that the electronic structure ofa-C:H plays a large
role in plasma formation at the surface of a mirror duri
optical breakdown.

The absorption of a 0.1 eV photon during the action
IR radiation on ana-C:H coating is sufficient to generat
charge carriers inside the region of conjugation ofp elec-
trons, i.e., on an individualp cluster. Exciton formation is
possible in ana-C:H coating whose electronic spectrum h
maxima with energy above the optical band gap. The sub
quent motion of the exciton depends on the degree of lo
ization of thep electrons, and for an amorphous structure
can have a hopping character. The dissipation of energy
optical phonons should give rise to heating of the protect
a-C:H coating under the action of IR radiation and to therm
emission of electrons. The higher the conductivity of t
coating, the lower that likelihood that the coating will b
heated during the action of the laser pulse and the higher
optical breakdown threshold are.

The possibility of local heating of the coating due
absorption of 10.6mm radiation by defects and different in
clusions at the mirror–coating boundary cannot be ruled o
The worse the adhesive and thermal contact at the me
coating interface, the more likely the coating will be heat
up to temperatures of thermal destruction and optical bre
down in the vapors of matter as a result of absorption of
IR radiation. The thermal model of near-surface optic
breakdown is considered to be best substantiated.1 It consists
in stagewise development of breakdown: heating and va
ization of the barrier material, avalanche-like absorption
the vapors, and formation of a plasma focus with a transit
into air plasma. According to the thermal mechanism, opti
breakdown near the surface of ana-C:H coated mirror can
develop as a result of local heating in separate sections o
laser irradiation zone up to temperatures above 450 °C, t
mal destruction of the coating, and oxidation of hydrocarb
products of decomposition. Such a mechanism is most lik
for a metallic coated mirror in the case 0,r ,`. At the
same time, the possibility of tribo- and mechanoemission
electrons during crack formation as a result of the relaxat
of internal compressive stresses in the coating asr→` can-
not be excluded.

CONCLUSIONS

A systematic analysis of the effect of different factors
the breakdown threshold of copper mirrors with a protect
a-C:H coating was performed. The investigations show
that the conditions of plasma formation under the action
intense 10.6mm laser radiation at the surface of a metal a
different from the conditions in the case of a protecti
a-C:H coating. For coating thickness less than 0.2mm the
near-surface optical breakdown threshold of mirrors is de
mined by the properties ofa-C:H. The increase in the break
down threshold of a mirror after ana-C:H coating is depos-
ited on its surface is achieved as a result of a blocking ef
due to the mechanical strength and chemical resistance o
amorphous coating as well as its optical and electrical pr
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erties. Higher breakdown thresholds were observed ona-C:H
coatings obtained with deposition rates less than 2 Å/s. S
coatings are distinguished by a structureless electronic s
trum with the depths of trap levels not exceeding;1.5 eV
and by resistivities of 107–108 V•cm. Fora-C:H protective
coating thicknesses greater than 0.2mm, the breakdown
threshold of mirrors is determined by the conditions at
metal–a-C:H interface. A decrease in the bonding force b
tween them as a result of relaxation of compressive stre
in the coating causes the breakdown threshold to decrea
the a-C:H thickness increases. The local impairment of a
hesive contact due to diffusion of impurities and gases fr
a near-surface layer of the copper mirror onto the interf
causes the thermal resistance to increase and the op
breakdown threshold to decrease during storage of the
rors.

The results obtained will assist in understanding how
operation of passive CO2-laser components protected b
a-C:H coatings is affected by their interaction with inten
laser radiation fluxes.

We thank E. M. Yudintsev for performing the tests
the optical breakdown threshold of mirrors and T. A. Zhe
lakova for measuring the reflectances of the mirrors as w
as N. A. Novoselov for technical assistance.
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Nonelectrical method of pumping solid-state lasers
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An alternative, nonelectrical method for obtaining a dense radiating plasma and the possibilities
of using this method to pump solid-state lasers are investigated. The plasma was obtained
experimentally by heating the working gas in a two-stage ballistic plasmatron. A new device —
a vortex chamber — is proposed for transferring energy into the plasmatron–laser system.
© 1998 American Institute of Physics.@S1063-7842~98!01309-9#
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INTRODUCTION

Powerful sources of visible and UV radiation are r
quired in order to accomplish diverse photochemical tra
formations and to solve a number of technological pro
lems,1,2 for optical pumping of lasers,3–5 and so on. At the
present time, pulsed gas-discharge tubes have found
application for these purposes.6 The source of radiation is a
electric-discharge plasma with a temperature of 10 to
thousand degrees.

An alternative, nonelectrical method for obtaining a r
diating plasma could be heating the working gas up to te
peratures 6 to 12 thousand degrees with adiabatic comp
sion of the gas in a special apparatus — a ballistic plasma-
tron. However, experiments7–9 on single adiabatic compres
sion of a gas by a freely flying piston showed the ballis
plasmatron to have a low energy efficiency as a source
optical radiation as compared with pulsed gas tubes.

An effective method for increasing the specific energy
a plasmatron is preheating the working gas.10–12This can be
achieved by using several stages of compression and ex
sion using intermediate membranes, valves, and piston
the system.

In the present paper we propose a nonelectrical met
for obtaining plasma with temperature up to 15 000 K, us
nonisentropic heating of the working gas in a ballistic ap
ratus with two-stage compression.

MULTISTAGE COMPRESSION

As is well known,2 in a ballistic setup with volumeV0

and single compression of the gas up to pressurePm and
temperatureTm , plasma energy

E5
PmV0

12g S T0

Tm
D aS 12

Tm

T0
D , a5

g

g21
,

whereT0 is the initial temperature of the working gas andg
is the ratio of specific heats, can be attained.

If the gas is heated in several successive stages~com-
pression — expansion into an evacuated volume — co
1061063-7842/98/43(9)/3/$15.00
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pression and so on!, then for an infinite number of such
cycles the limiting energy of the plasma can be brought up
a valueE` given by10,11

E`5
PmV0

g2~T0 /Tm!
.

For example, for a monatomic gas (g51.67) with T0

5300 K heated up to temperature 6000 K the limiting ef
ciencyE` /E1 of multistage compression is 39 times high
than that of single-stage compression. In contrast to the m
tistage heating, where the intermediate steps of heating
gas are separated in space, there also exists another pos
ity of increasing the specific energy of a plasma by gradua
accumulating energy in the system.11 In this case the inter-
mediate stages of heating the gas are separated in time
the system reaches a quasicontinuous radiation regime af
certain number of compression–expansion cycles.

TWO-STAGE HEATING OF A GAS

A large increase in the efficiency of heating the worki
gas can be achieved in relatively simple, two-stage adiab
compression setups — ballistic plasmatrons with two fre
moving pistons~Fig. 1!. One piston with massm1 is placed
at the start of the shaft of the setup, and another piston w
massm2,m1 is placed at certain distanceX0 from the first
piston. The second piston contains a blow-off valve~in the
simplest case, a through opening!. To extract optical radia-
tion, a bulb with transparent walls is attached to the end
the plasmatron shaft. The plasma produced under adiab
compression flows into the bulb through a supersonic noz
A rupturing diaphragm can be placed in front of the nozz
and the bulb itself is preevacuated.

The working cycle of gas compression and plasma g
eration proceeds as follows. Under the action of the push
gas the heavy piston compresses gas in the region betw
the two pistons, and the second piston, having adequate
ertia, plays the role of a wall. Next, the preheated worki
gas flows through the valve~or opening! in the second piston
into the space in front of the pistons. At the second stage
9 © 1998 American Institute of Physics
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adiabatic heating of the gas, the gas is simultaneously c
pressed by the two pistons, moving approximately with
same speed. The plasma formed during the final compres
flows through the nozzle into the transparent flask, wh
rapid deexcitation of the plasma occurs at low pressure.

The nonisentropic nature of the gas heating is due to
gas flow through the valve in the second piston. Calculati
show that the degree of growth of the specific entro
¸,determined in terms of the increaseDs of the specific
entropy of the gas at the end of compression and the spe
heatCv , is

¸5exp~Ds/cv!5~r/r0!g~g21!gg21/~g11!g, ~1!

wherer0 andr are the gas density before and after compr
sion.

The entropy increase~1! depends on the degree of g
compression and can reach a large magnitude (¸@1).

Let us estimate the maximum attainable specific ene
E2 of the plasma at a fixed finite temperatureTm and pres-
surePm , optimizing the output parameters of the system
the entire working gas of massM2 is initially confined in the
volume V1 between the pistons, then at the first stage
compression up to some pressureP3 the gas is heated up t
an intermediate temperatureT3

T3

T0g
5S P3

P0
D c

, c5
g21

g
.

From the condition that the final values of the tempe
ture Tm and pressurePm are reached at the second stage
compression of the already heated gas we obtain a rela
determining the required mass of the working gas

M25
mV0

RT0
~T0 /Tm!g2/~g221!P3

1/~g11!

3Pm
g/~g11!b1/~11g!~12b!g/~11g!, ~2!

whereb5V1 /V0 , m is the molecular weight of the gas, an
R is the gas constant.

The highest energyE2 of the plasma is reached with th
maximum mass of the working gas, which is a function
the position of the second pistonM25 f (b).11 It is easy to
see that the extremum of the function~2! is reached forb
51/(11g). If we setP35Pm ~i.e., the choice of the maxi
mum pressure of compression is determined only by
strength characteristics of the apparatus!, then in this case the
expression for the optimal gas mass will be

M25
mV0Pm

RT0
~T0 /Tm!g2/~g221!gg/~g11!/~g11!. ~3!

FIG. 1.
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The required gas massM1 for a single-compression
setup is

M15
mV0Pm

RT0
S T0

Tm
D g/~g21!

. ~4!

Comparing expressions~3! and ~4!, we obtain that for
the optimal value ofb the specific energy characteristics of
two-stage compression plasmatron are higher by a factoh
5M2 /M1 given by

h5~Tm /T0!g/~g221!gg/~g11!/~g11!. ~5!

The increase in the temperature of the working gas at
first stage of compression equals

T3 /T05~Tm /T0!g/~g11!~11g!~g21!/gg~12g!/~g11!. ~6!

One can see from Eqs.~5! and ~6! that the values ofh
andT3 increase withTm , and forTm /T05 consth is all the
higher, the smallerg is. For example, for a monatomic ga
heated from room temperature up toTm58000 K the effi-
ciency of a two-stage compression plasmatron will be m
than an order of magnitude higher, while preliminary heat
of the gas does not exceed 1500 K.

Let us now consider the case where the working g
initially occupies the entire volumeV0 of the plasmatron
shaft. After the first stage of heating of a portion of th
working gas compressed between the pistons and expan
of the gas, the temperature of the gas drops by approxima
a factor of 1/b as a result of mixing with the remainin
portion of the gas which has the initial temperature.

Performing similar calculations we obtain optimal valu
of the parametersb51/g, as well as the corresponding ex
pression for the required gas mass and factorh by which the
efficiency of the apparatus increases:

M25
mV0Pm

RT0
~T0 /gTm!g2/~g221!~g21!g/~g11!,

h5~gTm /T0!g/~g221!~g21!g/~11g!gg/~12g!. ~7!

The amount of preheated gas at the first stage of c
pression equals

~T3 /T0!5~g21!~12g!/~11g!~gTm /T0!g/~g11!.

If the initial volumeV0 of the setup and final volumeVk

up to which the gas is compressed are taken as the i
parameters of the problem, then the plasma temperature
be determined by the degree of compression and in the
timal regime equals

Tm /T05~g21!g~g21!g2g2
~V0 /Vk!

~g221!. ~8!

It follows from Eq. ~8! that for g;1.4 the plasma tem-
perature is a linear function of the degree of compression
the gas. Forg,1.4 the production of high plasma temper
tures by increasing the degree of compression of the work
gas becomes inefficient.

The energy efficiency~7! of the nonisentropic two-stag
compression with the working gas heated up to a tempera
of the order of 10 000 K is approximately 10 times high
than the efficiency of single-stage adiabatic compression
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PUMPING A LASER WITH PLASMA RADIATION

The radiation from a xenon plasma heated by the th
mal method up to temperatures 10 000–15 000 K can be u
with adequate efficiency to pump a solid-state laser.3–5

Experimental setups in which xenon and argon plas
with temperature above 10 000 K and compression pres
of about 1000 atm with specific plasma energy above 10
per liter of internal volume of the apparatus and efficiency
conversion of the energy of the pushing gas into the inte
plasma energy of up to 80% have been developed at
Institute of Chemical Physics of the Russian Academy
Sciences. In a number of experiments, where a neodym
rod was irradiated with plasma radiation, lasing with ene
up to E510 J per pulse has been obtained. The lasing t
was about 1 ms. The dimensions of the ballistic plasmat
are several times smaller than the dimensions of a setup
similar power but pumped by an electric tube.

Diverse schemes for extracting the plasma radiat
from a ballistic plasmatron are possible for pumping a la
rod. For example, radiation can be extracted directly thro
a transparent window placed at the end of the setup3–5 or
using an intermediate chamber into which plasma flo
through a supersonic nozzle.

Let us consider the case where the heated gas, after
turing a membrane, passes through the entrance channe
an optical chamber. A shock wave is formed and moves w
supersonic velocity toward the opposite end of the cham
Energy is radiated at this time. The radiation reaches
active medium and lasing occurs, just as in an ordinary so
state laser.

In such a pumping scheme radiation losses can oc
directly at the entrance into the optical chamber and in
circumflow channel. Theoretical analysis shows that for s
gas dynamics of the flow a system of oblique/straight shoc
where most of the radiation energy is radiated, arises.
energy is dissipated on the large surface of the chann
while strongly cooled gas enters the chamber. Illumination
the active medium by the direct wave of radiation movi
along the rod is not optimal: At each moment in time only
section of the active medium is pumped.

To eliminate these drawbacks and to increase op
tional reliability a fundamentally new design of the optic
chamber is proposed. In this design, gas is blown in not fr
the end but rather tangentially from the side surface. A
flowing through the shortened entrance channel the gas
quiring a swirling motion, moves in both directions~Fig. 2!.

In this optical chamber there are no losses in an a
chamber due to entrance shocks. The dissipation of radia

FIG. 2.
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on the walls of the entrance channel is decreased by app
mately a factor of 2 as a result of the decrease in the in
action surface, and losses are decreased by another fac
2 because of a decrease in the length of the input sec
Moreover, here more uniform illumination of the active m
dium is achieved, and a two-mirror cavity can be used. B
the gas motion in such a chamber is extremely complica
It is necessary to solve a three-dimensional gas-dyna
problem.

Computer calculations performed with the program d
veloped in Ref. 13 showed that a head wave is formed a
the membrane is ruptured. On detaching from a sharp e
the wave is diffracted at an angle of the order of 40° in t
direction of the central shaft, as a result of which there
curs an impact against the quartz tube of one or ano
intensity. The magnitude of the impact depends mainly
the length of the entrance channel: the longer the chan
the weaker the impact. On the other hand, as the lengt
the entrance channel increases, radiation losses increase
culations show that the optimal channel length here isL/d
51.14 Even the first experiments with a vortex chamb
showed that quartz tubes with a wall thickness appro
mately half that of an ordinary chamber operates success
in the computed regimes of the plasmatron. Theoretical
culations of the gas motion have been performed for
proposed design of the optical chamber, and it is expec
that the efficiency of the apparatus will increase on the wh
by at least an order of magnitude.
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Spectral and scintillation characteristics of compound x-ray detectors based on calcium
iodide crystals
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The results of an investigation of the spectral and scintillation properties of pure and Tl1, Eu21,
Fe21, Co21, and Ni21 activated calcium iodide crystals as well as the results of
measurements of the scintillation characteristics of compound x-ray detectors based on calcium
iodide crystals are reported. It is shown that paired CaI2 and CaI2 :Tl crystals can be used
to fabricate compound detectors with different fluorescence times. On account of their high light
output and good energy resolution CaI2 and CaI2 :Eu crystals are suitable for compound
detectors with different technical light output. CaI2 or CaI2 :Eu scintillators together with
scintillators based on calcium iodide with iron-group luminescence quenching impurity
(Fe21, Co21, and Ni21) can be used to obtain compound detectors with different physical light
output. © 1998 American Institute of Physics.@S1063-7842~98!01409-3#
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Fast elemental analysis of raw materials, intermed
materials at different stages of a technological process,
finished products is becoming increasingly important
modern industry. It is especially important in performin
mass analyses during geological and geophysical inve
gations.1–3

In probe-type x-ray radiometric apparatus employed
x-ray fluorescence analysis of complex ores for eleme
with close atomic numbers, compound x-ray detectors c
sisting of two scintillators with different fluorescence tim
or different light output are used.3,4

It is known5–7 that calcium iodide crystals possess bet
scintillation properties than NaI2 :Tl, CsI:Na, and CsI:Tl
crystals. In this connection, it is of practical interest to inve
tigate the possibility of using calcium iodide crystals f
compound x-ray detectors.

In Ref. 5 it is shown that at room temperature the sc
tillation crystals CaI2 and CaI2 :Tl excited by 137Cs g rays
luminesce in a close spectral region. The fluorescence ti
of the crystals differ substantially and equal 550 and 1100
respectively.

In the course of investigations of the x-ray luminescen
of CaI2 :TlI crystals, which we grew by the Stockbarg
method from specially purified raw material, it was esta
lished that the luminescence in the temperature interval
400 K consists of a nonelementary band with a maximum
400–450 nm and the spectral composition is close to tha
CaI2 radiation.7–10 The room-temperature light output~scin-
tillation amplitude! of the CaI2 and CaI2 :TlI crystals ob-
tained is approximately 1.75 and 1.5 times greater than
of the scintillator NaI:Tl. These calcium iodide crystals a
also characterized by a high energy resolution.

The results of our investigations together with the d
of Ref. 5 show that CaI2 and CaI2 :TlI crystals can be used in
pairs to fabricate compound detectors with different fluor
cence times, since they meet the requirements for scint
1071063-7842/98/43(9)/3/$15.00
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tors in this case3,4 and they are distinguished advantageou
from known scintillators by the fact that both scintillato
can be prepared from the same material.

In fabricating compound detectors with different techn
cal light output, to increase the luminosity of the setup a
decrease requirements for the active source of prim
g-radiation we packaged both CaI2 or CaI2 :Eu based scin-
tillators with high identical light output and close spectr
metric properties in the same container~see Fig. 1! with a
Duralumin case1. Optical contact between the single-cryst
scintillator wafers5 and 58 and the output window2 was
accomplished with silicone glue3. Finely dispersed magne
sium oxide powder7 was used as a reflector. The singl
crystal wafers were separated by a Duralumin barrier6 or
reflector powder. A 0.1–0.2 mm thick beryllium disk, s
cured in the container case by an elastic ring9, was used as
the entrance window8. The entire structure of the containe
was sealed with epoxy glue10. To obtain different technica
light output from individual single-crystal scintillator wafers
a ;10– 15 nm thick metallic palladium film4 was deposited,
as a neutral light filter with fixed transmission, on the outp
window of one of the scintillators by the vacuum evaporati
method.

The scintillation characteristics of the best samples
compound detectors with different light output, which we
fabricated from CaI2 and CaI2 :Eu, are presented in Table
The scintillation characteristics of a compound detector f
ricated from NaI:Tl are also presented in this table for co
parison. It follows from the data presented in Table I th
detectors based on calcium iodide possess better spectro
ric characteristics than detectors based on NaI:Tl. The ene
resolutionsd1 andd2 of scintillators with and with, respec
tively, a light filter equal 26–27 and 68–70%, respective

However, this method of obtaining compound detect
is still laborious and expensive. Moreover, when such c
tainers are prepared for packaging or in the process of p
2 © 1998 American Institute of Physics
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aging, additional inconveniences arise because of the po
bility of damaging the deposited film used as a neutral li
filter. The compound-detector technology simplifies cons
erably if the detector is fabricated on the basis of two sc
tillators possessing different physical light output, since th
the neutral light filter can be eliminated from the contain
design.

To study the possibility of obtaining the spectromet
scintillators with low light output, which could be used fo
fabricating compound x-ray detectors with different lig
output, we grew, from highly pure CaI2 salt by the Stock-
barger method, calcium iodide crystals with luminescen
quenching iron-group impurities and investigated the optic
luminescence properties of the crystals in the tempera
interval 90–295 K.

Wide activator bands with maxima in the region 260
340 nm, which are associated with charge transfer,11 and
narrow activator bands, due tod–d transitions in Fe21,
Co21, and Ni21 ions present in the octahedral environme
of the halide ions and observed on the long-wavelen
shoulder of the charge transfer bands, were observed in
absorption spectra of the CaI2 :FeCl2 , CaI2 :CoCl2 , and
CaI2 :NiI 2 crystals obtained. When these crystals are exc
by light from the region of activator absorption, lumine
cence of activator centers is not observed and the intensi
the nonactivator luminescence, excited by light from the
gion of the excitonic absorption edge~230–240 nm!, de-
creases considerably as the impurity content increases. F21,
Co21, and Ni21 ions likewise do not form in calcium iodide
luminescence centers emitting in the visible region of
spectrum under x-ray excitation, but rather they are quen
ers of the x-ray luminescence of the base of the crystals.
changes occurring in the spectral composition of the lu

FIG. 1.
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nescence of CaI2 :Co21 and CaI2 :Ni21 crystals as the impu-
rity content increases are caused by reabsorption.

Calcium iodide crystals with low concentrations of iro
cobalt, and nickel ions are characterized under x-ray exc
tion by weak thermal luminescence, while it is essentia
not observed in heavily doped crystals.

In the process of measuring the scintillation characte
tics of x-ray detectors fabricated on the basis of Fe21, Co21,
and Ni21 activated calcium iodide crystals it was establish
that as the concentration of the luminescence-quenching
purity in CaI2 increases, the light output of the scintillato
can be decreased within wide limits while preserving t
spectrometric properties of the crystals.

The results of measurements of the luminescence
scintillation properties of calcium iodide crystals activat
with iron, cobalt, and nickel ions are presented in Table
The table also presents average data on the light output
energy resolution which were obtained in measurements
at least three x-ray detectors fabricated from the same si
crystal. It follows from the data in Table II that to fabrica
compound x-ray detectors with paired highly efficient Ca2

and CaI2 :Eu scintillators, calcium iodide crystals activate
with luminescence-quenching impurities can be used as s
tillators with low light output.

Measurements of the scintillation properties of the e
perimental samples of detectors fabricated on the basi
CaI2 and CaI2 :Fe established that for a coefficient of amp
tude separation of the signal equal to 4 obtained with
MoKa line the best detectors had an energy resolution of
and 27%, respectively, for crystals with and without
quenching impurity, i.e., these compound detectors are v
competitive with compound detectors fabricated on the ba
of two CaI2 or CaI2 :Eu crystals using neutral light filters.

We also observed that the intensity of the x-ray lumin
cence of the scintillator is observed to decrease with ad
tional activation of NaI:TlI from melt by FeCl2 or CoCl2
impurities. Here the quenching impurities Fe21 and Co21

have virtually no effect on the spectral composition of t
luminescence. Compound detectors fabricated on the bas
NaI:Tl and NaI:Tl, Fe with different light output and a coe
ficient of amplitude separation of the signal of 2.1 had
energy resolution of 60 and 34%, respectively, for cryst
with and without a quenching impurity.

In summary, it follows from the results obtained in th
work that CaI2 and CaI2 :Tl crystals can be used in pairs t
fabricate compound x-ray detectors with different fluore
cence times. On account of their high light yield and go
l light
TABLE I. Spectrometric and luminescence characteristics of compound detectors with different technica
output.

Crystal
No. Crystal

Coefficient of
amplitude separation

of the signal

Energy resolution with
Mo Ka

(Eex517.4 keV)
Luminescence band

maximum, nmd1 d2

1 NaI : Tl, NaI : Tl 4.0 36 74 415
2 CaI2 , CaI2 4.0 27 72 4102415
3 CaI2 : Eu, CaI2 : Eu 3.8 26 68 4652470
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TABLE II. Luminescence and scintillation characteristics of calcium iodide crystals activated with iron g
ions (Eex517.4 keV, MgO reflector, FE´ U-35A!.

Crystals
Luminescence band

maximum, nm
Light output,

arb. units
Energy resolution,

%

CaI2 ~reference! 4102415 100 27
CaI2 : 0.01 mole % FeCl2 4102425 73 43
CaI2 : 0.10 mole % FeCl2 4152425 45 47
CaI2 : 1.00 mole % FeCl2 4152425 21 80
CaI2 : 0.03 mole % CoCl2 4202430 50 45
CaI2 : 1.50 mole % CoCl2 4302460 14 90
CaI2 : 0.01 mole % NiI2 4202440 47 48
CaI2 : 0.10 mole % NiI2 4202440 20 95
-

al-
m
e

s

ci

tion
f

als
energy resolution CaI2 CaI2 :Eu crystals are suitable for com
pound detectors with different technical light output. CaI2 or
CaI2 :Ei scintillators together with scintillators based on c
cium iodide with a luminescence-quenching iron-group i
purity (Fe21, Co21, and Ni21) can be used to fabricat
compound detectors with different physical light output.

1R. I. Plotnikov and G. A. Pshenichny�, in X-Ray Fluorescence Analysi
@in Russian#, Atomizdat, Moscow~1973!, 264 pp.

2L. V. Viktorov, V. M. Skorikov, V. M. Zhukov, and B. V. Shul’gin, Izv.
Akad. Nauk SSSR, Neorg. Mater.27, 2005~1991!.

3V. A. Me�er and M. M. Filippov, Vest. LGU, No. 18, 133~1974!.
4M. M. Filippov, Author’s Abstract of Candidate’s Dissertation,Leningrad
~1977!.

5R. Hofstadter, E. W. O’Dell, and S. T. Schmidt, IEEE Trans. Nucl. S
NS-11, 12 ~1964!.
-

.

6A. B. Lyskovich, O. O. Novosad, and M. R. Panasyuk, inAbstracts of the
6th All-Union Conference on the Synthesis, Production, and Applica
of Scintillators @in Russian#, All-Union Scientific-Research Institute o
Single Crystals, Kharkov~1971!, pp. 19–21.

7S. S. Novosad, Vest. L’vovskogo Univ. Ser. Fiz. E´ ksp. Teor. Fiz.
~Vyshcha Shkola, L’vov!, No. 11, pp. 44–47~1976!.

8S. S. Novosad and N. K. Gloskovskaya, inAbstracts of the 4th All-Union
Conference on Radiation Physics and Chemistry of Ionic Cryst,
Salaspils~1978!, Part 1, pp. 143–144.

9N. K. Gloskovskaya and S. S. Novosad, inAbstracts of the 5th Ural
Spectroscopy Conference, Sverdlovsk~1980!, p. 83.

10T. I. Triska and Z. L. Shevkis, inSingle Crystals, Scintillators, and
Organic Luminophores@in Russian#, All-Union Scientific-Research Insti-
tute of Single Crystals, Cherkassy~1972!, pp. 44-46.

11A. S. Marfunin, Introduction to the Physics of Minerals@in Russian#,
Nedra, Moscow,~1974!, 324 pp.

Translated by M. E. Alferieff



TECHNICAL PHYSICS VOLUME 43, NUMBER 9 SEPTEMBER 1998
Chaotization and decay instability of a diffraction-catastrophe field in the presence of
focusing of high-power laser radiation in a nonlinear medium

V. Yu. Osipov

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted May 12, 1997!
Zh. Tekh. Fiz.68, 74–83~September 1998!

Focusing of a high-power laser beam, whose initial wave front is deformed by spherical
aberration and astigmatism, in a medium with refractive-index nonlinearity is investigated by the
computer experiment method. It was found that the extended formations which arise near
the focus are no longer diffraction catastrophes, since they are structurally unstable. It is shown
that weak disturbances of the shape of the initial wave front produce extremely strong
distortions of the optical field in the focusing region. As the wave propagates in thez direction,
spatial chaos in the distribution of the optical field develops in the region of focusing
~from 137 to 142 mm!. Optical turbulence arises in the focusing region as a result of self-
diffraction of light by self-induced nonuniformities of the refractive index of the medium. After
the region with the smallest cross section of the formation near the focus, the three-
dimensional optical field has the form of chaotically dispersing ‘‘splashes’’ and extended
‘‘filamentary ejecta.’’ © 1998 American Institute of Physics.@S1063-7842~98!01509-8#
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INTRODUCTION

Caustic formations arising in the region of focusing
complicated wave fronts are the subject of study of a n
avenue, which arose at the beginning of the 1980s, in op
— the optics of catastrophes.1,2 Optical or diffraction catas-
trophes are caustic wave formations in the region of focus
that are structurally stable with respect to weak disturban
of the primary wave front that is subjected to focusing. In t
theory of catastrophes, wave fields the can be transfor
into one another by means of a diffeomorphism transform
tion are structurally stable. Closed classes of such th
dimensional fields comprise different types of diffraction c
tastrophes. There are no more than seven of such diffe
classes of fields.1,2

As an example, we note that in the process of the e
lution of an ideal spherical wave front or of a spherical wa
front deformed by a spherical aberration in the focusing
gion there arise caustic formations which are not diffract
catastrophes, since the wave fields that are formed in
process are structurally unstable with respect to small dis
bances of the shape of the primary wave front. Thus an id
focus is a structure of infinite codimension and in the pr
ence of small disturbances of an ideal spherical wave fro
‘‘disintegrates’’ into a collection of speckle elements th
cannot be transformed into the wave field of an ideal fo
by diffeomorphism transformation.

For a number of practical problems of laser physics i
of interest to employ for pumping of the working media
primary wave front for which the caustic formation in th
focusing region is structurally stable. Pumping of the wo
ing medium with focusing is employed in the following situ
ations: for pumping a small amount of matter, for realizi
superhigh pump intensities, to produce a population-inve
1071063-7842/98/43(9)/8/$15.00
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region in the form of an extended focal filament, and so
The plasma-spark channel realized in gases in a regio
extended focusing3–5 can serve as an active amplifying m
dium of a short-wavelength laser withl ,1000 Å. More-
over, the focusing of high-power radiation into a liquid m
dium is used in devices for passive phase conjugation
means of stimulated Mandel’shtam–Brillouin scatteri
~SMBS!.6,7 In the latter case, conversely, it would be inte
esting if the region of generation of SMBS of the radiation
a liquid localized in the region of the caustic focus we
structurally unstable for very weak fluctuations of the sha
of the wave front which is to undergo phase conjugation. F
the phase conjugation method this effect apparently give
high selectivity with respect to a parameter such as the sh
of the wave front, and it effects phase conjugation with
high degree of accuracy.

It is interesting8 that a structurally stable three
dimensional distribution of the optical field in the focusin
region is obtained during evolution of a spherical wave fro
deformed by strong spherical aberration and weak astig
tism. Such a caustic formation is a diffraction catastroph1

When a working medium is pumped by high-power las
radiation, nonlinear effects due to the quadratic depende
of the refractive index on the amplitude of the light wa
will arise.9 The pumping light will be diffracted by three
dimensional index modulation gratings self-induced in t
focusing region. It is of interest to investigate how the no
linear effects which in the standard situation lead to se
focusing will change a structurally stable diffraction cata
trophe in the focusing region and whether or not the result
formation near the focus will once again be structura
stable.
5 © 1998 American Institute of Physics
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INITIAL DATA

We shall study in the half-spacez.0 the propagation of
a scalar wave for which the distribution of the complex a
plitude in the (x,y) plane atz50 has the form

A~x,y,0!5A0 exp~ i •w~x,y!!, ~1!

where

w~x,y!5
2p

l
@~ F̃2AF̃22x22y2!

1a~x21y2!21c~y22x2!#. ~2!

Here the phase functionw(x,y) determines the shape of th
wave front near the planez50; l is the wavelength of the
radiation in vacuum;a is the third-order spherical aberratio
constant;c is an effective coefficient characterizing astigm
tism; A0 is the amplitude of the field on the wave front su
face near thez50 plane. The intensity distribution of th
wave (I;A0

2) over the effectively open aperture of the wa
front is constantA0

2(x,y)5 const. The first term in bracket
in Eq. ~2! corresponds to an ideal sphere with radiusF̃, while
the second and third terms in Eq.~2! characterize the defor
mation of an ideal spherical wave front by spherical abe
tion and astigmatism, respectively.

To compare our results with Ref. 8, we shall perform t
calculations with the following parameters:a51.231026

mm23, c59.96310216 mm21, F̃5141.699 mm, andl
50.6328mm. We assume the aperture of the initial wa
front at z50 to be 20 mm in diameter. The longitudin
focusing error, corresponding to rays from the edge of s
an aperture, equals approximatelyds>210 mm. We shall
assume that the region 0,z,135.5 mm is free space, whil
the half-spacez>135.5 mm is filled with a nonlinear liquid
medium. The liquid can be carbon disulfide, nitrobenze
toluene, and silicon tetrachloride. SinceF̃.135.5 mm, a
converging beam definitely focuses in the liquid medium
some distance from the free space–nonlinear liquid interfa
For the nonlinear medium, the index of refraction depend
follows on the amplitudeuA(x,y,z)u of the intensity vector
of the electric field:9,10

n5n01n29uA~x,y,z!u2, ~3!

where the coefficientn29 gives rise to the nonlinearity of th
medium,n0 is the constant part of the refractive index, t
quantity (1/2)uA(x,y,z)u2n0(«0 /m0)1/2 in the SI system of
units corresponds to the local intensity of the electrom
netic field at the point (x,y,z) and (m0 /«0)1/25120p V is
the characteristic impedance of free space.

In a medium with refractive indexn0 the wavelength of
the radiation and hence the characteristic size of the diff
tion structures in a caustic aren0 times smaller than in a
vacuum. For this reason, to compare the caustic field i
nonlinear medium with a caustic in free space~for example,
air or vacuum! we shall assume that forz>135.5 mm the
electromagnetic wave propagates in a medium with an ef
tive refractive index
-

-

-

h

,

t
e.
s

-

c-

a

c-

ñ511
n29

n0
uA~x,y,z!u2. ~4!

We choose the ratio of the parametersn29/n0 andA0 so
that the dimensionless quantity (n29/n0)uAmaxu2 would equal
0.0049. HereuAmaxu is the maximum amplitude of the field
realized in the planez5140.55 mm with the initial wave
focused in free space. Propagating in free space 0,z
,135.5 mm, the wave arrives at the planez5135.5 mm with
a maximum amplitude such that (n29/n0)uAmaxu250.0011.

In what follows, we shall call the medium linear if it
effective refractive index always equals 1 and nonlinea
Eq. ~4! holds.

PROCEDURE OF THE COMPUTER EXPERIMENT

A computer program operating under the following a
proximations was devised for the investigations. As the lig
propagated in the region of focusing in thez direction, the
radiation from thejth layer was transferred to thej 1 1 layer
by means of the Fresnel–Kirchhoff integral. We shall e
plain this. Each successive layerj modulated the refractive
index of the medium in the (x,y) plane in accordance with
the light intensity distribution in thejth layer. Next, the self-
induced diffraction of light by the section between thejth
and (j 11)th layers, caused by modulation of the refracti
medium of the index in the (x,y) plane from thejth layer,
was calculated. Here the complex transmission funct
exp(i•Df(x,y)), where Df(x,y) is the distribution of the
phase delay in the (x,y) plane, acquired from the induce
part of the refractive index of the medium in the distanceDz
between thej 11th andjth layers, played the role of a phas
screen~‘‘obstacle’’!. This phase screen was imagined to
in the jth layer. The result of the diffraction of light by th
phase screen was calculated, by means of the Fres
Kirchhoff integral extended to the case of nonunifor
waves, for a plane displaced from the screen by a dista
Dz.11 The product of the complex transmission function
the phase screen and the distribution of the complex am
tude of the field for thejth layer, obtained in the precedin
iteration, was substituted into the integrand as the new
tribution of the complex amplitude of the field in the (x,y)
plane. The result of these calculations was the distribution
the complex amplitude of the wave in the (x,y) plane for the
( j 11)th layer.

This process was repeated with stepDz550 mm over
the extent of the region of focusing of the wave front locat
135.5–142 mm from the exit window of the focusing syste
The caustic formation under investigation was 6.5 mm lo
and possessed transverse dimensions not exceeding
3550 mm. Thus the passage of light through the focusi
region was calculated in the next higher order approximat
after the Born approximation, taking account of the seco
ary scattering of light by nonuniformities of the medium.12 It
is important to underscore here that the nonuniformities
the medium are self-induced in the high-power radiat
field on account of the Kerr dependence of the refract
index on the light intensity. Only the secondary small-an
forward scattering in the interval of angles relative to thez
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axis from216.5° to116.5° was taken into consideration
the calculations. The absorption of the medium and ba
scattering as well as scattering by larger angles in the
ward direction were also neglected. The latter was due to
limitations of the computer. The calculation was perform
in the scalar approximation neglecting the rotation of
polarization plane of the radiation in the process of diffra
tion by self-induced nonuniformities. It was assumed that
nonlinear correction to the refractive index develops inst
taneously. The fluctuations of the initial wave front subje
to focusing were prescribed by the method of spatial r
domization of the positions of the reference nodes in
aperture plane of the wave front. The number of nodes wh
the wave front was prescribed was equal to 5123512 points.
These points formed a quasiregular grid of nodes. The p
tion of an arbitrary node was prescribed randomly within
region of discretization.

The main idea employed, making it possible to mod
numerically the self-diffraction of light by self-induced inde
nonuniformities of the medium in the focusing region, w
that on a small spatial section of thicknessDz the induction
of index nonuniformities in the transverse plane (x,y) and
the diffraction propagation of a wave on this section can
separated and they can be calculated separately in su
sion. The accuracy of the method increases as the step
Dz decreases.

ANALYSIS OF THE RESULTS

Two realizations of the wave field in the nonlinear m
dium were calculated. They correspond to two random re
izations of the wave front in front of the entrance into t
nonlinear medium.

The realizations of the three-dimensional near-foc
fields, obtained by sectioning the latter by the longitudin
planeyOz, are shown in Figs. 1a and 1b. Only the intens
distribution of the wave field was recorded in the figure. It
clearly seen that the fine details of the interior structure
the two realizations of the field are different. The realizatio
of the field have features in common which are absent fo
diffraction catastrophe in a linear medium~Fig. 1c!.

Figure 2 shows for the case of a nonlinear medium thz
dependence of the energy flux'** I (x,y,z)dxdy through a
transverse areaSA of size 5473547 mm ~curve 1!. Here
I (x,y,z) is the three-dimensional distribution of the field i
tensity. The corresponding z dependences o
** I (x,y,z)dxdy are virtually identical for both realization
of the field in the nonlinear medium. The decrease in
energy flux with increasingz is due to the fact that som
radiation escapes from the fixed transverse areaSA , i.e., it is
due to defocusing of the light beam. Figure 2 also shows
analogous dependence for the field in a linear medium~curve
2!. Comparing the curves1 and2 in Fig. 2 shows that beam
defocusing in the nonlinear medium forz.137.5 mm occurs
more rapidly than in the case of a linear medium. This is d
to scattering of radiation by self-induced refractive-ind
nonuniformities. The same figure shows for a nonlinear m
dium thez dependence of the parameter
k-
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e

e

e
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dF5H E E
SA

~ I 1~x,y,z!2I 2~x,y,z!!2dxdyJ 1/2

,

characterizing the integral rms deviation of two realizatio
of the field from one another in an arbitrary section (x,y)
with z5 const~curve3!. One can see that in the intervalz
5135.5–137.0 mmdF increases very little with increasin
z, but for z.137.0 mm a sharp increase ofdF is observed.
The parameterdF reaches its maximum value atz5138.6
mm, where it is approximately 20 times larger than its init
value, occurring at the entrance into the nonlinear mediu
The maximum value of the parameterdF occurs in the re-
gion of greatest bunching of the wave field, and then foz
5138.6. . . 142.5 mm, as the beam defocuses, the param

FIG. 1. Distribution of the intensity of the wave field near the focus
nonlinear and linear media: a — nonlinear medium, realization 1; b —
nonlinear medium, realization 2; c — linear medium. The extent in the
horizontal direction is 7 mm and the extent in the vertical direction is 1
mm.
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dF decreases, but remains, once again, greater than its in
value at the entrance of the radiation into the nonlinear m
dium.

The z dependence of the parameterdF constructed for
two realizations of a wave field in a linear medium is d
played for comparison in Fig. 2~curve4!. The constancy of
the curve4 and its low level signify that in the latter case w
are dealing with two realizations of structurally stable d
fraction catastrophes. Therefore it is obvious that the
crease in the parameterdF in the medium with a nonlinear
ity is due to the fact that the wave field in such a mediu
becomes structurally unstable as it bunches up, and a sp
chaotization of the optical field develops in the system az
increases. The maximum chaotization develops after the
gion where the concentration of the field is greatest.

This is seen from Fig. 3, where thez dependence of the
maximum intensity of the field in the section (x,y) is shown
for the case of focusing of a field in a nonlinear medium. T
maximum field intensity occurs in the sectionz5137.35
mm. In the case of focusing of radiation in a linear mediu
the maximum concentration of the field occurs in the sect
z5140.55 mm; in this case, the intensity of the field reac
a value 1.36 times lower than in the case of focusing i
nonlinear medium.

As was noted in Ref. 8, the diffraction catastrop
formed in the course of the evolution of a wave front w
spherical aberration and astigmatism has a structure whic
the presence of nonlinearity in the medium and with incre
ing laser power forms a tapered waveguide. Part of the
cused radiation will be trapped in such a self-induced wa
guide and channeled in it. This is why higher values of
field intensity will be achieved in the focusing region in
medium with nonlinearity during evolution of a wave fro
of a special form, as noted above, than in the linear medi
and this will happen at smaller values ofz.

The curves of the maximum values of the intensity
one of the 45° sectors of the section (x,y) as a function of
the parameterz for two realizations of the wave field in
nonlinear medium are shown in Fig. 4. One can see fr

FIG. 2. Energy fluxF through a transverse area and the parameterdF.
ial
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Fig. 4 that in the interval 135.5–137.35 mm thez depen-
dences ofI max are identical for the two realizations of th
field to a high degree of accuracy. However, after the ma
mum intensity is reached in the sectionz5137.35 mm the
plots of the functionsI max

1 (z) and I max
2 (z) differ very strongly

and behave differently. Forz,137.35 mm the coordinate
(xi , yi) of the maxima in the transverse section withz
5const are identical for two realizations of the field, whi
for z.137.35 mm the coordinates of these maxima are
longer the same. This confirms the fact that after the w
passes the section where the intensity of the field reache
maximum value, as the wave continues to advance the st

FIG. 3. Maximum intensity in the (x,y) section:1 — nonlinear medium,
realization 1;2 — linear medium.

FIG. 4. Maximum intensity in one of the 45° sectors of the section (x,y); 1
— I max

1 (z) for field realization 1,2 — I max
2 (z) for field realization 2.
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tural instability increases and chaotization of the wave fi
develops. Indeed, by observing the position of a card
point of the wave field such as the point of the maximu
intensity of the field in one of the 45° sectors of the sect
(x,y), it can be concluded that structural instability of th
field occurs forz.137.35 mm.

As the wave advances in the nonlinear medium the nu
ber of local maxima of the field evolves according to a d
ferent law than for a structurally stable field in a linear m
dium. Figure 5 shows the dependence of the number of lo
maxima in the transverse section (x,y) ~number of speckle
elements! as a function of the coordinatez for fields in non-
linear and linear media for two types of maxima: maxim
where the curvature of the intensity distribution in mutua
orthogonal directions differs by not more than a factor o
~Fig. 5a! and maxima where the difference is greater tha
factor of 4 ~Fig. 5b!. For maxima of the first type, which
correspond to compactly localized speckle elements, t
total number decreases from 21 to 1 asz increases from
135.5 to 142 mm in the case of a linear medium. Fo
nonlinear medium, in the interval from 136 to 139.5 mm t
total number of compactly localized maxima is greater th
the corresponding number of maxima of the field for a line
medium. The largest total number of maxima of the first ty
equals 40 forz5137.95 mm for one realization of the fiel
and 41 forz5137.65 mm for the other realization of th
field. The excess, as compared with the case of a linear
dium, number of maxima of the field reflects the develo
ment of spatial disorder in the transverse structure of
beam and strong mixing of excess speckle elemen6

Speckle elements of the first type, randomly distributed
the transverse plane, trace out along thez axis curvilinear
tubes which interweave with one another in a complica
manner. It is obvious that such tubes are narrow mic
waveguide channels with high light intensity. Since the m
dium is nonlinear, a field configuration of the speckl
type,6,13 where the nonuniformities of the field intensity c
incide with the index nonuniformities of the medium, is r
alized automatically. The limited extent of such tubes alonz

FIG. 5. Number of local field maxima in a quadrant of the transverse sec
(x,y): a — for local maxima of the first type, b — for local maxima of the
second type;1 — nonlinear medium, realization 1;2 — linear medium.
Quadrant size 1533153 mm.
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determines the length of the speckle field elements of
first type.

For field maxima of the second type, which correspo
to speckle elements with a pronounced sickle shape in
transverse plane, the analogous dependences for the cas
linear and nonlinear media are shown in Fig. 5b.

As z increases, forz.135.5 mm, the specific number o
speckle elements in the transverse plane, the coordinate
the elements being the same for the two realizations of
field in the nonlinear medium~curve1 in Fig. 6!, gradually
decreases. Thus, forz5135.5 mm for both field realizations
the coordinates (xi ,yi) of virtually all speckle elements ar
identical. In turn, forz5139 mm the coordinates (xi ,yi) of
only 6% of the total number of speckle elements in the tra
verse plane are the same. Curve2 in Fig. 6 shows for two
realizations of the nonlinear field thez dependence of the
total number of speckle elements in the transverse plane

The typical pattern of the field in a nonlinear medium
shown in Fig. 7 for a different set of transverse sectio
(x,y).

The following results also attest to the structural ins
bility of near-focus formations in a nonlinear medium pr
vided that the prototypes of these formations in a linear m
dium were structurally stable. For each realization of t
field the entropy of the field intensity distributionI (x,y) in a
transverse section of the focusing beam atz5 const was
analyzed. Following Ref. 14, the entropy of the intens
distributionI (x,y) on an aperture of areaSA was determined
as S(z)52(k,l Pkl(z)ln Pkl(z), where Pkl(z)5Dx•Dy•
Bkl(z), with

B~x,y,z!5I ~x,y,z!/E E
SA

I ~x,y,z!dxdy.

Here part of the formulas are written in a discrete repres
tation for a regular two-dimensional grid of nodesk, l̄ on an
areaSA of size 5473547 mm. Bkl(z) are the discrete read
ings of the probability densityB(x,y,z) at the nodesk,l ;
Dx•Dy is the size of a unit cell in the grid of nodes. Th
quantity Dx•Dy•Bkl(z) is physically meaningful only for
low light intensity levels corresponding to detection of ind

n

FIG. 6. Number of coinciding speckle elements and the total numbe
speckle elements in a quadrant of the transverse section for two realiza
of the field in a nonlinear medium:1 — number of coinciding speckle
elements,2 — total number of speckle elements. The quadrant size is
same as in Fig. 5.
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FIG. 7. Intensity distribution of the wave field near the focus in a nonlinear medium. Coordinatez, mm: 1 — 136.5,2 — 137.5,3 — 138.5,4 — 139,5 —
139.5,6 — 140.5. The quadrant size is the same as in Fig. 5.
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vidual photons. Thus, for two realizations of the wave fie
in a nonlinear medium thez dependence of the modulu
uS22S1u of the entropy difference was constructed~curve1
in Fig. 8!. The initial randomly perturbed wave fronts in th
case of a linear medium give two other realizations of
 e

wave field, for which an analogousz dependence ofuS2

2S1u was constructed~curve2 in Fig. 8!. Comparing curves
1 and2 in Fig. 8 shows that in the case of a linear mediu
the structurally stable focal formations give small values
uS22S1u with weak random perturbation of the wave fron
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deformed by spherical aberration and astigmatism. Th
small quantities occur for allz in the interval from 135.5 to
142 mm. In a nonlinear medium, in turn, weak random p
turbations of the initial wave front lead to a rapid growth
uS22S1u for z.137 mm.

In principle, it can be asserted that the structural ins
bility starts to develop in a nonlinear medium atz.137 mm,
i.e., well before the plane with the highest field intensity
reached, when the main cardinal points of the wave real
tions are still the same. Curve3 in Fig. 2 also attests to suc
an onset of spatial turbulence in a nonlinear medium.1! One
can see from the this curve that the dependencedF(z) first
changes character atz5137 mm: The plateau forz,137
mm is replaced by a sharp rise atz.137 mm.

If the shape of the wave front at the entrance into
system fluctuates very little in time, being subject to rand
processes, then temporal turbulence will also be presen
the focusing region in the nonlinear medium, i.e., in defin
time intervals a three-dimensional formation near the fo
will have a structure that is different from the structure e
isting at a preceding moment in time, and the turbulen
will not transform into one another by means of a diffeom
phism transformation. The appearance of strong chaotic
sations of the amplitude of the wave field that accompa
temporal turbulence is also obvious considering the fin
polarizability time of a nonlinear medium.

Comparing the images of the wave formations presen
in Fig. 1 for the cases of nonlinear and linear media in
longitudinal planeyOz, one can see that the self-diffractio
in the nonlinear medium is equivalent to diffraction of th
‘‘outgoing’’ radiation at the edge of a tapered waveguid
The ‘‘splashes’’ and ‘‘filamentary ejecta’’ observed after t
region of greatest squeezing of the beam and dispersin
the forward direction in a wide interval of angles compri

FIG. 8. Difference of the entropies which correspond to two realization
the field distribution in the transverse section (x,y).
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the diffraction field of the edge of the self-induced taper
waveguide in a nonlinear medium.

A result of practical importance obtained in this inves
gation is that in a medium with refractive-index nonlinear
higher values of the local intensity than in the case of a lin
medium can be obtained by using a wave front deformed
spherical aberration and astigmatism for focusing.

In summary, when a specially shaped wave front is
cused in a uniform nonlinear medium, the nonlinear inter
tions of the partial waves lead to the appearance of com
cated spots~speckle elements! arranged chaotically in the
transverse plane. This is due to the appearance of chao
nonlinear wave fields as the wave propagates in thz
direction.16,17 As z increases, forz.137 mm, the decay in-
stability of wave formation, which is due to the chaotic b
havior of the phases of the interacting partial waves, occ
As a result, a transition to weak turbulence occurs.

INTERPRETATION OF THE APPEARANCE OF CHAOS

The wave beam formed during focusing can be conc
tually divided into many~about 105) partial plane waves,
emanating from regions uniformly distributed over the init
aperture of the wave front asz50. Then appearance of spa
tial chaos can be easily understood by geometric-op
analysis of the nonlinear interaction of many partial waves
a medium with refractive-index nonlinearity.

It is well known that several partial waves can arrive
each point of the caustic zone arising during the evolution
a complicated wave front. In our case, at least five par
beams interfere at each point of the central part of the foc
ing region. In turn, at least three partial beams interfere
each point located in a narrow layer outside the central p
of the focusing region.8 Let us examine the first layer o
thicknessDz in a nonlinear medium. The incident partia
beams are scattered by weak refractive-index nonunifor
ties (Dn<0.01) induced by the interference field of the sam
partial waves. To a first approximation this scattering can
treated as a perturbation acting only on the phase of e
partial wave but not on its amplitude.18 Each partial beam in
such scattering undergoes a small lateral displacement.
result, scattered partial beams arrive in the next layer of
medium and are once again scattered by the weak nonun
mity induced by the interference field of the preceding par
waves, and so on. In the presence of a nonlinear interac
with a large number of partial waves, the phase of each
dividual wave varies in an irregular manner as the wa
propagates. Ultimately, the directions of the energy fluxes
an extended focal region have a complicated, irregular,
tangled form. This is an illustration of the well-known thes
that a weak turbulence arises in a wave process in the p
ence of a large number of weakly interacting waves .19–21As
a result, a complicated specklon structure with a characte
tic scale in the transverse section of the order of one cel
the field pattern arises in the focusing region. Turbulen
appears as a result of vanishingly small random disturban
which are always present, of the wave front initially su
jected to focusing. The external perturbations of the wa
front produce the turbulence. They can be regarded as s

f
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chaotic noise. In the presence of high light intensities in
focusing region the nonlinear medium acts as an amplifie
noise arriving from outside. On account of the enormo
gain of such an ‘‘amplifier,’’ even a very small disturban
of the initial wave front radically changes the beam and wa
pattern of the field being analyzed.

We note that in Ref. 22 it was proved that chaos appe
when two waves interfere in a nonlinear medium. It was a
indicated there that chaos can appear in experiments on l
induced self-diffraction.

The conclusion is that nonlinear effects destroy
structurally stable diffraction catastrophe in the focusing
gion and the formation arising near the focus in the n
situation has a spatially and temporally turbulent distribut
of the field amplitude. Spatial turbulence~in the present situ-
ation this is simply structural instability! follows directly
from computer experiments. Temporal turbulence will occ
in the case that the small fluctuations of the shape of
initial wave front are different at each moment in time
when the finite polarization time of the medium is taken in
account.

Part of this work was performed as part of a Project
the Institute of Supercomputing and Databases of the Mi
try of Science of the Russian Federation with the suppor
the Russian program ‘‘Fullerenes and Atomic Clusters.’’

1!The term ‘‘optical turbulence’’ for waves in nonlinear media, where s
chastization and decay of wave structures occur, was used in, for exam
Ref. 15. In Ref. 15, however, wave structures in a ring-shaped nonli
resonator with two-dimensional feedback were studied. Instability in
case was due to large-scale transverse interactions in a coherent
beam.
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On the operating conditions of the electrical blowing module for a periodic-pulse laser
based on fluorine atoms and molecules

A. K. Shuaibov
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The results of an investigation of the ignition conditions and characteristics of a multiple-
electrode corona discharge, intended to be used in the module which performs electrical blowing
of the working media of high pressure lasers operating on fluorine atoms and molecules, in
a tip–grid system are reported. The electrical and optical characteristics of corona discharges of
positive and negative polarity, which were distributed along the length of a transverse
discharge of lasers operating on the transitions F(3s23p) and F2(D82A8), were studied. The
characteristics of corona discharges were studied in a mixture He/F2 at atmospheric
pressures. ©1998 American Institute of Physics.@S1063-7842~98!01609-2#
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INTRODUCTION

Atmospheric-pressure working mixtures He/F2 are used
quite effectively in periodic-pulse lasers emitting in the r
region of the spectrum (l56202780 nm) on F(3s23p).1,2

In the vacuum ultraviolet~VUV ! region this medium is the
working medium for powerful lasers onl5157 nm F2(D8
2A8),3,4 which are of great interest for applications in ph
tochemistry and lithography. This laser has the shor
wavelength of all powerful high-pressure electric-discha
lasers (E52.6 J/liter, efficiency51.5%4! and it can operate
in a periodic-pulse regime. When corrosive media, such
the mixture He/F2 , are used the standard mechanical syste
for blowing gas mixtures through~compressors, diametri
fans! have a limited service life, they are characterized
high energy consumption, and they give rise to additio
contamination of the working medium of the periodic-pul
laser. High purity of the working mixture is especially im
portant for VUV lasers operating on fluorine molecules.
this case, for pulse repetition frequencies<100 Hz, electri-
cal blowing can be used. It is based on the ‘‘electric win
that arises in the external region of a corona discharge~CD!.5

Investigations of the characteristics of such CDs for
working media of N2 and CO lasers6 and the XeCl* laser7

showed that in a tip–grid electrode system~ES! a CD exists
in the form of point-like generation zones~GZs! and a dark
exterior region. The average currentI of a noncontracted CD
depends strongly on the pressure and composition of the
mixtures. The electrical blowing raten;I 1/2 ~Ref. 8! is lim-
ited by the instability of the CD and can be increased
optimizing the pressure, the composition of the gas mixtu
and the powering regime of the CD. Such investigatio
have not been performed for CDs in mixtures of inert ga
with fluorine molecules.

The present paper presents the characteristics of a b
ing module for a miniature periodic-pulse laser based
fluorine atoms and molecules which operates on a He2

mixture. The current-voltage characteristics~IVCs! and the
frequency characteristics of positive and negative CDs w
1081063-7842/98/43(9)/4/$15.00
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studied. The emission spectra of the generation zones of
in a He/F2 mixture and the CD current dependences of
average intensities of the radiation in the F(3s23p) lines
were investigated.

EXPERIMENTAL CONDITIONS AND SPATIAL
CHARACTERISTICS OF CDS

The electrode system~ES! of the CD consisted of a
single row of tips and a nickel grid. The radius of curvatu
of a tip was equal to 0.5 mm, while the radius of the g
wires was equal to 0.15 mm. The interelectrode distance
equal to 2 cm, and the total length of the ES was equal to
cm. A positive or negative voltage was applied to the t
through a limiting resistanceR5123 MV. The other ex-
perimental conditions and the system for recording the ch
acteristics of CDs were similar to those described in Refs
and 7.

The corona discharge in a high-pressure He/F2 mixture
consisted of a red diffusion plasma medium, formed near
tip points and a dark exterior region of the CD. In contrast
a negative CD in mixtures of inert gases with HCl molecul
in the case of a CD in the mixtures He/F2 and He/~Ar, Kr,
Xe!/F2 the GZ is continuous and its form is reminiscent of
pulsed transverse discharge. The transverse size of the G
a negative CD reached 0.5–1.0 cm with a length of 11 c
The transverse dimensions of the GZ increased with volt
on the tips right up to the appearance of a streamer near
of them. The continuous character of the GZ of a CD in
He/F2 mixture creates the prerequisites for obtaining a m
uniform transverse flow of the gaseous medium than in C
in He/Xe~Kr!/HCl mixtures. In a positive CD in a He/F2

mixture the transverse dimensions of the GZ are two to th
times smaller than for a negative CD.

The main distinction of a plasma in He/F2 and He/~Ar,
Kr, Xe!/HCl mixtures is that the rate constant for dissoc
tive attachment of electrons to F2 (n50) molecules is ap-
proximately two orders of magnitude higher than for attac
ment to HCl(n50) molecules.9,10 For this reason, at high
3 © 1998 American Institute of Physics
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He/F2 mixture pressure a large portion of the electrons
converted within the short time interval~1 ns! into negative
fluorine ions.11–13 The F2 reservoir produced is expelled b
the electric field of the negatively charged tips in a direct
toward the grid. In the process of diffusion of the F2 ions,
electrons are detached and the detached electrons prei
the volume occupied in the next GZ. According to the d
of Refs. 14 and 15, the main mechanism of ignition o
negative CD is UV preionization, and in inert gases the m
source of UV preionization is diffusion of resonance rad
tion R. The most efficient process of electron detachm
from F2 ions is photodetachment under the action of phot
with l<360 nm.12,13It has been suggested that this effect
used in the emitters of periodic-pulse RF~B–X! lasers. It is
called the NIAP~negative ion assisted preionization! preion-
ization technology.13 The sources of the radiation that d
stroys F2 in CDs in He/F2 mixtures could bel5157 nm
F2(D82A8) radiation, and in the case of He/R/F2 mixtures
the source could be intense spontaneous emission from
molecules RFB–X (l5193, 249, and 351 nm!.

In a positive CD the F2 ions are neutralized by the pos
tively charged tips, which results in the formation of a G
which is narrower in the transverse direction. In this case
conditions for realization of the NIAP preionization of th
discharge region of the GZ are suppressed. Therefore,
CD in a He/F2 mixture, the NIAP scheme of UV preioniza
tion is realized automatically and leads to the formation o
spatially uniform, extended GZ with transverse size<1 cm.

In a CD in a He/F2 mixture the GZ, located under th
grid cathode of a laser pumped by a transverse discharg
l5157 nm F2(D82A8), can function simultaneously as
UV preionizer and an electrical blowing system. To optimi
the blowing loop it is best to use a grid or perforated ano
of a transverse discharge. In this case, the optimal geom
conditions are realized for both placement of the UV preio
ization and for the electrical blowing system of the laser.

ELECTRICAL CHARACTERISTICS OF CDS

The oscillographic investigations showed that the curr
of a positive and negative CD is pulsed and does not ha
constant component. The typical shape of the CD curr
pulses is presented in Fig. 1. The current pulse of a nega
CD had an amplitude of 2 mA~with U510.4 kV). The lead-
ing edge of the current pulses was short, and the trailing e
was extended up to 1ms. In a positive CD the current puls
consisted of two maxima and was more prolonged. Sinc
a CD of definite polarity the main current carrier are ions
the same polarity, which diffuse away from the GZ towa
the opposite electrode,8,14,15 the main current carriers in
negative CD are F2 ions. The time dependence of the curre
of a negative CD is actually the time dependence of
density of negative ions F2. The initial section of the curren
oscillogram in Fig. 1 corresponds to an increase of the2

ion density in the region of a strong electric field~within the
GZ of the CD!, while the trailing edge corresponds to d
crease in the number of negative ions diffusing through
exterior region of the CD. It follows from the duration of th
trailing edge of the current pulse of a negative CD (0.9ms)
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and the size of the exterior region of the CD~1.5 cm! that the
average diffusion velocity of negative ions with a heliu
pressure of 2 atm is 1.73106 cm/s. To provide such a drif
velocity of F2 ions, the intensity of the electric field in th
GZ must equal 20 kV/cm, which follows from data on th
mobility of F2 ions in helium.11,12 In a positive CD the main
current carriers are probably positive ions F1 and F2

1 . This
is the reason for the double-hump shape of the oscillog
of the discharge current in a He/F2 mixture.

The IVCs of CDs and the dependence of the repetit
frequency of the current pulses of a negative CD on the
voltage are presented in Fig. 2. The IVC of a CD consis
of a close to linear initial section and a sharply rising p
due to streamer breakdown. For He/F2 mixtures of the same
composition and pressure the rate of current growth w

FIG. 1. Oscillograms of the current of a positive~a! and negative~b! corona
discharge in the mixture He/F25200/0.8 kPa.

FIG. 2. Average current~1,2! and repetition frequency of the current pulse
of a CD ~3! versus the tip voltage for negative and positive CDs in a He2

mixture.
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increasing tip voltage is 1.5–2 times higher for a negat
CD, but the ignition potential of a positive CD is 2–3 k
lower than of a negative CD. To obtain the maximum blo
ing rate of the He/F2 mixture, a negative CD withU59
211 kV is optimal. The dependences of the repetition f
quencies of the current pulses on the tip voltage were lin
The highest current pulse repetition frequency was obse
in a negative CD. In a positive CD with the same poweri
voltages, it decreased by approximately a factor of 2. W
Ar, Kr, and Xe atoms were added to the He/F2 mixture, the
maximum repetition frequency of the current pulses
creased as the atomic weight of the heavy inert gas incre
and was equal to 12–14 kHz in a He/Xe/F2 mixture. This is
due to the differences in the drift velocities of the positi
R1 and R2

1 ions ~screening the negatively charged tip! and
negative F2 ions ~which regulate the subsidence time of t
negative charge!, which determined the maximum repetitio
frequency of the current pulses of a negative CD.14,15 The
linearity of the IVCs is atypical for CDs and is due to th
nonlinearities of CDs in inert gases. In this case, a CD
quires some of the properties of a glow discharge.16

The generation zone of a negative CD in a He/F2 mix-
ture is an extended source of not only red radiation but
parently also VUV radiation onl5157 nm F2(D82A8) and
can be used as a simple selective VUV lamp.

OPTICAL CHARACTERISTICS OF THE RADIATION IN THE
GENERATION ZONE OF A CD

The spectrum of the radiation in the GZ of a CD and t
dependences of the F(3s23p) lines on the current in a CD
in a He/F2 mixture are displayed in Figs. 3 and 4. The em
sion spectra of positive and negative CDs were the same
differed only by the intensity of the lines of the fluorin
atom. The main lines in the emission spectrum of the
belong to the transitions F(3s23p) and were the lasing line
when the He/F2 was mixture pumped by a high-pressu
transverse discharge.1 The highest intensity of radiation o
the transitions of the fluorine atom were obtained in a ne

FIG. 3. Emission spectrum of the generation zone of a negative CD.
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tive CD, while most dependences showed an increasing c
acter with increasing CD current~with the exception of curve
2 in Fig. 4!.

The F(3p) atoms in a dense electric-discharge plas
are formed efficiently in energy transfer reactions4

He* 1F21~He!→F~3p!1F1~He!,

k58.2~230! cm6/s. ~1!

In a negative CD the density of F2 ions, the volume of
the GZ, and the intensity of the radiation on the transitio
F(3s23p) are all higher than in a positive CD. In this cas
together with the reaction~1!, the F(3p) atoms can be ob-
tained efficiently by recombination of He1 and F2 ions via
the formation of an excimer molecule HeF* , for which a
very short lifetime and rapid predissociation are char
teristic.17 The contribution of the population of F(3p) by
recombination, as follows from Fig. 4 and the IVC of th
CD, can predominate at low tip voltages and, correspo
ingly, for lower effective values of the parameterE/N in the
GZ of the CD.

According to numerical simulation of the kinetics of
transverse discharge in a He/F2 mixture,4 excited fluorine
atoms with upper level energy in the range 14–15 eV m
the main contribution to the population of the F2(D8) state,
which decays with emission of thel5157 nm band. For this
reason, the plateau in the dependence of the intensity of
l5740.0 nm F(3s23p) line on the current in a negativ
CD is probably due to the loss of excited fluorine atoms
the conversion reaction

F~3p!1F2→F2~D8!1F. ~2!

On this basis, in the VUV region excited fluorine mo
ecules can be observed in a negative CD with average
charge currents of 100– 300mA, but this requires a specia
experiment using a VUV monochromator with a correspon
ing system for detecting the radiation.

FIG. 4. Radiation intensity of the 740.0 nm F* ~1,2! and 624.0 nm F* ~3,4!
lines versus the current of a positive and negative corona discharge.
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As one can see from the emission spectrum~Fig. 3!,
selective population of individual sublevels of the 3p states
of the fluorine ion occurs in the GZ of a CD. The pul
power introduced into the GZ of a negative CD reaches 2
MW in a plasma volume of 5 – 10 cm3. This gave a specific
energy input at a level of 100 kW/cm3. A selective source of
radiation operating on 3s23p transitions of the fluorine ion
can be produced on the basis of the GZ of a negative CD
technical optimization of the design of the electrode syste
the composition and pressure of the gas mixtures, and
power supply.

CONCLUSIONS

In summary, the investigation of the working conditio
of the electric blowing module of a periodic-pulse hig
pressure laser operating on F(3s23p) atoms and F2(D8
2A8) molecules has shown that in a corona discharge in
mixture He/F2 a generation zone is formed in the form of
continuous plasma filament, encompassing all tips. The
timal arrangement is to use a negative corona discharg
the blowing module. The generation zone of a negative
can be used as a simple selective emitter in the red regio
the spectrum and probably onl5157 nm F2* , which can be
used as a UV preionization source for a F2(D82A8) laser or
as a corresponding VUV lamp. Compared with the operat
conditions of the blowing module for RCl* lasers, for a CD
in a He/F2 mixture it was observed that the ignition pote
tials are higher and the working voltages are higher by
proximately a factor of 1.5–2. The continuous character
the generation zone creates the prerequisites for obtaini
5

y
,

he

e

p-
in

D
of

g

-
f
a

more uniform transverse flow of the gas medium in F* , F2* ,
and RF* lasers as compared with the corresponding me
of periodic-pulse RCl* lasers.

I thank A. I. Dashchenko and A. I. Minya for assistan
in the experiment.
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Problems of interpretation of holographic interferograms near shock wave fronts
S. V. Gribin and G. V. Ostrovskaya
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A method of avoiding ambiguity in the interpretation of interferograms near a shock wave front
is proposed. The method is based on combining the double-exposure schlieren method and
holographic interferometry. Relations for calculating, on the basis of data obtained by analyzing
double-exposure schlieren photographs, both the density at the shock wave front and the
gradient of the density directly behind the front, which is necessary for calculating the shifts of
the interference fringes near the shock wave front, are presented. ©1998 American
Institute of Physics.@S1063-7842~98!01709-7#
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INTRODUCTION

As a rule, problems of interpretation of the interferen
pattern near shock wave fronts arise in interference
interference-holographic investigations of hydrodynam
processes. The sharp density jump at a wave front, toge
with the high velocity of the front, lead to smearing of th
interference fringes and make it impossible to follow th
course, which can result in an error in reading shifts by
integer number of fringes. Such ambiguity in measur
fringe shifts not only makes it impossible to calculate t
density and pressure at shock front but it also results i
distortion of the density and pressure profiles behind
front.

In ordinary interferometry, the so-called ‘‘white fringe
method is ordinarily used to eliminate the ambiguity in t
interpretation of fringes near sharp phase jumps.1 This
method requires careful tuning of the interferometer to
zeroth fringe and the use of a pulsed light source with
continuous emission spectrum. Interferometry in ‘‘inclin
beams,’’2 where the region of the phase jump is extended
on account of the deviation of the object beam from
normal to the wave front, can also be used to investig
planar shock waves.

An alternative method of solving the problem is to ca
culate the magnitude of the phase jump using informat
about the hydrodynamic parameters of the shock wave. T
a method of calculating the jump of the interference fring
at the front of shock waves forming during flow around
body is described in Ref. 3. This method is suitable for sh
fronts of arbitrary shape and permits using monochrom
laser radiation to record interferograms and holograms
priori data on the velocity of the unperturbed gas flow we
used to determine the density at the shock front.

In Ref. 4, a method based on a combination of ho
graphic interferometry and the double-exposure schlie
method was used to eliminate the ambiguity of the interp
tation of the course of interference fringes near shock fro
when determining the parameters of shock waves penetra
from air into water. In the present paper, this method is a
lyzed in greater detail and given a theoretical substantiat
1081063-7842/98/43(9)/4/$15.00
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CALCULATION OF THE SHIFT OF INTERFERENCE
FRINGES BEHIND A SHOCK FRONT

For simplicity, we confine our attention here to the ca
of axial symmetry. The relation between the shiftk(x) of the
interference fringes and the radial density distributionr(r ) is
given by the Abel integral equation

k~x!5
2~n021!

l E
x

R @r~r !/r021#rdr

Ar 22x2
, ~1!

wherex is the distance measured from the symmetry axis
the object,n0 andr0 are the initial refractive index and th
initial density of the medium,l is the wavelength of the
probe radiation, andR is the radius of the shock front.

The density profile immediately behind the shock fro
can be approximated, to a first approximation, by the exp
sion

r~r !5r~R!2r r~R!~R2r !, ~2!

wherer r is the derivative of the density with respect tor .
Substituting expression~2! into Eq. ~1! and performing

the integration, we obtain

k~j!5
2~n021!R

l H C~j!Fr~R!

r0
21G2D~j!

r r~R!R

2r0
J ,

~3!

wherej5x/R, C(j)5A12j2,

D~j!5A12j22j2 ln
12A12j2

j
.

Therefore, to calculate the shift of the fringes near
shock front it is necessary to know the densityr(R) and its
derivative r r(R) at the front. The first quantity is relate
with the velocityN of the front by the well-known relation5

r~R!

r0
5

~g11!N2

~g21!N212a0
2

. ~4!

In turn, the velocity of the frontN can be measured b
the double-exposure schlieren method6 according to the dis-
tance traversed by the wave in the time between two ex
7 © 1998 American Institute of Physics
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sures. As will be shown below,r r(R) can also be calculate
from hydrodynamic considerations using the schlieren da

DERIVATION OF THE EQUATIONS FOR CALCULATING THE
DERIVATIVE OF THE DENSITY OF A MEDIUM AT THE
FRONT OF A CURVILINEAR SHOCK WAVE

The system of equations of three-dimensional gas
namics near a shock front can be written in the form7

r t1ur r1rur1~A/A8!ur50, ut1uur1pr /r50,

pt1upr5a2~r t1ur r !, ~5!

wherer is the density of the medium.p is the pressure,u is
the velocity of particles in a direction normal to the sho
front, a25gp/r is the local velocity of sound,A(r ) and
A8(r ) are the cross-sectional area of the ray tube and
derivative with respect to the normalr , andH5A8/2A is the
average curvature of the shock front.

Quantities with subscripts are partial derivatives with
spect to the timet and the coordinater , measured in a direc
tion normal to the front.

The system~5! is valid, specifically, for gas flows with
planar, axial, and spherical symmetry near a shock fro
HereH equals, respectively, 0, 1/2R, and 1/R, whereR is the
radius of curvature of the surface of the front.

The following conditions of dynamical compatibilit
hold at the shock front att5Tf(R):4

P~M !5
P~R!

p0
5

2gM22g11

g11
,

D~M !5
r~R!

r0
5

~g11!M2

~g21!M212
,

V~M !5
u~R!

a0
5

2~M21/M !

~g11!
, ~6!

whereM5N/a0 is the Mach number,N51/(dTf /dR) is the
propagation velocity of the shock front, andp0 , r0 , anda0

are parameters of the unperturbed atmosphere.
Thus at the shock front the unknown functionsp, r, and

u depend only on the parameterM — the Mach number of
the shock front.

It is well known that the partial derivatives of any fun
tion f (r ,t) on a curvet5t* (r ) are related by the relation

d f

dr
5 f r1 f t

dt*

dr
, ~7!

where the derivative on the left-hand side is the total deri
tive of the functionf (r ,t(r )) with respect to the parameterr .

Applying this relation to the functionsp5p0P(M ), r
5r0D(M ), and u5a0V(M ) at the shock frontt5Tf(R),
equations relating these derivatives at the front can be
tained:

pr1pt

1

N
5p0PM

dM

dR
,

r r1r t

1

N
5r0DM

dM

dR
,

.

-

ts

-

t.

-

b-

ur1ut

1

N
5a0VM

dM

dR
. ~8!

The system~8! together with Eq.~5! makes it possible to
obtain analytic expressions for all partial derivatives of g
dynamic functions on a shock front, if the law of motion
the front t5Tf(R) and its curvatureH are known. For ex-
ample, we obtain for the density gradientr r

r r

r0
5A~M !

dM

dR
1B~M !H, ~9!

where

A~M !5
DMVM

~M2V!22P/D

1
M PM

g~M2V!@~M2V!22P/D#
1

MDM

M2V
,

B~M !5
2DV~M2V!

~M2V!22P/D
.

The subscriptM denotes differentiation of the function
~6! so labeled with respect to the parameterM . PLots of the
functions A(M ) and B(M ), necessary for calculating th
derivativer r , are presented in Fig. 1. The quantitiesdM/dR
andH are taken from experiment.

FIG. 2. Experimental dependences of the Mach numberM anddM/dR on
the radiusR of the shock front.

FIG. 1. The functionsA(M ) andB(M ) used to calculate the density grad
ent r r according to Eq.~9!.
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TABLE I. Shock-front parameters found by the double-exposure schlieren method.

r r /r0 K

t, ms M dM/dR, cm21 H, cm21 r/r0 Eq. ~4! Eq. ~9! Ref. 3 calculated from
from Eq. ~3! interferogram

1.1 4.45 28.0 2.42 4.80 76 78 1.7 1.6
2.1 3.50 25.0 1.71 4.27 46 54 2.2 2.1
3.0 3.15 23.5 1.41 4.00 30 42 2.6 2.5
4.7 2.75 22.6 1.16 3.60 20 28 2.9 3.0
5.8 2.45 22.3 1.05 3.27 17 22 2.8 3.0
7.8 2.20 22.0 0.91 2.95 15 13 2.8 3.0
10.0 2.00 21.5 0.79 2.67 10 8.4 2.9 2.8
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ANALYSIS OF THE EXPERIMENTAL RESULTS

In Ref. 4 we obtained double-exposure schlieren pho
graphs and holographic interferograms of a shock wave a
ing as a result of dielectric breakdown of air by pulsed C2

laser radiation. Analysis of the schlieren photographs co
sponding to different times yielded the time dependence
the radius of the shock front and the propagation velocity
the shock wave. This makes it possible to construct the
perimental dependence of the velocity of the frontM (R),
presented in Fig. 2, on the radius. Figure 2 also shows
total derivativedM/dR, necessary in order to calculate th
gradientr r of the density and found by graphical differe
tiation of the functionM (R). The average curvature of th
shock front was determined as

H5
1

2S 1

R
1

1

R8
D ,

whereR and R8 are the principal radii of curvature of th
front, which are measured directly from the schlieren pho
graph.

The measured values ofM , dM/dR, andH for a series
of times, as well as the values of the density and its grad
calculated using Eqs.~4! and~9!, respectively, are presente
in Table I. The table also presents the values of the den
gradient which we found by the method of Ref. 3, the crux
which consists in findingr r for two values of the dimension
less radiusj1 and j2 from an equation which is the differ
ence of the two expressions of the form~3!:

k~j1 ,j2!5
2~n021!R

l H @C~j1!2C~j2!#Fr~R!

r0
21G

2@D~j1!2D~j2!#
r r~R!R

2r0
J , ~10!

wherek(j1 ,j2)5k(j1)2k(j2).
The equation~10! makes it possible to findr r(R) from

the difference, measured on the interferogram, of the sh
k(j1 ,j2) and the quantityr(R), calculated from Eq.~4! us-
ing the values of the front velocityN found by the double-
exposure schlieren method. It should be noted, however,
the closer the pointsj1 andj2 are to one another, the large
the error in determiningr r(R) is. The distance between th
points where the shiftsk(j1) andk(j2) are measured canno
be increased by a large amount, since the linear approx
-
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tion ~2! used to derive Eq.~3! is valid only in direct proxim-
ity to the shock front, i.e., for values ofj1 andj2 close to 1.
On this basis, the agreement between the values ofr r(R)
found by two independent methods can be assumed to
satisfactory.

The quantitiesr/r0 and the values ofr r /r0 determined
from Eq. ~9! were used to calculate the shift of the fring
near the shock front. Table I gives the values ofK for j
50.975, i.e., at a distance equal toR/40 from the front. The
table also gives values ofK used to solve the inverse prob
lem — to find the radial density distribution from the fring
shifts measured on the interferogram. The fractional par
K was measured directly from the interferogram, while t

FIG. 3. Radial density distributions behind the shock front at different m
ments in time:1 — 1.1,2 — 2.1,3 — 3.0,4 — 4.7, 5 — 5.8,6 — 7.8,7 —
10.0ms.
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integer part was found so as to obtain the best agreem
between the values ofK calculated using Eq.~3!.

The radial density distributions behind a shock fro
which were obtained by analyzing the holographic interfe
grams corresponding to different moments in time measu
from the moment of laser breakdown in air, are presente
Fig. 3. In this figure the points closest to the front we
determined from the double-exposure schlieren photogra
The dashed lines correspond to the linear approximation~3!
of the density profile behind the front. Therefore combini
the double-exposure schlieren method with holographic
terferometry made it possible to avoid the ambiguity in t
interpretation of interferograms near a shock front and
obtain the density field behind the front at different stages
development of the process.

In conclusion, it should be noted that the procedure p
sented in this paper is suitable for studying shock waves
only in gases but also in transparent condensed media s
fying the equation of state in Tait’s form,5

p1C

p01C
5S r

r0
D g

, ~11!

whereC andg are constants characterizing the medium.
Specifically, for waterC53075 kG/cm2 and g57.15.

The same method is also applicable for shock waves in s
nt

,
-
d

in

s.

-

o
f

-
ot
tis-

id

materials under high pressures.8 Analysis of the expression
for the coefficientsA andB in Eq. ~9! shows that the constan
C is not required to calculater r behind the shock front. Only
the value of the parameterg is important.

This work was performed under State support of t
leading scientific schools of the Russian Federation~Grant
No. 96-15-96394!.
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Tekh. Fiz.53, 311 ~1983! @Sov. Phys. Tech. Phys.28, 191 ~1983!#.

7G. B. Whitham,Linear and Nonlinear Waves@Wiley, New York, 1974;
Mir, Moscow, 1977#.

8Ya. B. Zel’dovich and Yu. P. Ra�zer,Physics of Shock Waves and High
Temperature Hydrodynamic Phenomena, Vols. 1 and 2@Academic Press,
New York, 1966/1967; 2nd ed., Nauka, Moscow, 1966#.

Translated by M. E. Alferieff



TECHNICAL PHYSICS VOLUME 43, NUMBER 9 SEPTEMBER 1998
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High-frequency surface magnetic polaritons of finite amplitude propagating along the interface
between a ferrite and a nonlinear insulator in a weakly nonuniform, shaft-shaped external
magnetic field are investigated theoretically. The analysis is based on employment of the
variational method together with bilinear relations having the form of Lorentz’s lemma.
It is shown that the wave dispersion and the transverse profile of a wave along the field
nonuniformity depend significantly on the amplitude of the wave. ©1998 American Institute of
Physics.@S1063-7842~98!01809-1#
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A great deal of interest has recently been focused
waves of finite amplitude in bounded solids.1,2 It has been
reported that surface magnetic polaritons can propagate
the interface between a nonmagnetic insulator and a fe
@such as yttrium iron garnet~YIG!# immersed in an externa
magnetic field.3,4 In such cases the wave vector and the
ternal magnetic field lie in the plane of the interface and
mutually perpendicular. It is also known that nonlinear
fects can be observed in YIG at fairly low levels of micr
wave power, and, in addition, the nonmagnetic insulator
be a nonlinear paraelectric such as SrTiO3 and KTaO3 or a
ferroelectric ceramic in the paraelectric phase. Thus, in
microwave range these waves can be promising for obs
ing nonlinear effects of the self-interaction type. In additio
the dynamics of waves in bounded ferrites can be contro
by creating a nonuniformity in the external magnetic field5,6

Therefore, it would be of interest to investigate the propa
tion of a surface magnetic polariton of finite amplitude in
weakly nonuniform external magnetic field with simult
neous allowance for magnetic and dielectric nonlinearitie

This paper describes a theoretical investigation of n
linear surface waves~magnetic polaritons! of constant fre-
quency propagating perpendicularly to a weakly nonunifo
shaft-shaped external magnetic field with allowance for b
the magnetic and dielectric nonlinearities of the contact
media. An ordinary differential equation describing the d
pendence of the wave amplitude on the transverse coord
in the plane of the interface is obtained. A numerical solut
of this equation yields a nonlinear dispersion relation
waves in a nonuniform field. It is shown that the magne
nonlinearity is dominant for this wave propagation directio
The dispersion characteristics and profile of the wave al
the direction of the nonuniformity depend significantly o
the amplitude of the wave at the center of the waveguide

A surface magnetic polariton can exist on the interfa
between a ferrite and a nonmagnetic insulator in the cas
tangential magnetization. In the linear case, it has the c
ponents (Hx , Hy , Ez) in a uniform fieldH0, and the fre-
quencyv and the wave numberk are related by the disper
sion relation4
1091063-7842/98/43(9)/3/$15.00
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22m22

s0k1mt

p
50, ~1!

where

p5S k22
v2

c2
«dD 1/2

, t5S k21
v2

c2
« f

s0
22m2

m D 1/2

,

s05vvM /~v22vH
2 !,

m512vHvM /(v22vH
2 ); m115m225m, m1252m215 is0,

m3351, andm135m2350 are components of the permeab
ity tensor of the ferromagnet~FM!; vH5gH0; vM

54pgM0; g is the gyromagnetic ratio;H0 is the applied
constant magnetic field;M0 is the saturation magnetization
and« f and«d are the dielectric constants of the ferrite a
the insulator, respectively.

It is assumed that the FM is located in the regionx.0,
that H0 andM0 are directed along the 0z axis, and that the
wave vector is directed along the 0y axis. Furthermore, we
shall consider the case of a contact between an FM an
nonlinear paraelectric (x,0) with a considerable dielectric
constant («d;103@« f;101). In this case we can confin
ourselves to consideration of retardation only in the insu
tor: k.(v/c)«d

1/2@(v/c)« f
1/2(s0 /m1/2), t'k. Then the dis-

persion relation~1! can be written in the simpler form

s02m2k/p50. ~2!

Let us consider the case where the applied magnetic fi
H0 depends weakly on the transverse coordinatez in the
plane of the interface and the nonuniformity has the shap
shaft (dH0 /dz.0 for z,0 anddH0 /dz,0 for z.0). We
note that the influence of the smallx component of the con-
stant magnetic field, whose existence follows from the eq
tion div B50, can be neglected.6 The propagation of a sur
face magnetic polariton is possible in such a system in
waveguide channel created by the field nonuniformity alo
the 0z axis in the plane of the interface, since this fie
nonuniformity leads to confinement of the wave ener
along the 0z axis.5 In the linear case this can easily be dem
onstrated by geometric optics. In this paper we investig
1 © 1998 American Institute of Physics
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the dispersion characteristics of a nonlinear waveguide
ated by the nonuniformity of the fieldH0(z).

Nonlinear waves in inhomogeneous structures can
analyzed using Whitham’s variational method. This meth
calls for utilizing the stationary character of the action
choosing a trial function with allowance for the weak var
tion of the transverse profile of a nonlinear wave in compa
son with the linear case.7 This method has been employed
investigate nonlinear surface waves of the Damon–Eshb
type in a weakly nonuniform magnetic field without allow
ance for retardation,8 as well as to analyze the phenomen
of convolution in FM fields with allowance for retardation9

The plan in the present work is to investigate the influence
two nonlinearity mechanisms~magnetic nonlinearity in the
FM and dielectric nonlinearity in the paraelectric!. Allow-
ance for the magnetic nonlinearity in the Landau–Lifsh
equations using the variational method requires formida
calculations; therefore, below we shall use a simpler met
of analysis, in which the equation describing the depende
of the wave amplitude on the transverse coordinatez in the
presence of pure dielectric nonlinearity will be obtained
the variational method and the magnetic nonlinearity will
taken into account by the bilinear relations having the fo
of Lorentz’s lemma for an electromagnetic field.10,11

Maxwell’s equations with allowance for the dielectr
nonlinearity in the paraelectric («5«d2aE2, a.0) and the
boundary conditions for the tangential components of
field H can be obtained from the variational principle for t
actionS5**LdV dt with the following Lagrangian:

8pL5E* •S «~x!2
a~x!

2
E•E* DE2B* •m̂21~v,r !B,

~3!

where

E52
iv

c
A,

B5curl A, H5m̂21B, andA and A* are the positive- and
negative-frequency components of the vector potential.

We note that all the components ofA for a wave in a
nonuniform magnetic fieldH0(z) are nonzero. The main as
sumption is that by virtue of the weak nonuniformity of th
field along the 0z axis the transverse profiles of the polarito
components along 0x, which is normal to the plane of th
film, vary weakly in comparison to the case of a unifor
field, i.e., we seek the solution forEz in the form

Ez5
1

2
F~z!eivt2 ikyH e2kx, x.0,

epx, x,0,
~4!

whereF(z) is the wave amplitude, which varies slowly i
comparison to the wavelength.

The dependences ofAx andAy on x are assumed to b
the same. We note thatAy andAz are continuous atx50; Ax

has a discontinuity. Then, plugging~4! into ~3! and perform-
ing the variation with respect toF, as well asAx andAy , we
obtain a system of differential equations forF and Ax,y ,
where Ax,y;]F/]z. Eliminating Ax,y , we can write the
equation forF(z) in the form
e-

e
d

i-

ch

f

le
d

ce

e

d2F

dz2
1

2k2p3

~p1k!~p22k21pk!
D~v,vH~z!,k,F !F50, ~5!

where D(v,vH ,k,F)5s02m2k/p1(av2/2c2p2)F2 and
vH5vH(z). In a uniform field D(v,vH ,k,F)50 is the
nonlinear dispersion relation for a magnetic polariton w
allowance for the dielectric nonlinearity.

It is significant that the field nonuniformity appears on
in the form ofvH(z) in the nonlinear dispersion relation.

If the magnetic nonlinearity in the FM is taken into a
count, Eq.~5! should be refined. To accomplish this, th
contribution of the magnetic nonlinearity to the coefficient
front of F2 in D(v,vH ,k,F) must be determined. This co
efficient can be determined in the case of a uniform exter
magnetic field. In the approximation used here additive c
tributions of the dielectric and magnetic nonlinearities app
in this coefficient. The refined nonlinear dispersion relati
can be obtained most simply from the bilinear relation ha
ing the form of Lorentz’s lemma for an electromagnetic fie
with consideration of the magnetic components of the po
iton. The corresponding relation for the type of waves un
consideration has the form

]

]tS 1

4p
«~x!E1•E2* 1

1

4p
H1•H2* 1

H0

M0
~m1xm2x*

1m1ym2y* ! D1
c

4p
div~@E2* 3H1#1@E13H2* # !

2
iv

M0
~H1ym2y* 1H1xm2x* !

mx
21my

2

2M0

2
iv

4p
a~x!uE1u2E1•E2* 50. ~6!

Here E1, H1, and m1x,y are the positive-frequency compo
nents of the magnetic polariton with consideration of t
nonlinearity;E2, H2, andm2x,y describe a linear monochro
matic wave. The relation~6! allows us to obtain the correc
tion to the wave frequency caused by the nonlinearity, if
wave number of the linear and nonlinear waves are assu
to be equal. This method is similar to the perturbation the
for waveguides.11 Integrating~6! over x, we find the correc-
tion to the wave frequency caused by the dielectric and m
netic nonlinearities and the ratio between the contributions
the magnetic (DvFM) and dielectric (DvDE) nonlinearities
in the correction to the frequencyDv5DvFM1DvDE

DvFM

DvDE
52

~p1k!3

k~4pM0!2
/

av4

2c4p2
. ~7!

Next, when the contribution of the dielectric nonlineari
in ~5! is replaced by the sum of the contributions due to
magnetic and dielectric nonlinearities, we obtain an equa
for a magnetic polariton with allowance for not only th
nonlinearities in both media, but also the weak nonunif
mity of the field:
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d2F

dz2
1

2k2p3

~k1p!~p22k21kp!

3S s02m2
k

p
1S av2

2c2p2
2

~p1k!3c2

k~4pM0!2v2D F2D F50.

~8!

For the lowest~symmetric with respect toz) mode the
boundary conditions forF are

F~z50!5F0 , dF/dz~z50!50, F~z→`!→0, ~9!

whereF0 is the wave amplitude at the center of the wav
guide ~an independent parameter!.

Equation~8! supplemented by the boundary conditio
~9! for fixed values ofv andF0 has nontrivial solutions for
specific values of the wave numberk5k(v,F0). The latter
relation is also the nonlinear dispersion relation for a non
ear magnetic polariton in a nonuniform magnetic field. It c
be seen that the contributions of the magnetic and dielec
nonlinearities to~8! have different signs. In subsequent ca
culations the parameters of the paraelectric were set equ
«d52.53103 and a510 G22, and YIG with a saturation
magnetization 4pM051760 Oe was chosen as the ferroma
netic medium.

Let us first consider the case of a small wave amplitu
for a field nonuniformity of the form (DvH.0)

vH5vH`1DvH sech2qz. ~10!

It can be seen from Eq.~8! that localization of a polar-
iton along the 0z axis is possible in the frequency rang
(vH`(vH`1vM))1/2,v,vH`1DvH1vM/2. Numerical
calculations showed that in the case of a small-amplit
wave the field nonuniformity significantly alters the spe
trum of the fundamental mode, and the slope of the disp
sion curves decreases~Fig. 1, curves1 and2!. It turned out
in the case of waves of finite amplitude that the main con
bution is made by the magnetic nonlinearity. Since the w
profile along the nonuniformity of the external field becom
wider with increasing amplitude, this nonlinearity is defocu

FIG. 1. Dispersion relationsk(v,F0) for a nonlinear polariton in a weakly
nonuniform magnetic fieldvH(z)5gH0(z)5vH1DvHsech2qz when
vH /vM51.4, DvH /vM50.1, andq55 cm21: 1, 2 — F0(a/«0)1/250.01
~linear wave! in uniform and nonuniform fields, respectively
3 — F0(a/«0)1/250.05,4 — F0(a/«0)1/250.1.
-

-
n
ic

to
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e

e
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ing. Numerical estimates showed that this conclusion is va
for amplitudes of the dielectric nonlinearitya<100 G22. Its
influence is confined to narrowing the frequency spectrum
the magnetic polariton from above~Fig. 1, curves3 and 4!
and broadening the wave profile along the 0z axis ~Fig. 2!.
The influence of the dielectric nonlinearity becomes mo
appreciable in the region wherem(v)'0, but here both the
damping and the retardation in the FM must be taken i
account in principle. Thus, in the waveguide under consid
ation, which is created by nonuniformity of the extern
magnetic field, the influence of nonlinearity on wave prop
gation is highly significant, the magnetic nonlinearity bei
decisive.
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FIG. 2. Profiles of Ez along the nonuniformity of the fieldH0(z)
@vH(z)/vM51.410.1sech2qz, q55 cm21]: 1 — linear wave
@F0(a/«0)1/250.01#, 2 — nonlinear wave @F0(a/«0)1/250.1#; v/vM

51.970.
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Stability of a quasineutral beam of negative ions
E. E. Barminova and A. S. Chikhachev
~Submitted March 19, 1997!
Zh. Tekh. Fiz.68, 96–98~September 1998!

The stability of a beam of negative ions propagating in the parent gas is investigated. It is shown
that growth of plasma oscillations with a small growth rate is possible at subcritical currents
in a quasineutral regime. The influence of traveling secondary electrons, whose density is small, is
also studied. The low-frequency oscillations considered pose the greatest danger to a beam
whose velocity is close to the velocity of the secondary electrons. ©1998 American Institute of
Physics.@S1063-7842~98!01909-6#
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The evolution of a beam of negatively charged ions~for
example, H2) over the course of a long time period h
attracted the attention of both experimentalists1 and
theoreticians2,3 owing to the possibility of employing suc
beams for scientific purposes and in technology.

This paper examines the instabilities of beams which
appear in the initial stage of their evolution.

After leaving the source, an ion beam enters a d
chamber containing a residual gas. Ionization of the gas
the beam produces a plasma. The density of the residua
is of great significance for the parameters of the plas
formed. We define the critical density in the following ma
ner:

n* 5
v1

2r 0s ivb
. ~1!

Herev1 is the mean velocity of the positively charged se
ondary ions,r 0 is the radius of the beam,s i is the ionization
cross section, andvb is the velocity of the beam particles.
follows from qualitative arguments that if the density of t
gas is less than or close to the critical value, then the sp
charge of the beam will be neutralized by the charge of
positive background ions, and the small number ofd elec-
trons will not violate the quasineutrality conditionnb;n1

~the time of flight of the secondary electrons in a beam is
the order ofr 0 /vd , wherevd;108 cm/s!. If the gas density
exceedsn* , then the beam charge is overcompensated,
a plasma beam-propagation regime is realized (nb!n1 ,nd).
We shall next examine the case of subcritical gas densi
assuming that the degree of neutralization of the be
charge is fixed.

1. If the mass of the positive ions neutralizing the bea
charge significantly exceeds the mass of the beam ions, t
according to Ref. 4, the beam current is restricted by Pie
instability, so that the limiting current densityj P is given by
the equality

j P5
p

2 S 2e

mb
D 1/2F3/2

L2
, ~2!

whereeF is the energy of the beam particles,eF5mbvb
2/2,

mb is the mass of a beam ion, andL is the length of the
plasma gap.
1091063-7842/98/43(9)/3/$15.00
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This result was obtained in Ref. 4 from a solution of
system of hydrodynamic equations describing a wide m
netized beam.

The instability of an unmagnetized beam with a fin
diameter toward oblique disturbances was studied in Re
In that study the frequencies of the axially symmetric osc
lations were determined from a dispersion relation of
form

F~u,u0 ,b!50, ~3!

where

F~u,u0 ,b!52uu0
2~coshb2eiucosu0!

1 i ~u21u0
21b2!eiuu0 sinu01

i sinhb

b

3~u2~u22u0
212b2!1b2~u0

21b2!!. ~4!

Here we have introduced the notationu5vL/vb , u0

5vbL/vb5ub , b5kL, andvb
254pe2nb /mb . In addition,

v andk are, respectively, the frequency and wave vector
the oscillations:k5(kx

21ky
2)1/2 ~the beam propagates alon

thez axis!. The stability region of such a beam is broaden
and the stability threshold is raised in comparison to a Pie
beam. In the limiting case ofk50 andv→0, it follows from
~3! that u0uz5L5p, which is equivalent to~2!.

In some cases the mass of the background ions canno
considered infinitely large~for example, if the beam propa
gates in the parent gas!.

If the plasma ions have a finite mass, the system of
drodynamic equations for the beam must be suppleme
by equations which describe the motion of the plasma io
as is done for a beam of electrons, whose charge is neu
ized by positively charged particles of finite mass.6,7 The
same dispersion relation~3! can be obtained as a result, b
in ~4! we should setu05uub /(u22u1

2 )1/2, where u1
2

54pe2n1L2/m1vb
2 , instead of using the equalityu05ub

for u150. Herem1 is the mass of a positive ion.
Just as in Ref. 5, in our case the dispersion relation~3! is

always satisfied by the two solutions

u56u01 ib. ~5!

These solutions, however, do not describe real insta
ity, since the density disturbancen8[0 if n8uz5L50.
4 © 1998 American Institute of Physics
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Therefore, we should seek solutions which do not co
cide with ~5!. Let k50 (b50), and let us consider the low
frequency rangeu5u11d, where d!u1,1. Then, from
Eq. ~3! we have

2u1~12cosu0!1 iu0sinu050. ~6!

We find the solution of~6!

u05p2
4iu1

p
. ~7!

Sinceu0
25u2ub

2/(u22u1
2 );u1ub

2/2d, we can write

d5
u1ub

2

2p2 S 11
8iu1

p2 D , ~8!

and the solution of Eq.~3! is

u5u11
u1ub

2

2p2
1 i

4u1
2 ub

2

p4
. ~9!

The solution obtained is valid forub,p. It follows from
the expression for the frequencyu,

u5u0ubAu0
22u1

2 , ~10!

that an abrupt increase in the oscillation amplitude occ
whenub.ub cr5u0, signifying current collapse~the onset of
aperiodic instability!. In this senseub cr can be regarded a
the limiting current of the stationary beam.

At large u (u@u1 ,ub) Eq. ~3! does not have solutions
If u1→0, ~4! yields

u0 sinu01b sinhb50, ~11!

whence

u0.p~2s11!1
b sinhb

p~2s11!
,

where the integers satisfies the inequality

b sinhb

2pS s1
1

2D !1.

Then

d5
u1ub

2

2u0
2

5
u1ub

2

2p2~~2s11!1b sinhb/p2~2s11!!2
.

If u1,1 andb!1, it follows from ~4! that

u0 sinu01b252iu1~12cosu0!, ~12!

and since the solution foru0 should be close top @see~7!# in
the case of a long-wavelength disturbance (k!1/L), it can
be concluded that a nonzero value ofb leads to a small shift
of the real part of the oscillation frequency~9! toward higher
frequencies, while the imaginary part ofu, which is respon-
sible for growth of the oscillations, depends mainly on t
plasma frequencies of the background ions. Since it follo
from ~12! that

u0.p1
b2

p
2

4iu1

p
,

-

rs

s

the limiting beam current, according to~10!, in a system with
bÞ0 is higher than the current specified by~2!.

2. Let us now study the influence of travelingd electrons
present within the beam in a small density. We shall consi
times that are shorter than the characteristic time for the
velopment of instability described in Sec. 1. For simplicit
we assume that the plasma system is one-dimensional.

The density of the secondary electrons can be estim
in the following manner:

nd.ngnbs ivbr 0 /vd . ~13!

For an energy of the H2 ions WH;50 keV we have
vb;3310 cm/s, and for an energy of thed electronsWd

;10 eV we havevd;23108 cm/s. If r o;1 cm, ng;1014

cm23, and the beam currentJ;100 mA, thennb;73108

cm23, andnd;105 cm23. In deriving the dispersion relation
for the three-component system, in analogy to Ref. 8,
shall use a hydrodynamic description for the heavy partic
i.e., the beam ions and the plasma ions, assuming that
temperatures of these components are equal to zero, a
kinetic description for the plasma electrons, assuming t
their distribution function is Maxwellian. The following re
lation can be obtained

15
v1

2

v2
1

vb
2

~v2kvb!2
1

vpe
2

v22k2vTe
2

2 iAp
vpev

~kvTe!
3

e2
v2

k2vTe
2 . ~14!

We setv5V1 ig, whereV and g are real. Ifg.0, the
oscillations are damped, and ifg,0, growth of the oscilla-
tions takes place.

If g!V, it follows from ~14! that

g5

ApV
vpe

2

~kvTe!
3

e2V2/k2vTe
2

2v1
2

V3
1

2vb
2

~V2kvb!3
1

2Vvpe
2

~V22k2vTe
2 !2

. ~15!

It can be seen from this relation that growth of the o
cillations, i.e., fulfillment of the conditiong,0, is possible
for V,kvb . In order for the denominator in~15! to become
negative asV→kvb , the following inequalities must be sa
isfied:

1.
V

kvb
.12F 1

aS 12
vTe

2

vb
2 D G 2/3

,

a5vpe /vb .

Under the same conditions the real part of Eq.~14! leads
to the equality

V

kvb
516

vb

kvbA12
vb

2

k2vb
2

2
vpe

2

k2~vb
22vTe

2 !

.
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Thus, instability occurs for values of the wave vect
which satisfy the inequality

vb

kvb
,S 1

aS 12
vTe

2

vb
2 D D 3/2

!1.

The presence of secondary electrons in this prob
leads to the growth of oscillations with the frequen
V;kvb2vb . The growth rate of the amplitude of thes
oscillations is small and tends to zero asvb→0:

g.2
Ap

2

vpe
2 vb~kvb2vb!

~kvTe!
3

e2vb
2/vTe

2
.

The group velocity of the oscillations considered]v/]k
is close tovb ; therefore, this instability can be assigned
the discharge of drift particles. Thus, it can be concluded
a beam propagating in the parent gas in a quasineutra
gime that the threshold current, beyond which there sho
be a dramatic increase in the oscillation amplitude, is be
the Pierce current due to the participation of background i
in the oscillations. A loss of stable current propagation
curs because of the development of Pierce two-stream in
bility. We recall that the existence of such instability for a
electron beam has been demonstrated theoretically
experimentally.6,7,9,10

The instability threshold of an ion beam increases wh
its transverse dimensions are restricted, as occurs in an
tron beam.5 Oscillations with a wavelength of the order o
the beam diameter near the plasma frequency of the b
ground ions~which was not excessively great in our case! are
most dangerous for a beam.
r

m

r
e-
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w
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-
ta-
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n
ec-

k-

The system does not amplify oscillations with a hig
frequency and is stable toward disturbances with a wa
length much smaller than the length of the flight gap. W
note that weak growth of the plasma oscillations is obser
at sub-Pierce currents.

If the conditions for the appearance of instability d
scribed in Sec. 1 are not present in the system, there
possibility for the development of another, purely oscillato
instability due to the presence of secondary electrons in
system. The growth rate of these low-frequency oscillatio
is small. These oscillations pose the greatest danger
beam whose velocity is close to the thermal velocity of thed
electrons.
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Mechanism of the rf sputtering of mixed oxides
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New experimental data on the growth mechanisms of multicomponent Pb~Zr,Ti!O3, ~Ba,Sr!TiO3,
and Y–Ba–Cu–O films in an rf discharge plasma are presented. An investigation of the
spatial distribution of the radiated intensity of the sputtered particles in the rf plasma during the
deposition of films of these mixed oxides in the epitaxial state reveals general laws
governing their transport from the target to the substrate, which are stipulated by features of the
negative glow of the rf discharge. The roles of external and internal parameters are
examined from the standpoint of describing the mechanisms of the heteroepitaxial growth of
mixed oxides. ©1998 American Institute of Physics.@S1063-7842~98!02009-1#
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The conditions for the synthesis and crystallization
mixed oxides directly during the growth of thin films a
often provided by the rf sputtering of ceramic targets in p
oxygen. The greatest success in this area has been ach
using an elevated oxygen pressure.1–3 An analysis of the
results of experimental studies obtained by different inve
gators attests to the strong dependence of the structural
fection and electrophysical properties of the films on the s
cific deposition conditions. The parameters for synthesiz
films usually include only such macroscopic characteris
as the input rf power, the discharge current, the subst
temperature, the pressure of the working gas, and the ta
substrate distance. Of course, these parameters~we shall
henceforth refer to them as external parameters! apply only
to a concrete film deposition machine.

Further perfection of the technology is possible on
when the growth mechanisms are understood. One of
possible approaches for solving this problem is to use in
nal parameters, which characterize the state of the rf pla
during the sputtering of a mixed oxide. We propose the
of the spatial distribution of the radiated intensity of the sp
tered components of the oxide as such a parameter.

In the present work we investigated the spatial distrib
tion of the radiated intensity of sputtered atoms in an
plasma during the deposition of films of mixed oxides in t
epitaxial state. Conditions for growing Pb~Zr,Ti!O3,
~Ba,Sr!TiO3, and Y–Ba–Cu–O films which permit the dep
sition of each of these compounds in the heteroepitaxial s
were determined empirically. The composition of the oxi
was chosen with the intention of proving that the grow
mechanisms of the condensate are common to diffe
mixed oxides within one deposition method and the sa
level of structural perfection of the films.

EXPERIMENTAL

a… Selection of conditions for depositing heteroepi-
taxial films. The design of the sputtering machine, the me
surements of the external parameters for rf sputtering,
the methods for investigating the optical emission spe
1091063-7842/98/43(9)/5/$15.00
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and their spatial variation along the discharge axis were p
viously described.1,2 The target in the sputtering unit was
hot-pressed ceramic of corresponding composition with a
ameter of 50 mm and a thickness of 3.5 mm. The substr
used were MgO crystals.

We estimated the structural perfection of the heteroe
taxial films on the basis of data from x-ray structural inve
tigations on a DRON-4 diffractometer. The vertical and a
muthal misorientation angles of the film crystallites, t
dimensions of the coherent-scattering regions~an integral
measure of the ordered defects in a film!, and the micros-
trains~an integral measure of the unordered defects in a fi!
were determined.

In this paper we shall examine only the film depositi
conditions under which heteroepitaxial growth takes pla
with a vertical misorientation angle,0.5°, an azimuthal
misorientation angle ,3°, coherent-scattering region
.1000 Å, and microstrains amounting to,331023. Such
structural perfection of the films can be obtained only un
strictly specified deposition conditions, which can be a
signed by several external parameters. The most signifi
such parameter is the pressure of the working gas~oxygen!
in the sputtering chamber. It was established experiment
that there is a certain threshold oxygen pressure, at wh
heteroepitaxial film growth takes place. In particular, t
threshold pressure for BaxSr(12x)TiO3 ~with x50.320.8) is
0.3 Torr. Lowering the pressure to 0.2 Torr leads to t
growth of polycrystalline films~there is no azimuthal orien
tation of the film relative to the substrate!. The stable het-
eroepitaxial growth of Y–Ba–Cu–O can be achieved only
an oxygen pressure no less than 0.7 Torr. The depositio
heteroepitaxial films of PbZrxTi(12x)O3 ~with x50.520.7)
requires an increase in the oxygen pressure to 1.8 Torr.
heteroepitaxial growth of all three mixed oxides indicat
above at oxygen pressures above the threshold value t
place at substrate temperatures covering a fairly broad ra
from 580 to 650 °C. Variation of the target-substrate distan
from 8 to 12 mm generally does not alter the quality of t
heteroepitaxial films.

The rf power for each compound was selected emp
7 © 1998 American Institute of Physics
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cally. To set an optimality criterion it was assumed that
electron concentration at an oxygen pressure above the
cal value for each oxide must not be less th
531012cm23 ~measurements using a symmetric dou
probe according to the method in Ref. 4!. To stabilize the
discharge and lower the probability of the appearance of
rent instability, the targets were preliminarily ‘‘activated’’ a
a reduced~70% of the nominal value! input power (U rf

5490 V, I rf50.8 A!. The target ‘‘activation’’ time for
~Ba,Sr!TiO3 was 15220 min, the time for Pb~Zr,Ti!O3 was
3.023.5 h, and the time for Y–Ba–Cu–O was 7210 h.
During this ‘‘activation,’’ the intensities of the lines of th
sputtered atoms in the discharge increased by 15220% even
when the input power was left unchanged. It should be s
cially noted that the intensity growth gradients for differe
target components did not vary as a function of either
activation time or the input power.

b… Features of the spatial distribution of the radiated
intensity of the rf plasma. The spatial distribution of the
radiated intensity of the sputtered atoms and ions obeys
eral general laws regardless of the composition of the tar
used. The main law is the spatial structuring of the discha
This is reflected in the presence of special points on
spatial intensity distribution, which separate the space
tween the target surface and the substrate into the three
acteristic zones shown in Fig. 1.

The first fluorescence zone is created directly by sput
ing of the oxide surface. In this zone the degree of excitat
of the atoms in the gas phase depends only on process
the solid and on its surface.2 Therefore, the maximum on th
spatial intensity distribution in this region of the discharge

FIG. 1. Spatial distribution of the radiated intensity during the sputter
of Y–Ba–Cu–O,~Ba,Sr!TiO3, and Pb~Zr,Ti!O3 ceramic targets:1 — 0
(l53947 Å!, 2 — Ba (l54554 Å!, 3 — Sr1 (l54215 Å!, 4 — Cu
(l53273 Å!; PO2

50.7 Torr. The target-substrate distanceh58.5 mm.
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not determined by plasma processes. The spatial inten
distribution shown in Fig. 1 was observed for Cu* and Ba1

during the sputtering of Y–Ba–Cu–O, for Ba1 and Sr* in
the case of ~Ba,Sr!TiO3, and for Zr1 in the case of
Pb~Zr,Ti!O3, as well as for atomic oxygen in the case of a
three oxides. Oxygen knocked out of a target can be dis
guished from oxygen in the working gas on the basis of
emission spectra in just this zone of the discharge, where
excitation of lines is not determined by the discharge. H
we observed only lines corresponding to excited oxygen w
an excitation potential no greater than 12.7 eV. No spec
lines with a large excitation potential, including lines of io
ized oxygen, were observed in this zone. They were pre
in the second and third zones of the discharge, where
excitation mechanisms are already determined by pla
processes. In addition, the maxima of lines with a large
citation potential were located close to the cathode surfa
indicating predominance of the electron-impact excitat
mechanism.5 The lines of Pb atoms observed during the sp
tering of Pb~Zr,Ti!O3 and the lines of Ba atoms fo
~Ba,Sr!TiO3 and Y–Ba–Cu–O were extremely weak in th
zone, and their intensity began to increase only beyond
Thus, the emission spectrum in this zone of the discha
allows us to draw qualitative conclusions regarding the co
position and degree of excitation of the sputtered particle

The second fluorescence zone of the emission spec
is created both by plasma-chemical reactions accompan
the transfer of sputtered particles through the oxygen pla
and by the excitation of atoms under the effect of dire
electron impact by beam electrons accelerated in the sta
ary cathode field. The latter mechanism is corroborated
the fact that the higher is the excitation potential of a line,
closer are the intensity maxima of the excited atoms and i
in the second zone of the discharge to the target surface6

The third zone of the discharge is characterized by
significant influence of the substrate position on the inten
of the emission lines of the sputtered atoms in the rf d
charge. A characteristic feature of this influence is the v
ishing of the intensity of the emission lines at the site of t
substrate regardless of its position in the discharge. The o
gen lines did not exhibit a similar dependence. When
sputtering was carried out in argon, the vanishing of
emission lines of the metals was likewise not observed.
reveal the special point separating the second zone from
third, we performed a series of measurements of the sp
intensity distribution for several substrate positions relat
to the target. The variation of the spatial intensity distrib
tion for lead and ionized oxygen atoms upon variation of
target-substrate distance is shown in Fig. 2. We provision
took the point of inflection on the plot of the spatial intens
distribution as the boundary of the third zone. Beginning
just this point, a further decrease in the distance between
substrate and the target led to intensity changes in the se
zone. It can be seen from Fig. 2 that displacement of
substrate has no effect on the spatial intensity distribution
oxygen.

When the oxygen pressure created in the chamber
less than the critical value~from the standpoint of synthesiz
ing the mixed oxide!, vanishing of the intensity was note

g
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for only certain components. For example, the critical pr
sure for synthesizing Pb~Zr0.53Ti0.47)O3 was 1.8 Torr,
whereas the lead component began to vanish at a pressu
0.3 Torr for all the excited states. When Y–Ba–Cu–O w
sputtered at the critical pressure of 0.7 Torr, vanishing of
lines for copper atoms was observed at 0.5 Torr.

The last general law governing the spatial intensity d
tribution for different oxides is the absence of lines for c
tain components in the emission spectra. In particular, w
~Ba,Sr!TiO3 and Pb~Zr,Ti!O3 were sputtered there were n
titanium lines in all three zones, and for Y–Ba–Cu–O the
were no yttrium lines.

Moving on to a discussion of the features of the grow
of each of the mixed oxides, we should stress the followi
In choosing the oxides to be investigated, we included
~Ba,Sr!TiO3 system because there are no highly volatile m
tallic components in this system. Therefore, the synthesi
this oxide in the form of films could be carried out over ve
broad ranges of variation of the external parameters. In
ticular, the structural perfection could be controlled only
varying the substrate temperature (Tl). Increasing it from
400 to 750 °C altered the orientation of the film relative
the substrate along the following sequence: polycrystal
(Tl>400 °C), textured~110! film on a ~100! substrate
(Tl>480 °C), textured~111! film on a ~100! substrate
(Tl>530 °C), textured~100! film on a ~100! substrate
(Tl>570 °C), heteroepitaxial film (Tl>630 °C). The spa-
tial variation of the intensity of the Ba and Sr emission lin
remained the same over the entire range of variation of
substrate temperature just cited.

The other two oxides have significantly smaller rang
for variation of the substrate temperature in which their s
thesis takes place. This is because they contain highly v
tile metallic components of lead or copper. Figure 3 sho
the influence of the substrate temperature on the charact

FIG. 2. Spatial distribution of the radiated intensity for lead atoms~a —
l54057 Å! and oxygen ions~b — l54415 Å! with the substrate in various
positions.
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the spatial intensity distribution of lead atoms in the case
the sputtering of Pb~Zr,Ti!O3, and Fig. 4 shows the sam
influence for copper atoms when Y–Ba–Cu–O is deposit
In this case variation of the temperature from 580 to 650
did not result in violation of the stoichiometry of the com
ponents or in destruction of the conditions for heteroepitax

FIG. 3. Influence of the substrate temperature on the spatial distributio
the radiated intensity for lead (l54057 Å, PO2

51.8 Torr, h56.5 mm!.
Tl , °C: 1 — 570,2 — 580,3 — 590,4 — 620,5 — 640.

FIG. 4. Influence of the substrate temperature on the spatial distributio
the radiated intensity for copper (l53273 Å! during the sputtering of
Y–Ba–Cu–O (PO2

50.8 Torr, h56.5 mm!. Tl , °C: 1 — 550, 2 — 580,
3 — 600,4 — 640,5 — 660.
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film growth. The synthesis of other phases with violation
the stoichiometry took place outside the temperature ra
just indicated. It is noteworthy that the mixed oxides of va
ous composition and structure that we investigated are
thesized at approximately identical temperatures.

As can be seen from the curves shown above~Figs. 3
and 4!, raising the substrate temperature from 570 to 580
led to an increase in the intensity of the spectral lines for
and Cu in the second and third zones by more than two
and was accompanied by qualitative changes in the sp
intensity distribution. These changes occurred at a cons
concentration of the atoms entering the discharge as a r
of sputtering of the target, which was achieved by mainta
ing a constant intensity in the first zone. Raising the subst
temperature to 700 °C in the case of the deposition
Pb~Zr,Ti!O3 or Y–Ba–Cu–O led to changes in the intens
of the Pb and Cu emission lines in the first zone and dest
tion of the conditions for synthesis and, of course, hetero
taxy. Subsequent lowering of the temperature to 5
2650 °C did not return the sputtering system to a st
which ensures the conditions for synthesis despite activa
of the target for many hours. Such behavior of the sputter
system attests to its indefiniteness relative to the directio
variation of the external parameters. We note that the s
strate temperature is a function of two external parame
~the current in the heating element and the input rf pow!
and several internal parameters, such as the latent he
crystallization of the oxide, the degree of excitation of t
particles in the plasma, etc.

DISCUSSION AND CONCLUSIONS

The conventional approach to optimizing the deposit
conditions of mixed oxides is to establish the relations
between the external parameters~pressure of the working
gas, substrate temperature, input power, target-substrate
tance, etc.! and the film properties. It is assumed that a m
tidimensional space of external parameters can be uniq
mapped into the space of parameters characterizing the
properties. However, when mixed oxides are sputtered, s
experimental findings indicate that this is not entirely so. F
example, when Y–Ba–Cu–O films were deposited, hys
etic phenomena of various kinds were observed
Katayamaet al.7 These investigators reported that the pro
erties of the films depend on the sputtering history of
target, i.e., on the conditions under which it was previou
sputtered. We observed a similar phenomenon when we
covered an irreversible influence of the substrate tempera
on the heteroepitaxial growth of the oxides.

The modification of the target surface in response to
teration of the discharge parameters takes place over
course of several hours. The duration of the nonstation
state is probably determined by several factors: first, by
reorganization of the structure and composition of the tar
surface under the effects of ion bombardment, second, by
formation of metastable chemical compounds on its surf
due to the condensation of particles reflected from
plasma and the substrate, and, third, by the indefinitenes
the sequence of chemical reactions taking place in th
f
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plasma when sputtered particles are transported throug
All this, in turn, leads to an indefinite dependence of the fi
properties on the external parameters.

In our opinion, the deposition of mixed oxides with
predominance of plasma-chemical processes in the gro
mechanism must be approached as a complicated
organized system. In fact, our investigation of the spa
intensity distribution revealed that a system for rf film dep
sition at elevated oxygen pressures can be regarded as a
tem having a spatial structure. The kinetic parameters~rates
of the chemical reactions, initial concentrations of the p
ticles participating in the reactions, and collision probab
ties! in such a system should also depend on the spatial
ordinate. In our opinion, an adequate description of suc
system is possible, if we go over to internal parameters
reflect its spatial structuring. The proposed approach ena
us to avoid the indefiniteness arising in the description of
film growth process in the space of external parameters.
internal parameters should be chosen such that the met
used to measure them will cause minimal disturbance of
deposition process and the parameters themselves wil
informative with respect to the elementary processes acc
panying the sputtering and the transport of particles from
target to the substrate. Our investigation of the fluoresc
emission spectra demonstrated the possibility of corre
comparing the growth mechanisms for films differing
composition and crystal structure and revealed the gen
laws governing the synthesis of a mixed oxide. On this ba
the spatial distribution of the radiated intensity that we e
ployed can be regarded as an informative internal parame
The search for such parameters must, of course, be co
ued.

The sputtering of a mixed oxide under the action of ox
gen ions and atoms~the latter acquire energy as a result
charge transfer in the cathode region! apparently takes place
in two stages. First, the oxygen skeleton of the mixed ox
is destroyed. For just this reason, the degree of oxygen e
tation has a threshold energy no greater than 12–13 eV.
struction of the oxygen skeleton results in the passage
metallic components of various degrees of excitation, as w
as, probably, their compounds with oxygen into the plasm
which comprises the second stages of the sputtering of
mixed oxide. Some of these components, such as yttrium
titanium, pass into the rf discharge plasma in the form
polyatomic compounds. Therefore, the plasma does not
duce emission lines corresponding to these atoms and i
These compounds cannot decompose in the negative g
under the action of the electron beam. The energy impa
upon electron bombardment is redistributed among their
brational and rotational degrees of freedom, rendering th
stable. Later on, just these compounds probably act as
ters for cluster formation. As they move toward the substra
the remaining metallic compounds are added to them in
second and third zones of the discharge. The external pa
eters assign only the conditions for the formation and evo
tion of specific types of clusters. The synthesis of an ox
with an assigned structure on a substrate probably co
sponds to a definite type of cluster in the discharge.

When the substrate temperature is increased, additi
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reflection of the highly volatile component in the compou
from the surface takes place. It is manifested by an incre
in the intensity of the corresponding line in the emissi
spectrum in the second and third zones, as can be seen
Figs. 3 and 4. In the case of PbTiO3 it is the line for lead, and
in the case of Y–Ba–Cu–O it is the line for copper. A fu
ther rise in temperature increases the concentration of s
components in the third zone, which now surpasses the
centration needed for cluster growth. The excess concen
tion of the highly volatile component now enters the fi
zone and alters the composition of the target surface, and
self-matching of the target and substrate surfaces is
stroyed. This results in a loss of the reversibility of the sp
tering system toward the effect of an external parameter
se
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Optimization of a pinhole camera for neutron diffraction of a thermonuclear
laser plasma

V. S. Kinchakov

Computing Center, Russian Academy of Sciences, Far-Eastern Branch, 680063 Khabarovsk, Russia
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The nonstationary transport equation of DD and DT neutrons in a polyethylene wall with a
cylindrical opening is solved by the Monte Carlo method. It is shown that the proposed pinhole
camera lowers the requirements for brightness of a neutron source by two orders of
magnitude in comparison to the existing analogs. Analytical estimates of the resolving power of
the pinhole camera are given, and ways to improve it are analyzed. The region of
permissible values of the parameters of the pinhole camera is constructed. Contour lines of the
images of neutron point sources as functions of their number and position in the
thermonuclear target are calculated. ©1998 American Institute of Physics.
@S1063-7842~98!02109-6#
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INTRODUCTION

The purpose of the present work was to investigate
characteristics of the image created by DD and DT neutr
originating from pulsed point sources and scattered b
polyethylene wall with a cylindrical opening. The criterio
for selecting the wall material had previously been the va
of the neutron absorption cross section. On the basis of
criterion a copper pinhole camera with a wall having a thic
ness of the order of 1 m was fabricated in the U.S.A.1 How-
ever, if materials with a large elastic neutron scattering cr
section, such as polyethylene, are used to fabricate a pin
camera, the use of a time-resolved neutron detection sys
for the purpose of reducing the background as a resul
effective slowing of the neutrons appears promising, es
cially in the case of scattering by nuclei of light elemen
The calculations performed in the present work show t
reduction of the background to reasonable values is achie
with a wall thickness of the order of 0.1 m. This permits
increase in the image brightness by two orders of magnit
in comparison with the existing analogs2 and diminishes the
difficulties in making a hole of small diameter.

Such a pinhole camera would be irreplaceable in
investigation of weak neutron sources, which cannot
‘‘photographed’’ by ordinary pinhole cameras. Situations
this kind can arise, for example, when there is insuffici
heating of the thermonuclear plasma.

NUMERICAL SIMULATION

The nonstationary integral transport equation of neutr
in a wall has been solved by the Monte Carlo method.1–3 The
program developed did not employ the traditional appro
mations for obtaining constants, viz., the ‘‘multigroup’’ an
‘‘narrow-resonance’’ approximations;4 therefore, the cross
sections were assigned in exact correspondence with the
of variation with respect to the energy. Multiple scatteri
was taken into account. Neutron scattering by carbon
hydrogen was considered separately in Ref. 4. The total e
tic scattering cross sections were taken from the END
1101063-7842/98/43(9)/5/$15.00
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data bank.5 The anisotropy of the differential cross section6

for elastic neutron scattering by carbon was taken into
count using an expansion in Legendre polynomials. In
range 0.123.0 MeV the cross sections were assigned by
points with 0.1-MeV spacing. The peak for scattering
carbon in the vicinity of 21 MeV was described separat
by 20 points with 0.01-MeV spacing. The inelastic chann
for the excitation of carbon nuclei by DT neutrons we
taken into account using the same data bank.5

The neutron detection field had the form of a squa
divided into 1089 square cells with a side equal to 0.0
•U cm, whereU is the magnification of the image. Becau
of the small size of each detecting cell, the detection of n
trons in each cell was a fairly rare event. Therefore, a mo
fication of the~direct! Monte Carlo method with statistica
weights was employed to calculate the background of s
tered neutrons. The probability of neutrons entering the
tector was calculated at the point of each collision. The
probabilities were summed over all the collisions.

The results7 of the calculations of the background o
scattered neutrons discussed were normalized to 1010 neu-

TABLE I. Variant with R513 cm andU510.

L, cm

T ~ns! 10 7 3.5

4 1.24 1.91 2.77
8 3.14 5.04 6.09
12 4.74 7.41 9.99
16 5.99 9.32 12.84
20 7.04 11.16 15.16
24 8.06 12.90 17.33
32 9.71 15.84 21.15
40 11.00 18.11 24.04
48 12.11 19.91 26.34
60 13.40 22.07 28.98
80 14.80 24.54 32.30
100 15.61 26.17 34.42
120 16.04 27.01 35.77
2 © 1998 American Institute of Physics
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trons per burst. The relative rms deviation of the calculatio
is 3%. The temperature of the DD plasma in all the calcu
tion below was set equal to 0.002 MeV, which correspond
to broadening of the line for 0.116-MeV DD neutrons. T
monochromatic approximation was adopted for DT neutro
The results for DD neutrons are discussed below, and
case for DT neutrons will be addressed separately.

Table I presents the results of the calculation of
background of scattered neutrons as a function of the de
tion temperatureT, the thicknessL of the polyethylene wall,
the magnificationU of the image, and the distanceR from
the plasma to the midplane of the wall. The decrease in
absolute number of neutrons detected with increasing w
thickness is attributed to the multiple scattering of neutro
as a result of which some of them pass into the rear he
sphere.

Calculations of the images of neutron point sources
cording to the direct scheme of the Monte Carlo meth
correspond to a 10% relative rms deviation in the region

FIG. 1. Geometry of the simulated experiment.
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e
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e
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f

the peak and do not take into account the background
scattered neutrons, which must be added to all the chan
for a specific detection time. The results were normalized
1010 neutrons per burst for each neutron source. Figur
illustrates the input data for the calculations. The diame
AB of the thermonuclear target was chosen equal to 0.05
The magnificationU of the imageA8B8 was set equal to 10
in all the calculations. As follows from Fig. 1, the radiusr of
the hole depends linearly on the wall thickness

r 5L•Rt /~R•2!. ~1!

Here Rt is the radius of the thermonuclear target. Figure
shows a calculation of the images of two neutron po
sources located at the center and on the periphery of a t
monuclear target for a camera variant withL57 cm and
R513 cm. Note the good resolution of the two sources a
the fairly exact identification of the position of the source
The decrease in the dimensions of the peripheral sourc
comparison to the central source is a consequence of
poorer observation conditions for the source on the periph
of the target. Figure 3 presents a calculation of the image
three neutron point sources located on a single line at
center of the target, on its periphery, and midway betwe
the central and peripheral sources. For high-quality reso
tion of the neutron sources, the distanceR from the midplane
of the wall to the plasma was increased to 30 cm. The thi
nessL of the wall in this calculation was equal to 10 cm. Th
decrease in the number of neutrons in the peaks is due to
increased distance between the neutron sources and th
tectors. The calculations show that the background of uns
tered neutrons from one source amounts to about 35% o
amplitude of the image for a wall thicknessL53.5 cm, about
15% for L57, and about 5% forL510 cm. Thus, effective
suppression of the background is achieved for a wall
thickness of 7–10 cm and a neutron detection time of 10–
ns ~Table I!.

For a deuterium-tritium plasma it must be taken in
account that the total interaction cross section of a neu
with hydrogen is about four times smaller than in the case
DD neutrons; therefore, the minimal wall thickness must
increased by about two and a half fold to suppress the ba
ground. This leads to a need to move the wall away from
t

-

FIG. 2. Image profile along thex axis.
Calculation of the case of two poin
sources located on thex axis at the cen-
ter and on the periphery of a thermo
nuclear target.
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FIG. 3. Image profile along thex axis.
Calculation of the case of three poin
sources located on thex axis at the cen-
ter of a thermonuclear target, on its pe
riphery, and midway between the firs
two sources.
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source in order to improve the resolution and thus to stric
requirements on the brightness of the neutron source. Fi
4 presents the results of a calculation of the image of a p
source of DT neutrons located at the target center and
values of the background of scattered neutrons as a func
of detection time. It is seen that the cumulative backgrou
is significantly smaller than the image level even for lar
detection times~400 ns!.

ANALYTICAL ESTIMATES OF THE RESOLUTION OF A
NEUTRON PINHOLE CAMERA

The estimates presented below were obtained unde
approximation~which nearly always holds!

tanu5Rt /R!1. ~2!

In addition, the background of scattered neutrons can
reduced to a minimum by selecting the detection time, a
therefore, it is not taken into account in the estimates m
below.

FIG. 4. Image profile along thex axis. The source of DT neutrons is locate
at the center of a thermonuclear target of radiusRt50.5 cm. R550 cm,
L530 cm, andU5100. The background of scattered neutrons for detec
times of 100, 200, 300, and 400 ns equals 95.9, 112.4, 118.6, and 1
neutrons.
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We note that the problem has cylindrical symmetry, a
we specify the radius of the neutron image of a point by
condition

N~Ri5Rc!/N~Ri50!5exp~2 l /l!5P1 . ~3!

HereN is the number of neutrons detected,Ri is the distance
measured from the center of the image,Rc is the radius of
the image of the central point,l is the path of the neutrons in
the wall material, andl is the mean free path. The choice
P151/3 ensures reliable resolution of two point sources:
the point of contact between the radii of the images of t
point sources the drop in the total intensity relative to t
maximum intensity amounts to 40%. For the radius of t
image of the central point, from condition~3! we obtain

Rc5r •~U11!•R/Rp , ~4!

Rp5R1L/21l ln P1 . ~5!

The image of the point is the area enclosed by a circle
radiusRc . The familiar result for an optical pinhole came
follows from ~4! in the approximation of an absolutel
opaque wall (l50).

For a point on the periphery of a target, the treatmen
Eq. ~3! leads to the following results: the neutron radius
the image in the direction toward the center of the plane
the image is~Fig. 1!

Rx852l ln P1~U11!Rt /Rm , ~6!

Rm5R2L/22l ln P1 ; ~7!

the neutron radius of the image in the direction away fro
the center of the plane of the image is~Fig. 1!

Rx952l ln P1~U11!Rt /Rp . ~8!

We stress that in this case the position of the neut
source on the target must be determined not from the ce
of the image, but with allowance for the inequality of th
radii Rx8 andRx9 of the image. In the optical limitl50 and
Rx85Rx950: the point is mapped to a point.

The resolution of the images of two point sources
given by the trivial relation

Rs5D/U, ~9!

n
1.5
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whereD is the sum of the radii of the images in the directi
of their point of nearest approach.

It follows from Eqs.~4!–~9! that increasing the distanc
R from the target to the camera reduces the dimensions o
images of points and thereby improves the resolution.

In the approximation of a large magnificationU@1, for
the resolutionRs of two neutron point sources we have

Rs /Rt5L/~2Rp!2l ln P1 /Rm . ~10!

As can be seen from Fig. 5, for a camera with a w
thicknessL57 cm we haveRs<Rt , if R<7 cm. We stress
that the maximum number of point sources that can be
solved by a pinhole camera in the borderline case
Rs5Rt equals three, and this number can be achieved on
they are on a single straight line parallel to the plane of
camera wall. In addition, one source must be located at
center, and the other two must be located on opposite e
of the target.

Table II presents the radii of the optical and neutr
images of point sources located at the center and on
periphery of a target for two camera variants, the radii of
neutron images being determined at half maximum (P1

51/2). The table also lists the resolution of these neut
sources. It follows from Table II that the radii of the optic
and neutron images differ strongly from one another for
pinhole camera with a small wall thicknessL and a small
distanceR from the target to the midplane of the wall. Th
radii of the neutron images of the central and periphe
point images differ just as strongly, andRx8,Rc .

As for achieving good resolution of sources in the rad
direction, we should turn to pinhole cameras for which t

FIG. 5. Dependence of the resolving power on the distanceR. L, cm:
1 — 3.5, 2 — 7.0.

TABLE II. Optical and neutron radii of the images of point sources cal
lated from formulas~4!–~8!.

L R Ropt Rc Rx8 Rx9 Rs

7 7 1.71 2.22 2.11 1.60 0.044
3.6 2.0 2.44 7.15 4.68 10.05 0.118

Note: The last column lists the resolution~9! of the central and periphera
neutron point sources. Calculation parameters:U5100, Rt50.05 cm. All
the values are in centimeters.
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image of a point source on the periphery of a target is fl
tened in this direction in comparison to the image of t
central point: Rx8/Rc<1. Requiring thatR.L/21l ln P1

~this condition practically always holds!, we can satisfy the
conditionRx8/Rc<1 in two variants: 1! R.L/22l ln P1 and
L/2.2l ln P1; 2! R,L/22l ln P1 andL/2,2l ln P1.

An improvement in the resolving power of the pinho
camera can be also be achieved by some ‘‘displacement
the neutron source into the optically unobservable reg
~Fig. 1!. This is possible, since for some directions of moti
of neutrons in the region of the hole the range in the w
material is minimal, and neutrons moving in these directio
scarcely interact with the wall material. In this case the ma
mum possible distancexmax between the neutron source an
the target center is determined by the maximum poss
relative decreaseP2 in the brightness of the image due
neutron scattering in the wall:

xmax/r 5~2R1L !/~L1l ln P2!21. ~11!

The minimum distancexmin between the neutron sourc
and the target center is determined by the requirement
resolution between a central source and a source locate
the optically unobservable region:

xmin /r 52R2~U11!/~Rp•Ru!, ~12!

Ru5UR1L/21l ln P1 . ~13!

In addition, the following condition must be satisfied
distinctly observe these two sources:

xmax>xmin . ~14!

FIG. 6. Maximum (xmax) and minimum (xmin) possible distances between
neutron point source and the target center as a function of the distancR.
The neutron source is located in the optically unobservable region.
hatched area covers the parameters of a pinhole camera that resolves a
a source at the center and a source on the periphery of a target provided
are located on a straight line parallel to the plane of the camera w
L57 cm; 1 — xmax/(2•r), 2 — xmin /(2•r).

-
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The condition~14! is essentially a criterion, which dete
mines the region of permissible values of the parameter
the pinhole camera. In Fig. 6 the region of permissible val
of the parameters of the pinhole camera, in which the con
tion ~14! is satisfied, is hatched.

It can be seen from Fig. 1 that the center of the image
a neutron point source located in the optically unobserva
region is specified by the straight lineKK8, since the range
of neutrons in the wall material is greater for any other
rection of motion. The distancexi to the center of the image
equals

xi5x~UR1L/2!/~R2L/2!. ~15!

Here x is the distance from the target center to the po
source. For the radius of the image of the neutron po
source we have

Rx5xi2r 2~x2r !Ru /Rm . ~16!

As a final step, we present the results of a calculation
the contour lines of two neutron point sources, which
located at the center and on the periphery of the tar
L57 cm, R57 ~Fig. 7!, 14 cm ~Fig. 8!. Figures 7 and 8
reveal a decrease in the dimensions of the image as the
tance between the sources and the camera wall is increa
The shape of the contour lines of the image of the cen
neutron source is circular, while the shape of the cont
lines of the image of the peripheral source approaches
ellipse as the distance between the source and the pin
camera is increased. It can be seen that two neutron p
sources are resolved in this case providedR>7 cm.

FIG. 7. Contour lines of the images of two neutron point sources.U5100.
Normalization to 1010 per burst for the two neutron sources.1 — 75.39,
2 — 177.27,3 — 279.15,4 — 381.03.
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CONCLUSIONS

We have shown that the polyethylene pinhole cam
with time-resolved neutron detection proposed in this pa
raises the image brightness by two orders of magnitude
comparison with the existing analogs. This makes it poss
to locate weaker neutron sources. Analytical estimates of
resolving power of such a camera have been made. A c
rion which specifies the region of permissible values of
parameters of the neutron pinhole camera has been for
lated. A modification of the direct Monte Carlo method wi
statistical weights significantly shortens the calculation ti
needed to achieve an assigned statistical accuracy.

We thank O. I. Stukov and Yu. A. Mikha�lov for some
helpful discussions and for stimulating this work.
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Erosion is regarded as a result of the periodic loading of a surface with spherical waves
generated at the sites of the collapse of cavitation bubbles. One feature of cavitation loading is
the formation of a zone of intense failure at the center of the contact surface. Damage
appears a consequence of the formation of longitudinal cleavage cracks under the contact zone,
which comprise a system of small annular cracks coaxial to a deep channel crack. The
damage zone~blister! occupies a small fraction of the crater surface~the contact zone with the
shock wave!. The depth of the longitudinal cracks is an order of magnitude smaller than
the thickness of the hardened layer. The hardening and erosion processes occur simultaneously.
© 1998 American Institute of Physics.@S1063-7842~98!02209-0#
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The dynamic failure of a solid under the action of puls
loads differs fundamentally from quasistatic failure. This
attributed to the fact that the characteristic dimension o
dynamic load is much smaller than the sample on whic
acts. Therefore, the defects responsible for damage u
quasistatic conditions are ineffective. Dynamic failure ha
cleavage nature and is due to the interference of unloa
waves accompanying a compression pulse. The geom
factor of the arrangement of the free surfaces and the sou
of unloading waves is decisive here. The examination of
mechanism of erosion wear in Ref. 1–3, which took in
account the high-speed character of pulsed deformation,
abled us to reveal two types of cleavage cracks. The incu
tion period is characterized by the appearance of longitud
cracks under the zone where the load is applied. The fo
ing of the unloading waves emanating from the lateral fa
of a particle generate a channel crack, which itself becom
source of unloading waves that lead to the formation of
axial annular cracks. The type of damage consisting o
system of coaxial annular cracks is called multiple longi
dinal cleavage fracture. The material under the contact z
fragments, and a cavity forms on the surface of the so
Longitudinal cleavage fractures provide the main mechan
shaping the relief of the surface. The amount of mate
removed is insignificant in this case, and the debris cons
of small, mainly equiaxial fragments. The incubation peri
ends when the geometry of the cavity permits the impu
appearing when a particle strikes the bottom of the cavity
pass through the lateral wall. The emergence of such imp
on the front surface and its interaction with the reflec
unloading wave create a transverse zone of high ten
stresses oriented at a small angle to the surface. The lo
material in the stationary period of erosion is due to tra
verse cracks and takes place from a zone adjoining the
tact surface. The products of wear are large plate-like ch
which exceed the fragments removed from the contact z
in size.

The unloading waves accompanying a compress
pulse are responsible for damage to the obstacle. As a s
1101063-7842/98/43(9)/4/$15.00
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wave passes through a material, it alters its microstruc
with resultant hardening of the material. Both processes, v
erosion and hardening, occur simultaneously. The mate
under the contact zone within the conical surface where
compression pulse propagates undergoes hardening. In
gions outside this conical surface, including the portions
the surface directly adjacent to the contact zone, the mate
is not subjected to any disturbance~at least in the initial stage
of impact!. A similar phenomenon is observed when a g
flows in a supersonic diffuser, where there is a limiting flo
expansion angle, beyond which there is no flow.

The cleavage mechanism of erosion is based on
analysis of the nature of the damage appearing under
namic loads over a broad range of disturbance amplitud
such as plate impact~where the velocity;1 km/s!,4 detona-
tion spraying ~where the velocity of the particles is 0.
20.5 km/s!,5 and pulsed laser irradiation~which corresponds
to an impact velocity of 0.0520.15 km/s!,6 and on an analy-
sis of literature data.7 The fact that the morphology of th
damage in plastic materials under high- and low-speed lo
~the latter are traditionally treated as quasistatic disturban!
is identical provides evidence that the general approach
low-speed loading from the standpoint of wave mechanic
more justified.8 The theory of the cleavage mechanism
erosion developed in Refs. 1–3 applies to the simplest ca
in which the materials of the impinging body and the o
stacle are identical and the contact surface of the imping
body is flat.

Since the geometric factor is decisive in the cleava
mechanism, it would be interesting to study an erodent
spherical shape~more precisely, a two-dimensional erode
with a round cross section! in the case of cavitation loading

The experimental study of the failure of a surface und
the action of collapsing bubbles reveals a qualitative simi
ity to liquid-drop erosion.7 In both processes significan
structural changes occur in the early incubation period,
isolated craters appear on the surface. At the center of th
craters there are deep blisters of irregular shape, from wh
longitudinal microcracks propagate inward.9,10 Under ex-
7 © 1998 American Institute of Physics
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treme loads, as, for example, on the blades of steam turb
the depth of the channel cracks can be as large as se
drop diameters.11 Increasing the number of loading cycle
leads to the appearance of large holes on the surface.12 Ma-
terial is removed as a result of failure of the edges of such
formations,7,10 and pores and voids are observed under
edges. It has been established experimentally that transv
cracks are the main cause of the loss of material in the
tionary period of the erosion wear of a surface.7,13

Several erosion mechanisms have been proposed to
count for cavitation failure.7 The generally accepted opinion
which is based on the similarity between the liquid-drop a
cavitation erosion processes and the discovery of blister
the centers of craters, is that a surface fails under the ac
of the cumulative jets appearing when cavitation bubb
collapse. However, such jets can appear as a result of a
metric bubble collapse, which takes place only for bubb
located on the surface of a sample. Another possible me
nism involves shock waves generated from a bubble colla
zone. However, the appearance of craters cannot be
plained using shock waves. Finally, it has been postula
that large pit formations appear under the action of a col
tive shock wave in the case of intense cavitation loadi
Such a shock wave forms as a result of the simultane
collapse of a cluster of bubbles. It should be noted that n
of the proposed mechanisms permitted an analysis of
stress field within the solid, which determines the trajector
of the transverse cracks responsible for the loss of mate
upon erosion.

In this paper cavitation damage is regarded as the re
of the periodic loading of a surface by spherical waves em
nating from the sites where cavitation bubbles collaps14

The pressure in such waves is estimated to fall in the ra
5021000 MPa.7

The equation describing the propagation of an individ
shock wave expanding with a velocityc1 in a medium has
the form (x21)21y25(11t)2, wherex andy are normal-
ized to the radius of the sphere at the moment of impact w
the surface (r 0) andt5(c1t)/r 0 is the dimensionless time. I
is assumed that in the initial stage of impact the pressur
the interfaceP0 is close to the values characteristic of plan
impact. Then the mass velocity behind the shock-wave fr
in the obstacle equalsu05P0 /(r0c0), wherer0 andc0 are
the density and the speed of sound in the obstacle mate
The pressure on the contact surface boundaryP drops as the
spherical wavefront expands:

P

P0
5

1

~x21!21y2
.

It is assumed that the disturbance acting on the obst
(x50) ceases when the radius of the spherical wave dou
(y5A3). The rate of displacement of the contact surfa
boundary

dy

dt
5

t11

At212t

is a variable quantity and varies from an infinitely lar
value at the initial moment of impact to the speed of sound
es,
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the undisturbed fluid mediumc1. Therefore, the reflected
shock wave in the fluid is always linked to the contact s
face boundary. The shock wave follows the boundary in
obstacle as long as the velocity of the latter exceeds
velocity of sound in the metalc0. At the time

t05
k

Ak221
21,

the shock wave separates from the contact surface boun
(k5c0 /c1), causing the formation of a centered toroidal~for
spherical symmetry! or cylindrical ~for a two-dimensional
impinging body! unloading wave with a center a
y051/Ak221.

The propagation velocity of the shock-wave front equ
D/c05110.5s0, and the propagation velocity of the hea
characteristic of the centered unloading wave equals
speed of sound in the compressed material:

c

c0
511

n21

n11
s0 .

Here

s05
n11

2

u0

c0

is a small parameter, andu0 is the exponent in the power-law
dependence of the pressure on density.

For most metalsk is close to 4. The coordinate where th
head characteristics encounter the shock-wave frontx0 char-
acterizes the depth at which the compression pulse dec
The value ofx0 is determined from the expression

x05
y0

AS c

c0
D 2

2S D

c0
D 2

5
y0

An23

n11
s0S 11

3n21

4~n11!
s0D

.

When the pressureP0 exceeds the dynamic Hugoniot elast
limit PH , hardening of the surface layer to a depthx0 occurs
during a single passage of the shock wave. WhenP0,PH ,
hardening occurs by means of strain accumulation in
peated loadings. If the elastoplastic hysteresisz of the mate-
rial is known, the critical number of loading cyclesN0

needed to harden the material to a depthx0 is given by the
expression

N05
1

z S PH

P0
21D .

Table I lists the characteristics of the damaged surf
layer as a function of the cavitation pressureP0. The calcu-
lation was carried out for the following parameters:k54,
r0 /r152.5,

sH5
n11

2

P0

r0c0
50.03,

s* 5
n11

2

P*
r0c0

50.06, z50.001.



31
0
8

.350
66
01

00
26
45
80
06

1109Tech. Phys. 43 (9), September 1998 S. N. Buravova
TABLE I. Characteristics of a surface layer damaged by cavitation loading.

P0, MPa 844 703 562 422 281 158 141 70.5
V0, m/s 750 625 500 375 250 140 125 62.5
s0 0.0375 0.0313 0.0250 0.0188 0.0125 0.0070 0.0063 0.00
N031023 0.001 0.001 0.200 0.600 1.400 3.286 3.800 8.60
x0 2.981 3.266 3.652 4.216 5.164 6.901 7.303 10.32
C0590° 11.2 10.2 9.1 7.9 6.4 4.8 4.5 3.2

y050.2582, y150.1947

N* 31023 54.771 72.313 101.458 156.744 289.794 690.526 818.665 2318
L0 0.4365 0.4391 0.4415 0.4434 0.4452 0.4464 0.4465 0.44
L1 0.1074 0.1081 0.1087 0.1091 0.1096 0.1098 0.1099 0.11

y2850.1349, y3850.0855,y 3950.1842, y4850.0501

N** 31023 5.401 6.682 8.600 11.800 18.200 33.285 37.440 75.8
L28 0.0926 0.0945 0.0963 0.0981 0.0999 0.1015 0.1018 0.10
L38 0.0765 0.0780 0.0795 0.0810 0.0825 0.0838 0.0840 0.08
L39 0.0162 0.0165 0.0168 0.0172 0.0175 0.0178 0.0179 0.01
L48 0.0548 0.0559 0.0570 0.0581 0.0592 0.0601 0.0602 0.06
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For comparison, the table also lists the values of
velocity V0 of a liquid drop which creates the same press
in the obstacle upon impact as does a cavitation shock w
It can be seen from the table that the thickness of the h
ened layer rises as the pressure drops. This dependen
attributed to the decrease in the difference between
propagation velocity of the shock-wave front and the sp
of sound in the compressed material. At low pressures
unloading overtakes the shock-wave front after a lon
time. However, a low pressure requires multiple repetition
the loading cycles before structural changes will occur in
material. Table I lists the values of the expansion angleC0

of the conical surface within which the compression pu
propagates1–3 tanC05(120.5s0)/As0. For media with a
high dynamic stiffness, such as metals, the angleC0 is close
to p/2, but asP0 rises, the divergence of the flow behind th
shock-wave front increases.

The damage to the hardened surface layer is cause
the interference of the counterpropagating centered unlo
ing waves. Focusing the unloading waves creates a chan
like zone of tensile stresses on the symmetry axis (y50).
For unloading waves originating in free space the intensity
the tensile stresses is determined by the divergence of
flow behind the shock-wave front. The angle of deflection
the portion of the shock-wave front disturbed by unload
from the initial orientationa5As02As is a small quantity.

The expansion velocity in the interference zonev0

equals

v0

c0
5

u

c0
a5

2

n11
s0

3/2 ~12Am!m.

Herem5s/s0. This expression forv0(m) has an extremum
at m54/9. For an undisturbed flows5s0, a50, and
v050; on the tail characteristic of an unloading waves
50, but a5As0; therefore,v050. The maximum value of
the expansion velocity
e
e
e.
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v0

c0
5

8

27

s0
3/2

n11
,

is probably somewhat overestimated, since the ‘‘suppo
from the compression waves appearing on the interfac
y.y0 was not taken into account.

The small degree of divergence of the flow specifies
low tensile stresses in the interference zone, which di
strongly in magnitude from the cleavage strength of the m
terial P* . A channel crack forms in a dynamic fatigue r
gime. The critical number of loading cyclesN* needed to
generate a crack on the surface of a solid is specified by
expression

N* 5
1

z S u*
v0

21D ,

where

u* 5
P*

p0c0
.

A subsequent increase in the number of cycles in the su
critical range leads to growth of the crack into the mater
For a channel crack the depthL0 is given by the
expression2,3,8

L05y0 tan arccos
u*

v0~11zN!
5y0A zN*

zN* 11S N

N*
21D .

The growth of a channel crack alters the character of
subsequent loading, since it itself becomes a source o
unloading wave. As a result of the interference of two cou
terpropagating centered unloading waves with sources
y50 andy5y0, an annular zone of tensile stresses is g
erated atN.N* . A loss of continuity takes place soonest o
the surface at the solid aty15(y01kt0)/2 whenN52N* .
Subsequent cavitation loading leads to the growth of
first-generation annular crack and the formation of a n
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centered unloading wave. The new wave with a center ay1

influences the channel crack by ‘‘wedging it open.’’ Th
influence of the unloading wave emanating fromy0 ceases.

The dynamic ‘‘wedging open’’ of a crack under the a
tion of cyclic loads differs fundamentally from the quas
static process, which is accompanied by deepening of
crack. Because the coordinatey1 where the annular crack i
formed is smaller thany0, the new unloading wave canno
deepen the previously formed crack. After the annular cr
appears, growth of the channel crack ceases, and the m
mum depth L0, to which cleavage damage extends
achieved whenN52N* . The dynamic character of the dam
age of the obstacle under the action of cyclic loads is ma
fested in the growth of the number of longitudinal annu
cracks, and crack deepening takes place during the forma
of each new generation of cracks. Each new growing cr
terminates the growth of the crack of the previous gene
tion.

The first-generation annular crack, like the chan
crack, is determined by the divergence of the flow, and
maximum depth equals

L15~y02y1!A zN*
11zN*

.

As can be seen from Table I, the critical number
cyclesN* depends significantly on the cavitation pressu
while the maximum penetration depth into the obsta
scarcely depends onP0.

The channel crack is oriented strictly in the longitudin
direction by virtue of the symmetric arrangement of t
counterpropagating unloading waves generating it. The
nular cracks exhibit a slight deviation. The banks of longi
dinal cracks, like free surfaces oriented toward a shock
turbance, generate a centered unloading wave, which low
the pressure in the shock wave toP5P0/4.1–3,8 The remain-
der of this pressure is removed by a lateral unloading wa
The expansion velocityv0 in the interference zones of th
unloading waves, whose sources are longitudinal cracks,
fers from the expansion velocity caused by the divergenc
the flow behind the shock wave:

v05
2

n11

s0

4
c0 .

The critical number of cyclesN** needed to generat
the annular cracks of the second and ensuing generatio
given by the expression

N** 5
1

z S u*
v0

21D .

The coordinate for formation of the annular crack of
new generation by neighboring unloading waves with cen
at ya andyb is specified by the expressionyab50.5(ya1yb

1ktb2kta), and its penetration depth is given by the e
pression

Lab50.5~yb2ya2ktb1kta!A zN**
11zN**

.
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As can be seen from Table I, erosion appears earlier
the peripheral portions of the failure zone. The diameter
the failure zoney0 is a small fraction of the diameter of th
contact zoney5A3. As the annular cracks continue to a
pear, their coordinates shift toward the center, and their p
etration depths decrease.

Thus, the physical model of cavitation damage as a
sult of the periodic loading of a surface with shock wav
generated by the collapse of bubbles is capable of accoun
for the experimentally observed formation of deep blisters
the surface craters. As for the other two proposed model
cavitation loading, damage can take place due to cumula
jets. However, the specific conditions needed for asymme
bubble collapse do not make this mechanism decisive.

The theory that pit formations are a result of a collecti
shock wave is apparently erroneous. The formation o
multiple-front shock wave upon the simultaneous impact
several particles3 leads to alteration of the damping law o
the combined wave. The duration of action of such a wa
increases, causing an increase in the thickness of the h
ened layer. However, for the loads which are realized
cavitation erosion (u0 /c0&0.02), the increase in the thick
ness of the hardened layer is not significant. Cleavage d
age depends on the presence of unloading waves and, t
fore, does not depend on the lifetime of the combined sh
wave. In cases where the simultaneous collapse of a v
large number of bubbles takes place and a nearly pla
shock wave forms, the conditions for the appearance of
loading waves vanish and longitudinal erosion does not
pear. The formation of large pits on a surface under inte
cavitation loading should be attributed to a significant
crease in the number of shock waves acting on the con
zone per unit time rather than to the action of a combin
shock wave.
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Features of the use of the photorefractive method for the local contactless determination
of the thermal diffusivity

A. L. Filatov
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Moscow Region, Russia
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The main difference between the proposed method and the methods previously used is the
modified relative arrangement of the pump and probe beams. Beams which cross in the sample are
used. This provides for local measurements along with the possibility of investigating any
point in a sample. The main differences between the methods for determining the thermal
diffusivity in insulators and in semiconductors are revealed and explained on the basis of
an analysis of theoretical and experimental results. ©1998 American Institute of Physics.
@S1063-7842~98!02309-5#
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INTRODUCTION

The determination of the thermal properties of differe
materials is still an important area of modern physics. T
14th European Conference on Thermophysical Proper
which was held in France in September of 1996, dem
strated the steady interest in this subject. One of the prac
applications of thermal investigations is the design of co
posite materials with assigned thermal properties. Studies
volving the determination of the thermal properties of sm
objects~of the order of 10mm!1 and the local determination
of these properties in structures already created2 have been
conducted in this area.

The photorefractive method may be convenient for su
investigations.3 It is based on an investigation of the optic
inhomogeneity appearing near the site of absorption
intensity-modulated pump radiation using a laser pro
beam. Similar optical methods have already found broad
plication in the determination of thermal properties. Ho
ever, none of them simultaneously offers both the possib
of performing local measurements and a capability of inv
tigating any region in the bulk of a sample. In th
interference4 and photothermodeformation5 methods the sur-
face of the sample is used to deflect and reflect the pr
beam. Therefore, despite the possibility of performing lo
measurements, these methods cannot be used to inves
the bulk of a sample. Methods based on the standard mi
effect6 permit the performance of measurements at any
in a sample. However, they do not ensure that the meas
ments are local, since the interaction distance between
probe beam and the optical inhomogeneity is chosen as l
as possible in them in order to increase the signal-to-n
ratio.

The photorefractive method permits local determinat
of the thermal diffusivity in any region of the sample. This
achieved by using a modification of the mirage effect w
the smallest possible interaction distance between the p
beam and the optical inhomogeneity, i.e., with pump a
probe beams which cross in the bulk of the sample. A d
1111063-7842/98/43(9)/4/$15.00
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gram of the paths of the beams in the photorefractive met
is shown in Fig. 1. The pump beam1 is weakly absorbed in
the medium after it traverses the distancez from the sample
surface2. The probe beam3 passes perpendicularly to th
pump beam at a distancex from it and is deflected on the
optical inhomogeneity4 by an angleQ.

The physical basis of the photorefractive method is t
the absorption of the intensity-modulated pump radiation
the bulk of the sample periodically produces gradients of
temperature, the strain, and the concentration of free car
~in semiconductors! near the site of absorption. These grad
ents, in turn, lead to the periodic appearance of optical in
mogeneity. The parameters of this inhomogeneity cont
information on the optical, mechanical, thermal, and oth
properties of the medium. They can be determined from
deflection of the probe beam passing near the site of abs
tion of the pump radiation.

The principal measurements in the photorefract
method are determinations of the dependences of the am
tude and phase of the deflection angle of the probe beam
the distance between the beams for a fixed modulation
quency of the pump beam. Sometimes the dependence
modulation frequency are investigated for a fixed distan
between the beams.

THEORY AND METHODS

The deflection angleQ of the probe beam has two com
ponents (Qx ,Qz), one of which is perpendicular, while th
other is parallel to the pump beam. Their magnitude is
termined by the magnitude of the corresponding refract
index gradients:

Q5S Qx

Qz
D5

1

noptE2`

`

dyS ]nopt

]x
]nopt

]z

D , ~1!

where nopt is the refractive index of the medium for th
probe radiation.
1 © 1998 American Institute of Physics
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A detailed derivation of the formula for calculating th
deflection angle in the case of a semiconductor medium
given in Ref. 3. The dependence of the refractive index
temperature and carrier concentration was taken into acc
in it. Let us utilize Eq.~14! from Ref. 3

Qx5C1 exp~2bz!E
0

`

dj jW0 sin~jx/~Dt!!, ~2!

where

W05
12a~j22B22 iV/V0!1Q~j22B22 iV!

~j22B22 iV/V0!~j2112B22 iV!
,

a52
k

EgDS ]nopt

]n D S ]nopt

]T D 21

,

B5b(Dt)1/2, V05x/D, V5vt, v52p f , Q5(hn
2Eg)/(gEg), C1 is a constant,b is the absorption coeffi-
cient for the pump radiation,z is the distance from the
sample surface to the region under investigation,f is the
modulation frequency of the pump radiation,x is the thermal
diffusivity, k is the thermal conductivity,t is the lifetime of
the charge carriers,Eg is the gap width of the semiconducto
hn is the photon energy of the pump radiation, andg is the
quantum efficiency.

After setting the lifetime of the charge carriers equal
zero, from Eq.~2! we can easily obtain the expression f
insulators

Qx5C2 exp~2bz! exp~A2 iv/x x !. ~3!

An analysis of Eq.~3! reveals a procedure for determin
ing the thermal diffusivity in insulators by the photorefra
tive method. The values ofQx(x,z,v) for z5const and
v5const measured at two or more distances between
pump and probe beams uniquely specify the param
sought. In addition, a modification of this procedure,
which the value of this parameter is determined from
function Qx(v) for z5const andx5const is possible.

FIG. 1. Diagram of the paths of the beams in the photorefractive met
a — three-dimensional image, b — two-dimensional image~projection onto
the XY plane!.
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Despite the cumbersome nature of expression~2!, the
procedure for determining the thermal diffusivity in sem
conductors is practically the same as in insulators. Howe
in this case low pump radiation modulation frequencies m
be used. It was noted in Ref. 3 that predominance of
‘‘electronic’’ influence over the ‘‘thermal’’ influence is ob
served at high frequencies in silicon, and vice versa. T
concepts of high and low frequencies are easily defined
explained by comparing the characteristic times for cha
carriers (t) and thermal processes (1/v). At low pump ra-
diation modulation frequencies (tv,1) a large portion of
the photoexcited carriers recombine during the modulat
period. At high frequencies,tv.1, the charge carriers do
not manage to recombine and make a contribution to
photorefractive effect over the course of the entire period

The magnitude of the photorefractive effect can be e
mated using a simplified model. The characteristic length
the effect is the thermal lengthL5A2x/v, and the charac-
teristic time is the reciprocal of the angular frequency 1/v.
When radiation is absorbed in a sample, the temperature
volume DV5pL2/b increases byDT5Pb/pL2vrCp ,
whereP is the pump radiation power,r is the density, and
Cp is the heat capacity of the sample. A gradient of t
refractive indexDnopt/L5(dnopt/dT)(DT/L), on which de-
flection of the probe beam takes place, also appears.
example, for silicon, in whichdnopt/dT52.531024 K21

~Ref. 7!, b510 cm21 ~Ref. 8!, Cp50.648 J/~gK! ~Ref. 9!,
x50.85 cm2/s ~Ref. 10!, andr52.33 g/cm3 ~Ref. 9!, 1-mW
radiation modulated at a frequency of 1 Hz causes deflec
by an angle of 331029 rad, according to the estimate mad

EXPERIMENTAL APPARATUS

An experimental apparatus, which can be described
the block diagram in Fig. 2, was assembled to determine
thermal diffusivity by the photorefractive method. A
Nd:YAG laser with a wavelength of 1.06mm served as the
source of the pump radiation. The probing was performed
the output of a He–Ne laser with a wavelength of 1.5mm.
The experiments were performed mainly on samples of s
con, in which the probe radiation is scarcely damped, and

d:

FIG. 2. Block diagram of the experimental apparatus:1 — pump laser,2 —
power control,3 — modulator,4 — probe laser,5 — sample,6 — position-
sensitive photodiode.
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absorption coefficient for the pump radiation equals 10 cm21

~Ref. 8!. The constriction diameters of the probe and pu
beams in their interaction zone were about 50mm. The rela-
tive arrangement of the beams was varied by moving the
that focuses the pump beam. A mechanical interrupter p
vided for pump radiation modulation frequencies in t
range from 10 to 2000 Hz. The deflection angle of the pro
beam was determined by a position-sensitive photodio
The differential signal from the photodiode was amplifi
and detected by a synchronous detector with quadratic c
nels.

Because of the short interaction length between
probe beam and the optical inhomogeneity, special atten
was focused on the noise and the sensitivity of the appar
during its creation. It was found that the irremovable sour
of noise, which determine the sensitivity, are fluctuations
the intensity and angle of inclination of the probe beam. F
good non-Russian models of He–Ne lasers11 these fluctua-
tions are of the order of 1029 rad/Hz1/2. For the He–Ne lase
used in our apparatus, which was based on the mass
duced LGN-208 model, they amount to 531029 rad/Hz1/2.
Achieving such a limiting sensitivity required minimizin
the mechanical noise.

The relative vibrations of the lasers, lenses, sample,
position-sensitive photodetector were the main source of
chanical noise in the apparatus. The probe part of the sys
~the He–Ne laser, the focusing lens for the probe beam,
sample, and the position-sensitive photodetector! were espe-
cially sensitive to vibrations. Therefore, all of its elemen
were placed on an optical bench and rigidly fastened to
Beside vibrations, other sources of noise and interfere
were discovered. The movement of air, which always occ
in the room, led to deviations of the probe beam and, the
fore, to additional noise in the apparatus. The scattering
the probe beam on dust particles caused sudden surges
signal. Therefore, the path of the probe beam was shie
by boxes.

RESULTS AND DISCUSSION

To ascertain the details of the procedure for determin
the thermal diffusivity in semiconductors, we investigated
series of samples of single-crystal silicon with different lif
times. The samples had characteristic linear dimension
order 1 cm. All the samples gave approximately the sa
value for the thermal diffusivity, viz., 0.82 cm2/s, which is
close to the values of this parameter obtained by the ther
deformation method (0.81 cm2/s, Ref. 5! and to the tabulated
value (0.85 cm2/s, Ref. 10!. On the basis of a treatment o
the experimental results, the accuracy of the photorefrac
measurements was of the order of 10%.

Figure 3 presents experimental and calculated value
the phase and amplitude of the photorefractive signal i
silicon sample (t50.62 ms,D517 cm2/s) as a function of
the distance between the pump and probe beams. The
lines are theoretical curves calculated from Eq.~3!, and the
points are experimental results. The figure reveals g
quantitative agreement between the theoretical and exp
mental curves for all modulation frequencies.
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At high frequencies the character of the curves is de
mined by the electronic parameters and scarcely depend
the thermal properties of the samples~curves1 and2!. The
phase and amplitude dependences are straight lines, w
slope is determined by the lifetime and diffusion coefficie
of the photoexcited carriers.3 As the modulation frequency a
which the producttv becomes close to unity decreases, t
thermal processes begin to compete with the electronic
cesses~curves3–5!. At the same time, the influence of th
modulation frequency on the amplitude dependence we
ens, the slope of the phase dependence begins to decr
and its sign changes when the frequency is decreased fur
To understand the behavior of the curves in this freque
range, attention should be focused on the fact that an
crease in the concentration of free carriers in silicon lead
an increase in the refractive index, while an increase in te
perature leads to a decrease.

After the slope changes sign the phase depende
gradually cease to have the form of straight lines~curve6!. A
zone with a fairly strong influence of the electronic proces
continues to exist near the site of absorption of the pu
radiation. As the distance between the pump and pr
beams is increased, the concentration of photoexcited c
ers decreases strongly, and the slope of the phase depen
begins to be determined mainly by the value of the therm
diffusivity.

It can be seen from the foregoing analysis that the p

FIG. 3. Experimental and calculated values of the phase~a! and amplitude
~b! of the photorefractive signal.f , Hz: 1 — 1800, 2 — 560, 3 — 180,
4 — 60, 5 — 20, 6 — 10.
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torefractive method can be applied successfully to the lo
contactless determination of the thermal diffusivity at a
point in the volume of an insulator or semiconductor. T
parameters which specify the locality of the method are
constriction diameter of the probe beam and the ther
length Lt5(2v/x)1/2, over which the thermal properties o
the material are averaged. In addition, for semiconduc
there are restrictions on the position of the region inve
gated relative to the sample surface. Surface recombina
begins to influence the photorefractive method as the sur
is approached to within a distance of the order of the dif
sion length of the charge carriers. However, despite th
restrictions, the photorefractive method can find broad ap
cation in laboratory investigations of the thermal propert
of various materials.
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Investigation of the thermodynamic and physical characteristics of a thermomagnetic
engine with a gadolinium working element
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A quantitative description of the thermodynamic characteristics of thermomagnetic engines is
given. Expressions for the work and efficiency of a thermomagnetic engine as a function
of the thermal and magnetic properties of the working material are obtained. Experimental results
obtained on a laboratory model of such an engine are presented. ©1998 American
Institute of Physics.@S1063-7842~98!02409-X#
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INTRODUCTION

The possibility of creating thermomagnetic generat
which operate under a regime with periodic heating a
cooling of a ferromagnet in the presence of an external m
netic field and transform thermal energy from a hot reserv
into electrical or mechanical energy was considered in R
1–9. The overwhelming majority of such experimental d
vices employ working elements composed of rare-earth m
nets that have specific magnetic properties:10–12 compara-
tively low values of the Curie temperatureu ~from room
temperature to 100 °C!, abrupt temperature dependences
the magnetization in an external magnetic field near the p
of the magnetic phase transition, etc. However, the publ
tions cited were devoted predominantly to a description
the technical principles; at the same time, the literat
scarcely offers any publications devoted to the physical~par-
ticularly, the thermodynamic! basis of thermomagnetic gen
erators and engines.

THERMODYNAMICS OF A MAGNETOTHERMAL ENGINE

The following cycle ~Fig. 1! was chosen to quantita
tively estimate the thermodynamic characteristics of mag
tothermal engines that utilize the variation of the magneti
tion of a ferromagnet in response to variation of
temperature under the influence of a heat pulse in the p
ence of an external polarizing magnetic field. In the first s
(AB) ~an adiabatic process! the rapid introduction of a po
larizing magnetic fieldH causes the evolution of heat due
the magnetocalorific effect. This effect is much stronger
many rare-earth magnets near the Curie point than in Fe,
and Ni;12 therefore, the change in the temperature of
magnet in fairly strong fields~of the order of several tenth
of a tesla! can be very significant~in Fig. 1 H050,
TB.TA).

In the second step (BC) a quantity of heatQ1 is im-
parted to the magnet atH5const. As a result, its temperatu
rises fromTB to TC , and the magnetization decreases fro
j (TB) to j (TC). In the third step (CD) ~an adiabatic process!
the polarizing magnetic field is removed. In this step hea
absorbed reversibly, and the temperature of the magnet d
to TD .
1111063-7842/98/43(9)/4/$15.00
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Finally, in the fourth step of the cycle (DA) the excess
heat Q2 is removed from the magnet, and its temperatu
decreases toTA , i.e., the magnet returns to its original stat

The work performed by the magnet during one cyc
A5uQ1u2uQ2u, was calculated using the well known rela
tions between the thermodynamic and magnetic charact
tics of the working material.13–15 The following expressions
were obtained for the work and efficiency:

A5mCp~Tc2TB!~12exp@2~kH2/2Cp!# !, ~1!

h5A/Q1512exp~2kH2/2Cp!. ~2!

Herem is the mass of the magnet,Cp is the specific heat in
the absence of a magnetic field,k is the coefficient in the
expansion of the magnetizationj in a small parameter. After
some simple transformations, the expression~2! can be
brought into the form

h512TA /TB5~TB2TA!/TB . ~3!

We represent the work as a function of the temperatu
at the coldest (TA) and warmest (TC) points of the cycle

A5mCp~12exp@2kH2/2Cp# !

3~TC2TAexp@2kH2/2Cp# !. ~4!

From the conditionA.0 and the positive value of the
expression in the first set of parentheses we obtain the
equality

Tc2TAexp@kH2/2Cp#.0, ~5!

from which follows a bound on the magnetic field

H,~2Cp /k!ln~TC /TA!. ~6!

The physical meaning of this bound is that when t
magnetic field exceeds the quantity on the right-hand sid
~6!, the reversible evolution of heat due to the magne
calorific effect raises the temperature of the magnet
TB.TC , and the transfer of heat from the hot reservoir
the magnet consequently ceases.

In order to quantitatively estimate the work of the ma
net during a single cycle for various values of the magne
field H and the temperature of the cold reservoirTA , the
value of k was found empirically. It follows from the
5 © 1998 American Institute of Physics
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temperature dependence of the specific magnetization
gadolinium11 that for H50.2 T the product kH
52(] j /]T)H,P amounts to about 2.731027T•m3/kg•K,
and, accordingly,k51.3331026 m3/kg•K. The lattice spe-
cific heat, which, according to Dulong and Petit’s law, equ
25 J/mol•K, which givesC51.63102 J/kg•K for Gd, served
as an approximate value ofCp .

The plots calculated from~4! of the dependence of th
work ~per gram of Gd! on the strength of the external ma
netic field H for various temperatures of the cold reserv
and TC5291 K are presented in Fig. 2. The calculatio
show that the work increases with magnetic field up to
certain valueH5H* , and then asH increases, the work
decreases and vanishes at the value ofH specified by~6!.

FIG. 1. Dependence of the magnetizationj of a ferromagnet on its tempera
ture T in different fields:H050 andH5const.

FIG. 2. Plots of the dependence of the work~per gram of Gd! on the
strength of the external magnetic fieldH calculated from Eq.~4! for various
temperatures of the cold reservoir andTC5291 K.
of

s

a

The maximum value of the workA(H* ) is greater, the lower
is the temperatureTA of the cold reservoir.

EXPERIMENTAL RESULTS

The main working element in the magnetothermal e
gine is the rotor~Fig. 3!, which is fashioned in the form of a
disk ~1! from a thermally nonconducting material~Perspex!
mounted on Duralium shaft2 with the possibility of rotation
in the horizontal plane on ball bearing3. Along the rim of
the disk there are plane-parallel gadolinium plates, wh
form a circular ring of thickness 1 mm. As the disk rotate
the gadolinium plates pass between like poles of perman
magnets4, which are mounted symmetrically relative to th
rotation plane and create a nonuniform magnetic field at
entrance to the gap between them, which is also symme
relative to the rotation plane. In the initial state, where t
temperature of all the gadolinium plates is the same
equal to the temperature of the surrounding medium,
magnetic field of magnets4 exerts two forces on the plates
F1 and F2, which are equal in magnitude and opposite
directed and which hold disk1 in a state of rest. The force
acting on an element of a magnet of massdm is equal in
magnitude to

dF5 j dm~]H/]x!, ~7!

where]H/]x is the magnetic field gradient along the forc
lines.

When the engine operates, hot water is supplied al
copper pipes5 to the gadolinium plates passing through t
gap between the poles of the magnets as the disk rotates
heating of the plates lowers their magnetization, and, a
result, the returning forceF2 at the exit from the region of
action of the magnetic field is considerably smaller in ab
lute value than the forceF1 acting on the magnet at th
entrance to the gap~Fig. 4!. If the total moment of the forces
F1 andF2 and of the force of the load on the disk shaftFL is
nonzero, the disk undergoes accelerated rotation, as a r
of which the next plates of the working elements are brou
into the heating zone. The plates leaving the region of ac

FIG. 3. Schematic representation of a model of a magnetothermal en
1 — rotor, 2 — shaft,3 — ball bearing,4 — magnets,5 — supply of hot
water,6 — cooling zone.
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of the magnetic field enter the zone where they are cooled
cold water, which is supplied to the surface of the pla
along copper pipes6. Since the heating zone is located on
in the gap between the poles of the permanent magnets
since the cooling zone covers practically all of the remain
of the disk, it can be assumed that the gadolinium plates h
been uniformly cooled to the temperatureTD of the cold
water at the entrance to the gap. During accelerated rota
of the disk, the residence time of the plates in the hea
zone shortens. Therefore, the plates are heated to a l
temperature, and the forceF2 acting on them at the exit from
the gap increases in absolute value. Ultimately, if the fl
rates of the hot and cold water are constant and the loadFL

remains unchanged, the total moment of the forces beco
equal to zero, and a stationary rotation regime with a pra
cally constant angular velocity is established.

In the engine design under consideration a configura
of permanent magnets, in which their like poles are oppo
one another, was chosen. The choice of this configura
was stipulated by the following arguments. A nonunifor
field at the entrance to the gap between the magnets
maximum possible uniformity in the heating zone is need
for efficient operation of the engine. In addition, the forceF1,
which is caused by the nonuniformity of the field at t
entrance, must have the largest possible component in
required direction of motion of the working elements. A fie
with a solenoidal structure satisfies these requirements ne
ideally.

An examination of various configurations of the perm
nent magnets revealed that orientation of the magnets
unlike poles opposite one another does not satisfy the
quirements stated above. In fact, although the requirem
for uniformity of the field in the heating zone is satisfied
this case; nevertheless, the orientation of the force line
the direction perpendicular to the rotation plane of the d
creates forces directed at large angles to the to the rota
plane at the entrance to the gap, and the resultant force l
in the rotation plane is very small.

When the permanent magnets are arranged with par

FIG. 4. Forces exerted on a plate by the magnetic field (F1 andF2) and the
load (FL) acting on the shaft.
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magnetic moments, the configuration of the magnetic field
similar to a solenoidal one. However, in this case the m
netic field is drawn out of the central region adjacent to
rotation plane of the disk both at the entrance to the gap
within it, and, therefore, the resultant forceF1 drawing the
magnetic elements into the gap is also small. In the cas
the arrangement of the permanent magnets with like po
opposite one another~antiparallel orientation of the magneti
moments!, despite the significant nonuniformity of the fiel
in the gap, the configuration of the field at the entrance to
gap is nearly solenoidal and provides for the maximum va
of the advancing forceF1 in comparison to other arrange
ments of the magnets.

The radius of the disk in the experimental model of t
magnetothermal engineR50.09 m, the width of the circular
ring of gadolinium working elementsDR50.02 m, and the
radius of the disk shaftr 50.005 m. The maximum magneti
field strength at the entrance to the gap is;1.522 T. Figure
5 shows experimental plots of the dependence of the stat
ary power measured in tests of the experimental model
the load on the disk shaftFL . Curves1 and 2 are plots of
these dependences for an experimental model containing
pair of permanent magnets oriented with like poles oppo
one another and thus one heating zone. The temperatu
the cold water is about 16 °C, and the temperature of the
water is 54 °C~curve1! and 68 °C~curve2!. Increasing the
loadFL at values close to zero leads to a rise in the net po
to a certain maximum value and to a drop at higher val
of FL .

The increase in power with the load at small values ofFL

apparently occurs, because, asFL is increased and, accord
ingly the angular velocity of the disk decreases, the work
elements manage to be heated to a higher temperature i
gap between the magnets. The temperature distribu
across the thickness of each plate is then more uniform
addition, as the angular velocity drops, the role of the dis
pative factors diminishes.

The drop in power at higher values ofFL is evidently
attributable to the fact that the plates in the gap manage t
heated across their entire thickness to temperatures exc
ing the Curie point when the angular velocityv decreases

FIG. 5. Dependence of the power of the engine on the load on the sha
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below a certain value. Therefore, whenv decreases further
the amount of work performed by the engine during a fix
time interval drops.

Curve3 in Fig. 5 shows the dependence of the power
load for a similar engine containing two pairs of magnets a
thus two heating zones for the working elements, which
positioned symmetrically relative to the rotation axis at o
posite ends of a diameter of the disk. The temperature of
cold and hot water are equal to 15 and 66 °C, respectivel
is seen that the introduction of an additional pair of magn
increases both the maximum net power of the engine and
width of the working range of loads. In this case doubling
the maximum power of the engine could be expected, b
smaller effect is observed experimentally because the t
flow rate of hot water for the two pairs of magnets remain
practically the same as in the case with one pair. This
equivalent to a twofold decrease in the flow rate of hot wa
per pair of magnets.

CONCLUSIONS

1. Expression for the work and efficiency of a magne
thermal engine have been obtained on the basis of kn
relations from thermodynamics and the theory of magneti
It has been shown that the work depends in a complex
on the strength of the external magnetic field: it rises w
increasingH up to a certain maximum value and then drop

2. The configuration of the external magnetic field h
been optimized to obtain the maximum value of the fo
acting on the working material.
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3. The testing of a laboratory model of such an eng
has yielded the dependences of the power on load for var
temperatures of the hot and cold reservoirs.
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Schottky barrier UV photodetectors based on zinc selenide
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The results of investigations of the properties of UV photodetectors based on zinc selenide are
presented. The influence of the parameters of the diode structure, the temperature, and
the voltage on the main characteristics and parameters of the photodetectors is considered.
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In recent years the problem of detecting and quant
tively evaluating UV radiation has become especially cr
cal. This is due primarily to the drastic deterioration in t
ecological situation: ozone holes, the sun’s activity, etc.
the other hand, the more extensive use of sources of
radiation in science and technology, medicine, and the
tional economy calls for the development of functional me
suring devices, whose main element is a photodetector.
of the promising types of UV detectors is the Schottky ph
todiode. A surface potential barrier provides for effecti
separation of the charge carriers generated in this region
result of the absorption of photons with an energy\v, which
is appreciably greater than the gap widthEg . Such detectors
are presently fabricated mainly from Si and broad-ba
III–V compounds.1,2 The employment of broader-band m
terials would permit the creation of selective UV detecto
which can operate without additional light filters that cut o
the long-wavelength portion of the spectrum. The main te
nical characteristics and parameters of metal ZnSe ph
diodes are described below, and the influence of various
tors, viz., bias voltage, temperature, doping level in
substrate, etc., on them is investigated.

Single-crystal wafers of low-resistivityn-ZnSe having a
thickness of 0.4–0.5 mm served as the original substra
Semitransparent barrier contacts were created by thin~10–20
nm! nickel films, which are characterized by sufficient
large and uniform transmission in the spectral ran
investigated.3 In addition, this metal forms a high@at least
1.2 eV at 300 K~Ref. 4!# potential barrier withn-ZnSe and
has good adhesion and electrical conductivity.5 The configu-
ration and dimensions of the photosensitive areas were
signed by a molybdenum mask during deposition of
semitransparent metallic layers. Indium ohmic contacts w
made on the opposite side of the semitransparent subs
The structures were placed in standard cases for semicon
tor photodetectors with a leucosapphire window for the en
of UV light. The effective area of the photodiodes varied
the range 102221021 cm2.

The investigations in Ref. 4 showed that the barr
heightw0 of a Ni–ZnSe contact depends on the doping le
in the substrate and increases from 1.2 to 2.0 eV as the
electron concentration decreases from 1017 to 1015 cm23. At
1111063-7842/98/43(9)/2/$15.00
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the same time, the dark current densityJ0 at room tempera-
tures varied in the range 10216210223 A/cm2. The photo-
sensitivity spectrum of the diodes at zero bias has the form
a broad band in the range 0.20–0.47mm ~Fig. 1!. The typical
values of the monochromatic current sensitivitySl at lmax

50.4220.44mm fall in the range 0.1–0.15 A/W, which cor
responds to a quantum efficiency of 0.3–0.4 electro
photon. The dynamic range of linearity of the current-volta
characteristic covers at least six orders of magnitude, and
fill factor of the optical load characteristic varies in the ran
0.6–0.9. Because of the small value ofJ0, the sensitivity
thresholdPmin in a single frequency intervalD f was esti-
mated using the formulaPmin5J0 /AD f Sl

max, and its value
for the structures investigated is 101521022W•cm22

•Hz21/2. Therefore, Schottky barriers based on zinc selen
can serve as threshold photodetectors for the UV portion
the spectrum.

Let us now consider the influence of various factors
some parameters and characteristics of the photodetec
We first note that in the660 °C temperature range the sho
wavelength sensitivity remains practically fixed atl
<0.4mm. This is due to the fact that high-energy photo
with \v.Eg are actually absorbed on the surface. The te
perature shift of the long-wavelength edge of the spectr
amounts to'731024 eV/K and is close to the temperatur
coefficients for the variation ofw0 and Eg . IncreasingT
from 20 to 60 °C leads to increases in the dark current
the sensitivity threshold by approximately an order of ma
nitude.

The investigations showed that the form of the photos
sitivity spectrum and the absolute value ofSl depend on the
doping level in the substrate and the reverse biasV. We note
that the rate of variation ofSl /(V) increases with decreasin
l ~Fig. 2!. An increase in the doping level in the substra
leads to a decrease in the absolute values of the r
Sl(V)/Sl(V0) for l5const without altering the genera
form of theSl(V) curve. These findings can be attributed
the influence of image forces. In such a structure~see the
inset in Fig. 2! the photocarriers generated in the region
2Xm are not separated by the barrier field, and they d
toward the surface and recombine on it without making a
contribution to the photocurrent. The thicknessXm of this
9 © 1998 American Institute of Physics
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‘‘dead’’ layer is approximately equal to the distance from t
interface to the point with maximum potential and, accord
to Ref. 6, is given by the expression

Xm5
1

4F e2

2p««0Nd~w02eV!G
1/4

, ~1!

where« is the dielectric constant of the semiconductor,«0 is
the permittivity of free space, andNd is the concentration o
ionized donors.

On the other hand, the ‘‘dead’’ layer can be represen
as a filter with a transmission

Tl5exp~2a•Xm!, ~2!

wherea is the absorption coefficient, which increases w
decreasingl.

The optical transmission of such a filter for a speci
value of Nd increases with decreasinga and increasingV.
Therefore, an increase in the reverse bias atl5const should
lead to an increase in the sensitivity of the diode, as is
served experimentally~Fig. 2!. At a certain valueV0, Sl

reaches its maximum value, which is determined by the
rametersw0 andNd of the structure, by the density of surfac

FIG. 1. Photosensitivity spectra of a Ni–ZnSe diode atV50 ~1! and26 V
~2!. T5300 K.

FIG. 2. Dependence of the ratioSl(V)/Sl(V0) on the reverse bias on a
Ni–ZnSe diode atl50.20 ~1!, 0.30~2!, and 0.45mm ~3! andV056. Inset
— energy diagram of the diode.
g

d

-
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states, and by the reflectivity of the barrier contact. Opera
of the photodiode at reverse biases close toV0 permits a
significant increase in sensitivity in the short-wavelength
gion of the spectrum in comparison toSl at V50 ~Fig. 1!. A
further increase in sensitivity can be achieved by optimiz
the technology for fabricating the structure~by selecting the
material and thickness of the barrier contact and the tra
mitting coating, as well as by adjusting the treatment of
substances to lower the rate of surface recombination!.

In conclusion, we note that the photosensitivity spectr
of ZnSe diodes covers all the principal biologically acti
ranges of UV light: A — the bactericidal range~0.20–0.28
mm!, B — the erythemal range~0.28–0.32mm!, and C —
the suntan range~0.32–0.45mm!.7 Bands A, B, and C can be
isolated by employing appropriate filters.8 The photosensitiv-
ity spectra in each of these bands in Fig. 3 have been
malized at their maxima to unity.

Thus, the photodetectors developed can find applica
in instruments and devices intended for detecting, moni
ing, and measuring the dose and power of UV light.
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FIG. 3. Photosensitivity spectra of a Ni–ZnSe diode with various filt
~solid curves! and bands corresponding to the bactericidal~A!, erythemal
~B!, and suntan~C! regions of the spectrum~dashed curves!.
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Determination of the surface potential of a dielectric layer on a target bombarded
by an ion beam

G. G. Bondarenko, A. I. Bazhin, A. P. Korzhavy , V. I. Kristya, and R. D. Aitov

Moscow State Institute of Electronics and Mathematics, 109028 Moscow, Russia
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The electric field at the surface of a charge spot created by an ion beam on a dielectric coating
of a target is calculated. An expression is obtained which relates the surface potential of
the insulator to the potential of the collector corresponding to saturation of the collector secondary-
electron current. It permits determination of the potential drop across the oxide layer of a
cold cathode without introducing complications in the construction of the experimental apparatus.
© 1998 American Institute of Physics.@S1063-7842~98!02609-9#
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Metallic cold cathodes with a dielectric oxide film on th
working surface are employed in many gas-discha
devices.1,2 Their emission properties depend on the elec
field created in the insulator by the surface charge forme
a result of ion bombardment of the cathode in the discha
The known methods for measuring the surface potential
dielectric layer irradiated by charged particles call for t
introduction of an additional probe beam3,4 or movable parts
in the apparatus.5,6

The electric field at the surface of a charge spot crea
by an ion beam on a dielectric coating of a target is cal
lated in this paper. An expression, which relates the surf
potential of the insulator to the potential of the collect
corresponding to saturation of the collector seconda
electron current, is obtained. It permits determination of
potential drop on the oxide layer of a cold cathode witho
complicating the design of the experimental apparatus
similar problem was considered in Ref. 7, but the relatio
obtained in that work have a fairly cumbersome form, wh
makes it difficult to use them in investigations of the em
sion properties of cold cathodes.

When a target with a dielectric coating is bombarded
an ion beam, a charge spot forms on its surface. The di
bution of the charge densitys(r ) in it is similar to the dis-
tribution of the current density in the beam and is usua
Gaussian:8

s~r !5s0 expS 2
r 2

r e
2D , ~1!

wherer is the distance from the center of the spot andr e is
the effective radius of the spot.

Let the z axis be directed along a normal to the targ
~Fig. 1!. In this case thez50 plane is the boundary betwee
the metallic coating and the insulator, thez5H plane is the
surface of the dielectric layer with a dielectric constant«,
and the secondary-electron collector is located in thez5H
1L plane. The transverse dimensions of the target and
collector are assumed to be much greater thanL so that we
can neglect the edge effects, and the potential of the colle
relative to the substratewc significantly exceeds the conta
1121063-7842/98/43(9)/2/$15.00
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potential difference on the boundaries of the media. T
electric field potential in the insulator is denoted byw1, and
the potential outside the insulator is denoted byw2. Then, if
the beam currentI p is small enough that its perveanc
I p /wb

3/2 (wb is the potential corresponding to the energy
the beam particles! does not exceed 1029A/V3/2 ~Ref. 9!, the
distribution of the potential in the system is described by
Laplace equations

Dw150, Dw250 ~2!

with the boundary conditions

w1~r ,0!50, w1~r ,H !5w2~r ,H !,

]w2

]z
~r ,H !2«

]w1

]z
~r ,H !52

s~r !

«0
,

w2~r ,H1L !5wc , ~3!

where«0 is the permittivity of free space.
Solving the boundary-value problem~1!–~3! by separa-

tion of variables, we find the expression for the normal co
ponent of the electric field at the target surface

Ez~r ,z!52
]w2

]z
52

wc«

H1«L
1

s0~wc!r e
2

2 E
0

`

3
lexp~2l2r e

2/4!cosh@l~L1H2z!#J0~lr !

@coth~lL !1«coth~lH !#sinh~lL !
dl,

~4!

whereJ0(x) is the Bessel function of order 0.
It can be seen from~4! that at small values ofwc there is

a field at the center of the spot which prevents some of
secondary electrons from escaping to the collector. Aswc

increases, the number of such electrons decreases, and
a certain valuewc5wc0 is achieved, at which the conditio
Ez(0,H)50 is satisfied, all the electrons impinge on th
collector, i.e., saturation of the secondary current occu
The quantitys0(wc) reaches its maximum values0(wc0)
at wc5wc0. It follows from ~4! that
1 © 1998 American Institute of Physics
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wc05
~H1«L !s0

2«0« E
0

` t exp~2t2/4!dt

11« tanh~ tL/r e!coth~ tH/r e!
.

~5!

Taking into account the characteristic values of t
quantities appearing in~5! r e;1023 m, L;1022 m, and
H;1028 m and neglecting the terms of orderH/L and
H/r e;102521026, we obtain

wc05
whL

2te
H E

0

`

t2 exp~2t2/4!dt1E
0

`

t2 exp~2t2/4!

3@coth~ tL/r e!21#dtJ , ~6!

wherewh5s0(wc0)H/(«0«) is the potential at the center o
the spot in the regime of complete collection of the seco
ary current, which is the working regime for cold cathode

The first of these integrals equals 2Ap, and the second
as can easily be shown, does not exceedAp(r e /L)2, i.e.,
when r e /L!1, the expression~6! takes the form

wc05
Ap whL

r e
, ~7!

whence it follows that

wh5
r e

Ap L
wc0 . ~8!

Therefore, after experimentally determining the poten
wc0, at which saturation of the collector current occurs,
can use~8! to find the surface potential of the dielectric lay
at the center of the charge spot created by the beam.

Experimental investigations were performed on samp
prepared from pure aluminum with an oxide film on the s
face, which was obtained by treating them in an oxygen g
charge. The thickness of the oxide was measured by an
lipsometric technique. The distanceL from the sample to a
flat 100 mm diam collector was equal to 10 mm. A beam
He1 ions with an energy of 300 eV andr e51.8 mm was
used. Under these conditions there is no appreciable spr
ing of the charge over the cathode surface8, and there are no
regions with a significantly different work function on i

FIG. 1. Diagram of the electrode gap.
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which can have an effect on the form of the dependence
the secondary-electron current on the collector potential.1

Figure 2 shows measured plots of the dependence of
ratio g5I s /I p of the collector secondary-electron currentI s

to the ion-beam currentI p on the collector potentialwc for a
sample obtained under a cathodic oxidation regime~curve1,
H5831029 m! and for a sample obtained under an ano
oxidation regime~curve2, H53.531028 m!. The values of
wc0 for them are equal to 20 and 90 V, respectively, and,
follows from ~8!, the surface potentialswh equal 2.0 and 9.0
V. The field strength in the insulatorEh5wh /H is then equal
to 33108 V/m, which is consistent with the known6,10 esti-
mates of the field in aluminum oxide at which the injectio
of electrons from the substrate needed to maintain station
charging of the sample surface under the conditions of
bombardment occurs.

Thus, the relation~8! obtained in the present work pe
mits the determination of the surface potential of the ox
layer in investigations of the emission properties of co
cathodes without complicating the design of the apparatu

1L. N. Dobretsov and M. V. Gomoyunova,Emission Electronics, Israel
Program for Scientific Translations, Jerusalem~1971!.

2R. D. Aitov, A. P. Korzhavy�, and V. I. Kristya, Obz. E´ lektron. Tekh.,
Ser. 6, No. 5, 1~1991!.

3V. Ya. Upatov, Radiotekh. Elektron.2, 184 ~1957!.
4O. N. Kryutchenko and A. E. Chizhikov, E´ lektron. Tekh., Ser. 4, No. 4, 62
~1987!.

5A. Ibragimov, Zh. Tekh. Fiz.54, 401 ~1984! @Sov. Phys. Tech. Phys.29,
239 ~1984!#.

6O. N. Kryutchenko, A. F. Mannanov, A. A. Nosovet al., Poverkhnost’,
No. 6, 93~1994!.

7L. A. Serebrov and S. A. Fridrikhov, Radiotekh. Elektron.5, 1680~1960!.
8V. Ya. Upatov, Radiotekh. Elektron.39, 967 ~1994!.
9P. T. Kirstein, G. S. Kino, and W. E. Waters,Space-Charge Flow
@McGraw-Hill, New York ~1967!; Mir, Moscow ~1970!, 600 pp.#.

10H. Kanter and W. A. Feibelman, J. Appl. Phys.33, 3580~1962!.

Translated by P. Shelnitz

FIG. 2. Experimental dependence of the ratiog of the collector secondary-
electron current to the ion-beam current on the collector potentialwc for
samples obtained under cathodic~1! and anodic~2! oxidation regimes.
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Fluctuation of the delay time of nonhysteretic Josephson junctions during a linear
current rise

I. N. Askerzade
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The influence of thermal fluctuations on the delay time of nonhysteretic Josephson junctions
during a linear rise in the current through them is investigated in two cases: a! during a slow rise,
and b! at a high rate of increase. ©1998 American Institute of Physics.
@S1063-7842~98!02709-3#
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It is known that consideration of the superconducti
component of the current through a Josephson junction le
to an additional delay in the transition process from the
perconducting state to the resistive state.1 For nonhysteretic
junctions the delay timetD can make a significant contribu
tion to the total time of the transition process.

Despite the significant progress that has been mad
creating Josephson junctions with a large delay2 and in de-
veloping basic Josephson single-quantum logic elemen3

the effects of thermal fluctuations on the delay time have
yet been investigated. In view of this, the fluctuations of
delay timetD during a linear rise in the current through
nonhysteretic junction are calculated in this paper.

We assume that nonhysteretic junctions are describe
a linear resistive model with sources of thermal white no
in their normal resistancesR. The dynamics of a nonhyster
etic junction are described by the equation1

ẇ1sinw5 i 1 i f , ~1!

where the phasew, the timet, and the currenti are mea-
sured, respectively, in units ofF0/2p, F0/2pI cR, andI c (I c

is the critical current of the junction, andF0 is the magnetic
flux quantum!.

The fluctuation currenti f obeys the relations

^ i f&50; ^ i f i f t&52gd~t!, ~2!

where^ . . . & denotes averaging over an ensemble,g is the
thermal energy in units ofF0I c/2p, and d(t) is a Dirac
delta function.

The asymptotic expressions for the solution of Eq.~1! in
the absence of noise for a linear rise in the current thro
the junction, i.e., fori 5at @l5(dI/dt)F0/2pI cR is the di-
mensionless current rise rate# were presented in Ref. 1:

w̃5H 2~22at!1/2 forw̃→2`, ~3a!

C1a2/3~ t̃2C2a21/3! forw̃.0, ~3b!

~2/~C3a21/32 t̃ !!1/3 forw̃→`, ~3c!

where t̃5t2a21, w̃5w2p/2, and C151.25, C251.21,
andC352.9 are constants.
1121063-7842/98/43(9)/2/$15.00
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The quantitytD5C3a21/3 is the mean value of the dela
time.

Let us consider the case in which the current through
junction varies slowly at a rate

a!~12 i 2!1/2, g3/2. ~4!

In this case the fluctuations do not have sufficient time
produce thermal activation of the system through the ene
barrier Du525/2(12 i 2)3/2/3, where the barrier height is
measured in units ofF0I c/2p. For the probability of a tran-
sition to the resistive state we use the known expression1

q~ t !512expH 2E
2`

t

tL
21 dt8J , ~5!

wheretL5tL„I (t)… is the lifetime of the metastable state
the nonhysteretic junctions, for which we have t
expression4

tL
215~12 i 2!1/2

•e2Du/g/2p. ~6!

As a result of the integration of~5! with allowance for
~6! in the case of small fluctuationsg!1 we have

q~t!512exp$2Coe225/2~12at!3/2/3g%, ~7!

whereC05g/4pa.
Using ~7!, in analogy to Ref. 5, we can find the dispe

sion of the delay time

s2~tD!5~3g lnC0/25/2!4/3/6a2, ~8!

which coincides with Eq.~22! in Ref. 5, where the only
difference is in the expression forC0 .

In the opposite limit of large rise rates of the curre
through the junction, which corresponds to the reverse of
inequality ~4!, only slight variation of the transition proces
occurs under the effect of fluctuations. To finds2(tD) in this
limit, we linearize Eq.~1! with respect to small increment
dw:

dẇ2w̃~ t̃ !•dw5 i f , ~9!

whose formal solution has the form

dw~t̃ !5E
2`

t̃
i fe

*
t̃8
t̃

w̃~x! dx dt̃8. ~10!
3 © 1998 American Institute of Physics
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The value ofdw for t̃→tD is proportional to the varia-
tion of the delay timetD , and, therefore, for the dispersio
of the delay time with allowance for Eq.~3b! in the region of
inertial motion we can write

s2~tD!52gB2eat̃222abt̃E
2`

t̃
e2~at̃8222abt̃8! dt̃8, ~11!

wherea5C1a2/3, b5C2a21/3, andB is the proportionality
factor betweendw and dtD , which can be determined fo
t̃→ t̃D by differentiating~3c!. Thus,

s2~tD!5D0ga211/9. ~12!

Using the asymptotic formulas~3!, we can calculateD0 .
It is approximately equal to 11.9. Formula~12! differs appre-
ciably from ~8!: in particular, the dependence ofs2(tD) on
a is weak.

1K. K. Likharev, in Introduction to the Dynamics of Josephson Junctio
@in Russian#, Nauka, Moscow~1985!, 320 pp.

2A. L. Gudkov, V. K. Kornev, and V. I. Makhovet al., Pis’ma Zh. Tekh.
Fiz. 14, 1127~1988! @Sov. Tech. Phys. Lett.14, 495 ~1988!#.

3K. K. Likharev, O. A. Mukhanov, and V. K. Semenov, inSQUID’85,
H. D. Hahlhohm and H. Lubbing~Eds.!, W. de Gruyter, Berlin~1985!,
pp. 1103–1108.

4J. Kurkijarvi, Phys. Rev.66, 325 ~1972!.
5O. V. Snigirev, Radiotekh. E´ lektron. No. 29, 2216~1984!.
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General relations for the inductances of a system of doubly connected, ideally diamagnetic
bodies with currents circulating through them are found with consideration of the induced current
densities in the individual bodies due to the influence of their mutual shielding. ©1998
American Institute of Physics.@S1063-7842~98!02809-8#
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When problems concerning the interaction of idea
diamagnetic bodies1,2 and the diagnostics of media consis
ing of an assigned system of loops3 are considered, the nee
to determine the inductances of a system of doubly c
nected, ideally diamagnetic bodies of arbitrary shape ar
in the problem of ascertaining the radiation pattern. In t
paper we find general relations for the mutual inductance
a system ofn doubly connected, ideally diamagnetic bodi
with the currentsI i ( i 51,2, . . . ,n) circulating through them.
Beside these bodies, the system also contains other s
connected, ideally diamagnetic bodies.

For a clearer understanding, we repeat the derivatio
Ref. 4 of the magnetic energy of bodies for the specific c
under consideration. With allowance for the relationsB
5curlA, curlH5 j , and divH50, the integral for the mag
netic energyw5*vB•H dv/2 can be divided into surface an
volume integrals. Since the field does not penetrate into
ideally diamagnetic conductor, the volume integral*vj
•A dv50, and because of the tendency of the integral o
an infinitely distant surface to vanish, the surface integ
reduces to integration only over the surfaces of the bod
presentw5*sA•J dS/2, whereJ5H3n is the surface cur-
rent density andn is an internal normal to the surface of th
body. Let A( i ) and J( i ) comprise a solution for the system
that satisfies the ideal boundary conditions for the total c
rent in thei th doubly connected bodyI i and I k50 whenk
Þ i . We useJm

( i ) to denote the corresponding value of t
current density in themth body for the total currentI i in the
i th body andI k50 whenkÞ i . Owing to the linearity of the
electrodynamic equations and the corresponding boun
conditions for bodies with the currentsI i ( i 51,2, . . . ,n) in
them,A5( iA

( i ) andJ5( iJ
( i ). If we take into account tha

A( i ),J( i );I i , the total magnetic energy can be represented
the relationw5( i ,kLikI i I k/2, where

Lik5
1

I i I k
E

s
A~ i !

•J~k! ds. ~1!

It follows from the equality *vB( i )
•H(k) dv5*vH( i )

•B(k) dv that Lik5Lki . Sinces5(msm , then, going over to
summation over the surfacesSm of the individual bodies in
~1!, we findLik51/(I i I k)(*smAm•Jm ds.

The following statement holds. If a surface currentI
5*CJ•dln , where C is a contour enclosing an arbitrar
1121063-7842/98/43(9)/1/$15.00
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transverse section at any point in the conductor,dln5n0dl,
and n0 is the unit vector on the surface of the conduc
normal to the elementdl of the contourC, flows through a
transverse section along a doubly connected, ideally diam
netic body of arbitrary shape and ifF5*LA•dl for any con-
tour L which surrounds the cavity and lies completely on t
surface of the body, the surface integral over the entire s
faces of the body is*sA•J ds5FI . This statement can be
proved by dividing the surfaces of the body into a network
that consists of current lines on the surface of the body
lines orthogonal to them and taking the integral*sA•J ds.
On the basis of this relation, only the term withm5k re-
mains in the sum overm, i.e.,

Lik5
1

I i I k
E

sk

Ak
~ i !
•Jk

~k! ds5
Fki

I i
, ~2!

since the total induced current in thekth body, whereiÞk,
equals zero, andFki is the magnetic flux caused by the cu
rent I i through the cavity of thekth body. The value ofLik

for i 5k depends on the relative positions of the bodies. T
general relation for the magnetic energy of a system of b
ies can be represented in the generally accepted formw
51/2(kFkI k , whereFk5( iFki . The energy conservation
law for the potential energy of the system yields the gene
relationU5(kskI kFk ~Ref. 1!, wheresk51, if the flux Fk

5const is conserved in thekth ideally diamagnetic body, and
sk521, if the conditions for the flow of a constant curre
I k5const through it are created.

1A. I. Spitsyn, Zh. Tekh. Fiz.63~4!, 145 ~1993! @Tech. Phys.38, 337
~1993!#.

2A. I. Spitsyn, Zh. Tekh. Fiz.63~12!, 1 ~1993! @Tech. Phys.38, 1037
~1993!#.

3S. Gavil, A. Mor, and M. Weinstein, J. Franklin Inst.325, 595 ~1988!.
4L. D. Landau and E. M. Lifshitz,Electrodynamics of Continuous Media,
1st ed., Pergamon Press, Oxford~1960!, 531 pp.
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On the intensity of shock-initiated magnetoelastic oscillations arising in iron borate
single crystals during pulsed magnetizing or magnetization-switching processes
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The intensities of magnetoelastic oscillations accompanying pulsed 180° and 90° magnetization
switching of iron borate single crystals as well as pulsed magnetization of the crystals
from a demagnetized state~with zero total magnetic moment! are compared for the first time.
The amplitudeA1 of the oscillations of the signal obtained from the experimental sample
by the induction method is adopted as a measure of the intensity of the magnetoelastic oscillations.
It is found that for the same pulse heights of the magnetic fieldH exciting the magnetization-
switching or magnetizing process, the amplitudesA1 of the oscillations observed in 90°
magnetization-switching and initial-magnetization processes have practically the same value,
which is A2 times smaller than the amplitude of the oscillations obtained in 180° magnetization
switching ~reversal!. It is concluded on the basis of the result obtained that the intensity of
the magnetoelastic oscillations is virtually independent of the initial state of the single crystal and
is determined mainly by the energy densityDM–H acquired by the magnetic subsystem of
the crystal from the external field (DM is the change in magnetization!. Hence it follows that when
iron borate is used in fast modulators for Mo¨ssbauerg rays it is preferable to use the 90°
magnetization-switching regime rather than the magnetization regime as has been done until very
recently. © 1998 American Institute of Physics.@S1063-7842~98!02909-2#
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Iron borate (FeBO3) is one of the fastest-responding
known magnetic materials.1 This property is used in fas
modulators for Mo¨ssbauerg rays.2,3 However, the weak
easy-plane ferromagnet FeBO3 is characterized by a stron
magnetoelastic interaction,4,5 and during magnetizing
magnetization-switching processes magnetoelastic osc
tions are excited in it at a frequency determined by the thi
ness of the sample and the propagation velocity of sh
waves~in the direction of thec axis!.6–8 This circumstance
makes it difficult to use FeBO3 in pulsed setups. Earlie
modulators for Mo¨ssbauerg rays2,3 have employed the
pulsed magnetization of FeBO3 single crystals. In the initial
state~in the absence of external magnetic fields! the single
crystal is divided into a large (>15220) number of do-
mains, and its average magnetization is close to zero.5,9 In
choosing this regime, it was assumed that because
changes in magnetization in different domains are not
phase with one another, the intensity of the magnetoela
oscillations will be lower than in the case of other, switchi
processes. However, special investigations comparing th
tensities of the oscillations accompanying different proces
were not performed. At the same time, such investigati
are needed not only to choose the optimal operating reg
for modulators but also for understanding the physics of
magnetizing/switching processes.

In the present paper the intensities of the oscillatio
arising during pulsed magnetization and during 180° and
magnetization switching are compared. The last two p
cesses were initiated by a fast~in a time ,1 ns) change in
the direction of the external magnetic fieldH ~by 180° and
1121063-7842/98/43(9)/2/$15.00
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90°, respectively! with a simultaneous increase in the abs
lute magnitude of the field. The indicated processes are
characterized by the same direction of the magnetization
the final state so as to avoid ambiguity when comparing
intensity of the oscillations.

The experimental single-crystal wafers of FeBO3 were
irregular polygons with a transverse size of 3–8 mm a
ranged in thickness from 24 to 110mm.

An induction setup with time resolution;1 ns was
used.10 The signal from a longitudinal sensing loop was d
tected. The amplitudeA1 of the signal oscillations, observe
after the main stage of the magnetizing/switching proc
was completed,7,8 was taken as the measure of the intens
of the magnetoelastic oscillations.

The dependence of the intensity of the oscillations on
amplitudeH of the field pulse was investigated. The positio
of the sample was the same in all magnetizing/switch
processes. The results obtained are illustrated for the
ample of a 110mm thick sample and a fieldHs required for
in-plane technical saturation of the sample~2.1 Oe! and an
average period of the magnetoelastic oscillations of 56 n

The dependencesA1(H) are presented in Fig. 1. One ca
see that as the field intensityH increases, the intensity of th
magnetoelastic oscillations at first increases and then star
decrease. ForH.15 Oe the amplitude of the oscillation
becomes comparable to the noise of the apparatus. Fo
three regimes the maximum intensity of the oscillations
reached approximately at the same field intensityH5H* .
On the basis of earlier investigations of the 18
magnetization-switching regime,7,11 this result can be ex-
6 © 1998 American Institute of Physics
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plained as follows. The initial growth in the intensity is du
to an increase in the energy densityDM–H obtained by the
magnet from the external field. HereDM is the change in
magnetization as a result of the magnetizing/switching p
cess. At the same time, as the field intensity increases,
duration t of the main ~initial! stage of the magnetizing
switching process decreases, and for its characteristic v
t5t* 51562 ns, which is virtually independent of the pe
riod of the magnetoelastic oscillations and the type of p
cess, the lagging of the phonon subsystem of the single c
tal from the magnon subsystem starts to have an effec
the ferromagnetic resonance technique, this effect has b
termed ‘‘freezing’’ of the crystal lattice.4,5 The time t*
achieved forH close toH* ~3.5–4 Oe for the samples inves
tigated! corresponds to a kink in the pulsed magnetizat
switching ~or initial magnetization! curves, representing th
dependence of the reciprocal of the duration of
magnetizing/switching process on the field intensityH. As
an example, the curvet21(H) obtained with 90° magnetiza
tion switching is presented in Fig. 1.

One can see that the sharp increase in the rate of m
netization switching in fieldsH.H* is due to the decreas
in energy losses to excitation of magnetoelastic oscillatio

FIG. 1. 90° pulsed magnetization switching curve (•) t21(H) and curves of
the amplitudeA1 of the oscillations versus the amplitudeH of the magnetic
field pulse:n — 180° magnetization switching,L — 90° magnetization
switching,3 — magnetization from a demagnetized state.
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Another important result is that the intensity of the oscil
tions in the case of 90° magnetization switching and mag
tization from a demagnetized state are close to one ano
Therefore the pulsed magnetization regime, in reality, has
advantages over the 90° magnetization switching regi
However, the latter regime makes it possible to obtain a h
degree of modulation of the Mo¨ssbauerg-radiation. It also
follows from the results presented that the intensity of
oscillations is virtually independent of the initial state of th
sample and is determined mainly by the quantityDM–H.
Indeed, the energy of the magnetoelastic oscillations is p
portional toA1

2, and for this reason the intensity in the ca
of 180° magnetization switching should beA2 times higher
than in the case of the two other processes. Turning to
figure, one can see that the indicated ratio is close to 1.4.
the other samples which we investigated it ranged from 1
to 1.5.

In summary, it is desirable to employ the 90
magnetization-switching regime in Mo¨ssbauerg-ray modu-
lators. To decrease the intensity of the magnetoelastic o
lations the magnetization switching time must be decrea
to ;1.5– 2 ns. Then the ‘‘freezing’’ of the crystal lattice wi
be adequate.

We thank G. V. Smirnov and Yu. V. Shvyd’ko for
valuable discussion.
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Dynamical equations of an ensemble of defects in the presence of disoriented
substructures

Yu. V. Grinyaev, N. V. Chertova, V. E. Panin
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Sciences, 634021 Tomsk, Russia
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Zh. Tekh. Fiz.68, 134–135~September 1998!

It has been established experimentally that during a deformation process the defect structure of
materials evolves from a single distribution of the defects to an ensemble of interacting
particles which consists of nondisoriented or disoriented substructures, depending on the
magnitude of the deformation. The conditions for the existence of disoriented defect substructures
are examined on the basis of a field description of the dynamics of an ensemble of defects,
and a generalization of previously known dynamical equations of nondisoriented defect
substructures to the case of disoriented substructures is obtained. These equations show which
quantities characterize the field of defects in the presence of disoriented substructures.
© 1998 American Institute of Physics.@S1063-7842~98!03009-8#
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The physics of mesomechanics, which has been un
going intensive development during the last ten years
based on the concept of scale levels of deformation
fracture.1,2 The choice of a scale level to study is determin
by the investigator’s ‘‘filter.’’ For example, phenomena o
curring during microscale deformations are studied
electron-microscopic investigations,3 while mesoscale phe
nomena are studied in optico-television investigations4,5

Correlating the results observed during deformation on
ferent scale levels made it possible to arrive at the conclu
that isolated defects~microscale dislocations, macrosca
shear bands, and so on! appear near the yield stress, and th
as the deformation increases, ensembles of interacting
fects, representing diverse substructures, are formed. In s
deformation interval, irrespective of the method of loadi
and the material under investigation, the observed subst
tures can be divided into two classes: nondisoriented
disoriented substructures.3 The phenomenon of scale invar
ance, which presumes that deformation on different lev
develops similarly, makes it possible to introduce the c
cept of a defect at an arbitrary scale as a source of a disp
ment ‘‘jump’’ of different magnitudes and to make use of t
deformation regularities studied on one scale to analyze
behavior of the material on a different scale. A system
equations describing a continuum of defects, which rep
sents an ensemble of nondisoriented substructures, was
tained in Ref. 6. In the present paper we propose a syste
dynamical equations for an ensemble of defects in the p
ence of disoriented substructures. Since the system of e
tions derived is a generalization of the results of obtained
Ref. 5, we shall give a brief exposition of the main tenets
this work.

According to Ref. 6, a continuum of defects that consi
of an ensemble of interacting defects can be treated a
independent subsystem of the deformable solid. This giv
basis for proposing a model of a deformable body repres
ing a mixture of two continua, one of which is a mater
1121063-7842/98/43(9)/2/$15.00
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medium–elastic continuum and the other is a continuum
defects. The elastic continuum, which is absorbs the stre
from external actions and defects of the material, is char
terized by effective stresses

s5sext1s int ~1!

and an effective momentum

rV5rS V int1
]u

]t D , ~2!

wheresext is the external applied stress,s int is the internal
stress related with the defects in the material,V int and]u/]t
are the rates of the displacements that are due to, res
tively, the flux of defects and external action, andr is the
density of the medium.

The continuum of defects consists of a mechanical fi
with stresses:a is the dislocation density tensor andI is the
dislocation flux density tensor and is characterized by
energy of the cores of the defects and their inertial prop
ties. The proposed model makes it possible to write the
namical field equations for an ensemble of defects as

B¹•I 52rV, ¹•a50,

¹3I 5
]a

]t
, S¹3a52B

]

]t
I 2s, ~3!

whereB andS are unknown constants of the theory, whic
characterize the inertial properties of the defects and the
ergy of a unit dislocation and the symbols (•) and (3) de-
note scalar and vector products.

The equation of dynamic equilibrium

]

]t
rV5¹•s ~4!

is the condition for the compatibility of Eqs.~3!.
When disoriented fragments form in a subsystem of

fects on any scale, the mechanical fields of the defects
8 © 1998 American Institute of Physics
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characterized by a strong nonuniformity and by the prese
of internal stresses of alternating sign. The sign-alterna
or nonoriented internal stresses, designated in what foll
assd

int , can be taken into account by introducing dipole co
figurations in the field of defects. Lattice curvature having
sign-alternating character was discussed in a similar ma
in Ref. 7. The sign-alternating character of nonoriented
ternal stresses makes it possible to assume that

E
s
ds•sd

int50, ~5!

where the integral extends over any full cross section of
deformable body.

Oriented stresses satisfy the equation

E
s
ds•s0

int5f,

where f is the force with which one part of the materi
interacts with another part through a sectionS.

In the general case

s int5sd
int1s0

int . ~6!

Since the condition~5! holds for an arbitrary section o
the deformed body, the equality

sd
int5

1

2
¹3M ~7!

holds.
It can be shown that the tensorM equals

M5r 3sd
int , ~8!

wherer is the radius vector of the point considered.
It follows from Eq. ~7! that dipole configurations of de

fects, determining the appearance of disoriented subst
tures in a deformable body, lead to the appearance of
ments of the stresses.

The displacement of dipole ensembles or bound def
will give rise to a sign-alternating momentumrVd

int , which
will satisfy the equation

E
w
rVd

intdw50, ~9!

where the integration extends over the entire volumew oc-
cupied by the deformable body.

In contrast to bound defects, free defects produce a n
zero total momentum

E
w
rVs

intdwÞ0.

The combinationrV int5r(Vd
int1Vs

int) of the integrands
in the last two equalities determines the momentum o
material point due to the flux~2! of defects. Since the con
dition ~9! holds for a body of any shape, we have

rVd
int52¹•r, ~10!

according to which a tensorP of rank 2 can be represented
a dyadic product
ce
g
s

-
a
er
-

e

c-
o-

ts

n-

a

P5rrVd
int , ~11!

wherer is the radius vector.
The quantityP is the dipole of the momentum. The an

tisymmetric part of the dipole is the moment of momentu
density or the angular momentum density.

In the absence of external loads, free defects,
oriented stresses, the equation~4! of dynamical equilibrium
becomes

]

]t
rVd

int5¹•sd
int ~12!

or, taking account of the relation~9!,

2¹
]

]t
P5¹•sd

int . ~13!

Hence nonoriented internal stresses can be determine
within the curl of a certain tensor in the form of the equal

sd
int52

]P

]t
1

1

2
¹3M , ~14!

which signifies that the tensor of nonoriented intern
stresses can be due to mobile and static dipole ensembl
defects. Taking account of Eqs.~6!, ~9!, ~10!, and ~14!, the
field equations describing the dynamics of an ensemble
defects in the presence of disoriented substructures ca
written in the form

¹•~BI2P!52rS Vs
int2

]u

]t D , ¹•a50,

¹3I 5
]a

]t
,

¹3S Sa1
1

2
M D52

]

]t
~BI2P!2s0

int2sext. ~15!
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Study of nanocrystalline nickel films deposited in a nitrogen atmosphere
V. S. Zhigalov, G. I. Frolov, V. G. Myagkov, S. M. Zharkov, and G. V. Bondarenko
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It is shown that high-speed condensation methods can be used to prepare nickel nitride films in
the nanocrystalline state. The phase composition of the condensate formed exhibits a
strong dependence on the substrate temperature. ©1998 American Institute of Physics.
@S1063-7842~98!03109-2#
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The study of the structural–energy state of nitrogen
solid solution and in nonstoichiometric metal nitrides Me–
of the ‘‘interstitial phase’’ type based on fcc metals~Me
stands for Fe, Ni, etc.! continues to be an urgent metallo
physical task in the development of high-nitrogen allo
Such metal nitrides remain the subject of extended stud
model objects on which information can be obtained ab
the correlation of crystal structure, electronic structure, a
physical properties as a function of the nitrogen concen
tion. At the same time, limitations of the experimental da
about the structure and properties of Me–Ni alloys force
authors of these models to turn to the works of the 19401,2

In recent years in connection with the development
methods of preparing nanocrystalline materials,3 the possi-
bilities of creating large amounts of various alloys ha
broadened. First of all, this is a function of the fact that t
chemical activity of these materials manifests a strong
pendence on the size of the crystallites.4

The present paper examines the properties of films
nickel nitride and the processes accompanying their syn
sis. To prepare these films, we used the method of pu
plasma sputtering. Earlier we showed that with the help
this technique it is possible to prepare nanocrystalline fi
of 3d metals with unusual properties.5–8 The starting vacuum
was 1026 Torr. Spectrally pure nitrogen, whose pressure w
varied from 531025 to 1022 Torr, was then admitted to th
sputtering chamber. The substrate temperature at the o
of sputtering was always 20 °C. The condensation rate of
Ni films in a pulse of 100ms duration was 1042105 A / s.
We used cover glasses of 0.2 mm thickness as the subs
The thickness of the investigated films varied within t
range 45.0–70.0 nm.

We studied the phase composition and magnetic pro
ties ~magnetizationMs) in the prepared samples as functio
of the nitrogen partial pressure in the chamber. The res
obtained are presented in Table I. We also determined
state of the substrate after the preparation process. The
netization was measured at room temperature.

The films prepared atP51026 Torr had a metallic lus-
tre, an undeformed surface, and zero magnetization.
P51024 Torr the samples also had a metallic lustre, b
were strongly deformed, andMs5415 Js. Starting from a
pressure of 231024 Torr, two pronounced regions were ob
1131063-7842/98/43(9)/3/$15.00
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served on the sample: in its center a light-colored regi
with metallic luster but strongly deformed, and along
edges, a dark, undeformed region@Fig. 1a#. The light-colored
region had a large magnetization while the dark region w
practically nonmagnetic. The films prepared atP51022 Torr
were homogeneous and nonmagnetic. Samples with sim
properties were prepared at 1023 Torr, when sputtering is
performed with interruptions.

To examine the structure of the films, we performed
electron-microscope analysis. Figure 1b displays elect
diffraction patterns and photographs of the microstruct
from different regions of film 3, prepared at 1023 Torr. The
central part of the film has fcc structure with lattice para
eter a50.352 nm, and size of the crystallites 0.220.4mm.
Taking into account the large magnetization, it is possible
identify this region as a phase of pure Ni. The second par
the sample has hcp structure with lattice parametersa
50.266 mm andc50.429 nm, and size of the crystallite
,10.0 nm. The lattice parameters and zero magnetiza
suggest that this region is nickel nitride with the formu
Ni3N ~Ref. 1!.

Film 1 had a hcp phase with lattice paramete
a50.264 nm andc50.433 nm. We identified it as a phase
pure Ni. The properties of these films are discussed in Re
In sample 2 we observed fcc structure with lattice parame
characteristic of pure Ni. Films 4 and 5 are nickel nitrid
with the formula Ni3N.

As was noted above, in some of the samples the s
strate was strongly deformed, which speaks of the prese
of a high temperature at the time of formation of the cond

TABLE I.

Sample Phase State of
No. PN, Torr composition Ms, Js substrate

1 1026 ~without nitrogen! hcc ~Ni! 0 Not deformed
2 1024 fcc ~Ni! 415 Deformed
3 1023 fcc ~Ni! 415 Partially

deformed
hcc (Ni3N) 0

4 1023 * hcc (Ni3N) 0 Not deformed
5 1022 hcc (Ni3N) 0 Not deformed

*The film was prepared with evaporation interruption every 15220 s.
0 © 1998 American Institute of Physics
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FIG. 1. Electron-microscopic analy
sis of a Ni–N2 film prepared at a
pressure of 1023 Torr: a — photo-
graph of the sample; b — electron
diffraction patterns and microphoto
graphs; left — of the central part
right — from the periphery of the
sample.
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sate. In order to pursue this question in more detail, we p
formed an analysis of the temperature dynamics in the s
strates during the film deposition process. Toward this e
we sputtered Pd–Cu film thermocouples on the substr
The results are plotted in Fig. 2. During the first few minut
when deposition of the condensate takes place, the subs
temperature was raised toT54702570 K. This is because
the high flux density of the evaporated material carries w
it a large amount of heat, which is then liberated to the s
strate. After switching off the plasma the substrate tempe
ture stays unchanged for some time and then begins to
according to an exponential~films 1 and 4!.

A different picture is observed for film 2: as the tempe
ture is raised toT;470 K, a jumplike increase in the tem
perature occurs. Due to the finite response time of the t
mocouple it was not possible to measure it exactly. Howe
the strong deformation of the substrate indicates t
T.770 K. We attribute this sudden increase in the tempe
ture to the liberation of heat accompanying the decomp
tion of nickel nitride. As follows from Ref. 1, the phas
transition Ni3N–Ni4N takes place atT54602470 K. Due to
r-
b-
d,
te.
,
ate

h
-

a-
all

-

r-
r,
t

a-
i-FIG. 2. Time scans of the temperature in nickel films deposited in a 126

Torr vacuum~1! and in a nitrogen atmosphere at a pressure of 1024 ~2!,
1022 ~3!.
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the accompanying liberation of heat, an abrupt growth of
temperature takes place, and atT56102620 K the nickel
nitride decomposes with liberation of the fcc phase of Ni

Thus, in order to prepare nickel nitride (Ni3N) films
using the proposed technique, it is necessary to avoid rai
the substrate temperature to temperaturesT.460 K. In our
case, this was achieved both by raising the nitrogen pres
in the vacuum chamber~film 5!, which leads to a decrease
the condensation rate and a corresponding decrease inT, and
by interrupting the sputtering process~film 4!. In film 3, in
which we simultaneously observed regions with differe
structure, the decomposition temperature was reached
in the center of the sample. Thus, on the periphery of the
the nickel nitride phase was preserved. The small size of
crystallites on the periphery (,10.0 nm! would seem to in-
e

ng

re

t
ly

e

dicate that the nanocrystallinity of the films is one of t
reasons for the formation of the nickel nitride phase.
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Temperature dependence of the current–voltage characteristic in a model of the
conductivity of a metal–insulator–metal structure with a carbonaceous active medium

V. M. Mordvintsev and V. L. Levin

Institute of Micro-Electronics, Russian Academy of Sciences, 150007 Yaroslavl, Russia
~Submitted January 13, 1998!
Zh. Tekh. Fiz.68, 139–141~September 1998!

A new mechanism is proposed for the processes taking place in metal–insulator–metal structures
with a nanometer-sized insulating gap. The dependence of the theoretical current–voltage
characteristic on the substrate temperature is analyzed and compared with experimental results.
© 1998 American Institute of Physics.@S1063-7842~98!03209-7#
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Basing ourselves on extensive experimental material1 on
electroformed diodes with metal–insulator–metal struct
~MIM structures! and carbonaceous conducting paths exh
iting N-shaped static current–voltage characteristics, in R
2 we proposed a new mechanism for the processes ta
place in such objects. The essential elements of the prop
mechanism include, in particular, a nanometer-sized insu
ing gap structure and electron tunneling-limited curre
through the cathode potential barrier. On the basis of su
mechanism, in Refs. 3 and 4 we developed conducti
models of MIM structures with a carbonaceous active m
dium, in which a region with negative differential resistan
appears due to the presence of inner feedback loops in
system and mechanisms of transparency modulation in
cathode barrier. We showed that these processes are ac
panied by self-formation of a nanostructure in the carb
aceous medium, and that the electroforming can be con
ered as a process of self-organization of the insulating na
gap in the carbonaceous conducting medium5 in the presence
of a strong local electric field. The present paper analyzes
dependence of the theoretical current–voltage character
on the substrate temperature predicted by this model
compares the calculated results with the available exp
mental data.

As follows from the experimental data on electroform
MIM structures,1 the current in them in the ‘‘on’’~low-
resistance! state withN-shaped current–voltage character
tic is to first order independent of the substrate temperat
This fact was one of the arguments in favor of the tunnel
mechanism of conductivity posited in the model.3,4 Other
such arguments were the nanometer-sized width of the i
lating gap formed in the carbonaceous conducting medi
measured with the help of a scanning tunneling mic
scope2,6 and the corresponding high field strengths in t
insulating gap for actually used voltages~from one to ten
volts!, which allows one here to speak of such a structure
a nano-MIM diode.3

The fact that in the mechanism2 on which the respective
models are based the temperatureT of the formed insulator
~FI! located in the insulating gap~and consisting of a com
posite material of the sort ‘‘conducting particles in an ins
lating matrix,’’ see Fig. 1! plays an important role~the reac-
1131063-7842/98/43(9)/3/$15.00
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tion rate constant of disappearance of particles of
carbonaceous conducting phase depends on it exponent!
creates the impression that the model should give a str
dependence of the current densityj in the structure on the
substrate temperatureT0 . However, in actual fact this is no
the case.

Figure 1 plots the current–voltage characteristics o
MIM structure with a carbonaceous active medium calc
lated according to the model developed in Ref. 4, for t
widely spaced temperaturesT0 . In contrast to the mode
data,4 the calculation was carried out for a parameter
giving characteristics close to those experimentally observ
In particular, this pertains to the position of the maximum
the current–voltage characteristic and the values of the
rent density which in a refined estimate should have
order-of-magnitude value of 106 A/cm2 at the maximum. The
latter allows us to adopt a value of the constantC
51029 cm3/deg•W which is more reasonable from physic
considerations in the heat balance equation used in the m

T2T05CEf dj , ~1!

whereEf d is the field strength in the formed insulator.
Due to the poor thermal contact of the formed insula

with the surface of the substrate and the relatively high th
mal conductivity of the latter, the assumption is made that
other elements of the MIM structure besides the formed
sulator are at the temperatureT0 . The values of the remain
ing model parameters aref53.5 eV andfa53.5 eV ~the
heights of the potential barriers, whose meaning is clear fr
the inset to Fig. 1!; Q53 eV, f 51013s21 ~the activation
energy and pre-exponential coefficient in the expression
the reaction rate constant of the disappearance of particle
the conducting carbonaceous phase!; s510222cm2 ~the ef-
fective cross section of formation of the particles of the c
bonaceous conducting phase of organic molecules upon e
tron impact!; a50.6, nk50.4 @the maximum possible
concentration~volume fraction! of the particles of the car-
bonaceous conducting phase and the percolation thresho
the formed insulator#; b50.1 nm ~a constant characterizin
the divergence of the electron flux!; l 53 nm ~the thickness
of the formed insulator perpendicular to the anode–cath
3 © 1998 American Institute of Physics
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direction!; and, finally,w50.2 @a constant determining th
effective value of the parameterC in Eq. ~1! for small thick-
ness of the formed-insulator region#.

In the analysis of the temperature dependence it is n
essary to make a fundamental distinction between state
the structure corresponding to segments of the curre
voltage characteristic before and after the maximumU
5f). Let us first consider the caseU.f. Under these con-
ditions the temperatureT of the formed insulator reache
1500 K while in the MIM structure feedback loops opera
which lead, in particular, to mobility of the effective anod
~see Fig. 1, inset!, whose role is played by the carbonaceo
conducting medium~CCM!. The latter is a connected con
ducting cluster of particles of the carbonaceous conduc
phase~their concentration falls exponentially with growth o
the temperatureT), formed when the percolation threshold
reached in part of the region initially occupied by the form
insulator. Therefore, the width of the insulating gaph is a
variable and grows with increase of the voltage on the M
structure~Fig. 1!. The falling branch of the current–voltag
characteristic corresponds to an increase in the widthd of the
cathode potential barrier with growth ofU.

The nature of the dependence of the current densityj on
the substrate temperatureT0 is clear from Eq.~1!. Taking
into account thatEf d andT vary weakly due to the fact tha
feedback loops are acting in the structure, equilibrat
changes inT and j , and also thatT stands inside the expo
nential in the expression for the concentration of particles
the carbonaceous conducting phase, one can expect a
most linear decrease ofj with growth of T0 . As follows

FIG. 1. Calculated curves of the dependence of the current densityj and
width h of the insulating gap on the voltageU on a MIM structure for
substrate temperatureT0 : 1 — 300, 2 — 800 K. Inset shows a simplified
potential diagram of the MIM structure:M1 — cathode,1 — PD ~photode-
tector!, 2 — CCM, M2 — anode.
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readily from Eq.~1!, asT0 varies from liquid-nitrogen tem-
perature to room temperature~the range in which experimen
tal data are available! noting that atT'1500 K the decrease
in the current amounts to about 15%. Results of exact ca
lation for the maximum value of the current–voltage char
teristic (U5f) and the above values of the model para
eters are shown in Fig. 2~curve1!. They completely confirm
the rough estimate obtained above.

Experimental data7 for the voltagesU on the electro-
formed MIM structure near the maximum of the curren
voltage characteristic and higher did not reveal a tempera
dependence upon comparison of the liquid-nitrogen a
room-temperature curves. However, if we taken into acco
the low reproducibility of the current values in this voltag
range even for constantT0 , which is usually characterized
by a 10215% spread, then we can hardly expect to obse
the predicted model dependence in such a narrow temp
ture interval. A reliable answer can be obtained only by
creasing the substrate temperature to temperatures sig
cantly above room temperature, which would allow one
expect an approximately twofold decrease in the curr
upon varyingT0 from 100 to 800 K~Fig. 2!.

One more factor that can have an affect on the funct
j (T0) is the well-known temperature dependence of the t
neling current densityj b in a potential barrier of constan
width and height,8 associated with smearing of the electro
energy distribution in the cathode near the Fermi level of
metal, which was not taken into account in the model

g5
j b~T0!

j b~0!
5

pCkT0

sin~pCkT0!
5

bBdf20.5T0

sin~bBdf20.5T0!
. ~2!

FIG. 2. Calculated curves of the dependence on the substrate temperatuT0

of the current-density ratios:1 — j (T0)/ j (0), calculated according to the
model developed in Ref. 4 forU5f without account of formula~2!; 2 —
like 1, but with formula~2! taken into account,b5831024 eV•K; 3 —
j b(T0)/ j b(0) in accordance with formula~2! calculating according to the
model developed in Ref. 4, i.e., with variabled; U5f, model parameters as
in 2; 4 — j b(T0)/ j b(0) in accordance with formula~2!, b5831024 eV
•K, U5f, d50.84 nm.
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The last equality is valid forU>f, i.e., a triangularly
shaped barrier. In this caseC5Bd/(2f)0.5, whereB is the
constant inside the exponential in the expression for the
neling current,k is the Boltzmann constant, andb51.92
•1024 eV•K. It was shown in Ref. 9 that the characteris
shape of the dependence of the quantityg on the voltageU
on the structure, which has its maximum atU5f, is well
confirmed experimentally; however, the absolute values h
significantly exceed the theoretical values, which compris
maximum of tens of a percent. In order to take this expe
mental fact into account, in the calculations based on
model developed in Ref. 4 we formally assignedb the value
b5831024 eV•K in expression~2!. This gave a wide range
of variation of values ofg ~curve3 in Fig. 2!; however, even
such an artificial enhancement of the dependenceg(T0), as
can be seen, has almost no effect on the temperature de
dencej (T0) ~curve2 in Fig. 2!. This result is unique for the
above-mentioned reasons, which being the cause of
smallness of the variations ofEf d and T, and is also con-
nected with the variability of the quantitiesh and d in the
model.

In the caseU,f the carbonaceous conducting mediu
~CCM! fills the entire region of the formed insulator whi
inside the potential barrier the dissociation of carbo
containing molecules due to electron impact and, con
quently, the formation of particles of the carbonaceous c
ducting phase are impossible. Therefore we have a pote
barrier of constant widthd5h5h0 , which is fixed at the
valueU5f ~Fig. 1!. Such an object has the usual tunneli
current–voltage characteristic~the growing branch in Fig. 1!,
whose temperature dependence is given by expression~2!.
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Figure 2 plots the corresponding curve~curve4! for the con-
stant valued50.84 nm obtained by lowering the voltage
U5f at the constant temperatureT05300 K, calculated for
the same valueU5f.

It is important to note that for small values ofU the
reproducibility of the current measurements in electroform
MIM structures is significantly higher than forU>f. This
made it possible with high accuracy to obtain the experim
tal temperature dependence of the current7 for U51.5 V, in
very good agreement with formula~2!, for a total increase in
the current of 10% with growth of the temperature from
to 300 K. Such a result is an additional confirmation of t
validity of the ideas contained in the model.4

We wish to express our gratitude to S. A. Krivelevich f
a discussion that initiated the present work.
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