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A universal derivation of the thermodynamic equations on the basis of a combined analysis of
the exact relations for any material — the virial theorem, the shock adiabat, and the

differential thermodynamic identity relating the thermic and caloric equations of state of matter —
is given. This combination makes it possible to reduce the fundamental problem of
thermodynamics to a boundary-value problem of mathematical physics. Analytic relations
T,=T(Pg,ps) andT,=T(D,u) are obtained for classical systems. 1®98 American

Institute of Physicg.S1063-78498)00110-X

INTRODUCTION constituent particlesf the two-particle interaction law oper-
ating between the structural uniglectrons, atoms, .) and

Itis impossible to obtain on the basis of thermodynamicse two-particle distribution function are known and can be
an equation for calculating the thermodynamic parameters q;xpressed in the form

a material, even in the case of the simplest thermodynamic

system — an ideal gas with constant specific heat, i.e., a U(r1,r2)—=U(ri—ra);  na(ry,ro)—na(ri—ry).

perfect gagPG), since thermodynamics gives only thermo- Therefore it is sufficient to know only(r) andn,(r) to

dynamic identities which relate some thermodynamic paramggnstruct the thermodynamics of such systems. In practice,

.eters. of the system of interest with others. For example, th@gwever, it is very difficult to calculate,(r) even very

identity approximately. An approach leading to purely thermody-
dEL(V,T=0)=—P(V,T=0)dV, (1) namic differential or_integra{as desiref equations for the

pressureP(V,T) and internal energ¥(V,T) of the thermo-

which is valid for any cold system, makes it possible togynamic system of interest is expounded below, i.e., the

calculate, for example, the cold internal enekyV) (or the problem of calculatingP(V,T) and E(V,T) is reduced to

cold pressureP (V)) of a system only if its cold pressure golving a corresponding boundary-value problem of math-

functionP¢(V) (or, converselyE.(V)) is known, since then  ematical physics. The idea of this approdizhto convert the
the identity (1) can be integrated and a solution fBk(V)  differential identity

can be found:

T(aP/dT),=(JEIINV)1+P(V,T), (4)

2
EC(V)=EC(V0)—f P.(V)dV; 1=V, 2=V, relating two thermodynamic functions of a system — its

L internal energy and pressure — into a differential equation
E(V,T)=E,(V,T=0)+E(V,T), for one of them by using nonthermodynamic relations.
P(V,T)=P.(V,T=0)+Py(V,T). (13

. . GENERAL EQUATIONS FOR THE PRESSURE AND
If, on the other hand,E.(V) is given, then P (V)= INTERNAL ENERGY

—dE.(V)/dV according to Eq(1). Statistical physics most

often needs to be invoked to obtain information about non-  Of the relations which are widely used in the theory of
thermodynamic sources. Ultimately, the thermodynamidhe equation of state of matter, one is a purely phenomeno-
functions of a material turn out to be expressed in terms ofogical relation, proposed by Mie and Greiserf,® between
exclusively statistical concepts, for example, in terms of twothe thermal pressure and the thermal internal energy of the
particle distribution functions,(r) (Refs. 1 and 2 system

PV, T)=T(V)[E«(V, T)/V]. )
This relation can be used to obtain expressions for the de-
rivatives @E;/dV)t and (@P,/dT), , which can then be sub-
VP(V,T)= RT—(V/6)f r[aU(r)/arIny(r)4ar2dr. stituted(in turn!) into the thermal analog of the identitg):3
These formulas are suitable for describing classicato obtain an equation foP,(V,T) or E,(V,T), respectively.

systems (i.e., systems for which the kinetic energy can beThese equations have the form (notatior(V)= (I +I'?
identified with the kinetic energy of random motion of the —dI'/d In \V)/T'?)

E(V,T)=(3/2)RT+(V/2)J U(r)ny(r)dmr3dr,  (2)
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(@InPy/aInT),— [T (V)](@InPi/aInV)110=x(V), 2(0E/9InT),=2(E—Ey)
(@INE/aInT),—[1T(V)](dInEi/dInV)1.0=1. (6) —[dE/dIN(Vg—V)]1—(Vo—V)Py.
To solve these equations uniquely it is necessary to pre- (10

scribe boundary condition®,(V,Tg)=1f(V) or Py(V,y,T) . . . .
— o(T), wheref(V) and(T) are known functionsfor ex- equ;'t?gsse equations can be converted into integrodifferential

ample, taken from experimental data or other consider-

ations, andI'(V); similar conditions must also be prescribed P(V,T)=P(V,T) +(1/2)[1— /9 In(Vy— V)]

in order to solve the equation f&;(V,T). Equationd6) can

be written in the form of integrodifferential equations: % fZP(V,x)dx/x—(1/2) P, IN(T/To)
1

PV, T)=P(V,To)

2 1=T, 2=T, (93
+[z(V)+(1/F)(9/ﬁInV]J P,(V,x)dX/X,
1 E(V,T)=E(V,To)+[1—(1/2)9/dIn(Vo— V)]

E«(V.T)=E«(V,To) 2
xfl E(V,X)dx/X—[Eq+(1/2)

+[1+(1M)aldln V]JzEt(V,x)dx/x;
1 X (Vog=V)PglIn(T/Ty),

1=Ty; 2=T. (6a)

For E;(V,T) one can also write an equation for a differ-
ent boundary curve:

1=T,, 2=T. (109

Equations of the typ€9a and (1039 but with integrals
over the volume have computational peculiarities. For
E(V,T)=E(Vo,T)—[1-3/dInT] example, the equation of the typ®a for the pressure
2 (1=Vy; 2=V) is
X | Ei(x, T[T(x)/x]dx;

L ( DITCO/x] P(V,T)=P(Vo,T)+[1-23/9InT]
= : = 2
1=Vo; 2=V (6b) xf P(T,H)dt/(t— Vo) — Py
The analogous formula for the thermal part of the pres- 1
sure is more complicated. XIN[(V=V)/(Vo—Vo)]

To obtain the complete functiorB(V,T) and E(V,T)
the cold partsP (V) andE.(V) must be added to the parts and similarly for the internal energy of the material. Equa-
P:(V,T) andE(V,T) found above: tions (9) and (10) or their integrodifferential forms are most

P(V,T)=P(V,T=0)+ P(V.,T): usgful, since they give the complete functions, and for their

unique solution one also requires boundary curves for the

E(V,T)=E4(V,T=0)+E(V,T). (7 complete function®(V,Ty) andE(V,Ty).

The virial th 3 Eq(A4) in the A di Id However, there exist systems for which the virial theo-
¢ virial theorem (see EQ(A4) in t € Abpen Ik cou X rem permits obtaining the complete equations for their pres-
be used as another nonthermodynamic relation, but in th

€ure and internal energy. These are the classical systems al-

general case it is inconvenient because besides the entirrgady mentioned aboveTheir kinetic energy can be written
internal energy it also includes the kinetic part, i.e., in the

g in the form
general case the virial theorem has the form
F(P,E,Eyn,V)=0, and therein lies its inconvenience — Ewn(T)=RT/(y—1), (11
separate equations will have to be written out for the kinetic .
and potential parts of the pressure and energy, and this eAd then the virial theorerfA4) for them assumes the form

genders additional difficulties in prescribing the boundary PV=3RTLIE(V.T) - RT/(v—1 12

conditions. For this standpoint the most convenient nonther- 3 8 [ECV.T) I(y=DIZan. (12

modynamic relation is the shock adiatf&®)*° Hence the isothermal derivative required to transform
2(Eq—Eg)=(Py+ Po)(Vo— Vo). ®) the identity(4) into an equation is found immediately:

Here P, E,, andV, are thermodynamic parameters of the  (JE/dV)7r=(3Z;n)[P+V(3P/dV)]. (13

post-shock state of the substance and must certainly satisfy
the identity(4). The derivatives required to transform Eq)
into an equation folP(V,T) or E(V,T) (for a solidP, can
be set equal to zey@an be obtained from E¢8):

2(0P/a|nT)U:P_PO_[aP/aln(VO_V)]T (9) (ﬂln P/&InT)v—xl(ﬂln P/aInV)szz,

Substitution of this expression into the ident{8) gives
a first-order linear differential equation for the pressure of
the system:

and a similar equation for the internal energy x=(32,n);  x,=(3+2,n)/2N. (14
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A first-order equation for the internal energy of the sys- D (V)=D (Vo) (VIV)™s;  Dy(T)=D,(To)(T/T),
tem can be derived completely analogously, eliminatingwhere

from the identity(4) the pressure and its isochoric derivative
by means of the virial theorerf12):

np=1+xq; 23=211%5; H4= K3,
ns=(N—29)/24.

Then the complete analytical solution of E44b) has
(dInE/9INnT),—x4(dInE/dInV)r=1. (15 the form

Here it is worth mentioning that a relation betweBp(V) P(V,T)=Po(VIV)*s(TITy)*, Po=P(Vy,Ty). (18
andE (V) sufficient for closing the relatiofil) (see Appen-
dix 2 for the dimensional method of calculatify,(V) and
E.(V)) can be extracted from expressi@i®) for the virial

The boundary conditioP(V,Ty)=f(V) makes it pos-
sible to calculate the constantsandP,. Indeed, the bound-
ary condition in the form

theorem.

Po(VIVg)5=f(V)=A(V/IVy)4 (19
ANALYTICAL SOLUTION OF THE EQUATION FOR THE directly yields the two equalitie®,=A and »5=(q, since
PRESSURE relation (19) should hold for arbitraryV. The equality

As an illustration it could be helpful to solve analyti- *¥5=4 in turn determines the separation parameterx;q
cally, at least in part, Eq(14) for the pressure, for example, T %2 Then the complete solution assumes the form
under the condition that the functioR(V,Tg)=f(V) is P(V,T)=f(V)(T/Ty) 1t %2, (20)
given. Such equations can be solved by two methods: the

method of characteristics and the method of separation of M this solution, which can be compared with the solu-
variables. For solving Eq14) by the method of character- 0N (17), the temperature dependence is singled out explic-

istics it is convenient to rewrite this equation in the equiva-iﬂy' This fact can be used 'to obtain from the identy an
explicit expression for the internal energy also:

lent form

T(APIIT),— 2.V (IPIIV) 1= x,P. (149 E(V.T)=E(Vo.T)

The equations of the characteristics of this equation are (At Do (TIT q%lﬂzfvf VidV 21
dT/ds=T and dV/ds=—x,V. Their solutions areT(s) (Q+1)21(T/To) vo (Vidv. @D

=C,exp®) and V(s)=C,exp(—x,S). To determineC, and
C, one can assume that0, and, introducing new coordi-
natess andt, requires to vary along the characteristics and P(V.T) and internal energE(V.T) of a classical system

to vary along the volume axighe plane with abscisséand . o . .
ordinateT will be called the ¥, T) pland. These conditions uniquely it is necessary to prescribe two boundary conditions
' : of the type P(V,Ty)=f(V)=A(V/Vy)? and E(Vy,T)

can indeed be satisfied, since in the case of first-order linear
equations the initial condition given at some point on the =x(T).
axis will go over into the ¥,T) plane along only one line —
the characteristic. These conditions ®andt are met by the
functionsT(s) =TqexpE) andV(s)=texp(—»S). By elimi-
nating the parametes from these equations, it is easy to
obtaint — a parametric equation of the characteristics in the  In adiabatic compression processedQEdE+PdV
(V,T) plane =0) the question of the final temperature of the material has
R s a special place. In the case of a perfect gas there exist exact
TVIT)=To(V) ™1, (16) theoretical formulas for the gas temperature: gradstailtio
An equation forP is obtained along the characteristics adiabatic compression of a perfect gas,

16):
(16 TV I=constsT=Ty(plpo)? 1= Teo? (22)

(dP/ds)=x,P— P(.S;t) B P(s:.(?;-t)exp( %2.8)’ _ and shockdynamig adiabatic compression of a perfect gas,
and therefore the solution of the initial equatid®a in the T=ToP' (x+P')(xP’ +1):

Here onlyE(V,,T) is unknown, and once again it must be
taken from experiment. Thus, to calculate the pressure

TEMPERATURE OF AN ADIABATICALLY COMPRESSED
SUBSTANCE

(V,T) plane is
P(V,T)=f[V(TIT 4 1(T/To) an  #=OFDIy=1; PI=PIPo. 29
To solve Eq.(14) by the method of separation of vari- In the case of gradual adiabatic compression of an arbi-
ables it is convenient to rewrite this equation in a different,rary body, however, there is only a quadrature formula for
equivalent form: calculating the gas temperature exists,
2
(1) (31N PIAINT),— (301 /25)(3 1N PLIN V)7 = 1(.14b) T=T0exp[ ~ j (9PIIE), dV
1

If the solution of this equation is sought in the special 2
form P(V,T)=®(V)®,(T), then the preceding equation =T0exr{—f (aPt/aEt)UdV}; 1=V,y; 2=V,
assumes the formm®,/®,=x,+ x,V®;/P;=\. Hence it !
is easy to obtain (24
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and to calculate the temperature, in practice, it is necessary to Ti=(12{(y—DI[3(y—1)—3,n]}
have the pressure as a function of volume and energy , ,
P=P(V,E) in a static processgalong the Poisson adiabat X (PoVo/RT)[(6+Z,n)Ve—2,n]Pg. (29

This function is known only in the case of a perfect gas: For the case of a perfect gas HQ9) gives the well-

E(V,P)=VP/(y—1)—P=(E/V)(y—1), (25)  known resut

wherey—1 is the Gruneisen coefficient for a perfect gas. Ts=[(y=D/(y+D)]Ps, (30
Then the isentrop&4) goes over to Eq(22). However,  since in this cas&’~(y—1)/(y+1)—1—V’. For a solid
the isentropg24) can be somewhat simplified, if the Mie— (in which casePy=~0), Eq.(29) assumes the form

Gruneisen relatiorn(5) is used: To= (U2R){(y— 1)/[3(y—1)—Sn]}

T:Toexp{—sz(V)dV/V}; 1=V, 2=V. (26 X[(6+2,n)Vs— Vo2 n]Ps. (31
1

Finally, a different(kinematig expression can be ob-

It is important that the combination of the virial theorem tained for the excess temperature produced by shock com-
(12) of classical systems with the S@), which is valid for  pression of a solid[@ andu are, respectively, the velocity of
any substance and in any aggregate state of the substantiee shock wave and the mass velocity of the matter behind
makes it possible to calculate purely analytically the tem-the shock wave; see next sectipn
perature of a shock-compressed classical system also, if, of - _
course,P, andV, are known. Here it should be noted that in Ts=To=(1/wR2am){3D ~[(6+24n)/2]ulu,
the Feynman formulas(2)—(3) the expression E, v=[3(y—1)—3.nl/(y—1), (32
=(3/2)RT is used forg,;, instead of expressiofiLl), i.e.,
Eyin Of a system consisting of structural units for which _ =" = = B .
y=>5/3. According to Feynman this is because in the case o g\/l'&:gmg_ |r|1qu.(32) to y=5/3 and a Coulomb potential
condensed classical systems it is “very difficult” in practice *“"" ) yields
to take into account the internal degrees of freedom of the T,—Ty,=(1/R)[2D—(7/3)u]u. (323
structural units. For this reason, Feynman assumes that such , _ -
systems consists of inert-gas particles and, setjingh/3, Using the Lennard—Jones potertia Eq. (28)
that the structural units of the systems possess only transla- U(|r;—r;.[)=A; /r2=A,/r®, (33
tional degrees of freedom. =5/3 in the virial theorem _

L o whereA;, A,>0, X,,n=18, Eq.(28) becomes
(12) also and a purely Coulomb potential is ugadthis case 12 " a.(28
one must seB ,=1), then the virial theorenil2) assumes Te=1+{3(y—D/[(y—1)—6]}(PoVo/RTy)

the very simple form X[(413)(P'V' —1)—(P'—V")]

~1+[(y=D)/(y=7)](PoVo/RTy)[4P'V' —=3P']

—Ts=To=[4(y—D)/(y=T7)R]
X[(VIVy)—0.75VyPs. (34

where P and Vs must be taken from shock experiments,  Thjs formula makes it possible to estimate the compres-
Vo=10"%(u/p)m® is the molar volume of the substange,  sjon at which the Lennard—Jones potential comes into play
is the molar masgin gramg of the substancenf equals __ (VIV,)<0.75, if y<7. However, expressiof28) also
numerically the molecular mass of the material is the  agmits a negative differencd {—T,) <0, if a certain rela-
normal density of the substand&n g-cm™®), R=8.31 J/  tjon holds between the parameterands.,n. Although, due
mole-K, To=300 K, and the differenc&—ToisinKor°C o jts unusual nature, this effect is reminiscent of the situa-
tion of a rapidly stretched rubber bafd, should be used,

which is similar to the thermodynamic expressi¢?8).

6PV=2E+3RT. (12a
Then, combining this relation with the S@) yields
Ts—To=(7Vs— V) P/3R, (27)

Similarly, for the case of the virial theorefd2) most likely, as an additional condition on the actually pos-
, sible form of the relation between the internal parameters
Ti=1+{(y—1 2 -1)— . : ;
S {(y= D22 3(y=1) =2} >,n and y (if the actual central two-particle potential
X (PoVo/RT){(PLVL—1) U(|r,—r,|) can indeed be represented precisely in the form
o U(Jry—ry) =U(r)=3,A,/r"). Of course, this effect does
X[(6+Zpn)/Znn]—(Ps—V)}. (28 not occur under shock compression of a perfect gas, where

there is no parameteX ,n associated with the presence of

In Eq. (28) P,=Ps/Py and V¢ =V/V,. Switching in interaction in the system,

Eqg. (28) to a perfect gagwhich requires taking the limit

3 ,—) yields the well-known forrh
SHOCK ADIABAT AND THE EQUATION OF STATE OF A

T.=1+[(y—1)PoVo/2RTI[(1-P'V')+(P'=V')].  MATERIAL

(233 At present, the construction of different theoretical mod-
For a strong shock wave E({8) assumes the form els of the equation of stafgnainly in the single-particle ap-
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proximation is a very complicated and internally not par- velocity in the as yet unperturbed material anis the ve-
ticularly consistent scheme: The total energy, internal oilocity at which the material is dragged the shock wave be-
free, must be constructed from separate “pieces,” for whichhind the shock frontithe total specific energy of the en-
moreover, different approximations are used in part. Thdarained matter =E+u?/2). In experiments on shock
only advantage of such a scheme is the formal thermodyeompression of matter, only these two kinematic quantities
namic consistency, since everything else is obtained only bgre measuredD directly and u indirectly. The equation
the appropriate differentiation. Of course, the theoreticallyf(D,u) =0 itself is called the kinematic SA of the material.
constructed equations of state must be compared with expetlin the general case, this relation is unknown, in contrast to its
ment. But experiments on gradual self-similar compressiorthermodynamic SA(8). Relation (8) is meaningful only
(they refer to temperatures of the order of tenths of an eMvhen the functiorE=E(V,P) is known, in which case the
and pressures of the order of several Mbar; 1-.e¥1600 K;  SA assumes the explicit forlA=P(V). Actually, however,

1 bar = 10° dynes/cri=10° Pa ~1.02 kgf/cnf=1.02 at the exact form of the functioE=E(V,P) is known only for
~0.98 atm do not yet cover the temperature and pressurea perfect gas, for whick=VP/(y—1). For this reason, the
ranges which are now requiredens of eV and tens of explicit form of the thermodynamic SA for perfect gases
Mbar). For this reason, the main source of reference data are**°

experimental results on shock compression of mateffals,

which, of course, it is difficult to treat as self-similaather, P(ViT)=Po(GVo=V)/(GV=Vy);  G=(y+1).

it is one-dimensional Such compression will be close to (37)
self-similar if the shock pressure is so high that the contri-  For some reason the literature does not contain the equa-
bution of shear stresséstiffness contributionbecomes neg- tion of the kinematic SA even for a perfect gas, even though,
ligibly small. In this case, the degree of volume compressiomas we have already mentioned, the functioa E(V,P) for

of the material is determined mainly by the Coulomb inter-it is known exactly. This is especially strange, since experi-
action of its electrons, while its hardne@be shear moduli  menter almost always present their results graphically in the
is determined by the Coulomb interaction of its nuclei. Ev-form of a kinematic SA, i.e., in the for®=D(u), and not
eryone uses the points of the experimental SA as a test. Fofi the form of the thermodynamic SR=P(V). The kine-

this, the theoretical SA is constructed from the expressiongnatic SA, in contrast to its thermodynamic SA, cannot be
found theoretically, for the internal energy and pressure byexpressed in an explicit form even for a perfect gas:

solving the SA Eq(8) numerically(substituting the theoreti- )

cally found expressions f&E=E(p,T) andP=P(p,T) the De—=D(y+21)u/2=yPyVy. (39
equation for the SA assumes the fofjp,T)=0); the so-
lution of the equatior-(p,T) =0 is sought fofT;, givenp;.
Then P;=P(p;,T;) is calculated according to the theoreti-
cally found equation of state=P(p,T). The point of inter- matic  quantities E=[P.+uD/V (D —u)V./(v—1)D
segtion of the straight linep=p; anc_j P=P,; gives the_:ith only forq a perfectE gaEs;(Ig0+ P=;]I§O+u|%/\?o,(yvo—)v
point of the theoretical SA. The points of the experlmentaI:uVO/D — these relations hold for any sojiénd substi-
SA are plotted on the SA constructed in this manner and th(taUted into Eq.(37).

acceptability of the theoretically calculatéd=E(p,T) and

P=P(p.T) !s judged. The equatio_n of state itself can alsq k?eknown for an arbitrary system, the kinematic SA cannot be
extracted directly from the experimental SA. Moreover, ini- obtained even in an implicit form, i.e., in the forAfD,u)

tially, t.he main gc_>a| of producing a“O! measuring high Pr€S-_ g and even for a classical system. However, it will cer-
sures is to establish the actual equation of state of the mat'féinly be helpful to express it using relati¢ds), the virial

rial at high pressures, temperatures, and densities. Th eorem (12), and the SA (8), at least in7 the form
approach to using the experimental SA is described in deta (D,u,T)=0 ,(of course, the sam,e thing can also be done for

in Ref. 4 and 5 . the thermodynamic SA of a classical sysjerfihis expres-
The experimental data on the shock compression of Qion is

material are usually presented in the form of individual
points in the p,P) or (o,P) plane, whereo=p/p,, and (6/2,n)D2u+{2vR(T—Ty)—[(6+3,n)/Z,n]uD
these points are calculated using only the two relations

—ZPOVO[(3+2nn)/2nn]u=0,

P=Py+uDpg; o=D/(D—u)

This formula follows from Eqs(35) and(8) (or from the
SA (37) for a perfect gas if the internal energy, pressure,
and volume of the gas are expressed only in terms of kine-

In contrast to the thermodynamic S£8), which is

v=[3(y=1)=Z,nl/(y—1). (39

Now it is evident that for a solidR,~0) the kinematic
SA (39) assumes an almost explicit forbv=D(u,T)

(for a solid P=uDpy), (35

following from the formula%®®

Vo—V)D2=(P—Py)V3;

(Vo=V) ( o D(u)=[(6+%,n)/6]Ju— (13 vR(T—Ty)X,n(1lu).

u=[(Vo=V)(P—Pg)]"?= (P—Pq)/Dpy, (36) (40)
which relate the kinematic quantiti€ andu of the process If the second term in Eq40) is small for some reason,

of shock compression of the material with its thermodynamiahenD (u) will be a linear function of the velocity. Such a
guantities in the same process. Hédeis the shock-wave dependence has indeed been found in experiments on shock
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compression of the solids, and it holds fairly well for many the system and the equatidxi(vs)zAg(Vﬂ) with Ve=Vj

of them away from their phase transitio(RTs.
| shall now say a few words about wiBp, which is the

need not hold. Here only the complete quantiy=AZ
+ A will be certainly a function of state. This is confirmed

ordinary atmospheric pressure, need not be taken into agy an analytical investigation also. Indeed, for simplicity,
count for a solid. From the formula for the pressure of aconsider the case of shock compression of a slidn P,
perfect gasP=(N/V)KT it is evident that the thermal pres- =0), which is initially atT=0 (and therefore one can also

sure in condensed media should be greater than in a gas RgtE,=0). Then the SA®) at first can be written as
approximately the same factor as the dendiyw of their

structural units is greater. But a gas develops a pressure of 2E(V,P)=(V,—V)-P,
one atmospherétm) at room temperaturel(= 300 K) and
with N/V of the order of 18 cm® (i.e., of the order of the
Loschmidt number 2.6910'° cm™3). In condensed media,
however, the number of structural unifer example, atoms
and moleculesis of the order of 1& cm™2 (of the order of
Avogadro’s numbef (N/V)=Nu/u]). For this reason, the
thermal pressure here is approximately* lifnes greater at
the same temperature.

(8a)

i.e., in this case the total specific enerGy,=(Vo—V)-P
=E+E,, imparted to the material by the shock wave is
distributed equally between its internal enelgynd its en-
trainment energyE,,=Uu?/2, which is very interesting in it-
self. Thus, after the substitutioAs=AZ+A; the SA (83
itself becomes

2EY(Ve) +2E7(Vs,PY) = (Vo= V) PE+ (Vo= Vs) Pts'(
8b)

HereV, is fixed andV¢ assumes arbitrary values. But then,

| . ivolvi h ical calculati £ th in order for Eq.(8b) to hold identically with respect t&/
n guestions involving theoretical calculations of t et(\évo identities must be satisfied:

equation of state of matter, the internal energy and pressur

ON THE TWO-TERM REPRESENTATION OF
THERMODYNAMIC QUANTITIES

of the material are often separated into cold and warm 2ES(Ve)=(Vo— V) PS, (41)
part$® as done in Eq(1a). This separation is most widely
used in the theory of the thermodynamic SA. This is be-  2E{(Vs,P;)=(Vo—Vg)P§. (42)

cause, as already mentioned abdsee Eq.(8)), this SA is
known generally only in the implicit forni(E,P,V) =0 (see ) i ous
Eq. (8)), since the functiorE =E(V,P), required for obtain- plgte relgtlon(8a), but they do not admit a similar interpre-
ing the explicit formP=P(V) of the SA, is known exactly ta}t|on. It is much more important, however, that relatid)
only for a perfect gas. For this reason, in the general case orfliffers from the cold isentropela). This attests to the fact
still strives to expres&, appearing in Eq(8), in terms ofP  that the function#\g and A are not functions of state of the
to obtain a relation of the typE=E(V,P) but independent system — they are_exclyswely ar_tlflcw}l constrgcts. There is
of f(E,P,V)=0, i.e., of Eq.(8), to close the latter relative to ©On€ other .substantlal difference in this question: Although
P and V only. For this, the Mie—Goeisen relationP, state functions should not depend on the method by which
—T(V)/E,/V (see Eq.(5)) is usually used for lack of any- the system r_eg_ches the final stitmr_e fixed _here by the
thing more suitabldthe virial theorem, unfortunately, gives Volume Vy), initially they are determined strictly only for
not E=E(V,P) but ratherE=(V,P,E,)). It is then neces- gradual (statl_d thermodynamlc processes, Whe_r_e one talks
sary to introduce a separation of the tye), which is en- gpqut_only dlvgrse contmuou_s paths of a transition from the
tirely correct only in gradual processes and in shock relalnitial into the flnal_state, and in the process the system must
tions. In using such separationB, is separated fronE, pass throygh all intermediate statgs. In the case 91_‘ shock
appearing in Eq(8), according to the scheme compression, however, the system jumps from the initial into
the final state, bypassing all of its intermediate states, and
Es=ES+E{=E+[Vs/T(VyIP? this jump can actually transfer the material from the SA of its
_Es _ps initial phase to the SA of some other phase. This phase need
=Bt [Ve/T(VS)I(Ps=Po), not be the phase following in an order corresponding to
and upon substituting this expression into E).itis easy to  gradual compression. The difference, analytically noted, be-
obtain the SA in an explicit form, in which, however, three tween relationg41) and (1a) (quantitatively, this difference
functions only of the volume will now appea&g(Vy), (expressed by the area of a triangke negligible, since only
P2(Vs), and I'(Vy). The first two functions should not one curvilinear side of the triangle, being the zeroth isen-
present any difficulties. For them, the dependence¥ end  trope, need be replaced by a straight line connecting the
the relation betwee&? andPZ, which hold in gradual ther- same initial and final poiniscould be attributable to the fact
modynamic processes, should be used: Since the internal etirat in the case of gradual compression the independent vari-
ergy and pressure of the system are functions of the state ables in the function&.(V) andE(V,S) can beV andS,
the systemES(Vo) =E"(Vy) if Vs=V; and similarly forPS  while in the case of shock compressidhand S can no
and Pﬂ, and therefore the relation betweBp andEZ should  longer be independent; here only(in the analytical coordi-
be the same as in the case of gradual processes, i.1)Eq. natesV, P(V)) or only P (in the natural coordinate®,
In these arguments one is immediately alerted by the fact(P)) can vary arbitrarily. For this reason, the separations of
that theAS, in contrast toA”, are not complete quantities, the typeA,=AS+AS with a static relation betweeBS and
and thereforé? andA{ need not be functions of the state of P{ and a static dependence Bf on V; are incorrect.

These relations are completely analogous to the com-
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Using a separation of the tydéa), one can attempt to be replaced by a partially primed equatibii|m)=E/ |m),
write all thermodynamic identitieghey interrelate the ther- which introduces an error, proportional 48, in the quantity
modynamic parameters of materials in static processes peE, —E,,. For this reason, we can write

formed on them separately for the cold and warm parts. , , ) )
Al

] ) ) If H—Hyin=2,U(r), then H—-Hu) =21
written using separations of the ty&a), assumes the form +ne)Uy(r), and H-Hy,) —(H—H)=e3,nU,(r);

dEL(V)+dE(V,S)= —P(V)dV+TdS- P,(V,T)dV. V' —=V=-3¢V. Now relation(Al) gives

(44) VPV, T)=3,nER(V,T). (A2)
Since relation(44) remains an identity, it should split
into two relations: The average . ..) in Eq. (A1) can be interpreted as a

static average over a Gibbs distribution or a quantum-
dE(V)=—P(V)dV, mechanical average over the ground state of the system. In
dE(V,S)=TdS-Py(V,T)dV. (449  the case that there is no interaction between the structural

particles of the system, classical or quantum, the virial theo-

Other identities for the free energy, the enthalpy, and thgem of the system must evidently have the form
Gibbs potential can be separated in exactly the same manner,

while the identity(4) will assume the forrh 3VPin(V,T)=3(y—1)En(V,T), (A3)

dE(V,S)=TdS-P(V,T)dV, (43)

dE.(V)/dV=—=P.(V), where the thermodynamic parameteiis always the expo-
nent in the Poisson equatiddV?= const for a given ideal

T(0P9T),= (9B /N) 1+ PV, T). (4D) system and simultaneousty=C,/C, only in the case of a
It is now evident from expressiorid4a and(4b) thatin  classical idealbut necessarily monatomjcgas.

gradual processes both the individual parts of the internal For this reason, the most general form of the virial

energy and the pressure can be state functions of the systetheorem is

i.e., for example, the Mie—Gneisen relation(5) is not

meaningless in static thermodynamic processes. BVP(V,T)=3(y=DE(V,T) +ZonEq(V,T)

=3(y—1)E +[2,nE/Z, N2

APPENDIX 3 ~3(y—DEn(V,T) +Epo( V., T)Z 0. (Ad)

- . If the material is treated as a collection of interacting
1. Virial theorem.A relation between the pressure, the electrons and nucleithen one must sety=5/3 and

kinetic and potential parts of the internal energy, and th(—:-2 n—1), Eq.(A4) assumes its standard foln
volume of a system is usually referred to as the virial™" » =4
theorem>% A derivation of this relation for the particular 3VP(V,T)=2Ein(V,T) + Epo( V, ). (A5)
case of a classical system with an interaction potential be- ) .

tween the structural particles in the form of functions of their It now remains to make two remarks. First, contrary to
coordinates with a fixed degree of homogeneity is containede often encountered assertions that the virial thedresy
in Refs. 1 and 10. In Ref3 a simpler, quantum-mechanical ¢an be used to calculate the pressure directly, it is not suit-
derivation of this relation is given on the basis of the varia-able for this purpose even whefy, and Ey, are known,
tional principle of quantum mechanits.Moreover, this since the use of this equation always results in the calcula-
forced, that the interaction potential energy of the structuraPExin* Epot iS- The same is also true of the virial theorem in
particles of the material is expressed in the form of a functhe form(A4). Second, since the specific internal energy and
tion of the relative coordinates with different degrees of ho-the equation of state of a perfect gas have the it
mogeneityU(r)~3,A,/r"=%,U,(r). Since Ref. 3 is not Ev(T)=i . _

. / ; : n(M=i(RD2u;  Pn(V, T)=RT/pV, A6
readily accessibfeand to achieve complete the presentation, an(T)=1(RT)/2 (V. T) ® (A6)
it probably makes sense to present here a brief derivation afherei is the number of degrees of freedom of a structural
the expression for the virial theorem. It is based on the variaparticle of this system, we have
tional principle and perturbation theory in the form of virtual .
work: If the linear dimensions of the volume of a body C,=(dE/dT),=iR2u;
change isotropically under infinitesimal uniform and hydro- _ .
static compressioh—L’'=(1—¢)L, then this compression Cp=C,FPAVIdT)p=(i+2)R/2p.

will lead to the follovvjng change in the potentidl ,(r) Theny=C,/C,=(2+i)/i, and sincé can assume only
=A,/r"=(1-ne)A,/r "=(1-ne)U;, where the prime integer values=0,1,2,3, ..., y can assume the values
here and below marks parameters of the compressed matg=2/0, 3/1, 4/2, 5/3, 6/4, ... , 1. This leads to a unique

rial. Now, the variational principfé must be taken into ac- “quantization” of the maximum compression of such a gas
count, and the fully primed equatidt’|m’)=E, |m’) must by a single shock wave:
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pim=[(y+1)(y=1)]po=(1+i)po Pe=(2A4/3) x*%p* p13— pi]
=p0:2p0;3p0;4p0;5p0; - - - ;. (A7) =(2A4/3) 33 e - 1].
2. Cold pressure of a simple substanidé.Dimensional The remaining free parametéy; can likewise be ex-

considerations can also be used to calculate the cold enerdyjessed in terms of the characteristics of the substance in its
of a substance. Consider an electrically neufoal the aver-  equilibrium (for a given phasestate, keeping in mind the
age cell of a cold simple substance. The total energy of theexpressions for the square of the isothermal sound velocity
cell can be represented as a sum of the kinetic and Coulom@nd isothermal bulk modulus in the substaref. 4, p.
energies. The dependende&”(n) andESY(n) of the den- 559

sities. of. these parts of the energy of a ce_II on the electron  ~2_ _\,24 P./dV=dP./dp=dP,/podo,

density in the cellthe Coulomb part contains the electron-

electron interaction energy and the interaction of electrons in =-VdP./dV=pdP./dp=0cdP./do.

the cell with the nucleus of the celtan be easily found from
dimensional analysis of the operatdr&A/2m ande?/r; they
should be proportional ta®3 andn*?, respectively, because
EXN(n) can depend only on the three parametersn, and C2=(2A,/9) x*PpY 5p R~ 4p3% = C[ 552~ 4517,
n, i.e., E{"|w|~#%°m'nP. But the energy density has the di-

mensions | |[E/V]=ML‘1T‘2. Then  [A’m'nP] C3=(2A1/9)(xp0)*"

=(ML?T )M (L 3)P=ML T ?>s=2,t=—1, andp Now the expressions for the parametéssandA, are
=5/3. The Coulomb energy density can depend only on two B 5 o1, _ 5 13
parameters:e and n. Then one obtains analogously A1=(9Co/2)/ (po)™=5  Ag=—9Cq/ (xpo) ™.
E¢™/|w| ~e?n*3. Thus the energy of a cold celit is pro- The expression for the bulk modulus is

portional to the cell voluméw|) can be written in the form K= (2A,19) 2% 55 15— 4pé/3]= Ko[505°— 407,

of a function of its electron density as

and therefore there is a simple relatin= (2A/9) (xp)?3p
=C?2p. Now the expressions fdE, and P, assume the very
aimple form

Simple calculations using the expression Ry give for
the sound velocity

ES®(n)=An?3+ A, (A8)

The specific energy of this substance can be obtaine
hence by multiplying byN,/A — the number of atoms per E.=9Kopo [ (02%2) — o3,
unit mass of the substancé\ (is the mass number of the 53
substance Since the average volume per atom of a simple Pc=3Ko[ o™= 7). (A11)

substance with density is V,,=A/pN,, the average elec- These formulas describe the relations existing only

tron density in the cell will ben,, =z*/V,,, wherez* is a  jthin a single phase of the substance, for whighandK,

certain effective number of free electrons per atom of theyre the equilibrium values.

substance; of course, this number depends on the density of

the substance, but between PTs it can be regarded as fixed.

Hence one obtains the relatiog, = (z*/A) pN, and the for-
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The H, molecular vibrational distribution function that is formed in a flow of molecular

hydrogen is calculated. It is assumed that the hydrogen stream flows in a planar channel and passes
through two sections in succession. In the first section a cesium—hydrogen discharge and
preliminary vibrational pumping of Fimolecules occur. In the second section, where there is no
discharge, the —v exchange process results in a considerable increase in the density of
vibrationally excited molecules in a certain upper part of the vibrational spectrum. The possibility

of using the vibrational distribution function produced in this manner to generate negative

hydrogen ions as a result of subsequent dissociative attachment of electrons to vibrationally excited
molecules is discussed. @998 American Institute of Physids$$1063-784£8)00210-4

1. The generation of vibrationally excited hydrogen mol- another reason, on which we shall dwell here in connection
ecules is now of very considerable interest in connectiorwith the possible use of a low-voltagd V) cesium—
with a variety of application§ion sources, plasma chemistry, hydrogen discharge for generating vibrationally excited H
and others As a rule, such molecules are generated in dif-molecules. Since such a discharge can be produced with a
ferent types of discharges containing either a pure hydrogecomparatively high density of both electrons ang trol-
plasma or a hydrogen plasma with an easily ionized additiveecules(see, for example, Refs. 8 andl, ¥ibrational excita-
specifically, cesium. Depending on the specific applicationstion processes can occur in it intensively directly in the
different schemes are used to produce vibrational excitatioground electronic state(lzg in both e—v processes and
of H,. For example, in existing bulk sources of negativev—v exchange processes. At the same time, in a number of
hydrogen ions, where Hions are generated in the process ofapplications, specifically, in H sources for controlled ther-
dissociative attachmerfDA) of thermal electrons to vibra- monuclear fusion, it is desirable to have a comparatively low
tionally excited B molecules in the ground electronic state hydrogen pressure in the region from which Hons are
XlEg (Ref. 1 vibrational excitation is often accomplished extracted. For this reason, it is also advantageous to separate
by a cascade method using radiative deexcitation of singldh space the generation of vibrationally excited molecules
electronically excited stateB'>, CI}, and otherg.In (the first, relatively high-pressure champand the forma-

H™ sources employing such a two-step scheme for generation and subsequent extraction of Hons (the second, low-
ing vibrationally excited molecules zlﬂxlig), the vibra-  pressure chamberThe required pressure differential be-
tional excitation and dissociative attachment processes arayeen the chambers can be produced by efflux of
as a rule, separated in space.The separation is accom- vibrationally pumped hydrogen at the sound velocity
plished either by organizing a separate discharge chambdrpm the first chamber into the second chamber.

where excited K molecules are formedtwo-chamber In the present paper it will be shown that if the flow is
source, or by producing a so-called hybrid sourtéwhere  properly organized, the vibrational distribution function
the separation occurs in a single discharge chamber whef®DF) of H, molecules flowing out of the first chamber can
fast cathodic electrons which excite, Hholecules are held be appreciably improved, specifically, in the range of vibra-
near the chamber walls as a result of drift in crosSexthdH tional numbersy that is important for dissociative attach-
fields. Here the H ions are generated in a dissociative at-ment processes. Preliminary results have been published in
tachment process at the center of the chamber, where theRef. 10.

are no fast or hot thermal electrons which destroy idns 2. The flow model considered here is illustrated in Fig.
and the electron temperature,~1 eV, i.e., the optimal 1a. The molecular hydrogen stream flows in a channel
value for dissociative attachment process@snong a num- formed by two parallel walls and passes successively
ber of works devoted to the theory of two-chamber and hythrough sections | and lof lengthh; andh,, respectively.

brid sources, we call attention to Ref. 4, where Bnd D~ A low-voltage cesium—hydrogen discharge between two pla-
sources are optimized with respect to the discharge curremtar electrodes is produced in section I. The initial vibrational
and the electron temperature, and the theory is compargoumping of the hydrogen occurs here. Next, the hydrogen
with experimental data. flows into the section Il, which is insulated from section I.

We note that spatial separation of Mibrational excita- Hydrogen flows out from the end of the channekh,) of
tion and H™ generation processes could be very desirable fosection Il at the sound velocitys. The walls of section I

1063-7842/98/43(10)/9/$15.00 1145 © 1998 American Institute of Physics
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Assuming thatvV=V, at the channel cutoff, we obtain
the molecular hydrogen pressure distribution along the
channel

p(x)=[p§—(p—p2)x/hy]Y2 )

Here po=p(0) is the hydrogen pressure at the channel en-
trance, i.e., approximately the pressure in the discharge, and
ps is the pressure at the cutoff. The lendgthand widthL of

the channel are related by the relation

&%

ha/L=(Ry24)(cy/c,) [ (Po/ps)*~11, ()

<+

where R=p,LV,/7 is the Richardson number, calculated
with respect to the transverse sectiorof the channel and
the flow parameters at the cutofh‘s=MH2pS/kT is the
hydrogen density at=h,; and, T is the gas temperature in
the channel.

The parameters of the plasma in the initial low-voltage
discharge(section ) and the gas parameters in the channel
(section 1) were assumed to be uniform over the cross sec-
tion. As an example, Fig. 1b shows the distribution of the
main flow parameters along the channel in section II: the
pressurep, the molecular hydrogen density,,, and the
flow velocity V, as well as the average vibrational energy
(E,) and vibrational temperaturg€, of the molecules, de-
fined in terms of the populationd, and N; of the ground
and first excited vibrational levels, and the densgity of
atomic hydrogern(see below

& Sy

~\

P, Torrs My, 10" o3 H 10 em 5V, 10°em 577; <>,V 5T, eV

, \,\ . g . A , 3. Let us now discuss the main aspects of the calculation
[/} 1 2 3 of the component composition of the plasma and the VDF in
Z,em the initial low-voltage discharge. The parameters of the

FIG. 1 O  hvd fow in a ch Disch plasma in a low-voltage cesium—hydrogen discharge were
. 1. a — Diagram of hydrogen flow in a channe} Discharge zone, .
Il — flow of vibrationally pumped gas in the channél — distribution of calculated by the method of Ref. 13, which was developed

the flow parameters along the chanrtek— p, 2 — Ny, 3— Ny, 4 —V, for. a uniform gas—discharge gap. The .plasma studied was a
5—(E,), 6 — T,=(E;/k)/In(Ny/N,). Discharge parameters:=0.3 cm,  quite dense discharge plasma, in which the cathode beam
hy>1cm, N)=3x10" em ™3, N{P=162¢10" cm®, T,=0.88 eV, relaxes in the plasma on electron—electron pair collisions and
N®=7x10" cm3, n,=2.07x10° em 3, N=5.1x10" cm 3, (E,)  the beam energy is expended on heating of the thermal
=0.366 eV,TU:O.59 eV. Gas temperature in the dischafge 0.08 and in e|ectr0n§:4 The Ca'cu'ation was performed in two Stéps_
the channelr =0.04 eV. First, the system of equations determining the electronic-
vibrational kinetics in the discharge was solved at a fixed
electron temperatur@,. All plasma parameters, including
are maintained at close to room temperature. Intensificatiothe VDF () of H, molecules and the ion fluxgs extracted
of the vibrational pumping of ki molecules in a definite, from the plasma on each electrode, were found from the
upper part of the vibrational spectrum occurs in a nonresosolution of this system. Second, the system of boundary con-
nantv—v exchange process in cold gas in this section. ditions which describes the balance of charged particles and
The variation of the pressupx) and denSitWHz(X) of the energy of Fhe electrons in the near-catho_de and near-
molecular hydrogen along the channel in section Il can bé@node boundaries of the plasma was solved with the known
determined approximately by analogy to a viscous gas floiPlasma parameters. The near-cathggeand near-anode,
in a circular pipe(cf. Ref. 11). For a sufficiently long chan- potent|_al barrlgrs in the Langmuir sheaths and the electron
nel (h,/L>1), on averaging the gas-dynamic velodiBef. fluxesje, andje, extractgd from the plasmg to the.cathode
12, p. 81 over the transverse cross section, we obtain th@nd anode were determined from the solution of this system.

following expression for the average flow veloctyin a  AS aresult, the voltage = ¢, — ¢, and the discharge current
planar channel: i=lJex—1Ji» Which correspond to the set of plasma param-

eters determined at the first stage, were found. We call atten-
2 tion to an important circumstance, which distinguishes the
L< dp . . : . .
SE——— (1) burning regimes investigated in the present work, those of a
127 dx low-voltage cesium—hydrogen discharge in a dense, colli-
sional plasma, from similar regimes which were previously
where 7 is the viscosity of molecular hydrogen. investigated theoretically in Ref. 13, in particular. The burn-
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molecules was carried out for the typical working plasma
parameters of our cesium—hydrogen discharge. The compu-
tational method is presented in Ref. 15. In addition to Ref.
16, in the present calculations the time dependence of the
density Ny of hydrogen atoms and negative hydrogen ions
Ny-, which are established comparatively slowly, was taken
into account in the vibrational relaxation process. Figure 3
displays the computational results in the form of ratios of the
instantaneous VDF (t) to its value established in the dis-
charge f{®’=f (). The calculations were performed for
two values of the translational temperatdig of the gas in
the discharge. One can see that the character of the vibra-
tional relaxation depends of, (cf. Figs. 3a and 3b At
higher temperature§,, characteristic maxima appear in the
dependence$,(t)/f, (). These peaks show that the relax-
ation of the population®,(t) of the upper levels to their
steady-state valugs{”)=N, (=) is nonmonotonic. The non-
, monotonic behavior is due to—t exchange, which at high
L gas temperatureg, is more pronounced and starts to influ-
ence the populations of the upper vibrational levels substan-
tially, decreasing them appreciably at the end of the vibra-
B tional relaxation process. We note that for this reason at a
2 higher gas temperaturd {=0.08 e\j the steady-state popu-
- 4 lationsN(®) of the upper vibrational levels and, together with
them, the atomic densitieé(") are appreciably lower than at
G i 7 8 g 0 a low temperatureT,=0.026 eV). The total vibrational re-
G, Aom? laxation time in both examples i§”=15 us, and the cor-
responding total vibrational relaxation lengthl §% =V, 7%
FIG. 2. Discharge voltage and current and near-electrode potential barriers- 1 cm.
';Eegol‘l""mf"f':Pjhe;ish\;féseu;;?:r::g;‘t g?'zzoglfﬂlri?;ul\éo;g Second, the specific nature of a discharge in a moving
X 10 cm %, N©O=1.8< 104 cm 3, T,—0.65 eV, N© = 10" Cm,§, n, plasma_ is manifested as a quite slqw esta!ollshment of_ the
~3.26¢10% cm %, N© =3.8x 102 cm 3, (E,)=0.335 eV, T, =0.55 eV. translational temperaturg, of the gas in the discharge. This
is an important, since, as indicated above, the translational
temperaturely appreciably influences the vibrational relax-
ing regimes of a low-voltage Cs-Hdischarge that were ation process and the character of the steady-state vibrational

studied in the present work are characterized by Comparéi_istribution in Fhe discharge. .Under tlhe conditions'cons@d—
tively low emission current§.<10 Alcn?, which makes it €'€d, the heating of the gas in the discharge gap is mainly
much easier to produce the regimes in practice. This is illusdU€ not to heat release in the discharge plasimelastic
trated in Fig. 2, which shows,, ¢,, U, andj as functions collisions of electrons with heavy particles or in-t and
of js. One can see that a typical low-voltage regime, wherd'onresonanb—v exchange processebut rather to contact
at the channel cutofl, <E,/q (Eq4 is the threshold for di- of the gas with the hot emitter, i.e., the formation of an
rect dissociation of bl by electron impagt is produced for expanding thermal boundary layer near the emitter. Estimat-
moderate values of the cathode emission currenf5<10  ing the emitter lengtthy for which the thickness of the
Alcm?. The required vibrational pumping of,Hnolecules to  thermal boundary layer equals the widthof the interelec-
high vibrational levels is now achieved not only in the dis- trode gap® we obtainhy= 6-Pr-RolL, where Pr 7c,/ ko
charge but also as a result of the subsequent increase in tifethe Prandtl number, §2 poLVo/ 770 is the Reynolds num-
density N, of vibrationally excited molecules due to an ber calculated from the flow parameters in the discharge
appropriate organization of the flow in the channel. zone (ko, 70, andp, are the thermal conductivity, viscosity,
As a result of the quite low flow velocity, of the gasin ~ and density of hydrogen in the gas-discharge gap,cang
the discharge zone, the low-voltage discharge was calculatéfie specific heat at constant pressusnd®~0.1 is a nu-
by a method developed for a gas-discharge gap with #nerical factor. As a result, for typical discharge and flow
plasma at rest. At the same time, there are two circumparameters considered here, the gas temperdiieharac-
stances, specific to a discharge in a moving plasma, that mutgristic for a stationary discharge is established in the dis-
be analyzed. The first one is the relatively long vibrationalcharge zone at a distanbg=0.2 cm, i.e., more rapidly than
relaxation time of molecules, which in a number of caseghe VDF. The remaining times and corresponding character-
leads to comparatively slow formation of the VDF) of H, istic lengths(Maxwellization of the electrons, ionization of
molecules in the discharge. To take this circumstance int€s atoms and others are appreciably shorter than the
account a calculation of the establishment of the VDF of theimes considered above. Therefore, in order for there to be
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FIG. 3. Vibrational relaxation of Fimolecules in the plasma of a low-voltage dischaftige numbers of the vibrational levels are indicated on the clurves
N{D=3x10% cm 3, N{)=10" cm™2, T,=0.8 eV, n,=5.8x10" (a), 5.4} 10 cm * (b); N{Y’=7.8x 10" (a), 3.3 10" cm 2 (b); N =6.6x 10" (),
7X 10" cm2 (b); T,=0.026(a), 0.08 eV(b).

enough time for the plasma to relax completely in the dis-N,, and flow velocityV at the boundary. The vibrational
charge zone to a state characteristic for a stationary lowdistribution functionf, and the degree of dissociation of
voltage discharge, under the conditions considered the lengtydrogen remain continuous. The valueé\tpfz, Ny, andV

of the discharge zone must satigfy>1 cm. This condition i, the discharge zone, i.e., before the jump, are denoted by
is assumed to hold below. foz), N, andV,. The corresponding quantities after the

For what follows, it is important to set the temperattire . .
of the gas in the channel, i.e., in section Il. Since the problump in temperature are denoted m{"2(0)’ Ni(0), and

abilities for the highly excited vibrational levels to be popu- Vv(0). ) ) S )

lated by nonresonani—v exchange increase considerably 4, The vibrational (_j|str|but|on funct|0r1 of hmolecgles
(compared with the corresponding vibrational deexcitatiod” the channel of section Il was determined by solving the
probabilities as the translational temperatuFedecreases, it SyStem of equations

is desirable for the gas temperature in the channel to be quite

low. In specific calculations, we shall assume that the chan- i(NUV):l(Uu){NU}+|(U’\}|){NU}+|<U/§){NU}+|(w>{Nv}

nel walls are at room temperature, while the gas temperature dx v v v v

T in the channel is somewhat higher than the room tempera-

ture; this approximately takes into account some heating of (v=0,1,2,..,14 (4)

the gas in the channel by means wft and nonresonant

v—v exchange. Most of the calculations below are forwhere N,(x) is the density of vibrationally excited mol-
T=0.03-0.04 eV. Since the relaxation length of the gas ecules in the leved in the channel.

temperature is very small compared with the channel length The terms on the right-hand side of E@) take into

h,, we shall neglect the change in pressprever the dis- account successively—v andv—t exchange with hydrogen
tance~hy (Fig. 1b and we shall introduce a jump in the gas molecules and atoms and vibrational relaxation of molecules
temperatureA T=T,—T at the boundaryX=0) of the gas- on the channel walls. The corresponding expressions are for-
discharge gapsection ) with the channelsection I). For  mulated in the same way for both the discharge section | and
continuous pressurgs and neutrals fluxes at the boundary, channel Il. The terms describing-v andv—t exchange are
this results in corresponding jumps in the densil"\ﬁ:;s2 and expressed in the same matter as in Refs. 8 and 13.
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We shall discuss separately the terff¥{N,}, describ-  been found~2*The most complete data known to us on the
ing the interaction of molecules with the channel walls. Inprobabilities of surface deactivation of, kholecules on cop-
contradistinction to the discharge section I, in channel Il,per are contained in Ref. 23. In Ref. 23 it was shown that for
where there is ne—v exchange, the specific form of the the comparatively low kinetic energies of, kholecules in-
termsl ,(jW) is very important, since it strongly influences the teracting with a wall E;, <0.1 eV, as studied in the present
VDF f,(x) formed there. It is convenient to describe thework), the surface deactivation is due to the tunneling of H
losses of vibrationally excited molecules at the walls by in-molecules through the surface potential barrier, and the prob-
troducing a corresponding effective lifetimeg, so thatl ,(JW) ability w, (Eyi,) of such tunneling was determined as a func-
x{N,}=—N,/7,. For a gas at rest in a gap with parallel tion of the vibrational quantum number for v<10 and
flat walls, the expression far, can be written by analogy to molecular kinetic energ¥y;, >0.1 eV. In the present work

Ref. 18 in the form we sety,=w,(E,) in the calculations. The data of Ref. 23
were extrapolated to vibrational numbers 11-14. Since it

A2 L 2—y, is difficult to extrapolate the data of Ref. 23 into the region
TU=D—Sd+ U: v, (5) E.in<<0.1 eV, in the present work the valuesvaf calculated

for E;,=0.1 eV have been used in the calculations. For
Here A=L/ is the effective diffusion length for a planar some values ob this appreciably increases the probability
geometry;D3d=(377/16\/5)uIH2 is the self-diffusion coeffi- W, of surface deactivation of the molecules. It was assumed

cient of H, molecules®p = 8kT/77MH2; |H2: 1/NH2;(l) is that in the case of stationary gas flow the interaction with the

h ; h of lecules: andy. s th babil wall does not change the total number gf tdolecules in the
the mean free path of Hnolecules; andy, is the probabil- g, i o the decrease in the number of vibrationally excited
ity that a H, molecule excited to the level vanishes at the

molecules as they relax on the wall is compensated by de-
wall. The first term on the right-hand side of E§) is much 4 P 4

) 2 sorption of ground-state molecules=0) from the wall. In
greater than the second termsif>(37%/82)(I,/A). IN Rt 23 two sets of data were obtained, corresponding to two

this caser,=74=A%/Dgy, Where 74 is the time for mol- gifferent orientations of the molecular axis relative to the
ecules to diffuse to the wall, which does not dependypn  surface — parallel to and perpendicular to the surface —
Sincely, /A<1, this limit in any case obtains foy,~1.In  wjth the molecule located at the top of the potential barrier at
the opposite limiting case of very smally, (v, the solid—gas interface. The calculations showed that the re-
<(3772/8\/§)(IH2/A)), 7,=2L/(y,v) and the lifetime is sults are essentially independent of the orientation of the
much greater than the diffusion timg. It is shown in the molecule. We employed the data referring to the case in
Appendix that when certain conditions are satisfied an exwhich a molecule located at the top of a potential barrier is
pression of the typ&"’{N,}=—N,/r,, wherer, is deter- oriented perpendicular to the surface.
mined from Eq.(5), correctly describes the loss of particles 6. We shall now examine the computational results. In
(molecules, atoms, and so)dinom the gas flow at the wall. the calculations, the densityy(x) of hydrogen atoms along
Since the second term in E¢) in the limit of very smally,  the channelsee Appendixwas found simultaneously with
is quite obvious and its use for a gas at rest or a moving gae VDF of the H molecules from the system of equations
requires no justification, the analysis is made in the Appen{4). In accordance with Eq(A8) Ny(x) was determined
dix for the example of the calculation of particle losses fromfrom the equation
the flow in the opposite, diffusion limit, for whicl,~1 and
T=14. The specific calculations were performed for the i(N V)= —Ny/7H (6)
losses of atomic hydrogen diffusing from the flow to the dx - HETd
channel wall in section Il. The diffusion coefficiebt;, of o -
atomic hydrogen in molecular hydrogen is taken from  AS initial conditions(at x=0) for Egs.(4) and(6) we
Ref. 20. used the known VDR(? and the known molecular density
5. We shall now consider the calculation of the prob-Ni,(0)=N{)To/T and atomic densityNy(0)=N{P'To/T
abilities y, of surface deactivation of molecules on the chan-established after the temperature jump in the gas at the chan-
nel walls. The calculations performed in the present papemel entrance. The computational results are displayed in Figs.
both taking into account and neglecting the surface deactivatb and 4, 5, and 6.
tion of H, molecules, using expressidid) show that the The ratio of the VDFf ,(x) formed during the hydrogen
VDF f,(h,) of H, molecules in high vibrational levels de- flow in the channel, to the initial VDFU(0)=f§°) formed in
pends strongly ony,. This makes it necessary to take ac- the discharge is presented in Figs. 4a, 5a, and 6a. One can
count of the specific mechanism of the interaction of H see that the process leading to the establishment of the VDF
molecules with the walls in the theoretical analysis of thef,(x) in the channel can be divided into two stages. At the
flow of vibrationally excited hydrogen in the channel. first stage the populations of the highly excited vibrational
It is obvious that to decrease losses of vibrationally ex-states decrease rapidly as a result of the rapitirelaxation
cited molecules at the walls the channel walls must be maden the hydrogen atoms, which is a consequence of the very
of a material with the largest possible potential barrier forlarge values of the constants fort exchange of H mol-
adsorption of molecular hydrogen on the surface. In whatcules with H atoms. At the second stage a very stiéog
follows, as an example of such material, we consider coppecgertain levels by many order of magnitydacrease of the
for which values of the barrier in the range 0.8—1.5 eV havepopulations occurs as a result of vibrational pumping by non-
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FIG. 4. Variation of the vibrational distribution function during hydrogen flow in a charmet Along the channglthe numbers of the vibrational levels are
indicated on the curvgsb — vibrational distribution function at the beginning and end of the charinek f,(0), 2 — f,(h,); h,=3.5 cm; the discharge
parameters and the gas temperature in the channel are the same as in Fig. 1b.

resonant —v exchange in the cooled gas. We note that therig. 4 this difference does not exceed one order of magni-
increase in the populations of the vibrationally excitegd H tude.
molecules accompanying—v exchange was observed in Figures 4b and 6b display the initieiL(O)=ff)0) and
Refs. 25-27 in the afterglow of discharges containing vibrafinal f,(h,) molecular VDFs. Figures 5b and 6b show in
tionally excited hydrogen. Figure 5c displays separately oraddition plots of the quantities
an enlarged scale the initial stage of deformation of the VDF )
of the molecules at the channel entrance. Figure 5c refers T, (hT))= fu(K,(Te)
mainly to several upper levels and illustrates the initial in- virTe <KDA(hrTé)>’
crease(cf. Fig. 59 in the populations of the highest levels
due to their population by recombination processes when thwhere
gas temperature decreases by an amduint

The results displayed in Figs. 4 and 5 were obtained  (Kpa(h, D))= f,(NK,(T}) 8
taking account of the vibrational deactivation of hol- Y
ecules on the channel walls. The results presented in Fig. i is the effective dissociative attachment constant, which
were obtained for the same parameters of the discharge amjilves the total rate of H formation due to electron attach-
flow as in Fig. 5 but neglecting the vibrational deactivation atment to all vibrational levels.
the walls, i.e., fory,=0. Comparing Figs. 5a and 6a shows The quantityl’,, is the probability(normalized to 1 of a
that in the example considered taking account gfddacti- H™ ion being produced in the process of dissociative attach-
vation on the channel walls decreases the VIQFh,) by  ment of electrons having temperatuf¢ to molecules ex-
approximately two orders of magnitude for the vibrationalcited to the levelv and possessing a VDF,(h). Here
levels whose populations are most intensively enhanced iK,(T,) is the corresponding dissociative attachment
the channel. In a variety of other examples the differenceonstarft andh is the channel length. The quantify, char-
between the computational results obtained taking into acacterizes the relative contribution of different vibrational lev-
count and neglecting surface deactivation is much smalleels to the dissociative attachment process. It is assumed that
For example, for computational parameters corresponding tthis process occurs in the chamber into which the vibra-

()
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FIG. 5. Same as Fig..4. — Along the channdithe numbers of the vibrational levels are indicated on the clirbes- vibrational distribution functions and
relative contribution of different levels to dissociative attachment at the beginning and end of the clharng)(0), 2 — f,(h,), 3— I',(0.07 eV}, 4 —

Ir'y(hy, 0.7 eV}, 5—TI',(h,, 0.2 eV); ¢ — initial stage of vibrational relaxation in the channel: the parameters of the discharge plasma are the same as for
Fig. 2; the gas temperature in the dischalge=0.06 eV and in the chann@=0.03 eV;j=4.5 Alcn?, j=5 Alcn?, U=7.9V, ¢;=8.65V, ¢,=0.75 V.

tionally pumped hydrogen flows and in which the electronsdissociative attachment. The largest increase in vibrational
have a Maxwellian distribution with temperatu€ . One  pumping of B molecules in the channel is achieved on the
can see how after passage through the channel the maximuevels v=9-12. Although these levels make a relatively
of I", shifts to higher values af, i.e., to higher values of the small contribution to the dissociative attachment, their vibra-
dissociative attachment constafts the present paper the tional pumping can be very substantial in a variety of plasma
channel and flow parameters were not optimized for the purehemical applications.

pose of maximizing the effective constaitpa(h,Ty)) as a In summary, it was shown that a very considerable in-
result of the passage of vibrationally pumped hydrogercrease in the populations of vibrational states of the hydro-
through the channel. A special paper will be devoted to thiggen molecule in a quite high part of the vibrational spectrum
subject. Here we shall examine only the choice of the optican be obtained by appropriately organizing a flow of vibra-
mal electron temperatur€, for dissociative attachment in tionally pumped hydrogen in a channel.

the chamber into which the vibrationally pumped hydrogen  This work was supported by Grant INTAS No. 94-316.
flows. In Fig. 7(cf. Fig. 8 in Ref. 4 the effective dissociative We thank Yu. Z. lonikh and S. M. Shkol'nik for a
attachment constant is plotted as a functioT pffor several  helpful discussion.

computational variants: without enhancement in the channel

(curvel) and after “enhancement” of the vibrational distri-
bution in the channelcurves2 and 3, for which the vibra-
tional deactivation of molecules on the channel walls is and  The diffusion of H atoms in a flow of molecular hydro-
is not taken into account, respectivelpne can see that the gen is described by the equation

greatest gain ifKp,) is obtained at low temperatufg,,

when comparatri(vely %igh vibrational levels£7-9), whoese V- VNy= D1V *Ny=0, (AD)
populations are appreciably enhanced as a result of vibravhereV=V(0) is the flow velocity at the entrance into the
tional pumping in the channel, make the main contribution tochannel of section Il

APPENDIX
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FIG. 6. Same as in Fig. 5 but neglecting vibrational deactivation of molecules on the channel walls.

In Eq. (A1) the recombination of atomic hydrogen into a c
H, molecule inside the chanrfland the change in the flow (Np)= >, N(0)
velocity V on the initial section of the channel are neglected. k=1

The boundary conditions to EA1) correspond to prescrib- X | 14+ (—1)k*?
ing the initial distributionN,(0,y) of the atoms at the chan- Xex;{ —[V1+(8k)*— L N
nel entrance and setting the density, Nn the absorbing
walls and at infinity equal to zero: (A6)
Under the conditions considered here one sl
N(X,0)=Ng(x,L)=0, A2 . .
HOGO)=NH(X,L) A2 (6=0.5), and the important values gfare those for which
Nyy(,y) =0. (A3)  x~V7{, ie., A/x=4/2. Then it is sufficient to take into
account only the term witkk=1 in the sum ovek in Eq.
ExpandingNy(x,y) in a Fourier series (A6). This gives
oo _mky 2N, (0) X
Nu(X,y)= Ny(Xx)sin—-— Ad - B
HOy) = 2 Ry(osin—- (A4) (Noy=—T—exR ~ (A7)
and substituting expressidA4) into Eq. (Al) we find and
- diy  (Nw)
=>N —— == , (A8)
NuOy) = 2, Ni(0) ax

X k where Iy=V(Ny) is the atomic hydrogen flux density
Xexp[ —[V1+(k)?- oy Sinxy, (A5)  averaged ovér tr?e cross section.
One can see from E@A8) that the quantitied and /")
where5=2A/V7{) and 7" =A?/D,,. introduced above are indeed the effective length and effec-
From Eq.(A5) we determine the atomic hydrogen den- tive diffusion time, respectively, of atomic hydrogen from
sity (Ny) averaged over the cross section of the channel the core of the flow to the channel wall. FOAZ V4 an
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The problem of supersonic three-dimensional flow over sharp cones is solved using the system
of Navier—Stokes equations in a locally conical approximation. Numerical solutions are

found using an implicit finite-difference scheme with second-order exponential approximation of
the equations with respect to the cross-flow coordinate. The appearance and development

of cross-flow separation on the leeward side of the cones in a laminar regime of gas flow in the
shock layer are investigated. @98 American Institute of Physid$§1063-784£8)00310-9

INTRODUCTION the cone half angle, the Reynolds number, the Mach number,
nd the temperature of the surface in the flow is obtained
j?rom the numerical solutions of the Navier—Stokes equa-
ions. The change occurring in the structure of the gas-
ynamic field and the pressure, heat flux, and friction stress
istributions on the surface of cones when the conditions of
rﬁﬂw over the cones change is investigated.

As the angle of attack increases, the three-dimension
supersonic flow over conical bodies is accompanied b
cross-flow separation, which results in the formation of al
very complicated vortex structure on the leeward part of th
body. The formation of vortices has a substantial effect o
the aerodynamic characteristics and the heat transfer betwe
the gas and the surface in the flow. An important feature of
flow over conical bodies which have a smooth contour of theSTATEMENT OF THE PROBLEM
cross section, in particular, circular cones, is that the position

of the point of cross-flow separation is not known in ad-gqnic fiow over sharp cones is performed assuming locally
vance. The appearance of cross-flow separation and furtheg .- gas flow in the shock lay&rThe Navier—Stokes

development of the structure of the gas-dynamic field on the, ations are written first in a cylindrical coordinate system
leeward side of the body are determined by molecular transg

. y i i x,r,9), where thex axis is aligned along the longitudinal
port and viscous—nonviscous interaction processes, Whichyic of the cone. Next it is assume that the values of the

makes it necessary to use the Navier—Stokes model in the,s 4y namic functions remain unchanged along rays drawn
calculations. Numerical investigations of three-dimensiona

) from the vertex of the body. Under this assumption
supersonic flow over sharp cones have been performed in ;|

this model, for example, in Refs. 1-6. Besides cross-flow X xar
separation, the computational results demonstrate character-
istic features of the flow, such as the appearance of secondnd the calculation of three-dimensional flow over the body
ary vortices and internal shocks, increase in the heat flux toeduces to solving a two-dimensional problem in the plane
the surface of the body in the leeward part of the symmetrx= const, whose distance from the vertex of the cone is
plane of the flow, change in the shape of the forward shockletermined by the value of the Reynolds number Re
wave, destruction of the symmetry of the separated flow, ane p..V..X/ u.. . Here the subscript marks parameters of the
transition to a nonstationary periodic regime of flow over theunperturbed incident flow. The applicability of such an ap-
body. However, the existing results do not contain systemproximation for calculating three-dimensional supersonic
atic data on the conditions for the appearance of these chaflow over sharp conical bodies is confirmed by the satisfac-
acteristic features and the development of structure of flow ilory agreement of the results with the solutions of three-
the shock layer. Even for circular cones, the computationatlimensional problems and with the experimental ddta.
results refer to a comparatively narrow range of flow condi-  The boundary conditions of the problem are formulated
tions that corresponds to existing experimental data for Reyas follows. All components of the gas velocity vanish on the
nolds numbers Re10° and high supersonic Mach numbers. cone surface. Moreover, the temperatilijeor the condition

In the present paper we present computational results faf thermal insulationdT/dn=0 is prescribed. The outer
flow over sharp circular cones at incident-flow Mach num-boundary of the computational region is set at the forward
bers 1.5 M..<8, Reynolds numbers #&Re<10°, and  shock wave. Here the Rankine—Hugoniot relations are used
relative angles of attack<Q«a/9.<3, wherea is the angle as boundary conditions. Under these conditions the flow in
of attack andd, is the cone half angle. The appearance ofthe shock layer is stationary and symmetric relative to a
cross-flow separation in the laminar regime of gas flow in theplane containing the velocity vector of the incident flow.
shock layer is investigated for flow over circular cones. In-Correspondingly, the computational region is bounded by the
formation about the limiting values of the angle of attack forhalf plane Gs9< = using the symmetry conditions at the
which cross-flow separation arises and their dependence dyundaries.

The numerical investigation of three-dimensional super-

@
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In the calculations the model of a homogeneous perfecin the convective terms of the equations caused the numeri-
gas with specific heat ratip= 1.4 is used. The coefficient of cal solution to oscillate in the circumferential direction. The
viscosity is calculated using the Sutherland formula for airoscillations were eliminated by switching to one-sided dif-

and the Prandtl number £60.72. ference approximations using+() splitting of the corre-
sponding matrix of coefficient$
NUMERICAL METHOD aX ax\t ax\R
—=C*|—| +C7|—] ,
A change to the new independent variables s Js s
r—r 9 D+|[D| __ _ _D-ID|__
n= L ) C*=R >—R 1 C =R >—R L 7)
Fs—ry T

transforms the computational region into a unit square. HerélereD is a diagonal matrix of eigenvalues of the mat@x

r=r, andr=ry(9) is the equation describing the contours R iS @ matrix con3|st|ng.of the right-hand eigenvectors of the

of the cross section of the body and the forward shock wavéhatrix C; the superscriptd. and R correspond to left and

in the sectionx= const. right one-sided difference formulas. In the method em-
The stationary solutions are found by relaxation using &loyed, the calculation of each step in time is performed by

constant-direction numerical methddfter a change to di- iteration. All of the coefficients of the equations, terms con-

mensionless variables, the Navier—Stokes equations in tH&ining derivatives with respect & and free terms are cal-

locally conical approximation assume the form culated from the results of the preceding iteration. As a re-
sult, the system of difference equations in the current
%_ i i(A% i B%JFCﬁJF D X+E=0 iteration decomposes into independent linear subsystems on
gt pRednl dn an Js ' the rayss= const. In the above-indicated method of differ-
(3)  ence approximation of the equations in the transverse coor-
aX aX aX dinate, these subsystems have tridiagonal block matrices of
eE+b%+cE+d X+f=0. (4) coefficients and can be solved by vector elimination. The

position of the forward shock wave is determined at the same

HereX={Tuwvp}' is a column vector of the desired func- time that the field of the gas-dynamic functions in the shock
tions; T, p,andp are the temperature, pressure, and density ofayer is calculated. For this, the condition that the surface in
the gas, respectively, v, andw are the components of the the flow is impenetrable is used; this condition is transported
velocity vector in thex, n, ands directions, respectively. The to the outer boundary of the computational region and
matrix equation(3) includes the equation of energy balanceattached to the Rankine—Hugoniot relations.
and the equations for the components of the momentum in  The difference scheme employed is of second-order ac-
the x and s directions, and the matrix equati¢d) contains  curacy in both spatial coordinates. Depending on the condi-
the equation of momentum balance in a projectiommand  tions of flow over the body, several tens to several hundreds
the continuity equation. of time steps are required to establish a stationary solution.

The initial equations are approximated by a two-layerThe number of iterations in the calculation of a new time
implicit finite-difference schenfein which an exponential layer varied from 1 to 4. A large part of the calculations was
approximation is used in the transverse coordimefier Eqs.  performed on a mesh containing 31 ragrsconst with 51

(3), while difference formulas of the type mesh points on each ray. The coordinate transformations de-
gf f_f scribed in Ref. 7, which increase the density of mesh points
i e B 1,...], (5) in regions where the gradients of the unknown functions are

n n

large, were used to construct the difference mesh.
wheref stands for any of the unknown functions, are used for
Egs.(4).

The first element of the vectdrin Egs. (4) contains a
repeated derivative of the normal component of the gas ve- The computational results in dimensionless form are pre-
locity. This derivative can be approximated by a symmetricsented in the figures. The pressure and heat flux are scaled to

COMPUTATIONAL RESULTS

difference formula p..V2 andp..V2 , respectively. The coefficient of friction is
determined as the ratio of the friction stress on the cone

i(luﬁ_v) P12 0) = (V105 -1) , surface top..V2 . The temperaturd,, of the cone surface is
Jgn\= dn 2(An)? given as a fraction of the stagnation temperaflifeof the
. incident flow. In the cases where the temperaflieis not
1=2,... =2 ©) indicated, the results correspond to a thermally insulated
At the mesh points near the boundari¢s-(,j=J—1) cone surface.

asymmetric, approximations are used instead of(Bqg. We shall examine first the computational results refer-

Repeated derivatives with respectstand mixed deriva- ring to the appearance of a cross-flow separation. Figure 1
tives in all equations are approximated by central differenceshows the limiting angle of attaek* at which the cross-flow
relations. At large Reynolds numbers (R#0%) the use of separation of flow appears versus the cone half angle for
central difference formulas for derivatives with respecsto three values of the Reynolds number. The limiting angle of
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FIG. 1. Limiting angle of attack versus the cone half angle,=2; Re: FIG. 2. Limiting angle of attack and the coordinate of the separation point
1— 10 2 — 3770.3 — 105 versus the Mach number. R40*, 9,=10°, a=20°, T,,=0.25T*.

attack was determined from the change in sign of the derivawhich shows lines of constant values of the vorticity of the
tive of the circumferential component of the coefficient of cross flow on the leeward side of a cone with half angle
friction C;, at the points=1.0. One can see in the figure J.=12° and angle of attack=10°. The values of the vor-
that, in the first place, the limiting angle of attack decreasesicity are scaled td/,. /x. As follows from Fig. 1, in the case
as the Reynolds number increases. In the second place, thehand the angle of attack is somewhat larger than the criti-
dependences are nonmonotonic: this indicates that the real value. The figure shows that cross-flow separation starts
gime of nonseparated flow over the body lasts longer fonear the intersection of the contour of the body with the
cones with half angles £29.<18°. As the Reynolds num- symmetry plane. As the angle of attack increases and sepa-
ber increases, the maximum in the dependemtéd,) be- rated flow develops, the center of flow moves away from the
comes sharper. Fof#=16° in all cases studied one has surface of the body and the symmetry plane.
a* <., i.e., separation occurs before the generator of the The structure of the velocity field of the cross flow and
cone, 9= moves into the ‘“shadow” region. For its dependence on the temperature factor and the Reynolds
9=16° the limiting angle of attack can, depending on thenumber at large angles of attack are shown in Figs. 4a—4c.
Reynolds number, be less than or greater than the cone haifere one can see the presence of a developed separated flow,
angle. The dependence of the limiting angle of attack on the&vhose intensity increases as the surface cools and the Rey-
Mach number of the incident flow, shown in the next figurenolds number increases. Figure 5 displays for one variant of
(Fig. 2), is close to linear. As the temperature of the surfacehe flow conditions the lines of constant values of the Mach
in the flow decreases;* decreases somewhat. The tempera-number of the cross flow M=\uZ+w?/c, wherec is the
ture factor becomes less influential as the Reynolds numbéocal value of the sound velocity. The dotted curves corre-
increases. spond to M= 1.0. The unique form of the sonic line near the
The onset of cross-flow separation is illustrated in Fig. 3leeward part of the symmetry plane is interesting. It is also

~“~o

0.2z
FIG. 3. Isolines of the cross-flow vortic-
ity. M, =2, Re=1C°, §,=12°, @=10°.
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seen in the figures that under the indicated conditions thdetermined more by the change in the angle of attack than
forward shock wave has the normal form with maximumthe cone half angle. This is evident from the fact that the
departure from the surface of the body in the leeward part o€ontraction of the region of separated flow due to a decrease
the symmetry plane of the flow. This shape of the forwardin « is greater than the expansion of the region due to the
shock wave was also obtained for other flow conditions. same decrease ifi.. For a/9.=2.3 the dependence of the
Figure 6 shows the position of the point of cross-flow size of the separated region on the cone half angle with the
separation of the flow as a function of the angle of attackatio «/<. held fixed becomes nonmonotonic. Comparing
scaled to the cone half angle. One can see that for not tothe results for the cases of a thermally insulated cone surface
large values of the ratiax/ 9., as the angle of attack and a surface at a fixed temperat@dashed and solid curve
increases withd, held fixed, the region of separated flow 2) demonstrates the expansion of the region of separated
becomes wider, and, conversely, as the half anglein-  flow when the surface in the flow is cooled. The results pre-
creases withy held fixed, this region contracts. This behav- sented in Fig. 6 are in qualitative agreement with existing
ior persists up to a value of the relative angle of attack thatheoretical and experimental d&t&'! for large Reynolds
decreases as the cone half angle increases. Further increamenbers.
of the angle of attack has virtually no influence on the size of  For large angles of attack, as the Reynolds number in-
the separated region. It follows from the results presentedreases, a secondary separated flow arises. This effect is
that for o/ 9.<2.3 the size of the region of separated flow isdemonstrated in Fig. 7, which displays lines of constant vor-
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nolds numbers the computed flow structure on the leeward

o _ side of the cone corresponds to the experimental reStits
ticity of the cross flow near the wall on the leeward side of  Raguits demonstrating the influence of the Reynolds

the.cone. Figure 8 shows the change in the boundaries of the,mber on the change in pressure, the longitudinal compo-
main (curvesl) and secondarjcurves2,2) separated flows  nant of the coefficient of friction, the angle of deflection of
as the Reynolds number increases. The solid lines corrgpg jimiting streamlines, and the heat flux on the cone surface
spond toT,=0.25T*, and the dashed line corresponds t0re gisplayed in Figs. 9a—9d. The angle of deflection of the
T,=0.50T". The figure also shows the results of jiniting streamlines from the direction of the generator of the
measurements. It is evident from the results presented that cone was calculated from the formuBa=tan™ *(C;,/C,),

the_ influence of the temperature factor on the size of th‘_?/vherecfl andC;, are the components of the coefficient of
main separated flow decreases as the Reynolds number igyace friction along the generator and in the circumferential
creases. The dependencedfon the Mach number of inci-  jirection.

dent flow is shown in Fig. 2. Attachment of the main sepa-  Tne changes in the distributions of the above-indicated

rated flow to the cone surface occursiat 7. As one can antities reflect the change in the flow structure in the shock
see from Fig. 7, for sufficiently large Reynolds numbers &5yer a5 the Reynolds number increases. This change consists

secondary separated flow arises inside the main separatgfi; yecrease of the thickness of the boundary layer on the

flow. The variation of the coordinates of the points of sepa<,ingward part of the cone, intensification of the separated

ration and attachment of t,he secondary separated flow iy in the leeward region, and appearance of a secondary
shown in Fig. 8lines2 and2’, respectively. For large Rey-  \ortex. The coefficient of friction and the heat flux in the

windward region vary with increasing Reynolds number ac-
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FIG. 6. Angular coordinate of the point of cross-flow separation versus the
relative angle of attack. M=2, Re=3770,9.: 1 — 5,2 — 10,3 — 15°; FIG. 8. Boundaries of the separated flows versus the Reynolds number.
dashed curve —F,,=0.25T*. M.=2, 9.=10°, «=20°, & — experiment of Ref. 11.
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cording to the boundary-layered law, i.e-,1/\/Re. The ef- 0n the cone half angle, the Reynolds and Mach numbers of
fect of a cross-flow separation on the distribution of thesehe incident flow, and the temperature factor was investi-
quantities is manifested as a breakdown of their monotonigated.
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In a numerical analysis of the dispersion relation describing capillary motions in a thin film of a
viscous, surface-charged liquid with fluctuation forces taken into account, it is found that

the critical conditions of instability of the free surface of the liquid for a fixed thickmkskthe

liquid film in the region where the influence of the fluctuation forces is lddge100 nm

depend strongly on the wave number and do not depend on the viscosity of the liquid, that the
fluctuation forces strongly affect the wave number of the most unstable wavelength and
decrease the instability growth rate, and that the capillary motions of the liquid admit an analogy
with gravity—capillary motion and can be interpreted as fluctuation—capillary motions.

© 1998 American Institute of Physids$1063-784£98)00410-3

The instability of a charged surfa¢@onks—Frenkel in-  vector in the direction of the Cartesiaraxis), determine the
stability (TFI)) of a thin liquid film on a solid substrate is direction of motion of a capillary plane wave-exp(st
encountered in many academic, technical, and technologicattikx), and let the plang=0 coincide the free unperturbed
problems: the problem of the stability of a water layer on thesurface of the liquid ¢ is the complex frequency is the
surface of an ice corémelting hailstongin a thundercloud wave numberf is the time, and = y—1). Let the function
or in a vacuum liquid mass spectrometer; the problem of th&(x,t) = & exp6t+ikx) describe a small perturbation of the
stability of a layer of liquid metal in liquid-metal ion sources, equilibrium flat surface of the liquid by a thermal capillary
where electrospraying occurs from the lateral surface of th&vave motion of very small amplitudes¢~ (kT/y) "% where
emitter tip along which the liquid metal is suppliésee, for ~ Kis Boltzmann’s constant anflis the absolute temperatgre
example, Refs. 193 Capillary oscillations and the TFI of a The fluid velocity fieldU(r,t) produced by the perturbation
liquid of finite depth have been investigated repeatédfy. £(x,) is an infinitesimal of the same order.

However, the merits of existing results, especially the  Current ideag about the nature o.f thgldis_joining pressure
asymptotic transitions to a thin layéigreatly diminish for do not ha\{e a rlgorous_theoretmgl Justmcatlon and do not
films of thicknessd<100 nm. As shown in Ref. 5, for such admit a universal analytical description of the phenomenon.
a film the intermolecular interaction of the liquid with the ASPIring only to a qualitative estimate of the degree to which

solid substrate must be taken into account. This interactio"'S Pheénomenon influences the TFI, we shall confine our-

leads to the appearance of an additional pressure, the Sg@lves to a model where the disjoining pressure on the per-

called disjoining pressure due to fluctuation forces, WhichturbecJI surfacef(x,t) is related with the thickness of the

increases rapidly as the thickness of the liquid layer degeformed layer as

creases:~d " (3<r=4). It is reasonable to expect the A
critical conditions for the TFI in such a system to chafije. Pyq= 3
existing works on the TR®"%the disjoining pressure was (d+¢)
neglected or the electrohydrodynamic instability was anawhich corresponds to the theoretical model of Ref. 5. The
lyzed in the model of an ideal liquid. value of the constanA=10 12 erg is determined only in
1. We shall solve the problem of calculating the spec-order of magnitude. To linearize the problem, an expansion
trum of capillary waves on a flat charged surface of an ideof P, linear in &€ nearz=0 must be used:
ally conducting liquid layer, adjoining the vacuum, of thick-
nessd, density p, viscosity v, and surface tensiow in a
gravitational fieldg and an electrostatic field. The top me-
dium has a dielectric constaat The intensityE of the elec- Pe=—,
tric field at the surface of the liquid is determined by the d?
potential difference between electrodes: the bottom electrode  11¢ Jinearized system of equations of hydrodynamics
at z=—d, on which the liquid layer lies, at potenti#;  of 5 viscous liquid has the forfNote: hereA denotes the
=0 and a parallel counterelectrode, separated from the SUl-aplacian operatdr
face of the liquid by distanck, at potential®,=V. y 1
Let thex axis of a Cartesian coordinate system, whpse Ju
axis is directed vertically upwards,|—g (n, is the unit W__;_)VP(UHVAUJFQ’ @

z=0: Pd:PdO+ Pdl!

A 3A
Pon=——¢&. 1
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divU=0, ()
z=—d: U=0, (4)
z=0: - ag(;t(,t) +U,=0, (5)
n-(w-V)U+ 7 (n-V)U=0, (6)
—P(U)+pgé+2pvn-(n-V)U—Py; (&) — Pe(§)
+P,(§)=0, (7
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P . P G o 20
Xoz (9X2 (922 B ( )
9 aerzp 22TV g P
P TPYE+2pv 2 axaz d1(8) = Pe(§)
+P,(£€)=0. (21)

The system of equation€l4)—(16) with the boundary
conditions(17)—(21) comprises the hydrodynamic part of the
problem in a scalarized form. The electrical part of the prob-

whereP(U), Pg(£), andP (&) are corrections to the hydro- lem (8)—(11) can be solved by the methods of classical elec-
static, electrostatic, and surface tension pressure forces du@dynamics, and it is not difficult to shdfvthat

to the perturbatiorg of the surface, which are all first-order

infinitesimals in&;1%1 P, is defined in Eq(1); and,n and =

are unit vectors normal and tangent, respectively, to the sur-

face of the liquid.
The electric potentialsb, in the liquid and®, in the
external medium each satisfy Laplace’s equation:

AD,;=0 (i=1,2 (8
with the boundary conditions
z=—-d: ®,=0, 9
z=h: o,=V, (10
z=¢& O =0, (11

2. The problem was solved by the method described in

detail in Ref. 10 — separation of the velocity fied
=U(r,t) into two components: a potential componéntth
velocity potentiale(r,t)) and a rotational componeliftle-
scribed by a stream functio#r(r,t))

_do AY 17
X—W - E: ( )
do V¥
=t o (13
Finally, the scalar equations fgrand¥ are
i AV =0 14
— ~vA¥=0, (14)
Ap=0 (15
and the expression fde(r,t) is
de
P(U)= - poz (16)

_pE

Substituting expressiond2) and(13) into Egs.(2)—(7)
gives the boundary conditions fgrandV¥:

do IV

Z=—40. 5— E—O, (17)

do V¥

2z (7_X_0’ (19
9 de IV

z=0: E_ E W' (19)

=

Pe(£) =Wk coth(kb), w=j—w, E,=Vib.

The parameteWV is proportional to the surface charge
density on the unperturbed surface. The expression for the
correction to the pressur@, due to surface tension in an
approximation linear ir¢ is®

az
P ~— ot
X

3. We shall seek the solutions of the systé¢bd) and
(15) which are bounded and periodic ¥in the chosen co-
ordinate system in the form

¢=(C4sinh(mz +C, cosimz))exp(st—ikx), (22
¥ =(C;sinh(gz)+C, coshqz))expst—ikx), (23

whereC,, C,, C3, C,, ands are complex quantities.

Substituting expressior&2) and(23) into the boundary
conditions(17)—(21) yields a homogeneous system of five
linear algebraic equations for the unknown constadis
C,,C3,C,, andé,

GC,+2prqCa+F&y=0,

2pvkCy+GCy=0,

—C4 sinh(kd) + C, coshikd) — C5 sinh(gd)
+C,coshiqd) =0,

kC, coshkd)—kC, sinh(kd) +qCs cosiqd)
—qC,sinh(qd)=0,

C2+ C4_S§O:O,
where
14
G="2(R+q)), aP=K+sly,

3A
F=pg+ F-F ’ykZ—WkCOth(kb).

A necessary and sufficient condition for the existence of
a nontrivial solution of the system of equations obtained is
that the determinant consisting of the coefficients of the un-
known quantitiesC; and &, vanish:



1162 Tech. Phys. 43 (10), October 1998
G 0 2pvq 0
0 2pvq 0 G
—sinh(kd) coshkd) —sinh(qd) coshqd)
k cosiikd) —ksinh(kd) qgcoshqd) —qsinh(qgd)
0 1 0 1
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This condition gives a dispersion relation for the spec-ares=0 (q=k) ands=—vk? (q=0). All solutions of the

trum of capillary motions of the liquid in the system being
analyzed. In dimensionless variables, in whigky =d
=1, the dispersion relation has the form

4qk*(k?+g?) + (K*+g%)?
X (k sinh(k)sinh(q) — g coshk)coshq))
+4k3q(q sinh(k)sinh(q) — k costik)coshq))

Z(k,W)
V2

(q coshq)sinh(k) — k coshk)sinh(q)) =0,

qZE k2+slv,
Z(k,W)=kg+ 3Ak+k3—WI? coth(kb). (24)

Here the previous notation is retained for all dimensionles
guantities measured in units of their characteristic scale
0,=7v/pd, A,=vyd, v,=+vdlp, k,=1/d, s,=+pd/y,
W, =v/d, b, =d.

4. Equation(24) differs from the dispersion relation for

the analogous problem in which the disjoining pressure is

neglectedf only by the definition of the paramet@&i(k,W).

It is easy to see that it has many similar properties. Foﬁ

example, from the properties of hyperbolic functibitg it
follows that if (k,q) is a solution of Eq(22), then k,—q)
and (,q) are also solutions of Eq24) (q is the complex
conjugate ofg). The simplest obvious solutions of E@4)
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FIG. 1. Stability boundary for a charged free surface of a liquidk(W)

=0) with fluctuation forces taken into accoun&=10"% g=10"%,
b: 1 — 10,2—10¢%, 3—10°, 4—10¢%, 5—10°.

dispersion relation(24) are defined on the top sheet of a
Riemann surface and theoretically are observable.

5. The criterion for the onset of the TFI in the system is
Z(k,W)<0 (Refs. 10,11

Z(k,W)=kg+ 3Ak+k3—WI coth kb) <O0.

Evidently, the equatioZ(k,W)=0 describes in the co-
ordinates k,W) the boundary between the stabl&(k, W)
=0) and unstableZ(k,W)<0) states of the system. Figures
1 and 2 display the curves corresponding to the boundary of
stability for different values of the distanteto the top elec-
trode, with and without the disjoining pressure taken into
account, respectively. One can see that for wavelenyths
<10d the critical conditions are essentially independent of
the fluctuation forces. The presence of a disjoining pressure
has a large effect on the critical conditions for instability of

he free surface only in the range of wavelengths which are

much greater than the thickness of the film, but as one can
see from the figures, it is in this case that the critical condi-
tions in the formulation presented depend strongly on the
eometry of the system, characterized by the dimensionless
arameteb. It follows from Figs. 1 and 2 that in the situa-
on studied, the effect of the fluctuation forces on the critical
conditions for the TFI should be investigated for wave num-
bersk<0.01.

Two cases are of interest for a qualitative investigation
of the effect of the disjoining pressure on the instability of
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FIG. 2. Stability boundary for a charged free surface of a liquid
(Z(k,W)=0) neglecting fluctuation forcegg=10"°: 1-5 — same as in
Fig. 1.
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FIG. 3. Curves of the real component Ref the dimensionless frequency 0
versus the dimensionless wave numbkefor v=0.3, b=100, A=10"5,
g=10"° W: 1,2-10"?; 3,4—2%X10"?; 5,6—3%x10"2; a — on asmall
scale b — left side on a larger scale.
_10—10 »

thin films: the case where the Wavelength of the eXCitquIG. 4. Curves of the real component Ref the dimensionless frequency

wave is comparable to the distance to the top electrade, versus the dimensionless wave numkéor b=10°, A=10"5. The remain-

=P, and the casé>\. For k=0.01 the valueb= 10 and ing parameters are the same as in Figa 3— on asmall scaleb — left side

10°, respectively, were chosen to model these two situation<f @ on a larger scale.

The results of a numerical investigation of Eg4) are pre-

sented in Figs. 3 and 4 in the form of curves of the real part

Re s of the dimensionless frequency versus the dimensioning pressure is taken into account. This is especially notice-

less wave numbek for different values of the paramete. able for the branche$ and2 in Figs. 3 and 4, which were

The branches of the capillary motions presented in these figzonstructed for lower values &. The maximum value of

ures characterize the behavior of the roots of the dispersiothe instability growth rate also decreases.

relation (24) that are associated with aperiodic instability of Figures 3b and 4a show in a larger scale the left-hand

the liquid film. Odd-numbered branches were calculated wittside of Figs. 3a and 4a, respectively, demonstrating that in a

a large contribution from fluctuation forces and even-system with the parametée>\ the disjoining pressure also

numbered branches were calculated without fluctuatiorimits the range ok of unstable wavelengths on the side of

forces A=0). Figures 3 and 4 make it possible to comparesmall wave numbers. This limitation is especially noticeable

the character of the effect of a disjoining pressure on the TFior W=2x10" 2 (branch3 in Fig. 43. For W<10"2 in a

for b=100 and 16. system withb>\ fluctuation forces stabilize the motions of
One can see from the figures that in both cases the fludghe liquid film in the entire range of values kf(Figs. 1 and

tuation forces decrease the interval of wave numbers of unda and 4l This result was already mentioned in Ref. 7,

stable wavelengths on the side of large valueskdiy an  where, however, the disjoining pressure was neglected, and

amount determined by the parameWr The wave number the effect described was due to the presence of the géem

of the most unstable wavelength decreases when the disjoimvhich takes account of the gravitational forces, in the defi-
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ReS surface of a liquid film of thicknesd<100 nm. The charac-
2-10°™ ter of the manifestation of this influence depends on the di-
mensionless parametér For b=\ and fixedW the influ-
ence of the disjoining pressure is manifested as a decrease in
2 the critical value ofk at which the motion in the system
becomes stable, a decrease in the valueaafrresponding to
A the most unstable wavelength, and a decrease in the maxi-
5107 k mum instability growth rate. Ib>X\ in addition to the ef-
fects indicated, then the range of valuesaif the unstable
harmonics is limited on the side of very small wave numbers.
Fluctuation forces stabilize capillary motions in a liquid film
for values of the paramet&<10 2 in the casex<d and
-2-107"}F for W=10"2 whenb=\. The motion of the liquid in thin
films should be thought of as fluctuation—capillary motion.

FIG. 5. Curves of the real component Ref the dimensionless frequency The phenomenon of fluctuation—capillary motion is analo-
versus the dimensionless wave numbaiith (1) and without(2) fluctuation t it il h

forces taken into account, for=0.3, b=100,A=10"%, g=10"°, andW gous 1o gravity—capillary phenomena.
=2x107%.

nition of Z(k,W). However, for the scaling chosen the di-

mensionless valug=10"° for real liquids is several orders M. D. Gabovich, Usp. Fiz. Nauk40, 137(1983 [Sov. Phys. Usp26, 447
of magnitude smaller than the dimensionless value of the (1983]

parameterA= 1075, while the sumkg+kA enters in the zA. G. Sailey, Atomization apd Spray Technolo@y 95 (1986. _
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The main parameters of the plasma of high-current hydrogen—cesium glow discharges of surface-
plasma(planotron and Penningources of negative hydrogen ions are determined using
contact-free spectroscopic methods and compared for identical discharge current densities. The
elemental and charge composition of the plasma is established. The temperature of the

hydrogen atoms and the energy of the visible-range radiation of the plasma discharge are measured
and estimates of the electron density in the plasma are made. The dynamics of the change

in the parameters of the discharge plasma of a Penning source — the densities of hydrogen atoms,
cesium atoms and ions, and molybdenum atoms — is tracked during a discharge pulse with
spatial resolution along two coordinates. It is observed that cesium atoms and ions and
molybdenum atoms are pent up near the cathode surfacel998 American Institute of
Physics[S1063-784298)00510-9

INTRODUCTION magnetic valve in the pulsed regime, while cesium was fed at
Negative-hydrogen-ion  sources  employ mainlya c_or:s:jant rate frcr)]T anTr?xternaI heated (iontaw}erthholdmg
hydrogen—cesium discharges. Such discharges have sm fysiated pyrographite. 1€ main parameters of the gas-
scharge chambers of the planotron and Penning sources

volumes and a complicated structure, and their paramete oll " disch | 100—600 V. disch
are strongly influenced by nonequilibrium processes occurVere as follows: discharge voltage N , discharge

ring at the electrodes. The characteristics of the plasma iﬁurrent 10-150 A, pulse duration 85.0_3.5’ pulsed repeti-
such discharges and the physical processes determining tHan frequency 1-10 Hz, magnﬁtlc field 0.5-1.5 kGs,
parameters of the plasma have not been adequately studigathOde otemperature 400-800°C,  anode temperature
because of the lack of reliable information about its param—zoo_400 C, planotron cathodeftsrea SZCFNG cathode area
eters. The plasma parameters of such discharges have be@R cr;?ér:ggden5|ty up to 1 em™?, and cesium density up

measured, as a rule, by probe methods, whose use is stron R/l ) ,
limited because of the small volumes of the plasma, the in- Several stable regime$-1V) of the hydrogen—cesium

fluence of the magnetic field of the source, and cesium addischarge were observed. The regimes differed by the dis-
sorption. Essentially the only reliable methods for investigat-Charge voltage and the form of the current-voltage charac-
ing the plasma parameters of such discharges ar@nstlc(ﬂg. 1e. The voltage(Fig. 109 and _dlscharge current
spectroscopic methods, which have a number of importarit '9- 10 pulses were nearly square. Regime IV was obtained
advantages: contact-free measurement of the plasma paraffl-& cesium-free, purely hydrogen discharge on electrodes
eters and no perturbation of the experimental object; highVith were degassed by preconditioning. The hydrogen—
sensitivity, unique selectivity, and high rate of measurement€Sium regimes |-l were distinguished by the amount of

of the plasma parameters; and, immunity to eIectromagnetiEeSium accumulated on the electrodes and were dgtermined
noise. by the temperature of the electrodes and the rate of introduc-

In the present paper we report experimental results ofion of cesium into the dlscharg_e. ) .
spectroscopic investigations of the plasma parameters of dis- _ 1 ne _discharge-plasma radiation passing through the
charges of H ion sources with planotron and Penning elec-_o'zx 10 mm diagnostic slit in the anode chamber, a collimat-

trode geometrids® and analyze the plasma parameters forng slit in a screen located inside the vacuum space, and
the same discharge current densities quartz glass in the wall of the vacuum chamber was focused

by a condenser onto the input slit of the detecting apparatus.
An anode chamber with four diagnostic slits 1-(%ig. 1b
was used to investigate the spatial characteristics of the dis-
The electrodes of the planéfig. 18 and PenningPIG)  charge. The radiation of the discharge plasma near the cath-
(Fig. 1b H™ sources were fabricated from ultrapure molyb- ode zone was investigated through slit I. This radiation was
denum. The external magnetic fielBl provided for oscilla- also investigated using slit IV with an angle of acceptance of
tions of electrons in crossed field&x B for the planotron the plasma volume near the cathode surface of the order of
and in parallel fieldsE||B for the PIG sources. Purified 2°. The total angular acceptance of each slit was 12°. The
hydrogen was fed into the discharge by means of an electrdetal angular acceptance of each slit was equal to 12°. The

SOURCE DESIGN AND PARAMETERS

1063-7842/98/43(10)/7/$15.00 1165 © 1998 American Institute of Physics
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csl"’ chromator and photomultipliers, which were calibrated with
a Sl 8-200u tungsten lamp. The dynamics of the intensities

1 MR 2 ¢ 1a 15 of the spectral lines of the elements in the discharge was

‘“‘ﬁ“&: b ,§s‘\\\\\\\ investigated on the edges of and during the discharge pulse.

The general character of the time dependences of the spectral
emission lines was determined using a RC filter, which was
used to cut off the high-frequency noise of the discharge. A
wider band detection system was used to investigate the
discharge noise.

SN

¢

I ° I orpnmmw The temperature of the hydrogen atoms in the discharge
was determined from the interferograms of thgllhe emis-
0 “dem sion spectrum, and the electron density in the plasma was

estimated from interferograms of the; Hine emission spec-
trum, which were recorded with Fabry—Perot interferom-
eters. Interference filters with high transmittance were used
to increase the detection efficiency. This made it possible to
obtain interferograms of spectral lines in the time of one
discharge pulse. The energy of the 400—800 nm radiation
from the discharge plasma was measured with a RTR-30S
w thermocouple bolometer.

400 EXPERIMENTAL RESULTS AND DISCUSSION
1. Spectrum and energy of the radiation of the discharge
plasmas

200 - \m The energy of the visible-rangd00—800 nm radiation

ol ¥/ of the discharge plasma of the planotron i 4teradians,

/\\I“ measured in one 85@s discharge pulse with discharge
I power 10 kW, was equal to 3.2 mJ.

The radiation spectra of the planotron and PIG discharge
plasma were essentially identical. A small difference was
FIG. 1. Diagrams of the gas-discharge chambers of plandtioand Pen- observed only in the intensities of individual spectral lines.
ning (b) sources of H ions (1 — cathode2 — anode B — magnetic field, ~ Besides the spectral lines of the main plasma components
I-IV — diagnostic slit3; oscillograms of the voltage pulde) and current  (hydrogen and cesiuna large number of lines of molybde-
pulse(d) of discharges of the sourcéthe scale division along the ordinate num sputtered from the cathode and lines of impurity oxygen
is 200 (c) and 50 V (d)); dependences of the voltage on the discharge . .
currents of surface-plasma sources of ans in regimes |-I1\(e). were observed !n the region of the spectrum 230-900 nm.

The Balmer series (i, Hg, H,, Hy) of hydrogen atoms,

the lines of cesium atoms Csl, singly-charged cesium ions
sections of the plasma between the electrodes were observ€gll (300-650 nmy doubly-charged cesium ions Cs(B50—
through slits Il and 1Il. The use of a number of diagnostic290 nm), and the lines of molybdenum atoms Mol and
slits and screens made it possible to determine the dynami&ngly-charged molybdenum ions Moll were also identified.
of the components and the main parameters of the PIG did=or high discharge currents, transitions from highly excited
charge plasma with spatial resolution in two coordinates. Ilevels (1~ 15) of cesium atoms were detected. The line
the figures, the discharge voltagk and the discharge cur- Spectra of hydrogen molecules were also observed in the
rentl4 of the sources are given in units of V and A, respec-€mission of the discharge plasma: Fulcheds system
tively; the discharge current densily is given in Alcnf; the  (580-620 nm and the electronic—rotational transitions
radiation brightnesB, is given in mWi/srcn®; the magnetic | 'TI;—B 'S, GXj—B'S in the region of the spec-
inductionB is given in 10 2 T; and, the scale division along trum 420-490 nm.
the abscissa in the oscillograms equals 230

0 20 40 &0 60 10 I,

2. Spectral line intensities of the plasma components

DIAGNOSTICS APPARATUS . .
Hydrogen. In regime | with low molecular-hydrogen

Four optical channels were used to detect the radiatiogoncentration in the gas-discharge chamber, the density of
from the discharge plasma. Spectrograms of the 230—900 natomic hydrogen in the discharge at low discharge currents
plasma radiation, which were used to determine the elemerwas proportional to the discharge current density. In this
tal and charge composition of the plasma, were recordedase, the brightnesses of the Balmer lines of hydrogen de-
with a STE1 spectrograph. The absolute and relative intenpended linearly on the discharge curréhigs. 2e and 2f
sities of the radiation in individual spectral lines of hydro- and on the density of the molecular hydrogen introduced into
gen, cesium, and molybdenum were recorded with a monahe discharge. The dependences of the brightnesses of the



Tech. Phys. 43 (10), October 1998 V. V. Antsiferov 1167

I 100 A 8, d o 100 A I

-]
] ]
\ 2
a a
h sl \\ H“ , H,‘ /l

s « Y, T

b ﬂ- b R e 100 A Iz
L]
b c
P, 100 A T\ “a

= \‘~-—--A---A-:A —
C ] b= ‘.'“'?"3 1 Ba-
7 I m v %
f 15+
BJ. e 62. i ES
o H
4 10} A 2
1 | 2 \\Z
or 1 1} ; \_ y
a5t S
5t d |A ) 1 7/ 1 L 1
l/rk‘H’*" : I T W N g w2,
1 1 ot 1 1 [l
FIG. 3. Parameters of the C852.1 nm) emission line of the discharge
g 4 a0 Jd 0 0 20 Jd plasma: oscillograms of the emission intensities in regimes, lla (b), and

Il (c) (scale division along the ordinate 0&, 5 (b), and 0.2 V(c)); spatial
Sistribution of the emission brightnesses over diagnostic slits I-1V in regime
| for PIG; emission brightnesses versus the discharge current ddgdity

a planotron(1) and PIG(2) in regime I(e).

FIG. 2. Parameters of the Balmer lines of hydrogen in the plasma discharg
oscillograms of the emission intensities in regime&@b and Il (c) (the
scale division along the ordinate equalga, 1 (b), and 2 V(c)); spatial
distribution of the brightnesses of the,Hine (1,2) and H; line (3,4) over
the diagnostic slits |-1V for PIG in regime I; brightnesses of thelide (e)
and H; line (f) as functions of the discharge current density for a planotron . .
(1) and PIG(2). probe measurements of the Hand H' ion densities in the

discharge of a surface-plasma source of idns, the effec-

tive reaction rate will beNy--Ny+-(ov)=10"cm?.s™1.
spectral lines on the discharge current were recorded in &he kinetics of the Balmer line intensities at high discharge
short time interval when the high currents were switched tccurrents was essentially the same in regimes | ang-ig.
low currents so that there would not be enough time for the2a), except for the pulse edges. The surge in the radiation
temperature regime of the electrodes to change. The intensitgtensity on the pulse edge in regime | attests to a relatively
readings were taken on the at the center of the pulse arigh contribution of atomic hydrogen desorbed from the sur-
adjusted for the spectral sensitivity of the photomultipliers.face of the electrodes in the gas-discharge chamber.
The kinetics of the radiation intensities of the Balmer lines at  In regimes -1V, despite the high discharge voltage and
low discharge currents in all diagnostic slits was identicalhigher hydrogen density in the gas-discharge chamber, the
and repeated the shape of the gas pulse of molecular hydr&almer line intensities had approximately the same values as
gen(Fig. 2b. The spatial distribution of the brightness of the for the corresponding discharge currents of regime |, and
hydrogen emission lines was uniform along the entire distheir kinetics repeated the shape of the discharge current
charge(Fig. 2d. It should be noted that the brightnesses in(Fig. 29. The rates of growth and decay of the Balmer line
the plots were calculated taking account of the acceptance aftensities(leading and trailing edges of the radiation pu)ses
the detection system for each diagnostic slit. in these regimes were identical to the rates of growth and

As the discharge current increased, the growth rates adecay of the current in the discharge pulse.

the brightnesses of the Balmer lines slowed down and satu- Cesium The intensities and kinetics of the emission
rated at discharge current densitie®0 Alcn? (Fig. 2e and  lines of cesium atoms and ions depended considerably on the
2f). The magnitude of the saturation depended on the mantroduction of cesium into the discharge and the thermal
lecular hydrogen density and on the position of the hydrogemegime of the electrodes. The atomic cesium line @5R.1
atoms in the discharge. The saturation of thglide bright-  nm) is the brightest line in the emission spectrum at 230—900
ness could be due both to partial displacement of hydrogenm. This line has the highest transition oscillator strength
form the discharge zone into the side gaps of the dischargg =0.8). The dependences of the G862.1 nm emission
chamber and to the slowing down of the growth rates of thdine brightnesses on the discharge current density in regime |
H™ and H' ion densities in the discharge plasma. Of thefor the planotron and PIG are presented in Fig. 3e. In this
main channels leading to the formation of excited hydrogercase, the readings of the radiation intensity was taken at the
atoms in a state with=3, the process of mutual neutraliza- maximum at the end of the pulse. For very low discharge
tion of the hydrogen ions H+H*—H*(n=3)+H, pos- current densities, the growth of the electron and cesium den-
sesses the highest reaction rdiev). For this process, sities in the volume of the discharge gives rise to a quadratic
(ov)=3x10 "cm®-s™! (Ref. 6. Taking into account the increase of the amplitude of the line brightness. As the dis-
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charge current increased, in a small range of values of its 100 A I 100A I
density the emission line brightness was observed to grow a — b 7 ‘
linearly. At high discharge current densities the rate of
growth of the emission line brightness dropped sharply as a
result of an increase in the cesium ionization rate and de-
crease in the cesium density in the interelectrode gap. 8, c d

At high discharge current densities the intensities of the [ i
Csl (852.1 nm line and of other cesium lines increased to- |

z

ward the end of the discharge pulé€ig. 3a and 3p The
relatively long duration of the leading edges of the emission

Py

LR
R T Ny

pulses in regimes | and la is due to the additional release of ,| ‘l"\ ,"' ‘ (x6)
cesium into the discharge as a result of bombardment of the | \‘\ ,;l 25r 1
electrodes, whose sputtering coefficient in regimes | is de- 1} \\3\___ ___“/1 R

creased due to the increase in the coefficient of secondary F 1 \‘—---:-——k’/

ion-electron emission. The pulsed overheating of the surface ? i T o v 0 — Jd‘

by the discharge and the release of cesium from the colder;
nonworking sections of the interelectrode gap increase theig. 4. Parameters of the C$455.5 nm) emission line of a discharge
equilibrium density and lead to the accumulation of cesiummplasma: a,b — oscillograms of the emission intensities in regirtecale
in the discharge. The kinetics of the cesium line intensitieg!!Vision along the ordinate 0.0&) and 0.01 V(b)); ¢ — spatial distribution
. . of the emission brightnesses over the diagnostic slits I-1V in regime | for
had a completely different character for low discharge CUrpiG; d — emission brightnesses versus discharge current density for a
rents and in regimes Il and Il for high currerff§g. 39. The  planotron(1) and PIG(2) in regime |.
surge of the radiation intensity on the leading edge of the
pulse is due to the excitation of cesium in the volume of the
discharge gap, and the increase in intensity toward the end #fightnesses saturated at much lower discharge current
the pulse is due to the release of cesium into the discharge gensities(Fig. 4d.
a result of the bombardment of the electrodes. The rates of Cesium ions.The kinetics of the cesium ion line inten-
growth of the cesium line intensities at the start of the radiasities in regime I(Fig. 538 was completely identical to the
tion pulses increased substantially in regimes Il and Il akinetics of the cesium atom emission line intensities. The
compared with regime I, but they were much lower than thatwo kinetics differed substantially in regime (fFig. 59. An
of the Balmer lines. At the same time, the dropoff of theincrease in the electron and cesium ion densities in the dis-
cesium emission line intensities at the end of the pulses was
much more rapid. In regimes Il and Ill, with hotter elec-
trodes, the initial cesium density in the volume of the gas- 1004 I
discharge chamber was higher than in regime [, while the
cesium concentration at the electrodes was low. The sputter
ing coefficient of cesium in this case is much higher, as a
result of which the cesium emission line intensities reached ¢
relatively high stationary level more rapidly.
The spatial distribution of the C4B52.1 nm emission M Ia
line brightnesses over the diagnostic slits I-IV was strongly b c
asymmetric(Fig. 3d, especially in the presence of high dis-
charge current densities. This attests unequivocally to the
fact that the emission surface of the cathode and the adjoing
. . . . . d ?
ing thin layer of plasma, the radiation from both of which is 74} i
detected only through the slit IV, makes the determining the } 50
!
|

contribution to the emission in this line. 12
In contrast, for the Cs(455.5 nm emission line the
spatial distribution of the brightness over the diagnostic slits 1 ,'
-1V (Fig. 40 was substantially symmetric. This means that 4} l'
the radiation from the interior of the discharge and not from %2 'l} 01
the surface of the electrodes makes the main contribution tc 2 . / / 0k
the Csl(455.5 nm emission line. Moreover, a substantial 1 S———=- ———e=’!
. . . . . . a 1 n 1 1 R
difference was pbservgd in the kinetics of the mtensuﬂe; of + T @ v o 20 g
these two lines in the discharge near the cathodes. The inten-
sity of the Csl(455.5 nm emission line already became FIG. 5. Parameters of the Cs460.4 nm emission line of the discharge
saturated at the start of the discharge piEg. 4b. At the plasma: oscillograms of the emission intensities in regim@s, lla (b), and
same time, the kinetics of the intensities of these lines durind (©) (scale division along the ordinate(d) , 10 (b), and 0.2 V(©)); d — =
. L ?atlal distribution of the emission brightnesses over the diagnostic slits
the discharge pulse was qualitatively the same at the cent@ljy in regime | for PIG e — emission brightnesses versus the discharge
of the dischargéFig. 49. The Csl(455.5 nm emission line  current density for a planotrofi) and PIG(2) in regime I.
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T 100 A equilibrium value determined by the cesium ion current on
I 100 A the cathode and the sputtering coefficient of cesium. In re-
gimes -1V, with a lower cesium density on the electrodes,
the molybdenum emission line intensities increased substan-
tially (Fig. 6c and 6g and the kinetics of its line intensities
100A I 30A was similar to regime |.
b Ia - d — The spatial distribution of the brightnesses of the emis-
M sion lines of molybdenum atoms over the diagnostic slits
— I-IV was symmetrigFig. 6€. The brightnesses of the emis-
B[ f sion lines of molybdenum atoms near the cathodes increased
1? | e B,. by a factor of two or three, attesting to the fact that molyb-
: denum atoms are pent up near the cathodes. In regime I, with
0.4 low discharge current densities, the stationary intensity of the
P 03 emission of molybdenum atoms increas€ty. 6f) on ac-
F Al 1] count of an increase in the electron density in the discharge.
o5k VY /! 0.2 As the discharge current density increases, blocking of the
1 \\\_-_._-_.// 0.1 3 cathode by cesium in the planotron increases and the inten-
ol - , , sities of the molybdenum emission lines in the planotron
I n m w 0 20 J, (curvel) start to decrease with increasing discharge current,
while in PIG the brightnesses of the molybdenum emission
FIG. 6. Pargmeters of the Moi§53_.3 nrr) em_i;sio_n Iine_ of the discharge |ines near the cathodesurve 2) continue to grow. Rapid
plasma: oscillograms of the emission intensities in regimes, lla (b), and . . . .
Il (c,d) (scale division along the ordinate 0(d), 0.05(b), and 0.01 V(c)): saturation of the molybdenum emission line brightnesses
e — spatial distribution of the emission brightnesses over the diagnostic slitoccurred at the center of the discharge gap at quite low

I-1V in regime | for PIG f — emission brightnesses versus the dischargedischarge current densities on account of the low density of
current density for a planotrofl) and PIG(2) in regime | (e). molybdenum

70F
\

T T T T T

charge gives rise to rapid quadratic growth in the amplitudeg' Fluctuations of the spectral emission line intensities

of the cesium ion line intensities with increasing discharge  Fluctuations of the cesium ion current on the cathode
current density. The brightnesses of all cesium lines incause local variations of the cesium coverage and emissivity
creased substantially in regime la with forced introduction ofof the cathode. This could be the reason for the low-
cesium into the discharge, when the discharge became essdrequency oscillations of the electron density in the discharge
tially a cesium—hydrogen discharge. This gave rise to smaknd the associated fluctuations in the intensities of the spec-
changes in the kinetics of the cesium line intensifféig. 5b  tral emission lines(Fig. 7). As the discharge current in-
and 3b. creased, the frequency and level of low-frequeneyl(?

Just as for the Cs852.1 nm line, the spatial distribu- Hz) fluctuations and noise increased. However, the relative
tion of the brightnesses of the cesium ion lines over the difevel of the fluctuations, determined as the ratio of the rms
agnostic slits 1-1V was sharply asymmetfiEig. 5d. This  value of the fluctuations to the average value of the intensity
attests to the fact that cesium atoms and ions are pent up neair the spectral emission lines, as a rule, decreased as the
the cathode surface. The brightnesses of the cesium ion emidischarge current density increased. As the magnetic field of
sion lines near the cathodes, in contrast to the lines of cesiutme sources increased, and also as the amount of hydrogen
atoms, continued to grow even at high discharge current derand cesium introduced into the discharge decreased, the level
sities (up to ~30 Alcn?) (Fig. 58, and at the center of the of low-frequency fluctuations increaséig. 7e. In regimes
discharge(on slit 1l) they reached saturation at dischargell and Ill the level of the intensity fluctuations was much
current densities of the order of 10 A/8mComparing the higher (Fig. 7a and 7bthan in regime I(Fig. 7c and 7§
intensities of the emission lines of cesium atoms and ion&kegime | in PIG depended strongly on the cesium density in
shows that in regimes I-Ill cesium is predominantly ionizedthe discharge. A negligible decrease in the amount of cesium
during the discharge pulse. introduced into the discharge resulted in the appearance of

Molybdenum. Of the plasma spectral lines investigated, different instabilities in the discharge and a transition from a
the lines of molybdenum atoms were the weakest. In regimeoisy to noise-free mode during the discharge pulse. This
I molybdenum is knocked out of the electrodes of theproduced a qualitative change in the kinetics of the emission
surface-plasma sources predominantly at the start of the gasiensities of all spectral lines of the plasma elements with
discharge puls€Fig. 6a. In the more cesiated regime la the the exception of the molybdenum lines.
emission and excitation of molybdenum occurred more uni- A clear correlation was observed between the oscilla-
formly over the entire discharge pulg€ig. 6b. The de- tions of the intensities of the emission lines and the oscilla-
crease in the sputtering of molybdenum and saturation of thgons of the currentvoltage in the discharge of the source.
intensity of the molybdenum radiation within 2Q0s after  Oscillations of the discharge current and voltage of the
the start of the pulse are due to the increase in the degree sburce unequivocally lead to fluctuations of the emittance of
coverage of the cathodes by cesium up to a dynamicthe beam of negative hydrogen ions extracted from the dis-
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04 8 12 B FIG. 8. Interferograms of the Hline spectra for a planotrote) and PIG
(b); temperature of hydrogen atoriig, (eV) and spectrum widtiAX (nm
FIG. 7. Parameters of IOW-freqUenCy fluctuations of the Csl agléptctral . 10_2) of the H{l line radiation versus discharge current density of a p|an_
line intensities and the discharge current: oscillograms of thé&52.1 nm  otron (1) and PIG(2) in regime 1(c); interferogram of the I line emission
emission line intensitya,b in regime Il and the i line intensity(c,d) in spectrum for a planotron in regimed); electron densityl, (cm 3, X 1013)

regime |, obtained Using a wide-band detection Syimrale division along ina discharge of a p|an0tr0n versus the current density in reg“«eﬁ |
the ordinate 0.2a, b and 1 V(c,d)); e — relative level of low-frequency

fluctuations and nois€%) of Csl and H; spectral lines and the discharge

current versus the external magnetic induction. hydrogen atoms is formed as a result of desorption from the

surface of the electrodes, which can result in broadening of
the H, line, including that due to fine structure.

charge by a high-voltage fiel@Special Report No. 7205, . .
ge by g ¢ &p P The temperature of the hydrogen atoms in the discharge

Siberian Physicotechnical Institute, 198IFor discharge cur- _ = :
plasma and the emittances of thé Heams in the planotron

rent density of the order of 30 A/chin the source, increas- q i dli v with the disch

ing the magnetic field from 6 to 9102 T increased the gl) an PI.G(Z) Increase mear;gywth the disc arg((aj C“rf‘?”‘

frequency of the oscillations of the discharge current from ensity (Fig. 89. Up to source discharge current densities
<25 Alcn? the temperature of the hydrogen atoms and the

0.5 to 10 MHz and increased the Hbeam emittance by )
almost a factor of twdSpecial Report No. 7504, Siberian emittance of the H beam extracted from the source were
' ’ lower in the planotron than in the PIGpecial Report No.

Physicotechnical Institute, 1989The increase in the emit- iberi hvsi hnical :
tance of the ion beam could also be due in part to an increas7eSO4' Siberian Physicotechnical Institute, 1989

in the nonuniformities of the magnetic field of the source and o _
of the space charge of the beam. 5. Electron temperature and density in the discharge
plasma

4. Temperature of hydrogen atoms in the discharge The electron density in the discharge plasma was esti-
_ ] mated according to the Stark broadening of thelide. The

The temperatur@y of hydrogen atoms in the discharge typical interferogram of the spectrum of this line is shown in
plasma of the source was determined from the DoppleFig. 8d. The electron density in the plasma was a linear func-
broadening of the Kiline tion of the discharge current density, and at had the value

Th[eV]=4x 102[A)\D(nm)]2 (1) Ne=4X 102 cm™2 at 20 Alent (Flg 86. .

0 The electron temperature in the discharge was found

The Doppler widthAX of the spectrum of the Hline  from the ratio of the Balmer line intensities in the approxi-
was found from interferograms of the emission spectramation of local thermodynamic equilibrium and a Maxwell-
Typical interferograms of the Hline emission spectra ob- ian electron energy distribution. The temperature calculated
tained for a planotrofa) and PIG(b) during the time of one by the method of Ref. 9 was 0.4 eV. Anomalously low
discharge pulse are presented in Figs. 8a and 8b. Microphealues of the electron temperature were also obtained from
tometry of the interferograms did not show a fine structure othe intensity distribution in the spectrum of the recombina-
the H, line. This fine structure can be neglected, if the thetion continuum on the & level (550-590 nm'° The “ce-
hydrogen atoms are excited mainly due to the dissociation adium” temperature of the electrons was0.1 eV and was
hydrogen molecules by electron impact, when two thirds ofessentially independent of the cesium density.
the energy is radiated in the transitioR®;,— 22P5, (Ref. The anomalously low values obtained for the electron
8). In a pulsed discharge an appreciable fraction of théemperature show that the model of local thermodynamic
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equilibrium has limited applications under the conditions of V. V. Antsiferov, V. V. Beskorovinyi, and Yu. I. Bel'chenko, Preprint
a high_current g|0W discharge with a nonequ”ibrium pro- No. 88-116 iR, Institute of Nuclear Physics, Siberian Branch of the

cesses at the electrode surfaces. In this case, together wigflo‘\’/'etAﬁf;i‘%fg:/y \C;f 3"';2252;0’\\'/2‘;2?;"?:1‘&?5% éﬁlgﬁénko AP Con
the low-energy group of Maxwellized electrons, it is neces- pyoc | No. 101990 pp. 427-447. o ' '

sary to take account of the role of the group of fast primary3v. v. Antsiferov and V. V. Beskoroviayi, Zh. Tekh. Fiz.63(4), 50
electrons. (1993 [Sov. Phys. Tech. Phy88, 291(1993].
4V. V. Antsiferov and V. V. Beskorovamyi, Zh. Tekh. Fiz.63(5), 41
(1993 [Sov. Phys. Tech. Phy88, 390 (1993].
CONCLUSIONS 5V. V. Antsiferov, Preprint No. 93-49 iR, Institute of Nuclear Physics,
Siberian Branch of the Russian Academy of Sciences, Novosibirsk, 1993,
Through the use of spectroscopic methods we were abl%23 Pp-

. s . °R. K. Janev, Report PPPL-TM-368, 20 pp.
to perform nonperturbative monitoring and to measure reI|-7Yu_ N Bel,chenkg’ G. I. Dimov. V. G. Dupdpnikov and A. S. Kupriyanov

ably all the basic parameters of the discharge plasma of preprint No. 88—14, Institute of Nuclear Physics, Siberian Branch of the
surface-plasma sources of Hions. The results obtained Soviet Academy of Sciences, Novosibirsk, 1988, 36 pp.
. . . 8 0
make it possible to construct real theoretical models of these G- N. Polyakova, A. I. Ranyuk, and V. F. Erko, Zhksp. Teor. Fiz.73,
rces. It was shown that the planotron source, which hagZ = (1977 [Sov. Phys. JETRG, 1117(1977)].
sources. P ; 188}, /. smith and P. Allison, AIP Conf. Proc., 1987, No. 58, pp. 181-192.
the lowest temperature of the hydrogen atoms in the diswg G, Bakshtet al, Thermionic Converters and Low-Temperature
charge plasma and the smallest divergence of theidh Plasma edited by L. K. Hansen, Technical Information Center, U.S. Dept.
beam extracted from the source, is the preferred source forof Energy, Springfield, Virginia, 1978; Russian original, edited by B. Ya.
. . : Moizhes and G. E. Pikus, Nauka, M , 1973, 480 pp.
obtaining accelerated Hbeams with the lowest possible " 02¢°a" tkus, Nauka, Moscow PP

emittance. Translated by M. E. Alferieff
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Stress state of a matrix and an inclusion consisting of a twisted multifilament
superconductor with a normally-conducting core in the presence of an interaction of
the longitudinal current with a transverse magnetic field

E. A. Devyatkin

Institute of Mechanics Problems, Russian Academy of Sciences, 117526 Moscow, Russia
(Submitted September 14, 1997
Zh. Tekh. Fiz.68, 39—42(October 1998

A study is made of the stress state arising in an infinite matrix into which is “potted” a long
cylindrical inclusion consisting of a twisted multiflament composite superconductor

with a core of normal metal as a result of the interaction of the longitudinal component of the
transport current with a uniform external magnetic field. It is shown that the approximation

of a homogeneous conductor with average elastic properties can be used to calculate the
macroscopic stresses in a NbTi—Cu wire embedded in an epoxy matrix.998

American Institute of Physic§S1063-784208)00610-7

Substantial stresses and strains can arise in the structural In the regionds<r<1 the equations of equilibrium and
components of superconducting magnet systems, resulting gompatibility have the forrh
mechanical dissipative processes, which are undesirable at i)
low temperatures, and/or a change in the superconducting xxx
properties of the wire&:* I.n this connection, it is of interest A(O_;jx)_'_ o) =0. 1)
to study the stress—strain state of superconductors and the vy
materials surrounding them. The stress state arising in aHere and below all quantities with the dimension of pressure
infinite matrix and a long macroscopically uniform cylindri- are normalized to J(S)BL/[,uO(l—ég)]; BJ(S) is the mag-
cal inclusion consisting of a twisted multifilament compositenetic field generated on the surface of the inclusion by the
superconductofTMCS) carrying a transport current as a re- longitudinal currentu, is the magnetic permeability of free
sult of the interaction of the longitudinal component of thespace; andA is the Laplacian operator. The stressq$ in
current with a uniform transverse magnetic field was studiedhe core of the wire and the stresse§” (k,1=x,y) in the
in Refs. 5 and 6. The serially produced TMCS wires that arghatrix surrounding the wire must satisfy similar homoge-
widely used in practice can have a normally conducting cord€ous equations. We assume that far from the inclusion the

whose elastic properties are different from those of the anmatrix is load-free _(T(KT)HO ast—c). From the condition
nular region containing the superconductor. A similar two-that the media are joined together it follows that at the inter-

dimensional quasistatic problem for such a wire with a criti-fces of the regions there are no jumps of the displac'em.ents
cal transport current is studied below. It is assumed that th@" IN Srésses normat, and tangentiab . to the boundaries:
macroscopic approach can be used to describe the physico- [y]=0, [¢,]=[c,]=0 for r=4,1. )

mechanical properties of the superconducting region, that _ _
there is no macroscopic screening of the external field, and We seek the solution of the problem in the same form as

that the superconducting properties of the wire do not depentPr @ homogeneous inclusibn
on the stresses and strains in it.
Consider an inclusion of unit radius “potted” in an in-

+ol) =0 oW 4ol

XY,y yyy T Oxyxt1=0,

oV=arsing, olM=[—gr 3+ (h+q)r *]sing,

finite nonferromagnetic matrix and consisting of a TMCS in () —3arsing, o= (gr 3+hr )sing,
which a longitudinal transport curreng flows in the region

8s<r<1 containing the superconducting filameffsg. 1). a(rig)z —ar cosé, UE?)z(gr’S—hr’l)cosﬁ,
We shall assume that the matrix, the superconducting region _

of the inclusion, and also the core of the inclusios:10 o’ =[(b—1)r—cr 3+ (d+e)r *Jsing,

<, are linearly elastic, homogeneous, and isotropic, and
their Young’s moduli and Poisson’s ratios are, respectively,
EM andv™ (n=m, j,i). A Lorentz forcef=j X B, acts on

a region with a longitudinal current densityin an external
uniform transverse field with inductioB, . We neglect the In the case of a plane strahﬂ)= V(n)(g§p)+gg‘0))_
interaction of the tangential component of the transport cur-  In the limitr— the stresses in the matrix must be the
rent with the magnetic field and the distortion produced insame as in the case of the well-known solution for a concen-
the distribution ofjs by the twisting of the wire. trated force acting on a plangee, for example, Ref.)7

ol)=[(3b—1)r+cr 3+dr 1]sine,

oll)=—(br—cr 3+dr *)cosé. ()

1063-7842/98/43(10)/3/$15.00 1172 © 1998 American Institute of Physics
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E(m)’ v (m)

ductor carrying a transport current in a transverse magnetic field.

Since in the case at hand the Lorentz force acts in the direc-
tion of the Oy axis and equal$,B, per unit length of the

inclusion, we obtain

1-62 1-2pM
h=

— 2
4 1 ,m: 9% 1L

From continuity of the stress¢2) we have

c
a—b+——-—=0, e=6>, b-c+d+g=h.
6451 55 S g

The strains:{" (k,I=r,6) are related with the displace-

mentsu(™ by the relations

(n) (n)
u.’+u
n)_ n n_ _r 0,60
e =ul, e =,
(n) (n)
u. ,—u
ny_ °r,6 [4 n
el ="t ull).

r

Determining the strains corresponding to the stre§es
from Hooke’s law, and integrating Eq#6) in each of the

regions considered, we find

+0

() — (OPYZARY
u; 2D [p+4vVars]sing,
1+ 0 _
() — —(5—41,)qr2
uy 2D [p—(5—4v'")ar]cosé,
1+ . .
(= — 4y p— (2 -2
u; ZE(i)[S+[(1 4y b—1+2vWre+cr
e3—4v<i>I _
+§m nr;sing,
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14D ) _
s _1(5—4,\p— (D2 mp—2
e ZEU>‘S [(5—4»")b—1+2vV]r"—cr
e 1+(3—4vM)inr
5 =0 0s6,
1+ pm 1— 62 3—4M
(m_— "~ -2 s .
I o Em (g 2 1 ,m Inr |siné,
(m) _ — ao(m)
u(m):_1+V gr‘2+1 82 1+(3—4v™)Inr cosd
o 2E(M 2 1—pm :
(7)

Here s and p are integration constants. In addition, it

_ - i B _ follows from the single-valuedness of the displacements that
FIG. 1. Inclusion consisting of a twisted multiflament composite supercon-

d el1-2v) g
T4 0 ®
Since only dimensionless quantities are employed in this
paper, to obtain dimensional displacements the right-hand
sides of Egs.(7) must be multiplied by BB, R/[ uo(1
- 6§)] =j.B, R?, whereR s the radius of the wire. Using the
continuity of the displacements at the interfaces and taking
account of Eqs(4) and(5), we find the unknown coefficients

B B+3—4v1)
2N 8(1— 1))’
1 28 1-&
g=—= + ’
4\ 1-Nyy 1—pM
% 1+1 41_Wj 9
C=—— - ,
8(1— ) A
where
o Lo ED 14 M gD
N=1+(3-4y )1+V(j) EOD M ,0 g
. 1 s\t
—(1-822 11— 54— a(1— D _ 5
B=(1-8)% 1-63-4(1—v )(1_% M)

Here we present only the constants required for calculating
the stresses. F&E()=EW) and v()= 1) the solution(3)—

(5) and (7)—(9) is identical to that obtained in Ref. 6 for a
homogeneous inclusion. In the limit,—1 we havea—0.

In this case the region$9r =< g, is stress- and strain-free for
any admissible values of its elastic parameters and, as one
can see from Eqg7), it moves as a rigid body. The solution
for u™ in the limit r—o is identical to the well-known
solution for displacements produced by a concentrated
force! but it cannot be used directly to calculate them in the
entire plane since in the limit—% we haveu(™—ox. To
calculate the displacements in the case, for example, that
they are absent at distandgg>1 from the inclusion, a term
linear inr must be added to the soluti¢8) for the stresses in

the matrix and the integration constant must be retained in
the solution foru™, as done for other regions, and the con-
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4 neous conductor. As the stiffness of the matrix increases, the
0.6 difference in thes!)) com t of the st for th
b ponent of the stresses for these
| 16.9 cases can become substantial.
/ In summary, the approximation of a homogeneous con-
ductor with average elastic properties can be used to calcu-
late the macroscopic stresses in a NbTi—Cu wire with a near-
critical transport current placed in a soft matrix. The error
due to this approximation decreases as the volume content of
the superconductor in the wire decreases and when the softer
copper is used as its matriin Ref. 1, the value 1.2410"
Pa is given for its Young's modulus at 4.2 K
Taking for estimatesjo=1.5x10° A-m 2, R=7.5
X 10~* m, and 5,=0.3 we obtain that the maximum shear
stresses arising in the matrix near the surface of the wire
-04 N , N ~+ 5.9 reach the maximum shear strength of the epoxy resin, equal
0.4 0.6 0.8 1.0 to 1-6x10° Pa at 4.2 Kin 2.1-12.5 T fields. The maxi-
o , _ mum tensile stresses in the wire are much lower than the
FIG. 2. Stress distribution in the superconducting region of a conductor . Lo .
consisting of a twisted multifilament superconducior. yield stresses of most metals at liquid-helium temperatures.
For example, in NpSn wires the critical current changes
little when the stresses in them change by abodtP#(see
dition u™=0 must hold at =R,,,. The presence of integra- Refs. 2 and 3 and the literature cited thejeltowever, such
tion constants does not change the strains and therefore tstresses produced in a wire by Lorentz forces in the presence
stresses also. In the linR,,,— « the solution for the stresses of an 8—10 T external magnetic field and external transverse
in such a problem is identical to the soluti¢®) and the compressive loads>5x10" Pa can produce appreciable
coefficients appearing in it equal those found above. Settinghanges in the transport currént.
8s<1 and passing to the limE(")—0 we obtain a solution The solution obtained makes it possible to calculate the
of the problem for a wire containing a narrow coaxial chan-stresses produced by Lorentz forces in the components of
nel through which coolant can be pumped. The coefficienstructures containing circular conductors consisting of
B~[1-4(1—vD)/(1—\,)] ! is essentially identical to TMCS with a weak elastic interaction between them. When
the analogous coefficient for a continuous conductor even ithe distance between the surfaces of the conductors equals
the presence of a soft matrbE(’>E™, i.e., \,>1), if  only several radii of the conductors, such an interaction can
o%<\i/|1— N\ and 82<1. be taken into account as an action produced in the matrix by
As an example, let us consider the stress distribution in @oncentrated forcésThis is because the terms in the solu-
NbTi—Cu conductor which is surrounded by an epoxy matrixtion for the stresses in the matrix decay rapidly,~as 3 ,
and where Young’s moduli of the central normally conduct-which makes it possible to treat them as concentrated sources
ing and superconducting regions can differ appreciably. Oreven at comparatively small distances away from the con-
the basis of the values given in Refs. 1 and 4 for the elastiductors. When all materials have close elastic properties, the
parameters of the materials at liquid-helium temperaturegndicated interaction can be taken into account simply by
we takeE; =1.32x 10" Pa,E;=9.7x 10" Pa,E,,=8x10°  superposing the corresponding solutions for concentrated
Pa,v;=v;=0.33,v,=0.36 \;=2.24,\,=12.4). If such a  forces on the solution obtained here. In this case the maxi-
conductor is in a copper matrix, we hawg,=0.74. For a mum errors arising in the calculation of the stresses in a wire
macroscopically homogeneous conductar,=£2.68) with  as a result of replacing the other conductor by a concentrated
Young’s modulus close to that of copper surrounded by arforce are about 1 and 8% for the stress componefiisand
epoxy matrix, we obtain,,=16.9. If the elastic properties o{), o)), respectively, even when their surfaces are sepa-
of all materials are identical, thexy,=1. It is clear from the rated by a distance equal to three radii and-v;=vp,
symmetry of the problem that the stresses are maximum at0.3 and5§<1.
0=+ /2 or =0, 7, pure shear obtaining in the latter case.
Figure 2 displays the stress distributions in the superconduct-
ing region of a homogeneous conductor wéif+ 0.3 for the 1E. S. Bobrov, J. E. S. Williams, and Y. lwasa, Cryogeril6s307(1985.
casesh,,=1 and 16.9. The solid, dashed, and dOt-daShede' Paszter, A. Anghel, B. Jakob, and R. Wesche, IEEE Trans. Magn.
curves show, respectively, the radial distributions of the fol- 3246:,%'. %Okii?iégtgp?%hysﬁz 4829(1987.
lowing components of the stressast!)(r,—m/2), o{)(r,  “w. Goldacker, C. Reiger, and W. Maurer, IEEE Trans. Magn. M-
—m/2), ando'))(r,0). The symbols in Fig. 2 represent the 946(1992. ~ _
stresses in an inhomogeneous conductor Witk 0.74 and EhyAé Iistxiyzazt(lgy 4'2'3'2393?' Tekh. Fi22(10), 74 (1999 [Sov. Tech.
12.4 and correspond to the curves closest to them. One casg, A, Deviatkm,’cwogemcgz 129(1997.
see that when the Young’s moduli of the superconducting’A. E. H. Love, A Treastise on the Mathematical Theory of Elasticity
and normally conducting regions of the wire surrounded by Cambridge University Preg4927), 4th editionflONTI, Leningrad(1935,
an epoxy matrix are appreciably different, the stress distribu- 675 ppl.
tion in it does not differ much from the case of a homoge-Translated by M. E. Alferieff
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Dynamic and fractal properties of SP-28 steel under high-speed loading conditions
B. K. Barakhtin, Yu. I. Meshcheryakov, and G. G. Savenkov

Institute of Mechanical Engineering, Russian Academy of Sciences, 199178 St. Petersburg, Russia
(Submitted January 27, 1997
Zh. Tekh. Fiz.68, 43—49(October 1998

Using an interferometric method to record the velocity of the free surface of a target subjected to
two-dimensional shock loading, it is shown experimentally that the decrease in the

compression pulse amplitude is due to the nonstationary nature of mesoscale processes — the
amplitude decrease is progressively larger for higher rates of change of the variance of

the mesoparticle velocity. It is shown theoretically that the loading rate influences the spallation
strength of a material in a planar collision only if the variance of the particle velocity is

nonzero. A fractal analysis of the spallation surfaces of steel samples is performed by quantitative
fractography methods. An expression relating the fractal dimension of the spallation fracture
surface and the variance of the mesoparticle velocity is derived. For typical values of the load pulse
parameters for which back-side spallation occurs the fractal dimension agrees satisfactorily

with the fractal dimensions for triadic Koch islands. 98 American Institute of Physics.
[S1063-78498)00710-1

INTRODUCTION ticle velocity and the kurtosis of the distribution function.
The variance is determined on the basis of measurements of

In view of the widespread use of SP-28 steel in criticalth d ¢ trast of the interf ianal. Thi thod
structures it is of practical interest to study its properties € degree of contrast ot In€ interierence signal. 1his metho

under high-speed loadirid. We report below the results of is applicable only to stationary wave fronts, since the method

dynamic tests and microstructural investigations of gp.ogsSsumes the particle velocity distribution function to be an

steel in a highly tempered state with the following mechani-€quilibrium function a“‘i' symmetrigMaxwellian) (Fi.g. .1)' .
cal characteristics: proportional limite,=540 MPa, ulti- In the case of nonstationary wave fronts the distribution

mate strengtho,=745 MPa, relative elongatiod=25% function is asymmetric and is characterized not only by the
and shock viscgsity 9.25 Mjfm " mean value and the variance of the particle velocity but also

Our objective in the present investigations was to estabPy the kurtosisA Au(t). , )
lish the relation between the spallation strength of a material 1€ measurement of thgevanance has been discussed
and the width of the mesopartick9.1-10 um) velocity =~ Many times in previous works? so that here we dwell only

distributior? on the one hand and the fractal dimension of the®" the method for determining the kurtosis of the distribution
spallation fracture surface on the other function. As will be shown below, the strength behavior of a

material under dynamic loading conditions is related with the
kurtosis, just as with the varianége®

The determination of the kurtosis of the particle velocity

The testing procedure includes shock loading of planadistribution function is based on measurement of the number
targets under uniaxial deformation conditions in the impactoif missing beats of the interference signal as compared with
velocity range 100-500 m/s. The spallation strength was cakhe number of beats corresponding to a stationary wave
culated in the acoustic approximation from the formula front. In the ideal case of a stationary plastic front the num-

_ T ber of beats of the interference signal in the time profile of

755~ 0-50C1(Umax Urin). @ the velocity of the free surface from the onset of the wave
where po=7.8 glcnt is the density of the sample material, front (including the elastic precursoup to the point of the
C;=5.95¢<10° cm/s is the longitudinal sound velocity, and transition to the plateau of the compression pgnt A in
U max@andU i are, respectively, the maximum and minimum Fig. 2) should equal the ratio of the impactor velocity to the
velocities of the free surface of the sample during spallationinterferometer constant,/U;,, (provided that the acoustic
which were read off of the time profile. The temporal profilesimpedances of the impactor and target are identical and
of the velocity of the free surface of the targets were rethereforeV,=U;,).
corded with a high-speed two-channel interferom&téin In the literature there is disagreement concerning the rea-
each act of shock loading, besides the time prdfil¢) of  sons for the decrease in the velocity on the plateau of the
the mean velocity, the widthAU(t))? of the mesoparticle compression pulse. In Ref. 10 it is concluded on the basis of
velocity distribution(or the square root of the variance of the an analysis of the interaction of the elastic precursor, re-
mesoparticle velocityand the kurtosis of the distribution flected from the free surface of the target, with the incident
function were also recordédLaser interferometry makes it plastic front that the amplitude of the plastic wave decreases
possible to measure independently the variance of the paapproximately by the amount of the elastic precursor. On the

EXPERIMENTAL PROCEDURE

1063-7842/98/43(10)/6/$15.00 1175 © 1998 American Institute of Physics
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FIG. 1. Equilibriumf, and nonequilibriunt,, particle velocity distribution E
functions U,, U, — mean velocity for the equilibrium and nonequilibrium -
distributions. & B
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other hand, in Ref. 5 it is shown on the basis of a series of
experiments on shock loading of two brands of steel that for 100
stationary wave fronts the amplitude of the plastic front does
indeed decrease by the amount of the elastic precursor, while
for nonstationary waves no interaction was observed be- 4 : : :

) ) . 0 08 1.6 2.4 3.2
tween the plastic front and the elastic precursor. Since we are ty '
interested in nonstationary fronts, it is of interest to analyze
this phenomenon from the standpoint of the nonequilibriumeG. 3. Interferogram and temporal profile of the velocity of the free surface
kinetics of mesosize particles. for a Cr—Ni—Mo steel target.

The propagation of an elastoplastic front in a structurally
nonuniform medium is a random process, which in the gen- nd. since it is multiolied by the mass of a mesoparticle
eral case can be characterized by a nonequilibrium particlg ul’;\Is the stoopin F:‘orce é/f the mesoparticles V\Bhich ié
velocity distribution functionf(r,v,t). For a system of par- q bping particies, 1
) , : X . . directed opposite to the external forde which initiates
ticles with a long-range interaction, which mesoparticles ar

by definition® the behavior of the distribution function is ethe _?r:)igoerOOf ti?]e ?;?ss%gc?rr:éses the amplitude of the com-
described by the Fokker—Planck equatiott bping P

pression pulse as a consequence of the stochastic nature of
of Jf F of J 1 52 the motion of elementary carriers of plastic deformation, in
gttt T %(le) +3 E(sz)’ 2 this case mesoparticles — the so-called “fluctuation” damp-
ing of waves in a nonuniform medium. The total decrease in
where F is the external forcem is the particle massD,  the amplitude of the plastic wave as a result of fluctuation
=d(AuAu)/dt is the diffusion coefficient in velocity space damping is determined as
and characterizes the rate of change of the variance, and

D,=d(Au)/dt is the so-called dynamic friction coefficient, AAu(t)= fTDl(t)dt. ®)
which characterizes the rate of change of the standard devia- 0
tion of the particle velocity from the averagiiow) particle In Refs. 11 and 12 it is shown that the diffusion coeffi-
velocity in the waveD; has the dimensions of acceleration cientsp, andD, are related as
b ~1dD; 4
Av 1_5 dl) ’ ( )
|/} 4 - . .
Jallll* Specifically, it follows from expressiot¥) that the kur-
A tosis of the particle velocity distribution function and the
o W related decrease of the amplitude of the compression pulse
g 200}t -Z\/ are determined by the rate of change of the variance in ve-
° locity space. In other words, kurtosis appears only when the
= variance starts to change.

100} Figure 3 shows an actual interferogram, an elastoplastic
pulse of the average velocity of the free surface, and the time
variation of the particle velocity variance for the case of

[l . 1 [ L

0.3 0.4 0.5 shock loading of SP-28 steel with a velocity of 350 m/s. The

t’l"'s compression pulse is characterized by the decrease of the
amplitude by the amout Au=86 m/s. Graphical differen-

FIG. 2. Temporal profile of the velocity pulse on the free surface of a targettiation of the variance according to E@}) and subsequent

0 0.1 0.2
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TABLE I.

Impactor Target Projectile Width of Kurtosis of Spallation
velocity, m/s thickness, mm thickness, mm distribution, m/s distribution, m/s velocity, m/s

487 8.81 3.07 28.6 137 150
380 11.7 2.87 50 86.4 86.8
376 8.46 3.08 13.6 26 91.03
321 10.04 2.04 0 64 81.5
318 10.01 3.1 14.2 48 77.5
311 10.0 3.07 16 73 78
308 10.09 3.09 0 49.5 75
273 11.9 2.93 0 123 75
269 9.99 3.08 0 59 67
213 11.87 2.92 0 39 78
196.3 9.96 3.09 0 31 75
196 8.97 3.09 0 24 78
180.5 10.01 3.09 0 62.5 68

9.56 3.09 0 73
155.5 9.27 3.1 25 60.5 68
152.5 10.42 3.09 0 36.5 79
150 9.53 3.09 0 63.4 75
142.2 10.58 3.1 0 52 88
130.9 9.96 3.07 0 46 64
104.7 9.95 3.1 0 55 47
97.5 9.97 3.1 0 6.6 80
80.84 10.05 3.04 0 5.84

integration over the duration of the froriéxpression(3)) value remains less than the background value of the “short-
give an kurtosis of 83 m/s, which shows that almost thefall” of the mean mesopatrticle velocity on the plateau of the
entire decrease in the amplitude of the compression pulse tompression pulse. As the kurtosis increases its effect on the
due to fluctuation damping. velocity “shortfall” becomes dominant. This corresponds to

It follows from the foregoing analysis that to determine impactor velocity 350 m/s.
the kurtosis of the particle velocity distribution function in Analysis of the results on the spallation strength, which
nonstationary plastic fronts it is sufficient to have either theare presented in Table | and in Fig. 4, also shows that up to
temporal profile of the variance or the impactor velocity, impactor velocityVy=318 m/s the loading velocity has no
measured independently of the temporal profile of the veloceffect on this characteristic, though such a relation does exist
ity of the free surface of the target. These methods were used a greater or lesser degreel® Evidently, the indepen-

in the tests of SP-28 steel. dence ofc, from V, (or, what is the same thing, from the
rate of strain is due to the fact that up td,=318 m/s there
ANALYSIS OF THE EXPERIMENTAL DATA is no particle velocity variancéAu)?..

The complete set of test data is presented in Table I. In Phenomenologically, the interrelation of the spallation

SP-28 steel, up to impactor velocity of 318 m/s, the meSO_stress and the mesoparticle velocity variance can be ex-

scale variance of the particle veloci¢hu)2, was found to
be zero and only a kurtosis was registered. In the dependence
of the kurtosisAAu on the impactor velocity, presented in
Fig. 4, one is drawn to the fact that at low deformation ve-
locities the kurtosis does not depend on the loading velocity, B
but at 350 m/s it starts to increase linearly with the impactor =
velocity. If this linear dependence is continued downwards to s o a
S
3
x

the abscissa, it can be shown that the kurtosis starts to in-
crease precisely at the moment when the mesopatrticle veloc-
ity variance changes. In the experiment, the appearance of a
kurtosis is delayed up to impactor velocity 350 m/s because e e 7
of the fact that the velocity “shortfall” on the plateau of the
compression puls¢hatched upper part of the compression
pulse in Fig. 2 is determined not only by the value of the o .
kurtosis but also by other factors decreasing the amplitude of 0 200 300
the compression pulse. In the present experiments an appre- Ving o M /5

Cla.ble mesoparticle veIocﬁy variance appe?'rs at ImpaCto.r VeF_IG. 4. WidthAU of the particle velocity distribution, kurtosis of the dis-
locity 318 m/s, and at this level a kurtosis of the particle ipytion function, and spallation velocity on the free surface of the target
velocity distribution function appears. However, initially, its versus the impactor velocity.
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FIG. 5. Fractogram of a section of the spallation
surface of the Koch-curve type.

plained as follows. As is well known, the resistaneg, to particle velocity actually existing on the plateau, an increase

spallation fracture under uniaxial strainin the plane waves of the kurtosis of the distribution function and, in conse-

of the load can be expressedas qguence, a decrease in the amplitude of the compression pulse
4 result in a decrease of the spallation velocity at the meso
Te=ke,+ §(To+M7)1 (5) I2evel. This situation is qualitatively illustrated in Figs. 1 and

wherek is the bulk modulus;ry is the static resistance to
shear,u is the dynamic viscosity coefficient, angis the =~ STRUCTURAL INVESTIGATIONS
rate of plastic shear strain.

Keeping in mind the analogy between the turbulent mo-
tion of a liquid” and nonuniform high-speed deformatith,
the viscosity of a medium can be written in the form

Metallographic analysis of the initial samples confirmed
hat their internal structure is identical to both quenched and
highly temperedto sorbitg¢ SP-28 steel with grain sizes in
the range 20—-10@:m. A detailed examination of the tested
w=BpoAumdh. (6) targets using optical and scanning electron microscopes re-
vealed a large number of discontinuities of different sizes
which form in the material under impact loading. In the
range of magnifications from 500 to 500Q@hese disconti-

Vo Vo nuities had a regularly varying surface relief of ruptures and

YT 5CAt Ah’ (7)) cracks. Thus, at impactor velociti¥=130- 150 m/s small

] . o . ] ruptures and sinuous cracks connecting them exhibited a
Cp is the velocity of longitudinal plastic wavedt is the  ghape similar to a regular Koch surfa®evith the smallest
time during shear occurs, ankh is the width of the shear (visible) figure-generation threshold 0.8—10m (Fig. 5).

Here B~1 is the correlation coefficient. The plastic shear
strain equals

zone. _ _ Such a geometry of discontinuities is observed up to impac-
Substituting expressiong6) and (7) into Eq. (5) we oy yelocitiesV,= 269 m/s. After this velocity is reached, the
obtain discontinuities show up, and &%, increases further, saw-
4 tooth-shaped cracks predomindkég. 6).
osp=Ker+ 53 (70F BpoVoAu). (tS) The structural investigations performed made it possible

to draw the following conclusions: A substantial number of
One can see that unu,s=0 the value ofVy has no  discontinuities with an extended surface relief are present in
effect on the spallation strength. When a finite variance apthe spallation fracture zone in a wide range of spatial scales,
pears, the spallation velocity also increases. This is conand the shape of the profile of their surface relief is similar to
firmed by the behavior oWg({V,) in Fig. 4. the elements of Koch curves. These conclusions indicate that
However, the spallation strength stops increasing at imfractal properties could manifest in the mechanisms of nucle-
pactor velocity 380 m/s, i.e., when the kurtosis of the mesoation and growth of cracks. To check this conjecture, a frac-
particle velocity distribution function starts to predominatetal analysis of crack surfaces was performed. Since the
over the influence of the variance. The spallation velocityplanes of the microsections were oriented in the direction of
decreases because the mean mesoparticle velocitle-  propagation of the shock wave, the method of vertical sec-
creases as a result of the asymmetry of the distribution fundions could be used to find the fractal dimension of the ob-
tion. Since the spallation velocityV,, is read from the served discontinuitie? To this end, the length of the con-
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FIG. 6. Fractogram of a section of the spallation
surface with saw-tooth-shaped component.

tour of the defects was measured on the photographahereK;, K,, andn are constants in the equation.

obtained of the structure at magnifications from 50 to 5000 Integrating Eq.(9) gives
with different unit scales, a plot of logL—logn was con- Nl
structed, and the fractal dimensibn=logL/logn was deter- N=K;Kzop "At. (10

mined from the slope. _ _ HereAt is the passage time of the reflected wave. Assuming
For the same number of images in each of three groupge nassage times of the forward and backward waves to be

of photographs analyzed with the chosen s<_:a|e u_nits 1-0.}e same(this is true to a high degree of accuracy for the
0.1-0.01, and 0.01-0.001 mm, the fractal dimensions foungtee| studielf we shall determinet in the form of the

ar9D=0.7, .1..2, and 1.26 for log=1, 2, and 3, with COIe-  yalation obtained in Ref. 19:
lation coefficients 0.692, 0.938, and 0.972, respectively.
These dimensions correspond well to the way that the fractal At=I,./AAu, 1y
dimension of Koch islands with finite generations depends i »
on the number of generations. wherel . is the cr|t|ca! length of a sh_ear crack.

The results obtained show that a statistical “joining” of W€ shall determine the spallation stresg from a
the analyzed arrays with one another is required. In practicé,elatlon which is also justified in Ref. 9:
fthis means that the number of analyzed ob_servations must be , — Kyl (7l 10)05, (12)
increased almost tenfold and the observation scale decreased
tenfold, which is difficult to do. A fractal dimension WhereKj is the critical coefficient of the stress intensity with
D=1.1 was obtained, with a correlation coefficient of 0.81,respect to the stopping of a crack, dngis a rupture crack
from the total log.—logn data set, with the scale varying of critical size.
over three orders of magnitude. This agrees quite satisfacto- Substituting expressiond?2) and(11) into Eq.(10), we
rily with the fractal dimension for triadic Koch islands obtain
(D=1.2618 for logh=Ilog 3; Ref. 20. Thus the result ob-

1
tained attests to the fractal properties of the cracks that are _ KiKoKia b o (13)
formed in SP-28 steel under high-speed loading conditions. Th )”_;_1 AAu’
Cc

Since the fractal dimension characterizes a physical sys-
tem as a whole, it is used in the micromechanics of fracture  On the other hand, according to Ref. [2X], after some
as a measure of the degree of or@ler, conversely, chag®f  modification the quantitiN can be written as
the internal structure of the deformed solid when analyzing _op
the dynamics of cracks from the standpoint of synergdfics. ~ N=Ali ", (14
From this standpplnt, it yvould be interesting to use _fra_Ctalvvhere)\ is a constant.
geometry to obtain relations between the velocity distribu-
tion function of components of the material and the topologi-
cal parameters of the medium and the fractal dimension. To 0 |TC‘D
this end, we shall integratc_e the relation proposed in Ref. 14 3731 = K (15
between the rate of growtN of the density of microcracks
and the spallation stresses, where® =K K k{3 Y/ andm=(n+1)/2.

: Taking the logarithm of expressidii3), we present the

N=K;K,op™t, (9 final result in the form

Equating expressiond3) and (14) we obtain
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The structural—energy spectrum of the states of a bismuth-containing oxide glass, the sensitivity
of these states to the action of a pulsed magnetic field, and the thermodynamic and kinetic
stability of the structure excited by a pulsed magnetic field are studied by the method of measuring
the internal friction. It is established that a pulsed magnetic field influences the structural

states and that this leads to irreversible changes in the structure and the crystallization parameters
of the glass. It is found that the efficacy of acting on a material with a pulsed magnetic field

also depends on the parameters of the field and the structural—energy state of the material and that
the action itself is of a thermally-activated relaxational character. The optimal conditions for

the action of a pulsed magnetic field on glass are determined19@8 American Institute of
Physics[S1063-784£98)00810-1

INTRODUCTION magnetic field is switched on. It is interesting that the effect
of a magnetic field was observed in thermodynamically non-
Since 1973, when the method of pulsed magnetic fielcequilibrium systems. These results suggested that for each
treatment(PMFT) of condensed systems was proposed, exspecific material, besides optimal thermodynamic conditions
tensive experimental data has been accumulated proving thiggr the residual effect, there also exist regimes for optimal
a considerable change in the real structure and macroscopibsorption of a magnetic field, as a result of which the maxi-
characteristics of materials can be brought about by exposuraum changes in particular properties can be achieved.
to a sequence of pulses of a relatively weak magnetic field The main goals of the present investigations are to con-
with intensityH<10° A/m. Data have been obtained on the duct a scientific search for the optimal regimes for absorption
decay of impurity phases in crystalline matri¢ésthe pre-  of a pulsed magnetic field in bismuth-containing glass and to
cipitation of finely dispersed phases of harderfdats possi-  study the mechanism and the influence on the crystallization
bility of coherent ordering of an impurity, right up to the of the glass of such absorption.
appearance of spatial dissipative structdréise change in
the relative arrangement and shape of clusters of eIectricaIIX SULTS O STIGATIONS
active centers in semiconductarsand other data. They are ESULTS OF PRELIMINARY INVESTIGATION
correlated with data on the change in hardness and durability Superconducting phases are obtained by crystallization
of high-speed steels and change in microstre§geshange  of glass, which by its very nature is a strongly nonequilib-
in the viscosity of petroleum after PMFT has also beenrium material with respect to both the stabilized amorphous
observed. These are all residual effects and they have beemnd crystalline state. This enabled us to employ PMFT as a
observed in materials subjected to PMFT at room tempergpotentially possible method for influencing the crystalliza-
ture, where the magnetic field energgH is three orders of tion process and the properties of superconducting phases.
magnitude lower than the thermal ener@igr H=10° A/m). Since relatively little energy is expended, the intent was to
The intensity of irreversible relaxation processes, whichimprove the efficiency of the process of crystallization of the
result in the formation of structure and properties in the maglasses in superconducting phases and to improve the physi-
terial after PMFT, is determined to a large degree by thecochemical properties of the glasses. The results of prelimi-
thermodynamic conditions of the residual effect, while thenary investigations in the indicated glass by means of
role of the regimes and the character of PMFT remains, taifferential-thermal analysis, x-ray crystallographic analysis,
some extent, in the background. However, a number of reand measurements of the mechanical properties served as the
sults attest unequivocally to the existence of changes occubasis for this. Thus, treatment of BPh, ,Sr,CaCyO, glass
ring in the properties of materials during treatment in a magwith magnetic field pulses withi=10° A/m and pulse rep-
netic field. Thus, the viscosity of chalcogenide glassyetition frequencyf;=1 Hz for 5 min at room temperature
semiconductors has been observed to change as a resultddcreased the temperature of crystallization in the 2201
the action of a magnetic fieflan ac field having a stronger superconducting phase and the activation energy of crystal-
effect than a dc field, and the change depends on the tentization (Fig. 1) and increased the crystallization rakeg. 2)
perature. In Ref. 10 it was observed that the electrical coneompared with these parameters in the untreated matérial.
ductivity of polyacetylene films decreases when an externalin this connection, as a result of PMFT of glass, a relative

1063-7842/98/43(10)/5/$15.00 1181 © 1998 American Institute of Physics
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FIG. 1. Temperature dependence of the relative quantity of the 2201 phase , K

in the process of crystallization of glass in 20 min— Initial glass,2 —

after treatment with a pulsed magnetic field in regiméTable V). FIG. 3. Temperature dependence of the damping decrement in gjjass:
the same as in Fig.; B — measurements of internal friction in the experi-
mental temperature range after several temperature runs.

increase in the quantity of the 2201 superconducting phase

and a decrease in the level of internal microstresses in it were

observed. The final material was stronger. Similar results.

s ion of the structural elements into excited states as a result
were also observed for the superconducting phases 2212 a
2993 o an external actiofthe relaxation timer and the rate factor

— a parameter determining the character of the relax-
It became clear that PMFT of the glass chosen gives g atlonal process thermodynamic reversibility or irreversibil-
positive result and can serve as one way of improving the

ty, and the kinetic stability of the structure of the experimen-
technology for obtaining high-, superconducting materials,
. ; : : tal material in excited states. For this, the internal friction
at least for those materials which are obtained in the glas : .

. - ) N F) was studied by the compound vibrator method at a fre-
variant. The remaining problem consisted of optimizing the Lo S .
PMET reqimes for the alass investiaated quency of longitudinal oscillations 91 kHz with a constant

9 9 9 ' amplitude of the cyclic straiz=6x10"8 in the tempera-

ture interval 80—500 K. The measurement error was equal to
RESULTS OF BASIC INVESTIGATIONS AND DISCUSSION 10%.

To solve this problem it is necessary to study the Figure 3 shows the temperature dependence of the
structural—energy states in the quenched glass, spemﬂcall?ampmg decrement, which to within a constant equals the
to determine the energy spectrum of the structural statedF (Q™'). As one can see, peaks of the IF are observed at the
their sensitivity to external actiofmechanical, magnetic, or temperaturesT,;=205K, T,;=353 K, Ty3=378K, and
electromagnetic since pulsed magnetic fields are )ushd ~ Tma=413K. These peaks are due to relaxational processes

relaxational characteristics of the processes leading to a tratfading to a transition of the structural elements into excited
states in a field of cyclic stresses. From the standpoint of the

efficiency of the absorption of mechanical energy by the ma-

1.0F terial, the IF peaks characterize the conditions for maximum
utilization of the external mechanical energy in the observed
relaxational processes with their own thermodynafaicti-
0.8r vation energigsand kinetic (relaxation timey parameters.
The activation energies of the relaxation processes were
o6k determined using the Wert—Marx expresgfon
~
3 U=RT,In S 47. A, &)
SNogr ha
where AS is the activation entropye is the angular fre-
0.2+ quency of the measurements, aA®=4—20 J/moleK;*?
the energies were estimated 6= 10 J/moleK.
\ | The relaxation times were determined from an expres-
0 10 30 50 sion which relates the temperature positions of the maxima

t, min of the IF peaks and the activational characteristics of the

relaxational process¥s
FIG. 2. Kinetic dependence of the relative amount of the phase 2201 in the

process of crystallization of the glass at 773K2 — the same as Fig.)1 wToeXp(U/KT,) =1, (2
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TABLE I. TABLE II.
Peak No. Tm, K 7, S U, eV PMTF conditions Working Working
1 205 17106 030 H;, Alm; Working amplitude frequency
s : fi, Hz; Ho, harmonics range, range,
2 353 4.710 0.53 7\ pS Alm range Alm Hz
3 378 3.210°° 0.57
4 413 4.0¢10° 0.63 10°; 1; 500 50 11000 100-60 6.3-6300
10°; 10; 500 500 11000 1006-60 63—-63000
(except 20@)
10%; 1; 500 H, of all harmonics belovH g

where 7o expU/KT,)=r.
The limitations of expressiofl) should be noted. This
expression is valid only when the relaxational process satis-
fies certain prerequisites, since the derivation of the expres-
sion employed an assumption that the frequency factor is thguency 91 kHz, just as in the case of a cyclic mechanical
same for all relaxational processes and is G in order of  field with such a frequency af,;=205K, T»=353 K,
magnitude. This corresponds to the Debye frequency of thg ;=378 K, andT,,=413 K. However, we are dealing
oscillations of a single atora=1/7,. Since we know of no  with a pulsed magnetic field in which, depending on the
other mechanisms of IF in oxide glassés example, for the  pulse durationr; and the pulse repetition frequenty, cer-
dislocation mechanismy=10 9—101% 5) other than the tain harmonics with different amplitudés, and frequencies
mechanism of thermally activated displacement of singlen(); will be present, and their energy will be absorbed effi-
atoms, we shall employ expressi@fh). The results of a ciently at definite temperatures. The Fourier transform was
numerical analysis are presented in Table . used to determine the harmonic components present in the
Therefore the choice of method for measuring the IF iscarrier of the working magnetic field pulses. The Fourier
successful in the sense that it reveals the possibilities for theeries for periodic magnetic field pulses is

10% 10; 500 50 +100 106-60 6.3-6300

material to absorb external energy and makes it possible to -
Qetermlne the character apd mechanisms of energy dissipa- H(t)=Ho+ 2 H, sinnQt+ W), @)
tion processes. But, most importantly, a characteristic of the n=1

method is the selective character of the_ absorption of exterW ereH(t) is the intensity of the pulsed magnetic field with
nal mechanical energy, also observed in the case of ac an o _ = - .
e ) . . repetition frequencyT,=1/f;=2#%/Q;, Hy=H;K is the
pulsed magnetic fields applied to a material. For this reason,, .. e . .
. ) . Static component of the magnetic field, is the amplitude of
the information obtained about the spectrum of structural—, . . - — .
he intensity of the magnetic field puls&=7;/T; is the

energy states_ Qf the g!a}ss under study makes it is possible Eﬁ’ling factor, andH, and ¥, are the intensity amplitude and
find the specific conditions of the PMFT of the glass such .
that absorption of the field occurs and, as a result, if thep hase of theith harmonic. .
states excited by the magnetic field are,kinetically ur;stable Eor the case .Of a symr_‘nt_a?rlc arrangement of the_ pulse
changes occur in the structure and properties of the glass re_latlve tp the ordinate an.d |n|t|_al phasés,=90° the series
" . " will consist of Hg and cosinusoidal components

Next, it is necessary to solve the question of the kinetic
stability of the observed statdf~ peaks in the case that ~
they are excited by a mechanical field and pulsed magnetic H(t)=Ho+ nZl HycognQt), 4
fields. It was found that the observed IF peaks are converted -
during the action of pulsed magnetic fields on the materiahere the amplitudes of the harmonic components are given
(Fig. 3, curve2) and during mechanical actidfig. 3, curve by
3) into a system of new peaks with different characteristics. H.
This experimental fact shows that periodic external actions Hn:—I sin(nK). 5)
drive the material into excited states which are inherently nm
kinetically unstable, which is what leads to the development We shall use Eq(4) to analyze some of our PMFT re-
of structural relaxatioSR) and irreversible changes in the gimes with respect to the main parameters of the putkes
structure. As follows from Fig. 3, the results of structuraland f; with ;=500 us to determine the working ranges of
relaxation are different for magnetic and mechanical actionsthe amplitudes and frequencies. The range of working har-
The reason could be that in the case of PMFT of the experimonics which were included in the choice of optimal PMFT
mental glass not all observed states are excited in the glassgimes was determined by their amplitudes and was condi-
but rather only the states which are inherently magneticallyionally limited by the intensity of the geomagnetic field with
active. Hy=46 A/m. The working frequency range was also deter-

We shall take the last step in the solution of the problemmined according to this criterion. The results are presented in
by making a number of assumptions, hoping in advance thatable II.
the experimental check will elucidate the situation. If all ob- Next, we present estimates of the temperature regimes of
served structural—energy states of the glass are assumedRMFT of bismuth-containing glass in the working frequency
be magnetically active, then the absorption of energy fronrange for the spectrum of structural states determined by the
the magnetic field will be maximum at magnetic field fre- method of measuring the IF. Since the relaxational processes
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TABLE III. TABLE IV.
Working Working Regime H;, f;, PMFTT, 7, PMFTt, Relativeincrease
U, frequency H;, temperature fi, Ti, No. Alm Hz K uS min in 2201, %
ev range, Hz A/m range, K Hz PO
1 10 1 150 500 5 10
0.30 6.3-6300 16 120-160 1 500 2 10 1 250 500 5 60
63— 63000 18 130-180 10 500 3 10 1 250 500 2 50
0.53 6.3-6300 16 210-280 1 500 4 10 1 250 500 15 50
63— 63000 18 225-310 10 500 5 10 1 300 500 5 90
0.57 6.3-6300 16 225-300 1 500 6 10 1 320 500 5 40
63— 63000 18 245-335 10 500 7 10 1 320 500 15 35
0.63 6.3-6300 16 250-330 1 500 8 10 10 150 500 5 10
63—63000 18 270-365 10 500 9 10 10 250 500 5 50
10 16 10 300 500 5 120
11 1¢ 10 320 500 5 95

leading to the excitation of the structure in a cyclic elastic
field are thermally activated, we shall perform the calcula-
tions using expressiof2), making the assumption that the degree and 0.57 eV participate in absorption of the magnetic
character of the relaxation is the same in pulsed magnetifield. Their contribution is higher than the preceding one.
fields. Such a point of view could be consistent because o€omparing the regimes 2—4 according to the PMFT time it
the fact that the energy of the magnetic field employed, justan be concluded that the treatment does not greatly influ-
as that of the mechanical fieldor e=6x1078), is much  ence the magnitude of the effect. The greatest increase in the
less than the thermal energy and especially the activation201 phase as a result of PMFT of the glass is observed for
energy of relaxational processes studied in the present workegimes 5, 10, and 11, where states with energies 0.53, 0.57,
For this reason, neither a magnetic field nor a mechanicand 0.63 eV, respectively, operate. It should be noted that a
field influences the density of thermal fluctuations responcorrelation between crystallization and magnetic field ab-
sible for any particular excitation process. The results of desorption may not be observed because not all PMFT-induced
termining the temperature regimes of PMFT of our glass forchanges in the glass structure can influence the crystalliza-
H;=10° A/m are presented in Table III. tion of the glass. This is serious question requiring a separate
The results presented in Table 11l show the temperaturanalysis.
intervals where maximum absorption of energy from a  The investigations revealed that the mechanism leading
pulsed magnetic field with fixed parameters occurs in &o the absorption of pulsed magnetic fields or in general the
bismuth-containing glass. mechanism whereby the pulsed magnetic field influences the
To check the reliability of the computed results, it wasglass is of a temperature-dependent relaxational character.
necessary to choose a parameter of the material that coukbr this reason, the action of magnetic fields on a material
characterize qualitatively and quantitatively the result ofmust be judged not from the standpoint of the “thermal para-
PMFT of the glass investigated. As shown above, PMFT ofdox” (kT>ugH) but rather from the standpoint of ther-
glass changes the parameters of the crystallization of thmally activated relaxation. The efficcacy of PMFT in the
glass in superconducting phases. In this connection, aftesense described in the present paper is determined not only
PMFT a relative increase was observed in the amount oy the magnetic field parameters but also by the structural—
superconducting phases as compared with glass not treatedergy state of the material, which, as observations showed,
with a pulsed magnetic field. The increase in the 2201 phasehanges both during and after PMFT. This is why prolonged
on crystallization by PMFT of the glass was used as a contrdPMFT does not give an additional result. For this reason,
parameter for the experimental check of the computationadach PMFT treatment must be preceded by a study of the
results. The results of such a check are presented in Tabitructural—energy state of the material, which makes it pos-
\A sible to determine the optimal PMFT regime. Since the pro-
cess of absorption of a pulsed magnetic field is of a relax-
ational character with a characteristic maximum of
absorption, a static magnetic field will be ineffective for dia-
As one can see from Table IV, the magnitude of themagnetic materials. The negligible effects of treating dia-
effect presented there depends strongly on the PMFT regimenagnetic systemsincluding also the system investigajed
Thus, PMFT in regimes 1 and 8 gives the weakest effectwith a static magnetic field could be due to the presence of
This is due to the fact that only one structural-energy statsmall quantities of paramagnetic centers and other possible
with relaxation energy 0.3 eV is excited. The amplitude ofmechanisms of the effects of magnetic fields.
the IF peak for the relaxational process with an activation  An important point is that the results presented above
energy of 0.3 eV is the lowest of all peaks investigaéid.  determined the specific approach to studying the effect of
3, curvel) and therefore this state makes the minimal con-cyclic magnetic fields on any material with different degree
tribution to the absorption of a pulsed magnetic field. In theof ordering. Once the conditions for excitation of thermally-
case of glass treated in a pulsed magnetic field in the regimexctivated relaxational processes are known, the conditions
2, 3, 4, and 9, states with energies 0.68 the greatest for absorption of pulsed magnetic fields can be determined

CONCLUSIONS
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Fabrication and investigation of SNO  ,—As,(SepgTeg1)3 and SNO ,—(AS67Sbg 33)2Se3
heterojunctions

I. P. Arzhanukhina, K. P. Kornev, and Yu. V. Seleznev
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A method for fabricating and the results of an investigation of Sn&s,(Se,qTe, ;)3 and
SnO,—(Asy 6 Shy 39,56 heterojunctions are described. The spectral and current—voltage
characteristics of the heterojunctions obtained are presentedl998 American Institute of
Physics[S1063-784£98)00910-§

INTRODUCTION current in the sample in the region of the spectrum with
. . wavelength frooh=0.4 to 1.2um, with a spectral slit width
For semiconductor electronics, the search for new struc;

tures that can be used to develop a variety of semiconduct(;rrom o\=0.002 um for the short-wavelength part of the

devices, specifically, photodetectors operating in differentS pectrum up taAA =0.008 um for the long-wavelength part

. : Pf the spectrum. The minimum measured current was equal
parts of the spectrum, is now very important. Examples o

such structures are heterostructures based on amorphous r}10 1o ** A. The voltage applied to the san"_lple C.OUId be var-
terials, including glassy chalcogenide semiconductors'é'jId from +100 to f100 V._The_lV(_:s obtained in th? da_trk
(GCSQ, Semiconductor heterojunctions are the focus of acfJlnd the l\./CS obtam_ed by |IIum.|r_1qt|r_19 the sample with light
. ) . o in the region of maximum sensitivitflight IVCs) were mea-
tive recent investigations. The technology of heterostruc-

tures. apparently. will plav an important role in the arowin sured for both types of samples. The spectral characteristics
res, apparenty, play P growing ¢ photosensitivit SCP were measured with both polarities
microelectronics markétAs materials, glassy chalcogenide . .
) . . . . .~ of the voltage applied to the sample. To obtain the SCP, the
semiconductors are interesting for use in electronics, sincg
. . ) ependence of the photocurrent of the sample on the wave-
their properties can be purposefully altered by continuousl

. S . )fength of the incident light was measured in the range of
varying the combination of components in a compound.

Our objective in the present work was to fabricate andwavelengths from 400 to 900 nm with a step of 25 nm. The

: : - spectral sensitivity of the sample was determined from the
investigate the characteristics of Si¥As,(Se gTe )3 and :
SNO,— (A 55ty 39,56, heterostructures. measured dependence according to the formula

S(N)=Jpn(M/H(N),

SAMPLE PREPARATION AND MEASUREMENT PROCEDURE ~ WhereJyy(A) is the photocurrent in the sample in amperes
andl(\) is the power of the lamp in watts in the wavelength

The samples whose structures are displayed in Fig. interval A\.
were prepared for the investigations. A tin layer was depos-  The photocurrent was determined according to the volt-
ited on a 1X 13 mm glass substrate, using masks, in vacuunage drop across a known resistance.
at room temperature. Next, the deposited structures were
heated in an oxygen atmosphere up to a temperature of ap-
proximately 700 K. This yielded two electrodes consisting ofpzESULTS AND DISCUSSION
a transparen(in the visible part of the spectrum-type con- The current—voltage characteristics for samples based on
ducting tin dioxide film with a band gap of 4.0 eV for direct both compositions are nonlinear and asymmetric. For both
transitions and 2.8 eV for indirect transitioh$he ionization  the dark and light IVCs measured in the region of maximum
energy of the donor centers, which is associated with theensitivity the current obtained with positive polarity of the
presence of oxygen vacancies, was equal to 0.07%Next,  tin dioxide collecting electrode is much higher than the cur-
layers of a glassy chalcogenide semiconductor and alumient obtained with negative polarity. A potential barrier for
num, which partially overlapped one another, were depositetioles, which are the majority carriers in GCSs,formed at
successively, using different masks, on the electrodes dhe metal-semiconductor interfa¢€ig. 2. When the col-
room temperaturéFig. 1). lecting electrode is positive, the barrier decreases and a
The sample was illuminated on the glass substrate sidarger number of holes can flow into the aluminum from the
through the transparent tin dioxide electrode. The aluminunGCS. For opposite bias the barrier for holes emitted from
layer served as the second electrode. A voltage was appliedluminum decreases as the voltage increases; the current in-
between the Al and SnQelectrodes. The polarity of the creases but to a lesser extent, since a barrier for holes exists
voltage was determined by the sign of the voltage onSnO at the GCS—SngQinterface. In this case the current through
The measurements were performed on a specially devethe structure will be determined by the recombination rate of
oped apparatus that made it possible to measure the photbheles and electrons near the GCS—Sitlerface. Therefore,

1063-7842/98/43(10)/3/$15.00 1186 © 1998 American Institute of Physics
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FIG. 1. Structure of the sampld: — SnG,, 2 — GCS,3 — Al, 4 —
substrate.

as the voltage increases, the current with a positive collectin

electrode should grow more rapidly than for a negative col-
lecting electrode. This is observed in Fig. 3, which displays

the IVCs for the (Ag§eShy32,Se heterostructures. The
IVCs of the samples based on ASe qle; )3 have the
same form.

The spectral characteristics of photosensitivity) for
As,(Se qTey 1) 3 heterostructures with a negative correcting
electrode and GCS film thicknegls=7 um are presented in

Fig. 4. As one can see, the region of photosensitivity of the

structure extends from=0.47 to 0.71um at the 0.5«
level with a maximum at=0.58 um. For film thickness
d=1 um the sensitivity region ranges fron=0.4 to 0.7um
with a maximum at\=0.53 um, while for film thickness
d=10 um it extends from\=0.53 to 0.76um with a maxi-
mum atA=0.65 um.

In the case of a collecting electrode with positive polar-
ity the region of spectral sensitivity lies in shorter wave-

negative polarity, but in this case the long-wavelength edge

of the curves is the same for both polarities.

For the(Asq 5:Shy 39 2,S6; heterostructures with negative
polarity the region of the spectral sensitivity at the $),1,
level ranges from\=0.515 to 0.73Qum with a maximum at
A=0.65um (d=1 um) and fromA=0.575um to 0.725um
with a maximum at=0.625um (d=10 um).

In the case of positive polarity, only the long wavelength
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FIG. 3. Current—voltage characteristics of a {(ASh, 39,5 heterostruc-
ture: 1 — in light, 2 — in dark.

mately 0.6 eV for the present compositions. The existence of
a shift of the maximum of the spectral sensitivity to higher
photon energies with a positive voltage on Sri®an addi-
tional confirmation of the existence of a potential barrier.
The higher the energy of the absorbed photons, the shorter
their penetration depth is, the closer the absorption of most
photons to the surface barrier is, and the higher the average
energy of the photogenerated holes is. For this reason, more
holes capable of overcoming the potential barrier appear as
fhe photon energy increases. The result is that the maximum
of the SCP with a positive voltage shifts into a shorter wave-
length region of the spectrum relative to the maximum with

171

part of the SCP is observed in the range of wavelengths
investigated. The shift of the maximum of the SCP equals
0.5 eV. As noted above, a potential barrier for holes exists at 10

the AI-GCS interface. According to photoemission =
measurementsthe magnitude of this barrier equals approxi- N
E
c’;\
1 2 3
5 -

1

/// / 04
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FIG. 4. Spectral characteristics of a £Seq oTe, )3 heterostructurel —

FIG. 2. Band diagram of the heterojunctidn— Al, 2— GCS,3 — SnG,. 8B, 2 — 4B, 3 — 2B.
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a negative voltage. In the case of a negative voltage on,SnOthe maximum sensitivity was found for both types of hetero-
the photogenerated holes do not have to overcome the potejnctions. - . _
tial barrier indicated above, so that in this case the position 5. Itwas found that for positive polarity the maximum of
of the photosensitivity maximum is determined by the bandSCP is shifted to higher photon energies.
gap in GCS.
1V. Venkataraman, Curr. So&4, 855 (1994).
CONCLUSIONS 2|, Yu. Dzyurkevich and K. P. Kornev, iMethods and Apparatus for
Magnetic Measurements and Monitorifig Russiarh, Omsk Polytechni-

1. Samples based on SpOAS,(Seleyq); and cal Institute Press, Omsi{977).
SnO— (ASO 67Sb) 33)25% heterojunctions were fabricated 3H. S. Soni, S. D. Sathage, and A. P. B. Sinka, Indian J. Pure Appl. Phys.
and investigated 21, 197(1983.
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2. The spectral and current-voltage characteristics Wereétekh. Poluprovodn.25, 564 (1991 [Sov. Phys. Semicond25, 341
measured. (1999)]. _ _ . _
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in bilayer thin films
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Self-propagating high-temperature synthdSiBlS in Al/Ni, Al/Fe, and Al/Co bilayer thin films

is investigated. It is established that SHS is achieved in thin films at initiation temperatures
300-350° lower than in powders. The mechanism of SHS in thin films is similar to the process of
explosive crystallization. It is shown that at the initial stage solid-phase reactions arising on

the contact surface of condensate films can be self-propagating high-temperature synthesis. SHS
could find application in different technologies for obtaining film components for
microelectronics. ©1998 American Institute of Physid$S1063-784£98)01010-1

Self-propagating high-temperature synthe§8HS is  (Ref. 5, we estimate the diffusion coefficient &= 10 12
widely used to obtain many different compounds. Ordinarily,— 10~ * m?/s. Such values db are characteristic for the Al
the reagents participating in SHS are in a powdered form odiffusion in Fe, Co, or Ni at temperature 1200-140¢ K.
one reagent is in a gaseous statdnfrequently, SHS has This temperature agrees with the results of direct measure-
been studied in bimetallic systefrand foils? In both cases, ments, presented below, of the temperature of an Al/Fe film.
the reagents were several microns in size. SHS in thin-filmHence it follows that at these temperatures Al on the front is
samplegthickness up to 200 njrhas not been investigated in a liquid state, while the lower Fe, Co, or Ni layers are in a
at all. solid phase. The reaction front is convéxg. 18, because

The present work is devoted to the experimental study obf the fact that the heat losses at the edge of the film are
the characteristic features of SHS in thin films and theirgreater than at the center. They decrease the front tempera-
differences from SHS in powders. ture T; and the front velocity from center to edge. On the

The following pairs were chosen as the initial materialsother hand, the front temperature is higher than the melting
for synthesis: Ni—Al, Fe—Al, and Co—Al. A layer of one of temperature of aluminunT,, (Al). The arrow in Fig. la
the ferromagnetic metald = Ni, Fe, and Co was deposited shows the liquid zone of aluminum, bordering the reaction
successively by thermal evaporation and an Al layer wagront and possessing a high reflectance, so that it is distin-
deposited on top. Each layer was 30—100 nm thick. Filmgyuished from the initial and reacted parts of the film. If, after
with layers of equal thickness were used for the investigainitiation, the substrate temperature is made to be less than
tions; this corresponds to40% at.Al in the sample. Mica or T,;, then quenching of the reaction occurs.
glass, 0.1-0.2 mm thick with linear dimensions of 5-10 mm,  The self-maintaining character of the propagation of the
was used as the substrate. The two-layer system obtainedicleus is determined by the fact that the reaction zone lies
was placed on a tungsten heater and heated at a rate of thethe interface of the initial film and the reaction products.
order of 20° per secon@thermal explosion The vacuum Intense heat release on the front appreciably raises the tem-
during deposition and heating was<10™“ Pa. At the tem-  perature there. As a result of the Arrhenius temperature de-
peratureT,; a nucleus of a phase of the reaction productspendence of the diffusion coefficient the combustion process
appeared and propagated with the velodity-0.5x 10?2 proceeds exclusively on the front. The proposed mechanism
m/s until it covered the entire surface of the film. The mor-of SHS in thin films is similar to the process of autowave
phology of the surface of the new phase changed, and thexidation of metals® and the process of explosive
reflection from the film surface became dull and differedcrystallization®*° The main characteristics of the processes
sharply from the mirror surface of the initial sample, so thatare similar in the following cases: the existence of the reac-
the motion of the new phase was easily observed visuallyion initiation temperaturd ,;, self-maintained propagation
(Fig. 1a. The initiation temperaturd; in the experiments of the front of a new phase, high temperature of the front,
was not constant; it depended on the rate of heating and theentical temperature dependences of the front propagation
ratio of the thicknesses of each film and varied in the rangeelocity, and possibility of the existence of a liquid zone on
250-400°C for the systems Co-Al and Fe—Al andthe front. The process of explosive crystallization has been
200—-300 °C for Ni—Al. Ift is the characteristic reaction time, well studied theoretically, so that it can be applied to the
then the velocity of the front i&/~ \x/t. In this time the  analysis of phenomena arising during SHS in thin films and
diffusion will extend to the thickness of the film~ Dt.  autowave oxidation of metals. Figure 1b shows schemati-
Taking average experimental valueg=1x102 m/s, cally the temperature profile on the reaction front, which,
d=1x10""m, and thermal diffusivityy=10"—-10"®m?s  assuming that no phase transformations occur, is

1063-7842/98/43(10)/4/$15.00 1189 © 1998 American Institute of Physics
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FIG. 2. Degree of transformation of bilayer systems as a function of sub-
strate temperaturé — Al/Ni, O — Al/Fe, A — Al/Co; layer thicknesses:
Al ~60 nm,M~50 nm.

tures T>T,; nickel reacts completely with aluminum, and
there is not enough time for 0—30% of the cobalt and 0—20%
of the iron to react. Analysis of the surface morphology sug-
gests that in the temperature rangg>T>T,; synthesis
does not proceed to the entire depth, but covers a thickhess
at the interface of the films. The thicknedgcreases rapidly
with increasing substrate temperature, and at temperagire
-5 0 5 10 15 synthesis proceeds to the entire dept.h. The Iarge. fraction of
z.mm the surface where the reagents are in contact with one an-
other decreases appreciably the initiation temperaiyfe
FIG. 1. Photograph, schematic illustration of SHS with a liquid aluminum For the system Ni—Al this temperature is 300—350° lower
zone, which is shown by the arrow, on the froﬁa)‘, and temperature profile, than the corresponding temperature in powdéi‘%]n many
?;fpff'iflfm? tzhe_rif‘gz'}ir;m':"v'g:‘é'g?ﬁi%'T'?:;tizoon”f)ritdmsf:omtechnologies for obtaining thin-film coatings, the films cool
4 — liquid zone on the SHS fronf — substratef — heater at tempera- dOWN at substrate temperatures higher than the initiation
turesT>T); . temperaturdl ;; . This suggests that if the substrate tempera-
ture T, is higher than the initiation temperatufg; when the
multilayer films are deposited, SHS can proceed and change
exponential’ The front temperaturd’; lies in the range the expected phase composition and structure of the samples.
Tm(M)>T¢>T(Al), so that a liquid phase of aluminum ex- To confirm this conjecture, an Al laydr-50 nm thick at
ists at the front. Aluminum diffuses into the bottom metal different substrate temperatures was deposited on Co, Ni, Fe
layer (M= Ni, Fe, Cg, which is in the solid phase. If the films (~50 nm thick deposited on mica substrates. The de-
lowest eutectic temperatui,(Eu) of the reaction products greey of transformation was determined as a function of the
is less than the front temperatufg> T, (Eu), then the liquid  substrate temperatufig by the method presented above. Fig-
zone should include, besides liquid aluminu/l), liquid  ure 3 shows the dependenegT,), which shows that the
reaction product$Eu). The width of the liquid zone depends SHS process is initiated during deposition of the upper layer
on the temperature profile of the reaction fr@Rig. 1b).
The magnetic momer(T,) of the sample was mea-

sured in the experiments. It is proportional to the volume of ]

the ferromagnetic part of the film, depending on the substrate T

temperature. The degree of transformatig(ir,)=(M(0) 0.8k

—M(T,))/M(0) was determined assuming all intermetallic )

phases of Al with Ni, Co, and Fe to be nhonmagnetic. Here 0.6+

M (0) is the magnetic moment of the initial sample at room

temperature and(T,) is the magnetic moment after the 0.4t

substrate is heated to temperatliyeand held for D s — the

time required for the combustion wave to propagate through 0.2r

the film. Figure 2 shows the dependeng€T,) for the sys- ) \
tems Ni—Al, Co—-Al, and Fe—Al. From the dependence 01400 500 600 700 800

M (T,) follows the existence of the synthesis onset tempera- T, K

ture_Tli and temp(a_ratU@Zi at WhICh_ the degree of transfor- FIG. 3. Degree of transformation versus substrate temperature after deposi-
mation has a maximum value. |n_F|_9- 2 the temperatliieS  tjon of an Al layer on a filmM = Ni, Fe, Co:O — Al/Ni, 0 — Al/Fe, A
andT,; are marked only for Al/Ni films. Thus, at tempera- — Al/Co.
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FIG. 4. Frequency spectra of nuclear spin echo of a bilayer film system
Al/Co: 1 — initial sample,2 — after passage of a SHS wave through the 5001
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of aluminum. In addition, the initiation temperatures of the T,. K
systems Ni—Al, Fe—Al, and Co-Al are close to the corre-
sponding temperatures during heating of bilayer films of thé:IG.tS. TeTTlperature Ofr-? bililr)]/er ﬁl:?-, SafrT:r[:IetAI/Fe Vetrsus theﬂ?eater te|m-'
same systemgFig. 2. perature. The arrows show the path of the temperature as the sample is
Al/Co bilayer film systems were also investigated by theheated up to 770 K and then cooled.
nuclear magnetic resonance method. Figure 4 shows the fre-
guency spectra of the nuclear spin edNSE) of the initial
films and of the same samples after annealing, where SHSamples where SHS occurred with an aluminum film depos-
was realized. The typical Al/Co spectrum of the initial ited on a nickel film at temperatufE>T,;. The interpreta-
samples is characteristic for polycrystalline Co and is formedion of the diffraction patterns shows the presence of a main
by two of its allotropic modifications: the low-temperature phase NjAl; with a small quantity of a NiAl phase and
hexagonal close-packethcp «-Co phase and the high- show residual aluminum and nickel to be absent, in agree-
temperature face-centered culficc) 8-Co phasdthe o= 8 ment with the data presented in Figs. 2 and 3. For Al/Fe
transition temperature-700 K) with central frequency 213 films where SHS occurred as a result of annealing the dif-
MHz. After passage of the SHS wave the line shape of thdraction patterns show reflections from residaaFe as well
spectrum changes appreciably, and only the signal from thas the high-temperature phaseFe and the intermetallic
fcc phase remains. The reaction products experience higtompounds FeAland FgAls. The high-temperature phase
rates of cooling, which results in, specifically, stabilization of y-Fe was stabilized just g3-Co as a result of the high rates
the high-temperature fcc phase of Co. Thus, taking the rise iof cooling which arise on the combustion front. Similar dif-
temperature in the combustion wael ~1000 K and the fraction patterns of Al/Co samples, just as their magnetic
characteristic reaction time= y/v?~0.1-0.01 s we esti- measurements and NMR spectra, confirmed the presence
mate the cooling rate as 10— 10° K/s. Such cooling rates of residual 8-Co. In addition, other phases, which can be
are sufficient not only for fixing the high-temperature phasesdentified as A{Co, and AlCo, are present in the sample.
but also for obtaining an amorphous phase in the alloys. The The film temperature the during passage of a SHS wave
absence of satellite lines in the low-frequency region of thevas measured in the system Al/Fe. To this end, a Pd layer
spectrum shows that after the passage of a SHS wave a solil0 nm thick was deposited on the substrate and Fe and Al
solution of aluminum in cobalt is not formed, but rather in- layers(each layer 50 nm thigkwere deposited successively
termetallic compounds are formed. The area under the curven the Pd layer. The Pd and Fe layers were used as thermo-
of the frequency spectrum determines the amount of cobaltouples. The sample was placed on a heater whose tempera-
present in the sample. The degrees of transformation, deteture was determined with a standard chromel—copel thermo-
mined from the ratio of the areas of the spectra before andouple and heated at rate 10 K/s. The heater was switched off
after the reaction and from magnetic measurements, agres temperature 770 K, which is higher than the initiation
well with one another. temperatureTy;. Figure 5 shows the dependence of the
The phase composition of the samples after the passagample temperature measured with the film thermocouple on
of a SHS wave was investigated by the methods of x-rayhe heater temperature. Before the temperafliye was
crystallographic analysis. The samples investigated had layreached, both thermocouples showed the same temperature.
ers of equal thicknesses, each layer bein00 nm thick.  This signified that the heater temperature was identical to the
The diffraction patterns the samples of the system Al/Nifilm temperature. However, abovig; =660 K the film tem-
where SHS occurred as a result of annealing at temperatuperature increased rapidly to a value of the order of 1330 K
T>T, are completely identical to the diffraction patterns of as a result of an exothermic reaction. This value agrees well
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with the estimate of the front temperature made earlier. Aftecould be realized in bilayer film samples. They should occur
the passage of the SHS wave, the temperature indicated liy systems where SHS has been obtath€@bnversely, for
the film thermocouple dropped. However, the reverse path dilms on whose boundary solid-phase reactions dsee, for
the film temperature was different from the forward path andexample, Ref. 16SHS should be expected to occur in the
was higher than the heater temperature, which indicated comorresponding powders.
tinuation of the exothermic reaction. The reaction stops only  The following conclusions can be drawn on the basis of
at temperatures 300—350 K, and the film and heater temper#he initial experiments investigating SHS in thin filmsy 1
tures become the same. SHS materializes in thin films at initiation temperatures

To determine the total reaction time the electrical resis-300—350° lower than in powders) the mechanism of SHS
tance of the samples during the reaction at temperafiyre in thin films is similar to explosive crystallization) SHS in
was measured. The electrical resistance increases contintiin films can also be obtained on the surface of powders if a
ously as the temperature increases from room temperature s&cond reagent in a liquid phase is presenthé possibility
T4;. This increase is typical for the temperature dependencef SHS initiation should be taken into account in existing
of the resistance of metals. When the temperature reaches ttechnologies for obtaining thin-film coatings) Slifferent
initiation value T4; the electrical resistance of the sample solid-phase reactions observed at the interface of bilayer and
increases rapidly — for 20 min for Al/Co systems and for 10multilayer films and arising at low heat-treatment tempera-
min for Al/Ni, Al/Fe film systems. Experiments to determine tures can initially be self-propagating high-temperature syn-
the sample temperatures and electrical resistance show thiesis; 6 the high rates of cooling after the passage of a SHS
after the passage of a SHS wave through the filon the  wave in bilayer film samples can stabilize high-temperature
present samples not more 10 the further heat release in the and metastable phases; aniiSHS could find application in
film is due to a post-combustion process. Post-combustiodifferent technologies for obtaining film components for mi-
processes have been observed in previous works on?SHS:roelectronics.
Hence it follows that the reaction process consists of two  This work was supported by the Russian Fund for
stages. During the first stage a fast autowave combustioRundamental Research, Grant No. 96-32327a/410.
process occurs. It results in appreciable mixing of the reagent
layers and formation of reaction products. The second stagea. G. Merzhanov, in Physical Chemistry[in Russiad, edited by
is slower. At this stage the initial products that have not Kolotyrkin, Khimiya, Moscow(1983, pp. 6—45.
completely reacted in the first stage undergo post—zgég(-lg"f;[h;‘:ﬁ" gr’:gr:] zF;)'J,BEE%V(T;l;%a' Dokl. Akad. Nauk SSXR,
qombusnon. Th!s stage can be accompgnled by recrystallizasg Vadchen.ko, A M. Bulaev, Yu. A Gal'chenko, and A. G.
tion and formation of new phases. During the second stagemerzhanov, Fiz. Goren. i Vzryva, No. 6, 46987.
the combustion process is not a wave process, but rather th&J. Anselmi-Tambuini and Z. A. Munir, J. Appl. Phy86, 5039(1989.
reaction products are produced by a process of nucleation): S- Grigorev and E. Z. Mgikhov [Eds], Physical Constants

. . . . [in Russian, Energoatomizdat, Moscowl991), 1232 pp.

and gI’OW’[h, whose kinetic law is described by the V. N. Larikov and V. I. Isdchev, Structure and Properties of Metals and
Kolmogorov—Avrami—Johnson—Mehl equatith. Alloys. Diffusion in Metals and Alloygin Russiaf, Naukova Dumka,

The low initiation temperatures of SHS in bilayer film _Kiev (1987, 511 pp. _ _
systems suggest that many solid-phase reactions in the initiaI\S/éiGth'afskoi’é;i("1;3’;9"5' G. . Frolov, and V. S. Zhigalov, J. Mater.
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high-temperature synthesis. Thus, in Ref. 14 solid-phase re-(1992 [Sov. Tech. Phys. Lett.8(3), 174 (1992].
actions were investigated in Ni/Al multilayer films. Similarly 9\/3', A i?\klovaki agdl\éé Ml-giéufmenko, Usp. Fiz. Nauk57, 311(1989
to the pre.se.m work, solid-phase Ni/Al re.'_:lctlons n mUItllay_ 1°EB.OIE|/: Gil%se.r asrfc):lsl-i. J. L(eam)?,]ihaser and Electron-Beam Processing of
ers materialize both as a result of annealing and during com- yjaterials Academic Press, New York 980, pp. 227—232.
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A new type of fast detector is proposed. The operation of the detector is based on the change
induced in the kinetic inductance of NbN and YBai0O,_ s superconducting films by
nonequilibrium quasiparticles produced by electromagnetic radiation. The speed of a NbN detector
is essentially temperature-independent and is less than 1 ps. A model based on the
Omen-Scalapino scheme describes well the experimental dependence of the voltage—power
sensitivity of a NbN detector on the modulation frequency of the radiation. A low equilibrium
quasiparticle density and a high quantum yield give detecting p@ier 10'2W . cm- Hz'?

at temperaturd =4.2 K andD* =10 W~!. cm- HzY? at temperaturd =1.6 K. The

time constant of the low-temperature YBaCuO induction detector is determined only by the
electron—phonon interaction timé_ , in the nodal regions. €998 American Institute

of Physics[S1063-78428)01110-9

INTRODUCTION temperaturesr,_p, is greater thanry, .. In this case, if
Tes<Tph-e, then a purely nonequilibrium response with a
The investigation and development of fast devicescharacteristic decay timer._,, materializes, while for
whose operation is based on nonequilibrium processes occuf, > 7,,_, the response is exclusively bolometric with a
ring in both conventional and high; superconductors corresponding decay time.. For thin films of conventional
(HTSC9 is one of the important directions of modern super-superconductors with a high critical temperature, the ratio of
conducting electronics. Picosecond resistance detectors cop;_,, and 7, changes al =5-10 K, and at higher tem-
sisting of low-temperature superconducting thin films with peratures the response becomes multicomponent.
high sensitivity operate similarly to bolometers in the range  The development of nonequilibrium HTSC resistance
from milimeter wavelengths to visible ligh? Similar  devices has now encountered fundamental difficulties. The
HTSC detectors can be another order of magnitude fastegbstacle is the high thermal resistance at the film—substrate
but they are less sensitivé. boundary for all substrates suitable for growing high-quality
Resistance detectors employing as the working compofiims. As a result, the heat removal from the film is inad-
nent thin films of conventional superconductors with a shorequate even for ultrathin films, which makes it impossible to
electron mean free path are described well by a nonequilibeliminate the bolometric component of the detector response.
rium two-temperature heating modelhis model also ex- The solution of the problem must be sought not in the
plains the basic forms of the photoresponse of HTSCs, speesistive state of the film but rather in the superconducting
cifically, the two-component decay of the photoresponse irstate, i.e., not in the change in the resistance of the sensitive
HTSCs has the same nature as in conventional superconduettement but rather in the change of the kinetic inductance. In
ors with a high superconducting transition temperafdre.  this case, not only is heat not released during the flow of the
In superconducting thin films the hierarchy of character-bias current, but, and most importantly, the appearance of a
istic relaxation times is determined by the distribution func-nonequilibrium response at low temperatures in supercon-
tions of the nonequilibrium quasiparticles and phonons undetluctors withs pairing decreases the detector time constant
the action of radiation, i.e., as quasiparticles and phononsy, while in superconductors with nodal regions, i.e., with
respond to a short laser pufs@he response mechanism is pairing, it changes the hierarchy of relaxation times and
determined by the ratio of the times of relaxation processemakes it possible to realize a phonon thermostat, i.e., to
determined by phonons. At low temperatures the tiein ~ eliminate the bolometric effect.
which phonons escape from a thin film into the substrate is  Of the works concerning kinetic inductance in conven-
shorter than the phonon-—electron scattering timg_e, tional superconductors, we call attention to Refs. 10—-14. In
which is a necessary condition for the appearance of a purelhese works, the first attempts were made to employ the in-
nonequilibrium response.The ratio of 7., and Ton-e  ductance for applied purposes: radiometers, SQUID-based
changes as the working temperature increases in the rangmv-noise amplifiers, and so on. The authors noted that, in
from liquid-helium to liquid-nitrogen temperatures. More- their opinion, near the critical temperatufe the thermal
over, the form of the photoresponse depends strongly on theoupling of nonequilibrium particles and the lattice is very
ratio of the electron—phonon interaction timg_,, and the  good and the film is heated as a whole, i.e., the inductive
phonon—electron scattering tims,,_.. At liquid-helium  response is of a purely bolometric character. Appreciably
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FIG. 1. Block-diagram of the experimental apparatus- G4-151 generatofl-500 MH2; 2 — Ya2R-74 generatof0.01-2 GHz; 3,14— adapter4,15
— power supply5 — RLD-78 M20 laser diode$ — focusing system; # LFDG-70 avalanche photodiod®— to spectrum analyze® — beam splitter;
10— 50 um in diameter fiber-optic cabld;1 — radiation power metett2 — SKA-59 spectrum analyzé€0.01-110 MHz; 13— SKA-60 spectrum analyzer
(0.01-12 GHE 16 — liquid helium; 17 — sample;18 — transport Dewar vessel.

below T, the situation changes: Electromagnetic radiationogy is well developed, and a relatively large amount of
increases the temperature of only the quasiparticles witholknowledge about the main physical properties has been ac-
affecting the lattice, and the response can be explained onlyumulated in the course of investigations over many years.
by the nonequilibrium superconductivity. Our samples on LaAl@substrates consisted of 50 nm thick
Most research groups studying the inductive response dflms with critical temperature 88 K in a structure in the form
HTSC films now believe that only a nonequilibrium responseof a single bridge or three parallel strips with a total area of
exists in the superconducting state. To explain the mechat0ox 10,.m. NbN films with a high critical temperature and a
nism of such response a theory developed a long timé>agothickness of several tens of angstroms were needed for the
for the deep superconducting state<{A) of films of con-  experimental investigations. Our technology group solved
ventional superconductors, which in principle is not appli-this problem. The result were less than 10 nm thick NbN
cable to HTSC material$, is invoked. films on a sapphire substrate. The transition temperakyre
Investigations of relaxation processes in thin superconys the films was controllable with reproducibility better than
ducting films are of great general-scientific value and exg 5 K in the temperature range 4.5-14.7"KThe NbN
tremely important for designing not only induction detectorssamp|es had the structure of a meandstrip width
but also other components of superconductor electronicg,— 1 5 wm) filling an area of 572 um.
which operate under nonequilibrium conditions, such as de- A piock diagram of the experimental apparatus for mea-
vices based on tunneling injection, superconducting transiss-uring the frequency dependence of the signal obtained by
tors, and others. _ _ applying to the superconducting sample amplitude-
) Our objective in the present work is to stu_dy .the Ir,1duc'modul<ated near-IR electromagnetic radiation is presented in
tive photoresponse of NbN and YBau,O;_; thin films in £y '1 A R D-78M20 laser diode with wavelength-788
the superconducting stale<A and to determine the basic \,  connected through a high-frequency adapter to the
characteristics of nonequilibrium induction detectors. power supply, served as the source of radiation. The laser
had maximum radiation powd?=10 mW with bias current
I =65 mA. The laser radiation, modeled by a generator of
Thin films of YBaCu;O;_ s and niobium nitride NbN  sinusoidal signals, was fed into a »@n in diameter G1-50/
were chosen as the objects of investigation. YBaCuO filmd.25-AXAl fiber-optic cable by means of a short-focal length
are the best-known HTSC materials: The fabrication technolebjective lens. Another such cable brought radiation up to

EXPERIMENTAL SAMPLES, PROCEDURE, AND TECHNIQUE
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the experimental sample. The cables were connected throug|
) . . . . =124t

an optical reducer, which made it possible to measure, using a
a RIFOCS-555B power meter, the power of the radiation .4z
brought up to the sample. A beam-splitter after the focusing
system diverted part of the radiation to a LFDG-70 ava- -132[-
lanche photodiode with a measuring frequency band up to
6 GHz, controlling the amplitude—frequency characteristic of 1361
the laser diode. The experimental sample was placed at thccé -uot
end of a holder placed in a liquid-helium Dewar vessel. The
signal from the sample was fed through flexible coplanar and: 134k
stiff coaxial lines into the detecting apparatus, which con-
sisted of the adapter of the power supply for the sample, an -136
amplifier, and SK4-59 and SK4-60 spectrum analyzers or a -138
EGG-5202 phase-sensitive device. The latter was used whel
the problem of measuring very low power signals, ~740
Ps~—150 dBm, in the band of detected frequencies -442
f=1-50 MHz, arose.

Measurements of the relaxation times of the response of 144 T
thin superconducting films by the modulation method are 1 10 100
more accurate than measurements performed by pulseu f, MHz
methods. Signal detection occurs in a narrow band of detecF:IG. 2. Inductive signallU versus modulation frequency for(8) and 10
tion frequencies, which depends on the stability of the gennm (b) thick NbN films: T/T,: 1 — 0.34,2 — 0.39,3 — 0.29,4 — 0.34,
erator of the modulation of the laser power and the minimun® — 0.4,6 — 0.45.
input band of the spectrum analyz@r other devicg Sig-
nals with power~50x 10 *® W have been detected in the
synchronous detection regime, while the pulsed method has Figure 2 shows the signal voltage versus the modulation
made it possible to measure signals with peak power onlyrequencyf for two samples at different temperatures. The
down to~50x 10"% W.*° signal amplitude is approximated well by the dependence 1.

The registration times of the impedance of the experi-The values ofr are marked in Fig. 2 by arrows. For a con-
mental samples were determined from the amplitude-stant reduced temperatuléT, the values ofr are propor-
frequency characteristics. Since the relaxation times of th@onal to the film thickness. For each sample, at low tempera-
response, in general, vary according to an exponential lawyresr is an exponential function of temperature. The signal
the frequency characteristic of the signal voltage per unitnagnitude on the plateau of the frequency curve grows
intensity is similar to the transmission characteristic of aweakly asT 2 with decreasing temperature.
low-frequency filter The experimental results presented can be explained on

the basis of the following model, which is based on the

S (1)  Omen-—Scalapino scherfi@When light with photon energy
V1+(27mfr)? hv greater than the gap\( is absorbed, Cooper pairs are
broken and quasiparticles are formed. This changes the ki-
netic inductance. of the film and therefore results in the
appearance of a voltage equallti./dt. The rate of change
of the inductance is determined by the modulation frequency
of the radiation and relaxation processes in the film. At first,
the photoexcited quasiparticles lose energy, emitting
phonons with energy greater thad 2which in turn destroy

a) Nonequilibrium NbN induction detectomn this sec- Cooper pairs and produce new quasiparticles. For quasipar-
tion we propose a superconducting nonequilibrium detectoticle energy less than, further quasiparticle multiplication
whose operation is based on the radiation-induced change becomes impossible. Next, the nonequilibrium quasiparticles
the kinetic inductance of the superconducting condensate&ool down, emitting low-energy phonons, and accumulate in
We note that the inertial bolometer proposed previotisfyy a level with energyA. At this stage, which lasts no longer
employs the temperature dependence of the kinetic indudhan 1 ps, the development of the electron avalanche is com-
tance neafT.. We shall investigate a fast detector whosepleted and the further, relatively slow, evolution results in a
operation is based on the nonequilibrium response of thimlecrease of the nonequilibrium quasiparticle density. When
films at a temperature much less thBn The time constant two quasiparticles recombine, a phonon with energy i&
7p Of such a detector is determined by the development timemitted, and this phonon can either leave the film in a time
of an electron avalanche, which is much shorter than,y, . Tes— 4d/ aug (Ug is the sound speed in the substrate and
Moreover, the detecting power of this detector is muchthe transmittance of the film—substrate bounganrydestroy
greater than that of electronic resistance bolometers witla Cooper pair in a timeg. As a result, the effective quasi-
comparable values ofy . particle lifetime is

2afr

AU(f)=U,

where AU(f) is the signal level at frequencl, U, is the
signal level at zero frequency, andis the characteristic
time, also called the time constant of the detector.

EXPERIMENTAL RESULTS AND DISCUSSION
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us h
8=, 274" %)
which gives rg=2 ps. Thereforerys/ 75~20, which indi-
cates strong reabsorption of nonequilibrium high-energy
phonons by quasiparticles. The quasiparticle lifetime calcu-
lated from Eq.(2) using the value ofy (Eq. (4)) agrees well
with the experimental values af presented in Fig. 2. We
note that strong reabsorption of phonons has a positive effect
on the characteristics of the detector, since in this case the
maximum quasiparticle multiplication factd¢=hv/2A is
reached as a result of an electron avalanche.

We shall now discuss the parameters of a nonequilib-
rium induction detector. To realize the detector we propose
-3or Tes=0ms using the plateau of the frequency dependence in Fig. 2.
Then the detector possesses an output frequency hdnd

o ranging from the reciprocal of the quasiparticle lifetime to
gploab ol 0 nd sl e the reciprocal of the development time of an electron ava-
10 100 f Z’gg 10000 lanche. The avalanche development time has been estimated
b 4

in optical experiments according to the modulation of the
FIG. 3. Amplitude—frequency characteristics of the photoresponse of NbNransmittance? They showed that* <0.5 ps.

thin films in the resistive statea — 20 nmthick sample, T,=6.5K, The voltage—power sensitivity on the plateau is
AT=0.4 K, T=6.1 K; b — 5 nmthick sample,T,=12.4 K, T=12.3 K.

_ Ll exp(—A/T)

—-1/2
NegVA =T ©®
= 1r 1+T_ES)_ 2) where ng, is the eql'JiIibriu.m quasipa_rticle density, which
7B decreases exponentially with decreasing temperature.

The main source of the detector noise is generation—

Following Ref. 16, the voltage—power sensitivity can berecombination noise. The corresponding detecting power is

represented in the form

Ll exp(—A/kgT)  2mfr 1 D¥= A @)
- VA 2% v 4A%n.d
Neq Vi+@27mtr)? J1+2wfr)
(3) Taking the electron density- 10?2cm™3 we obtain the

where 7 is the development time of an electron avalanche €quilibrium quasiparticle density at 4.2 ey~ 1017‘3”‘:?
We shall now estimate for the thinnest film the numeri-2nd corrtlalgpondmgl)D* equals approximately 10 W

cal values of the characteristic times appearing in Egs. M- Hz™ _ _

and (3). The recombination time at temperatures much less P Nonequilibrium YBa,Cu;O; 5 induction detectar

than T, can be determined in terms of the electron—phonor{rhe difficulty of studying the electronic kinetics in HTSC

relaxation time at the critical temperaturg p(T¢): materials is due primarily to the structure of the order param-
eter. The existence of nodal regions, where the superconduct-
=(T) T\ Y2 A y ing gap is small, makes the electronic scattering processes
Te_pn(To) - T X kB_T : (4) qualitatively different from the corresponding processes in

conventional superconductors. As a result, the characteristic

To estimate the recombination time we measured théimes in HTSC materials are much shorter, which makes
escape time of nonequilibrium phononsrfra 5 nmthick  nonequilibrium phenomena in them more complicated to de-
NbN thin film and obtainedr..=50 ps(Fig. 3b. Since the tect, but more promising for applications in féptcosecongl
electron—phonon interaction time is essentially independerglectronics.
of film thickness, we employed a 20 nm thick film with In high-temperature superconductors at low tempera-
T.=6.5 K to determine it. Decreasing the working tempera-tures the quasiparticles are concentrated in nodal regions, so
ture increased the electron—phonon interaction time, makinthat the recombination and relaxation times differ only by the
it possible to measure it directly in the frequency band of ourcoherence factors and are of the same order of magnitude.
apparatugFig. 33. Taking account of the temperature de- Both times increase only as a power law with decreasing
pendence-e,me*l-6 (Ref. 21 for a 5 nmthick film with  temperature. The electronic relaxation time in the resistive
T,=124 K we have 7, ,,(T;)=10 ps, which gives state near the superconducting transition in YBaCuO films
7r="50 ps with temperatur€=4.2 K. The timerg does not was determined in Ref. 23 and 482 ps. Therefore the ex-
depend on temperature and can be estimated from thgected characteristic electronic times are shorter than 100 ps
relation even at liquid-helium temperatures. Experimental investiga-
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tions of the inductive response near a superconducting tran- -125
sition show that the kinetics of the electrons is essentially -
identical to the processes occurring in the resistive fate. -130 o
Two-time relaxation is observed in this temperature range. ' a A/{
At these temperatures the picosecond processes are due t Pre
electron—phonon interaction, while the nanosecond pro- “135
cesses are due to the escape of phonons through the HTSC A7 P
film—substrate boundar§polometric effeck The bolometric ~14ar s s
effect can be eliminated by lowering the temperature and g A7 g
using thinner films. - 145 A e
The results of recent experiments on the microwave re- 3 ‘
sponse, NMR, and photoemission unequivocally demonstrate -#50}
the existence of low-energy excitations in the nodal
regions?* Investigations of the phase coherence of corner  -15§
SQUIDs confirm the idea ofl pairing®® and d symmetry
also occurs from a model where pairing arises as a result of -4gp
the exchange of antiferromagnetic spin fluctuatith®n ac-
count of the presence of nodal lines, the low-temperature  _yps Lol L M S R
behavior of a superconductor is very sensitive to impurities. 10 100
Without electron—impurity scattering the quasiparticle den- . Miz
sity of states near the Fermi surface is a linear function ofiG. 4. Amplitude—frequency characteristics of the inductive signal of a
energy. Even low impurity concentrations lead to a constanYBa,Cu,0;_ ; detector at 4.2a) and 25 K(b).
guasiparticle density of states, which depends on the

electron—impurity potentiai’

Since there are no features in the density of states, thfé‘)r the possible development of fast nonequilibrium induc-

guasiparticle recombination time does not growth exponent—Ion detector on the bg5|s of YBaCuQ thin films.
We shall now discuss the main parameters of the

tially at low temperatures. For this reason, the description O];(B CuO induction d h he i
the photoresponse by the Omen—Scalapino nibdelnot aCuo finduction detector, such as the time constt

X . C :
justified. As already noted above, experiments near the trarﬁnd the detecting pow@™. The kinetic scheme with a non-

sition show a very strong electron—electron interaction, As£auilibrium electron temperature in a HTSC film far from the

suming that the electron—electron interaction prevails Oveﬁuperconductlng transition presupposes that the time con-

the electron—phonon interaction in the superconducting stat_%t"’mt of the YBaCuO detector equals the electron—phonon

. . . d . .
also, the kinetic scheme with a nonequilibrium electron temINteraction relaxation timere_p, in the nodal regions. At

perature can be used. temperaturdl =4.2 K 75_,,=15 ps?® Then at temperatures
The amplitude—frequency characteristics of the induc €’ T =10 K the time constant of a YBaCuO nonequilib-

tive signal for two different working temperatures are shown/ UM induction detector isp=10 ps.
in Fig. 4. As one can see, at temperatlire 4.2 K the am- Following Ref. 16, the detecting power of a HTSC non-

plitude of the experimental signal grows linearly with the equilibrium induction detector is

modulation frequency of the incident laser power in the en- / *

tire band of measuring frequenci€Big. 48. As working D* = Lph, (8)
temperature increase§ €25 K), a plateau appears in the 4T2qu

amplitude—frequency characteristic of the signal after theynere cq is the quasiparticle density in the nodal regions,
modulation frequency of the radiation powk+30.8 MHZ  \yhich can be estimated from the formula

with characteristic timer=5.2 ns(Fig. 4b.

Low-temperature investigations of the experimental Cq(T) - 4<1
samples, for which-,=52+ 0.2 ns?® show the following: at ce(Te) T,
working temperatureT=4.2 K, up to the modulation fre- _ - -5
quencies of the electromagnetic radiatibs50 MHz (in- _Cmég. timge?;gre;:colrginglyo?ﬁe ZZfechting?i(v)ver ‘(]3f a
strumental timer=3.18 ng, the amplitude—frequency char- vp2c,0 induction detector iB* = 16° W-*. cm- HzY2
acteristic of the sample has a rising form, i.e., the signal
amplitude is d_weptly proportional to the modulation fre- CONCLUSIONS
guency of the incident laser power. If the response had ex-

)
X

T 5.2 08

2
. T<A. 9)

hibited two-component relaxation, then even witk 30.8 NbN and YBaCuCo induction detectors are compared
MHz we would have observed a plateau in the AFC in ourwith other superconductor detectors in Fig. 5. For a NbN
band of measuring frequencieA {=50 MHz). nonequilibrium induction detector the time constant equals

Our experimental results confirm that a purely nonequithe avalanche development time, which is essentially
librium response in HTSCs materializes at low temperaturetemperature-independent. The detecting power increases
i.e., there is no bolometric effect at working temperatures famwith decreasing temperatuf&q. (7)) and D* =10 W~
below the superconducting transition, and they give a basiscm-Hz'? at T=4.2 K andD*=10'® W~!. cm- HZ'? at
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FIG. 5. Response timey and parameteD* of superconductor detectors:
1la — Al bolometer (1 K),2° 1b — nonequilibrium Al resistance detector
(1.7 K),*° 2a — nonequilibrium Nb resistance detecttt.7 K),* 2b —
nonequilibrium Nb resistance deteci@:2 K),! 3a— nonequilibrium NbN
resistance detectd@flO K),> 3b — NbN bolometer(10 K),3' 4a — nonequi-
librium YBaCuO resistance detect¢®0 K),* 4b — YBaCuO bolometer
(90 K),%! 5a — nonequilibrium YBaCuO induction detect¢t0 K), 5b —
nonequilibrium YBaCuO induction detectdf K), 6 — nonequilibrium
NbN induction detectof1.6—4.2 K).

T=1.6 K. In Fig. 5 the left-hand boundary of the circum-
scribed region corresponds to this valueDdf. At the same

time, at a fixed temperature the output frequency band i

bounded below byr, *

&7
B
, which depends on temperature and most (KIAE) 7, 1097 (1994.

Gogidze et al.

is a low voltage—power sensitivity, which places quite strin-
gent restrictions on the amplifier in the detection circuit.
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The possibilities of improving the optical characteristics of spherical lenses with an axial

refractive index gradient are analyzed. The refractive index profile obtained as a result of the
Fickian-diffusion exchange of molecules through a flat boundary of the medium is

considered. It is shown for the specific polymer system polydiallyl isophthalate plus polymethyl
methacrylatg PMMA) that the spherical aberrations can be reduced by almost an order of
magnitude in comparison to the aberrations of a homogeneous lens of the same geometric shape
made from PMMA. © 1998 American Institute of Physids$$1063-7848)01210-7

Gradient lenses are distinguished from lenses made froriated; 3 the required profile is calculated as a function of
homogeneous optical materials primarily in that their opticaldepth and consequently on the efg@pherical surface of the
properties can be controlled by altering the refractive indexens on the basis of the condition that the rays are focused
profile, which provides an additional degree of freedom foronto a single point on the axis.
designing optical systems. In this paper we propose a tech- Let the raylL, which has entered the lens at the height
nology for fabricating spherical lenses with a refractive indexpropagate in it to the boundary between the media without
gradient, which have better optical properties than do similabeing refracted, and then, after it has been refracted, let it
homogeneous lenses, and we investigate the properties t#ach the focusing point on the axfsig. 2). From the law of
such lenses by mathematical modeling. We consider the cagefraction we obtain
in which one of the surfacdshe entrance surfagef the lens
is planar and the exit surface has the shape of a sphere of p(x)=— (1)
radiusR. The main idea behind this study is to utilize the SiNa

properties of gradient and homogeneous lenses in a sing|§eren is the refractive index of the medium surrounding the
system. lens(air in a particular cageandn(x) is the refractive index

~ Arefractive index gradient can be created, for example ot the |ens material at the point where the ray passes into the
in polymer materials by a method based on the diffusivesyiarnal medium.

exchange of monomers with different molecular refractions |t e take into account that the ray entry height

in a prepolymer matrix followed by curinglf diffusion y=+R?—x2, then
takes place through a flat surface into a semi-infinite me- '

n sin B

dium, and then a spherical lens is cut from the sample with a . y R%—x F—x F—x
refractive index profile obtaine@ig. 1), the refractive index sSin a= R R tany= _y = —\/W

will vary on the spherical boundary of the segment. This
circumstance can be utilized to try to reduce the sphericaHereF is the focal distance of the lensjs the distance from
aberrations inherent in lenses made from a homogeneouse flat surface of the lens, aftis the radius of the lens. We
material. The refractive index profile which an aberration-express the angle in terms of the anglesa and g3:
free spherical lens should have must be ascertained, math-
ematical simulation of diffusion in the material of the pre-
form must be performed, the method for cutting a lens from
the preform must be selected, and the optical characteristi . . .

. c@wen, after some elementary trigonometric transformations,
of the systems obtained must be calculated and compare .

: . - We can obtain

with the optical characteristics of a homogeneous lens.

In order to answer the question of what refractive index cosa\1—sir? B+sin a sin 8

profile an “ideal” (aberration-freg lens should have, we tany= — \/nz—
must find the refractive index profile in a spherical lens for Sin 3 cosa— y1=sin g sina

which all rays parallel to the optical axis that enter the lens atye isolate sing from (2):
different heights would be focused onto a single point. Such

o
y=§—,8+a.

2

an “ideal” refractive index profile can be determined in the _ tan y sin a+cosa
following manner: 1 the entry of a ray on the flat side of the sin g=
ytart y+1

lens and its propagation in the lens are considergdh@
conditions for refraction of the ray on the spherical surface oWe substitute the expressions for gsirand sin8 and then
the lens and its intersection with the optical axis are formuthe expressions for tap into (1):

1063-7842/98/43(10)/4/$15.00 1199 © 1998 American Institute of Physics
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This expression is also the condition for the focusing of
rays entering the lens along normals to its flat surface. It can
be seen that the refractive index should increasg/BRsin-
creases. In this case the refraction angles for rays entering
the lens far from the optical axis will decrease with resultant
compensation of the negative spherical aberration inherent in
a homogeneous lens.

In order to ascertain the refractive index profile that can
be obtained in practice, let us consider the fairly frequently
encountered case of diffusive behavior in accordance with
Fick’'s law. We shall dwell on the case of one-dimensional
one-component diffusion in a semi-infinite sample having a
flat boundary with constant initial and boundary conditions
and a constant diffusion coefficient. Under these conditions
the solution of Fick’s equation can be found in analytical

form:3
FIG. 1. Schematic representation of the fabrication of an inhomogeneous x' x'
spherical lens D is the diffusion fluy. X' C R R
f —) = =1-—erf ,
) nsin B n(tany sin a+cosa) R2
n(x)= - =
Sin a sin atar® y+1 whereD is the diffusion coefficientt is the time after the

=% beginning of diffusionx’ is the distance from the surface of
n F-x _VR'™—x 4 X the semi-infinite sampleC, is the concentration of the dif-
JRZ—x? R R fusant on the boundary of the semi-infinite samg@es the

- JRE—x2 = : concentration of the diffusant in the layer at the distaxce
AL —X +1 from the surface of the semi-infinite sample, and the
R JR?—x? volume fraction of the diffusant at a definite point in the

| matrix medium.
The refractive index profile was obtained from the con-
centration profile using the Gladstone—Dale refraction for-

As a result, after some simplification, we obtain the fo
lowing refractive index profile:

F-n mula
nx)= —————
JFZ—2Fx+R? X' N
o . . : Nl |=ni—(ng—ny)f| =
(a similar expression was obtained by a somewhat different R R

method in Ref. 2

After normalizing all the linear dimensions to the radius = nl( 1—f(x— +n,f X_), 4
of curvatureR, we can expresg and F in dimensionless R R
units. Then wheren(x’) is the refractive index of the lens at a distance
F x' from the surface of the semi-infinite sample, is the
« ﬁ” refractive index of the matrix materié@vhenf=0), andn,
n(—) = _ 3) is the refractive index of the diffusaivhenf=1).
R \/ F\? F\(x A calculation using the equations presented yields the
R/ “\R/\R +1 refractive index profile for the interdiffusion of specified

substances for any times. Thus we have the ideal refractive

index profile required to satisfy E¢3) (Fig. 3) and a family

of Fickian refractive index profile§l) obtained as a result of

diffusion for different moments in timé-ig. 4). To create an
- ﬁ aberration-free lens, on any suitable Fickian cufvey. 3
we must find the portion of the refractive index profile that
R r coincides most closely with the portion of the ideal curve
> L corresponding to the assigned range of variation of the re-
fractive index. However, the curves in Figs. 3 and 4 have
positive and negative curvatures, respectively, over the entire
range of variation of the distance from the flat surface of the
F lens to the boundary between the media at a given height.
N o Therefore, to juxtapose them, we should apparently select
FIG. 2. Calculation of the “ideal” refractive index profile. segments of the curves which can be regarded as straight
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FIG. 3. “Ideal” refractive index profile(valuesn<1 mean that a ray will L 1 1 L L 1
be reflected in that region 0.95 0.96 0.97 0.98 0.99 1.00

x/R

) . ) FIG. 5. Segments of curve8) and(4) that are close to one another.
lines with the same slope. Comparing these dependences, we

should also bear in mind that in E¢3) for the “ideal”

refractive index profile the coordinatds measured from the
center of the spherical lens, while in E@) for diffusive better than those of a spherical lens with the same geometric
refractive index profiles the coordinaxé is measured from dimensions but without a refractive index gradient. For an
the flat boundary separating the diffusion components at thexact comparison of the aberration characteristics of gradient

initial moment in time. and homogeneous lenses, we carried out a modeling of the
As an example, we construct the refractive index profiled@y paths in the inhomogeneous medium. _
for gradient media known from the literatuteds the mate- The trajectory of a ray in a medium with an arbitrary

rial with a low refractive index we take methyl methacrylate refractive index profile is usually found by a numerical cal-
(MMA), whose refractive index,=1.494 (after polymer- culation. The most widely employed technique is the algo-
ization), and as the material with a high refractive index we'ithm described in Ref. 4, in which the ray equation
take diallyl isophthalatéDAIP) with n,=1.570(after poly-
merization. The segments of the “ideal focusing” curve at d dr _
0.9R=x<R and of the diffusion curve atx'<0.0R d_s<”(r)d_s)zvn(”’ r=0xy.2)
turned out to be closest under the conditions given. The
slopes of the segments indicated practically coincide, as if transformed by a change of variables
illustrated in Fig. 5, in which these two curves have been
juxtaposed. ds ds

Thus, after cutting a spherical lens with radidsrom t= f )’ dt= )
the semi-infinite sample so that the center of the sphere
would be located on the left at a distance equal to R.95 . . . .
from the planar boundarfin this case the segment of the into a form that. is convenient for solving by the Runge—
“Fickian” curve described above (€x’'<0.05R) corre- Kutta procedure:
sponds to the interval 0.86=x<R (Fig. 1)], we obtain a
spherical lens with optical characteristics that are apparently dr

@zn(r)Vn(r). (5)

HeredSis an element of the ray trajectorg(x,y,z) is the
radius vector of the elememtS, andn(r) is the refractive
index at the point X,y,z). The optical ray vector, whose
components are optical direction cosines between the tangent
to the trajectory and the, y, andz axes, has the form

T dr dr dx . dy. dzk
—a—n(r)d—S—n(r)d—S|+n(r)d—Sijn(r)d—S

T vI vV IV 1T V1 7% LI

—pi+gj+1k.

1 1

1
z'/R 0.04 0.66 To solve Eq.(5) by the Runge—Kutta method, we intro-

duce column matrices of the components of the trajediyry
FIG. 4. Family of refractive index profiles obtained as a result of solvingthe ray vectorT (the trajectory slope and the refractive
R . .
Fick's equation——: 1 — 12,2 — 17,3 — 18,4 — 20. index gradientM

2./Dt

14901 1
] 0.0

1 1 A

i 1
0.02 0.03
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dx )
das g
X Ty
dy _
z T
’ dz -0.10
ds
an(r) a2n(r) ~0.15
X X
-0.20
M:n(r) an(r) :E (92n(r) 1 1 1 i L 1 I 1 i 1 I 1
ay 2 ay 0 005 010 015 020 025 030
an(r) a2n(r) y/k
9z 9z FIG. 6. Aberration characteristics of a homogeneous (Bhand a lens with

Then Eq.(5) can be written in the matrix form

a refractive index gradier).

When the aberration characteristics of a gradient and an

2
d_P —M(P). ordinary lens are compared, it is reasonable to employ a lens
dt? fabricated from the material of one of the components of the
The values of the matrices P, Ty); system as the hom'ogeneous lens. We chqse the component
(P,.T,): ... (P, Ty are successively calculated accord- With n=1.494 for this purpose. The calculations showed that

ing to the Runge—Kutta scheme witht atepAt, beginning
at the first point at which the initial value$§ andT,) are
assigned:

1
P 1=Pm+ At(Tm+ 5 (A+ 25)) :

1
Tme1=Tm+ 5 (A+4B+C).

Here the matriceé, B, andC are defined in the follow-
ing manner:

rays entering such a lens with a homogeneous refractive in-
dex at different heighty intersect the optical axis at points
separated from one another by a maximum distance of
0.21R, while rays entering a lens with a refractive index
gradient intersect at points separated from one another by a
maximum distance of 0.088 (Fig. 6). It is seen that the
maximum longitudinal spherical aberration is almost an or-
der of magnitude smaller in the gradient lens than in the
homogeneous lens.

Thus, the requirements placed on the axial distribution
of the refractive index in a gradient spherical lens have been
formulated as a result of this work. A method for fabricating

A=AtM(Pp,), lenses with a diffusivéFickian) refractive index profile has
At 1 been proposed with consideration of these requirements. The
B=AtM| P+ ?Tm+ gAtA>, optical properties of a gradient lens have been analyzed by

C=AtM

1
Pt AtT,+ EAtB).

mathematical simulation, and it has been shown that the
spherical aberration is reduced approximately eightfold in
comparison to the analogous lens without a refractive index
gradient.

These formulas enable us to calculate the coordinates of
the point of intersection of the Opticaj axis with a ray enter- IN. B. Galimov, V. I. Kosyakov, A. Sh. Tukhvatuliet al, Opt. Spektrosk.
ing the lens at any height. The optcal qualy of a lens i 50 551993 (0% Spotoso Zsisenl F0
generally characterized by the magnitude of the longitudinal o). 55, 91 (1988].
spherical aberration, which is equal to the difference betweerfR. M. Barrer, Diffusion in and through SolidgMacmillan, New York
the coordinates of the points of intersection of the optical ,(1941: IL, Moscow (1948, 504 pp].
axis with an arbitrary and a paraxial rayi(y)=F(y) A. Sharma, D. Viziakumar, and A. K. Ghatak, Appl. Op1, 984(1982.

- F(O)- Translated by P. Shelnitz
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Experimental results are presented on the achievement of single-frequency tunable lasing in ruby,
Nd-glass, and Nd:YAG lasers with electroop@cswitching of the cavity by the injection of

an external signal. An optimization of the parameters is carried out for lasers on neodymium ions
in yttrium aluminum garnet, lanthanum beryllate, chromium-doped gadolinium scandium

gallium garnet, and lanthanum hexaaluminate with pas@iwsvitching of the cavity by means

of lithium fluoride shutters containing,Fcolor centers. High-power single-frequency

generation of giant pulses is achieved, with the output wavelength tunable over the half-width of
the gain lines of the active media. ®998 American Institute of Physics.
[S1063-78428)01310-3

INTRODUCTION switching the number of passes through the cavity is reduced
to several tens. This does not permit sufficient discrimination

The rapid development of the research on ultrahigh-s the ongitudinal modes by conventional selection methods

resolution spectroscopy, the selective ionization and excitag, 45 to obtain lasing on a single longitudinal mode.
tion of atoms and molecules, the diagnostics of plasmas and

of atom and ion beams, etc. using high-power solid-state
lasers is imposing increasingly stringent requirements on the
parameters of the laser radiation: the power, the spectr&fETHODS FOR OBTAINING SINGLE-FREQUENCY LASING

width, the width of the tuning range, the temporal and spatial 1
distribution of the intensity, the stability of the spectrum, andinterference—polarization filters are employed as dispersive

the Eme ytvhde.n tlhe g|dant p?lsf. appears. lished in | elements in lasers having active media with broad gain bands
ongitudinal mode selection 1S accomplished in asersowing to their large dispersion regions, although they do not
by creating losses in the laser cavity which depend on th

; I~ ave very high frequency selectivities for isolating individual
output wavelength and making the radiation losses as sm y g d y g

: - ‘hodes. Tuning of the output wavelength of a giant pulse
as possible for the modes selected. The efficiency of longig ..\, a spectral width of 0.1 nm over a 5.6-nm range can be

tudinal mode selection is considerably higher in lasers Withéchieved in a Nd-glass laser with pass@@witching and a
passiveQ switching of the cavity than in lasers with actige prism dispersive cavity.When a compound dispersive cav-

SW'tCh'?g' Th|s IS ';’ec"?“‘s? tr?e twge fofr th? Illnear de\.'iIOp"lty consisting of a holographic diffraction grating and an
ment of a giant pulse is of the order of;is in lasers wit uncoated resonant reflector is employed, the single-

gﬁiftlt\alreg Iz\évcletfshlvr\]/i% \;vcf:]tlil\(/a@nsvlvsi‘tciri]n Or?)irrir?f mz%?ltju:e frequency generation of a giant pulse with tuning of the out-
velopment, various modes grow fromgfhe Ievgl of s ontanepUt wavelength over @ 22-nm . range is realized.
P ' 9 P Interference-polarization filters have been employed for se-

ous noise independently of one another, and the ratio bEiécting longitudinal modes and tuning of the output wave-

tween the mode am_plitudes at the moment of nonline_aength under conditions of passiv@ switching in ruby?
development of the giant pulse determines the modes whic d:YAG.* and Nd-glasslasers. Tuning of the output wave-

p_articipate in the lasing. The difference betwe_en_ loss Coefﬁlength was accomplished by smoothly varying the total
cients needed to suppress the weaker modes is inversely Pickness of the crystalline wedges, and its range in the Nd-

poruone_ll o the number .Of passkf the phf’to”s _through glass laser amounted to 13.4 nm with a spectral width of
the cavity when the maximum laser power is achieved: 45 nm°

Dispersive prisms, diffraction gratings, and

k 2. Highly efficient longitudinal mode selection is
1) achieved in lasers with passi@switching when a resonant
reflector consisting of two or more plane-parallel plates sepa-
wherey is the radiation loss in one pass for each mode. rated by air spaces is employed. With a resonant reflector as
In the case of passiv® switching one hag~10® and the exit mirror of the cavity it is fairly simple to achieve
the required difference between the losses for two modesingle-frequency generation in rubyand Nd-glas$® lasers.
under which their intensities will differ by an order of mag- The output wavelength of the giant pulse is tuned by varying
nitude at the end of the linear development, s v;) the pressure in the air spaces. However, a resonant reflector
=10 3. Single-frequency lasing is achieved in a laser withwithout reflecting coatings has diminished selectivity, and
passiveQ switching under the conditions of weak discrimi- single-frequency lasing cannot be achieved with its use in
nation of the longitudinal modes. In lasers with acti@e lasers with activeQ switching even near the threshold.

P
P_Z_

1-»n
1=y,
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3. The time for linear development of a giant pulse cantrooptic Q switching of the cavity. In the three-mirror variant
be artificially increased in lasers with acti@switching by  of the scheme for injecting an external sigiaf the exit
means of slow’** or two-step>13 Q switching. In this case, mirror of the control laser served as the semitransparent mir-
as in a regime with passiv® switching, single-frequency ror of the high-power laser. A single-frequency quasistation-
generation of a giant pulse is achieved under the conditionary ruby lase?® served as the control laser. In this case there
of weak discrimination of the longitudinal modes in rdb}?  is no need for additional synchronization of the operating
and Nd:calcium tungstat®lasers. However, when the cavity regimes of the two lasers. The electrooptic shutter of the
Q factor is switched slowly, the intracavity losses increasenigh-power laser was opened at the moment when maximum
dramatically, and the output power of the giant pulses dropspopulation inversion was achieved, 6.8.5 ms after the on-

In addition, in the case of slo® switching it is necessary to set of lasing in the control laser.

work near the threshold; otherwise the output contains sev- At the edge of the tuning range in the absence of radia-
eral pulses with different spectral characteristics, which alsa@ion trapping of the external signal, the width of the output
limit the power of the giant pulse. These restrictions are respectrum of the high-power laser was of the order of 50 pm.
laxed somewhat when the caviyfactor is switched in two  Radiation trapping of the external signal took place in a
steps. In the firsQ-switching step the shutter is partially spectral region with a width of 180 pm near the maximum
opened, and a weak single-frequency output pulse is formegf the gain line, and the output spectrum of the giant pulse
during the period of linear development. At the moment cor-coincided completely with the output spectrum of the exter-
responding to the maximum value of the pulse intensity, aal signal. However, in this case the high-power laser gen-
second voltage pulse, which completely opens the shutter, igrated a bifurcated giant pulse. This is due to the decrease in
supplied to it, and the giant pulse is emitted without signifi-the reflectivity of the shared mirror as a consequence of the
cant power losses. However, in this case, too, it is necessafycrease in the stored energy in the cavity of the control laser
to work near the threshold. during buildup of the giant pulse intensity, which leads to

4. In the case where exact synchronization of the timencreases in the losses and the self-excitation threshold of the
of appearance of the giant pulse and the process undgigh-power laser. The power of the giant pulse was restricted
investigation is necessary, lasers with electroop@ to a level of the order of 1 MW in this scheme by the reso-
switching of the cavity are employed. The most effective|ution of the reflecting coatings of the Fabry+Beetalon
method for obtaining single-frequency lasing in such laserselector in the control laser.
is the injection of an external signal, which was proposed  |n order to increase the power of the giant pulse, a four-
and experimentally implemented with the direct inV0|Vementmi|’r0r scheme for injecting an external Signa| was investi-
of the author in Ref. 4. AfteQ switching, single-frequency gated in Refs. 23 and 27. The control laser was the same as
radiation from a low-power control laser is injected into the pefore, but the cavity of the high-power laser was formed by
cavity of the high-power laser. Since the time of linearone end surface of a ruby rod and a semitransparent mirror.
development of the giant pulse is inversely proportional tooptical isolation between the lasers was effected by an elec-
the logarithm of the intensity of the radiation in the laser trooptic shutter consisting of two Archard—Taylor prisms

cavity, and a Pockels cell, which was switched to transmission of
C the output of the control laser for a period of the order of 50
Td~log|—, 2 ns several nanoseconds before the electrooptic shutter of the

high-power laser was opened. Radiation from the giant pulse
in this case the radiation in the giant pulse arises not fronwith a power=10 MW was extracted through a lateral sur-
spontaneous noise with a broad spectrum, but from the eXace of the polarizing prism, which was often damaged when
ternal single-frequency radiation, whose intensity is manythe power of the giant pulse was very high.
orders of magnitude greater than the intensity of the sponta- To eliminate this deficiency, a variant of the scheme for
neous noise. In the case of radiation trapping, the spectruinjecting an external signal with a ring cavity in the high-
of the giant pulse is completely identical to the spectrum ofpower laser was investigated in Refs. 25 and 26. The effect
the external signal. The lack of any selecting elements in thef the giant pulse on the control laser was eliminated in this
cavity of the high-power laser permits the production of gi-scheme without the need for electrooptic isolation, because
ant pulses with large powers in a single-frequency regimeradiation trapping of the external signal occurred not only
The gain of a weak monochromatic signal in an injectionwith respect to the spectrum but also with respect to direc-
regime can reach- 10'°. The injection of an external signal tion. This significantly simplified the experimental setup.
has been used in rubyand Nd-glas¥ '8 lasers with elec- The entry and extraction of radiation took place in the ring
trooptic Q switching. The injection of an external signal has laser through a prism with attenuated total internal reflection.
found wide application not only in solid-state lasers, but alsaGeneration of a 50-MW giant pulse on one longitudinal
in liquid!®*?°and gas“?#’lasers. mode(Fig. 13 was achieved with smooth tuning of the out-
put wavelength over a 250-pm rangfég. 10.

Employment of a more powerful single-frequency qua-
sicontinuous ruby control laser with spherical mirrors in a
spectrum-inversion regimepermitted further simplification

In Refs. 23-27 we thoroughly investigated the use of theof the experimental setup. In this case a linear four-mirror
injection of an external signal in solid-state lasers with elecvariant of the injection scheme without electrooptic isolation

RUBY LASER WITH ELECTROOPTIC Q SWITCHING OF THE
CAVITY
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FIG. 1. Output parameters of a high-power single-frequency ruby laser wittFIG. 2. Output parameters of a high-power single-frequency neodymium-
electroopticQ switching of the cavitya — interferogram of the giant-pulse glass laser with electroopt@ switching of the cavitya — interferogram of
output spectrungthe free spectral range of the interferometer is 1.6;dm  the giant-pulse output spectruthe free spectral range of the interferometer
— oscillogram of the output intensity — sequence of interferograms of is 8 pm); b — oscillogram of the output intensjtg — sequence of inter-
the giant-pulse output spectrum illustrating the tuning range of the outpuferograms of the giant-pulse output spectrum illustrating the tuning range of
wavelength(the free spectral range of the interferometer is 240.pm the output wavelength.

between the lasers was used. The high intensity of the emis-
sion from the control laser permitted injection of its output diaphragms to 3 mm for a cavity length of 230 cm. This
into the cavity of the high-power laser through its semitransinade it possible to raise the single-frequency output energy
parent mirror. In this case the back-effect of the giant puls@f the glass control laser to 0.5 J.
on the control laser was insignificant. The spherical front of  In the region with radiation trapping of the external sig-
the control laser was matched to the flat front of the high-nal, the output spectrum of the giant pulse was identical to
power laser using a telescope. Single-frequency generatidh® output spectrum of the external sigri&ig. 2a. The
of a 200-MW giant pulse was achieved when a ruby withabsence of intensity beats on the output oscillogf&ig. 2b
sapphire tips of length 240/320 mm and diameter 14 mm wagttests to generation of the giant pulse on one longitudinal
employed in the high-power laser. The output wavelengtinode. The power of the giant pulse was 180 MW, and the
was tuned by tilting the mirrors of the control laser, and itstuning range of the output wavelength was 5.6 #ig. 20.
range was of the order of 120 pm. The experimentally measured output intensity of the external
The experimentally measured minimum value of the in-Signal needed for steady radiation trapping of this signal by
tensity of the external signal at which stable radiation trapthe giant pulse of a Nd laser was of the order of 0.5 Wicm

ping of this signal was achieved at the center of the gain lind he radiation-trapping band grew slowly as the pump energy
for the ruby laser was of the order of 0.1 W&m was increased. A sharp increase in the output intensity of the

external signal did not lead to appreciable broadening of its
radiation-trapping band.
The band s— wg) for radiation trapping of the external
signal by the giant pulse is estimated under the assumption
The schemes for injecting an external signal in Nd lasershat the inverted population in the active medium remains
employed fairly powerful single-frequency control lasers,practically unchangeddn(w,t)/dt=0] during the time of
whose output was injected into the cavities of high-powerinear development of the giant pulsg{ 10’ s). Then the
lasers through the semitransparent mirror of the cavity. Irspectral intensity (w,t) obeys the equation
this case there was no longer a need for optical isolation

Nd-GLASS AND Nd:YTTRIUM ALUMINUM GARNET LASERS
WITH ELECTROOPTIC Q SWITCHING

between the lasers. A Nd:YAG control laser operating in a di(w,t) =[on(w)— 73 1 (w,) + (@) + 7 1U(wy).
regime with single-frequency quasistationary generation of dt P P
TEMpmnq modes was used to create a high-power single- 3)

frequency Nd:YAG laser in a scheme for injecting an exter-Hereo is the cross section of the induced transitiopis the
nal signal in Ref. 30. Single-frequency generation of alifetime of a photon in the cavity(w) is the intensity of the
40-MW giant pulse by the Nd:YAG laser with tuning of the spontaneous emissiob,(w;) is the intensity of the external
output wavelength over a 0.35-nm range was obtained with gignal, andn(w) is the inverted population. Since the con-
garnet crystal of length 100 mm and diameter 6 mm in thetour of an inhomogeneously broadened line has a Gaussian
high-power laser in a regime with radiation trapping of theshape with a width", for the inverted population and the
external signal. intensity of the spontaneous noise we have

To increase the tuning range of the output wavelength

2
near 1.06um, a scheme for injecting an external signal with n(w,t)=n, exp{ i e wo) , (4)
a neodymium-phosphate glagSLS-22 laser was investi- r

gated. A single-frequency quasistationary Nd-glass laser w— g

served as the control las&rAn increase in the quasistation- S(w)=5, ex;{ —( T ) ®)

ary output energy of TENM, modes in the control laser was
achieved by using a neodymium rod in the phosphate glass Settingl(»,0)=0, we obtain the solution of Ed3) in
with a length of 300 mm and increasing the diameter of thehe form
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[oarson o[ | a
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where 1
2 1 | L ]
B ®— wq 1 0 04 0.8
k(w)=o0ong exr{—( T ) — T, 7;2
is the gain coefficient. FIG. 3. Dependence of the output energy dengityV, (J/cn?) on the

The order of magnitude df; is given by the expression transmission coefficient of the cavity exit mir®p (&) and the transmission
coefficient of the passive filtePy (b) for a constant pump energg,
. =1.2E, of the giant pulses: =40 cm; lasers and generating volumes of the
ta= () Mk(@) 7pla/(UASp) 1], () active mediaV,, cnf: 1 — Nd:YAG, 1.24; 2 — NG:LNB, 0.56;3 —
Nd:Cr:GSGG, 0.5.
wherel 4 is the spectral intensity at the end of the linear stage

of development of the giant pulse.

The conditionl (ws,ty) = 10S(w) can serve as a criterion o o N )
for radiation trapping of the external signal. Hence, with con-IN€rmal conductivity and radiation stability have led to their
sideration of(6) for the radiation-trapping band of the exter- Proad use as phototropic shutters for obtaining giant pulses
nal signal we obtain in neodym|um—|qn lasers. _ o

U The absorption cross section of a phototropic: EiF
oNgT, shutter at a wavelength of 1060 nm is X.Z0 " cm 2, and
In W ®  the relaxation time is 90 . The thermal conductivity
p-d equals 0.1 W/(cnK), and the thermal strains do not exceed
where several percent of the strains in Nd:YAG crystiisThe
10Skr measured absorption coefficient for a concentration of active
O Sq-p centers equal to 2 10'® cm™2 with allowance for Fresnel
P reflection is 0.41 cm?! (Ref. 43. The degradation threshold

It follows from (8) that the radiation-trapping band of of individual crystals is approximately equal to 2 GW/km
the external signal slowly grows with increasing intensity offor a pulse duration of 20 n@Ref. 43, but in most crystals
the external signdl (ws). At the same time, the duration of the degradation thresholds are-8 times lower. Therefore,
the linear development of the giant pulse falls off slowly aspreliminary selection of the crystals according to this param-
the intensity of the external signal rises. eter is needed. In addition, the considerable spread of impu-
rity compositions in the original lithium fluoride crystals
makes it difficult to obtain reproducible results.

The high thermal conductivity of F:LiF crystals per-
mits obtaining stable energy characteristics of the radiation
in the giant pulses of neodymium-ion lasers at pulse repeti-

The energy and spectral characteristics of the output ofion frequencies up to 100 HZ.Linear polarization of the
Nd:YAG (yttrium aluminum garngt Nd:LNB (lanthanum radiation in giant pulses can be achieved with:EiF shut-
beryllate, Nd:Cr:GSGG(gadolinium scandium gallium gar- ters without a polarizer in the laser cavityA review of the
ned, and Nd:LNA (lanthanum hexaalumingtdasers with early research on passive laser shutters with color centers
passiveQ switching by LiF:F, shutters were investigated in was given in Ref. 45.

Refs. 32-36.

Phototropic shutters have found broad application in the
passiveQ switching of the cavities of solid-state lasers ow- F
ing to their simplicity and convenience. However, passive 7L 7 4
dye shutters have significant losses and do not exhibit high
stability. Strontium fluoride crystals with color centers were 0.8
first used for passiv€ switching in a ruby laset! but be- R i
cause of the lower thermal and radiation stability of the color 2
centers, they proved to be ineffective and have not become 0.5
widely used. Only after the creation of Fcolor centers that N
are stable at room temperature in lithium fluoride crystals 0 0.8 1.6
(F, :LiF)*® did crystals begin to be employed as nonlinear
f-||te.rs39 and, passive laser ShlflttéP_S'The accefSSIbthy _Of FIG. 4. Dependence of the relative eneigy (1) of giant pulses and their
lithium fluoride crystals, the simplicity of their radiation- gyration = (2) for neodymium-ion lasers on the cavity length (E,
induced coloration using b y radiation, and their high =1.25,).

|ws_ w0|<F

1+

Q=In

Nd:YAG, Nd:LNB, Nd:Cr:GSGG, AND Nd:LNA LASERS
WITH PASSIVE Q SWITCHING BY LIF:F, SHUTTERS

T,ns

10
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The features of the nondiffractive propagation of light beams in photorefractive semiconductors
under conditions for manifestation of the Franz—Keldysh effect are investigated. It is

shown that the combined influence of electrorefraction and electroabsorption in such materials
leads to the formation of inhomogeneous spatial solitons, for which the directions of

energy propagation and the phase velocity are different. The dependence of the soliton shape on
the parameters of the photorefractive semiconductor and the external electric field strength

is established. ©1998 American Institute of Physids$$1063-7848)01410-X

INTRODUCTION tion of a screening soliton is attributed to the fact that a beam
intensity which is nonuniform over a transverse section also
Nonivergent light beams, or spatial solitons, are a subexcites a nonuniform concentration of charge carrietsc-
ject of intensive theoretical and experimental resedrch. trons, which drift in the external electric field applied to the
Spatial solitons appear as a result of nonlinear variation ogrystal and are captured in deep traps. This leads to the for-
the refractive index of a material, under which the diffractivemation of a nonuniform space-charge field in a transverse
divergence of a beam is compensated exactly by the nonlirsection of the beam and, consequently, to nonuniform short-
ear refraction. Most of the research on spatial solitons haing of the external electric fielthonuniform screening Ul-
been performed in reference to media with Kerr nonlinearitytimately, a self-consistent optical waveguide is induced in
This nonlinearity directly influences the phase of the lightthe crystal as a result of the linear electrooptic effect.
field and thus also permits compensation of the phase dif- A third type of soliton exists in PR crystals with a strong
fraction effect. However, the nonlinear susceptibiligg,  photovoltaic effect, such as lithium niob&téThe light field
which is responsible for the Kerr effect, is relatively small; in these crystals induces photovoltaic currents, which cause
therefore, light intensities=1 MWi/cn? are needed to form variation of the refractive index that coincides in functional
nonivergent beams. In this respect the spatial solitons reform with the nonlinearity of the saturating absorber. Photo-
cently discovered and investigated in photorefractiP®) voltaic solitons are sensitive to the ratiél 4 (of the light
crystald~® have considerable advantages. In contrast to théntensityl to the equivalent dark intensity). This sets them
case of media with Kerr nonlinearity, the formation of soli- apart from solitons of the first type, which, as was noted
tons by the photorefraction mechanism takes place already above, are governed by nonlinearity of the gradient type.
electric field strengths<1 Wi/cn?. The formation of spatial solitons of the first type in PR
The existence of three different types of PR spatial solicrystals with nonlocal nonlinearity is hampered in the gen-
tons has been established. The first type is due to the nonleral case by the transfer of energy between plane-wave com-
cal nature of the PR effect, which is manifested by a depenponents of the light beam upon diffraction on phase-shifted
dence of the perturbatiofin of the refractive index on the diffraction gratings. Therefore, in Refs. 1 and 2 spatial soli-
transverse gradient of the intensit{r) of the light beam: tons were investigated under conditions with suppression of
onV I(r)/1(r). The treatment of solitons of this type is the phase shift of the PR gratings by an external electric
based on utilization of the response function of two-wavefield. However, as was shown in Refs. 8 and 9, spatial soli-
mixing as applied to each pair of plane-wave componentsons exist in PR crystals with a drift mechanism of nonlin-
comprising the bearhSolitons of the first type are quasista- earity even when there is a phase shift of the optical gratings
tionary, since they exist during the temporal window fromand the PR gratings induced by them. In this case the energy-
the moment when the PR gratings are formed to the momergxchange processes lead to variation of the spatial shape of
when the external electric field is shorted by the conductiorthe soliton and, more specifically, to the appearance of trans-
currents. In addition, quasistationary solitons exist within averse asymmetr§.
strictly defined range of external electric field strengths, de-  The types of solitons considered in Refs. 1-5 and 7-9
parture from which leads to their destructibh. exist in PR ferroelectrics with a strong linear electrooptic
The photorefractive solitons of the second type, whicheffect. This does not apply to the extensive class of optical
have been called screening solitdrare local with respect to  materials known as PR semiconductors, in which a two-field
the mechanism for their formation and exist under stationarynteraction is possible due to the Franz—Keldysh eff&dt.
conditions?® The conduction currents play a decisive role inthe frequencyw of the light beam lies near the fundamental
the formation of a screening soliton, and the contribution ofabsorption edge, of the semiconductor and if the inequal-
the diffusion current can be neglected. Physically, the formaity w<w4 holds, the space-charge fielitl induced by the
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interference light field forms both a refractive-index grating _ JA(X,z) 1
(electrorefraction and an absorption gratinglectroabsorp- on(x,z)= f x(p,p")dpdp’+ — AX.2)
tion). ’
This raises the important question of the possibility of IA* (X,2) 1
the existence of spatial solitons in PR semiconductors with XJ px(p,p")dpdp’— — .
an amplitude—phase type of photoinduced diffraction grat- AT (x2)
ings. Thus, the purpose of the present work is to investigate PAX,Z) 1
spatial solitons in PR semiconductors under conditions for Xf px(p,p’)dpdp'+ 2 2A(x2)
manifestation of the Franz—Keldysh effect. X '
*A* (X,2)
BASIC EQUATIONS xf (p")x(p,p')dpdp’+ —
Following Ref. 1, we consider the model of a two- X
dimensional light beam propagating in a PR semiconductor 1 ) . . IA(X,2)
along theZ axis and diffracting in the direction of thé¢ axis. ij p°x(p.p’) dpdp’— —
We neglect the diffraction effects along tifeaxis. An ex- '
ternal electric fieldE is applied to enhance the PR effect IA* (X,2) 1

along theX axis. TheXYZ coordinate system is chosen in f pp' x(p,p')dpdp’.

such a manner that no linear electrooptic effect is manifested > |Ax2)?

for the assigned beam polarization and the electrorefraction (3
effect is wholly responsible for soliton formation. For ex-

ample,Z|[110], X||[[001], and a beam polarization coincid- The values of the integrals appearing(8) depend sig-
ing with the [001] direction should be chosen for a cubic nificantly on the symmetry of(p,p’). To determine the
GaAs crystal. symmetry it is convenient to start out from an analysis of the

The equation describing the evolution of the light field in Fourier components((q,q’), which describe the nonlocal
a PR semiconductor with a nonlocal response has the fornresponse of the crystal to the interaction of a pair of plane

P P2 waves. For the Franz—Keldysh semiconductor crystals under

2 T A, 2) =ikedN(x,2)A(X,2) (1)  consideration here, we can writé?
9z 2kon 9x?
- N\ — ' 2 ’ s ’
where A(x,z) is the two-dimensional field amplitude, x(9,9")=r"E%(q,q") +ir"E™(a,q’), (4)
tTviTirr/:(;’eindn:n +in"is the unperturbed complex refrac- wherer’ andr” are constants, which describe electrorefrac-

Equation(1) with a zero right-hand side describes thetlo.n and  electroabsorption; E(d,q")=~(E4(q,a")

diffractive and diffusive spreading of a light beam in a linear ' =2(9:4")); E1(0,07) andEx(q,q’) are the strengths of
) ) i N ) the electric fields in the crystal responsible for the formation
absorbing medium. The nonlinear additiém(x,z) is ob-

. S e of cophasal andr/2-shifted diffraction gratings, which de-
tained by considering the pair-mixing processes of the planepend on the transverse componeqtand q' of the wave

wave beam components vectors of the pair of interacting waves.
For most semiconductors the electrorefraction is qua-

on(x,y)= ;J A(x—p,z)A* dratic with respect to the electric field over a broad range of
|A(x,2)[? variation of its strength. In particular, the empirical value for
/ ' / GaAs in the range of fields up to 600 kV/cm ii$~3.45
X x+pl2)x(pop?) dpdp’, @ X 10" ¥ exp(3A°%) in units of (cm/VY at the wavelengths
where 0.9<A<1.55um (Ref. 1. At the same time, the field de-
pendence of the electroabsorption is more complicht&ar
x(p.p)= f }(q,q’)ex;{i(qutq’p’)] dpdp’ GaAs in the range of variation of the field from several tens
(2m)? of kV/icm to ~300 kV/cm the exponent if4) varies from

is the nonlinear nonlocal response function, which is determ~7 10 3. R

mined by the parameters of the PR crystal, as well as by the The symmetry ofy(q,q") in (4) can easily be deter-
magnitude and direction of the external electric field. Themined for any value ofn on the basis of the known symme-
two-dimensional Fourier transform(q,q’) of the nonlocal Iy properties of the field&,(q,q") andE;(q,q’):

response function is proportional to the usually employed ) , ,

photorefractive coupling constant in the theory of two-wave E1(9,0")=E1(q".q)=Es(—q,—q'),

mixing. ) ) )

Let us switch from an integrodifferential equation to a  E2(0,d")=E2(q",q)=—Ex(—q,—q"). )
differential equation in(1) by expanding the amplitudes _ . ~
A(x—p,z) andA* (x+p’,z) in series in the small displace- Allowing for the relations(5), we can represent(d,q’)

mentsp and p’ and confining ourselves to second-orderin the form of a sum of two terms of different symmetry:
terms. Then x(4.9)=x:(9.9") +xa(dq.9"), where the symmetry of
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xe(9,9") and xa(g,q’) coincides with the symmetry of B , ,
E;(q.9") and E,(q,q’), respectively. For example, in the loo= | Xxc(p.p") dpdp’,
case ofm=3 we have

Xxc(9,9")=r"(E3(9,9")—E3(a,9")) Ioff p'xa(p.p") dpdp’,
+ir"(E3(0,q")—3E3(9,q")E4(9,q")),
Xa(9,9")=r"(E3(q,9")—3E%(9,9')Ex(a,q"))

+2ir'E1(9,9")Ex(q,q"). |11=f pp' xc(p,p') dpdp’, (10)

Returning to the coordinate representation of the re-

i i P | rn=Re(mn), andl = 1m(l o).
S;ponse, ,II"I analogy to the foregoing we obtaifp,p’) The solution of Eq(8) has the form
=xc(p.p") T xalp.p"), where

| 0= f p’xc(p.p') dpdp’,

. Poi(x—tan(®)z)
xc(p,p’)=(277)’2f Xxc(9,9')cogdp+q’p’) dg dd, a2 = a0 en o e
11 20
b o - L ., , X[sech(P’(x—tan(®)z))]°
Xa(p.0)=1(2m) 2 [ Jutaasinap+a's’) dadd, (©) [sech(P(x—tan ©)2))]
Xexpliy'z—v"2), 1y
Next, using(6), we can find the values of the integrals h
appearing in3) for each concrete case of the dependence of/nere
x(9,9") onE(q,q"). Poi=2kolor,  P1i=Kol 1,
SOLUTION AND ANALYSIS , , 1 P20
Pao=kolgot ——, D=—"-,
Moving on to the solution of Eq(1), we note that the 2kon P11— P2
case of weak absorption is of greatest practical interest. 1
When the characteristic length of the PR crystal1 cm, to p'= P’ V24 4P —P )~
maintain an acceptable level for the output signal it must be 2P§o\/( o)+ 4(P1a—P2o) 7",
assumed that the absorption coefficierktg®’'<1 cm 2. .
Furthermore, when the characteristic transverse dimension of ¥’ =kgl jo— ¥’. (12

the beamd~10"2 cm, the influence of absorption on the " '
: ) . : L In addition, from(9) we find the parameters for energy

diffractive spreading can be estimated by the multlpllcatlveabsor tion ¢) and drift[tan(©)]:

factor exp(kon"d¥/L)~1—2.5x 10" °. Thus, under the typi- P '

cal conditions considered for the propagation of a spatial  y"=Kkglg,, tan®)=2kel%,. (13

soliton, its diffusive spreading is smaller. A similar conclu-

sion can also be drawn regarding the influence of electric- It follows from (11) and(13) that the occurrence of elec-

field-induced absorption on beam propagation. On the basgoabsorption leads to two features in the behavior of a spa-

of this estimate we shall henceforth neglect the imaginar;yIal ;pl?tor:. !,:irst(,j additior:jalbdamping of tr(;e.ffolit?n tvr\]/ith thel
parts of the integrals i(3), which are quadratic ip andp’. coetlicienty “and, second, beam energy drift up fo the angie

We seek a solution of Eq1) in the form arctan(Zyl7y to the direction of the phase velocity are in-
duced. It is important here that neither of these effects, which

A(p,z)=cal(p—tan(0®)z)]expli yz), (7)  influence absorption, destroy the soliton.
where y=1y'+iv" is the complex soliton propagation con- Let us ascertain the origin of soliton energy drift on the

stant and tar)) takes into account the possible disparity PhYsical level. For this purpose, we isolate the addiwori

between the directions of the energy flow and the phase vd® the absorption coefficient, which is proportional Itf,
from (3). Then, with allowance for the explicit form of the

locity. : _
Substituting (7) into (1) and separating the real and field A(x,z) we obtain
imaginary parts, we obtain two equations: Pl p’
1 da 1 1 Pa N 2)=| oo T pr
— | — - — 2(P11_P20) 2(P11—P2(9
koop % 2k2n' P)a 9p?
2!, da Iil(aa)z Xtan p’(x—ztan®))] |15, - (14
~— t 2l 5] =0 ®
2
@ I a*\op It is seen from(14) that Sn”(x,z) contains a contribution
¥ tan®) 1 da ~tanHp’(x—ztan(®))], which is spatially asymmetric with
PN 150t (k— ’51); % =0, (99  respect to the beam axis. Because of this term, a decrease in
0 0

the energy of the beam in one of its halves is compensated
where by an increase in energy in the other. Thus, there is energy
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transfer within the beam accompanied by drift as a whole. T@asymmetry, which is caused by a self-effect in the beam
estimate tan®), from (100 and (6) we find 17, accompanying diffraction on the phase-shifted gratings.
:(5;(a(q,q/)/¢9q)q'q,:0, Substituting thereili/a(q,q’) from Under conditions for manifestation of the Franz—
(4) and the explicit form ofE; £q,q') (see, for example, Keldysh effect, solitons are efficiently formed in the near-IR
Refs. 1 and 1Band performing the differentiation, we obtain region of the spectrum. This is important for the optical pro-
tan()=47-rr”E3“+1/P)\, whereE, is the external electric cessing of information using semiconductor lasers, since it
field strength,P=eN/eqe,, N is the concentration of traps €xpands the possibilities for the realization of optical inter-
in the PR crystal, and, is the dielectric constant. For connections in information-processing and communication
GaAs:EL2 we haves,=12, and we takeN=10' cm 2. systems. It should be stressed that electrorefractive solitons
Then, forEq=10° V/cm we haveAn”~1x10"* (Ref. 11 exist in semiconductors of arbitrary symmetry, including an
and an energy drift ang® ~1°. The value of the drift angle €xtensive group of centrosymmetric crystals and polycrystal-
depends strongly on applied field. For example, alreadyine materials, provided these materials contain traps for sus-
whenEq,=5x 10" V/cm, we obtain®~0.01°. As we see, at taining photoinduced space-charge fields. The other impor-
relatively low fields energy drift is insignificant and is of tant merits of solitons in semiconductors includg: their
interest in the investigation of the stability of a soliton to- high rate of formation in comparison to ferroelectric crystals,
ward small losses. In the case whé¥e-1° this effect is of b) their electrorefractive nonlinearity, which is larger than
practical interest for controlling the direction of soliton mo- the linear electrooptic effect.
tion by varying the external field.

Retummg to the SOIUtIOml:!')',We note that, apart from B. Crosignani, M. Segev, D. Engiet al, J. Opt. Soc. Am. B10, 446
energy drift, another characteristic feature of a spatial soliton (1993
in a PR semiconductor is its spatial asymmetry. The appear?G. Duree, J. L. Shultz, G. Salanes al, Phys. Rev. Lett71, 533(1993;
ance of asymmetry is caused by the self-interaction in the3apt-s'-eft-7‘é 127?/(1;’93-8 Crosianast al. Phvs. Rev. Lott73 3211
beam accompanying diffraction on the phase-shifted grat- 159396\” - & Valley, B. Crosignaet al, Phys. Rev. Lett73,
ings. Under conditions where the influence of the phase-+p. N. christodoulides and M. I. Carvalho, J. Opt. Soc. Am1B 1628
shifted diffraction gratings can be neglectesge the experi-  (1995.
mental studies in Ref.)2P;,=0, and, according t¢11), the M. D. lturbe Castillo, P. A. Marquez Anguilar, J. J. Sanchez-Mondragon

lit h . tric f ti f the t et al, Appl. Phys. Lett62, 408(1994.
soliton snape Is a symmetric function 0O € lransversesc. Gu, J. Hong, Hsin-Yet al, J. Appl. Phys69, 1167(1991).

coordinate. ’G. C. Valley, M. Segev, B. Crosignaet al, Phys. Rev. A50, R4457
(1994.
CONCLUSIONS 8V. N. Belyi and N. A. Khilo, Pis'ma Zh. Tekh. Fiz20(18), 40 (1994

[Tech. Phys. Lett20(9), 740(1994].
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the Franz—Keldysh effect. We have shown that, despite the (1990.
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The possibility of the existence of a magnetostatic analog of Love surface elastic waves is
predicted. They appear in situations where the conditions for the existence of magnetostatic volume
waves hold in the upper layer of a ferromagnetic bilayer, but not in the lower layer.

© 1998 American Institute of Physids$1063-78428)01510-4

INTRODUCTION propagate in a film consisting of such layers in a definite
frequency range, the magnetic potential oscillating in the up-
The existence of Love elastic waves in a solid-layer/per layer and decaying exponentially in the lower layer. The
space system was first predicted theoretically by BromwictMSSWs thus obtained are magnetostatic analogs of Love
for the long-wavelength regichand a more detailed inves- surface elastic waves.
tigation for arbitrary frequencies was conducted in Ref. 2.

They have been observed experimentatind utilized in
acoustoelectronics® In recent years there has been rapid STATEMENT OF THE PROBLEM AND BASIC EQUATIONS

development of the research in the physics and technology of | ot us consider a ferromagnetic bilayer film with differ-
microwave device$® A great deal of attention has been fo- ant values of the magnetic anisotropy fig;=2K; /My

cused on the investigation of the properties of magnetostatigj — 1 for 0<z<d, andj =2 for d,<z<0), whereK is the

surface waves(MSSWs in ferromagnetic bilayer and magnetic anisotropy constant ahth; is the saturation mag-
multilayer films containing layers with different saturation netization in the respective layer. We assume that the easy
magnetizations for the purpose of using them in delay linesmagnetization axes of the ferromagnets coincide and are di-
filters, directional couplers, and nonreciprocal devités. rected parallel to th& axis, which is perpendicular to their
For a long time there have been differences in opinionsyrfaces(Fig. 1). The external static magnetic field, is
among researchers regarding the number of branches in thgiented parallel to theZ axis and perpendicularly to the
MSSW spectrum. Some investigatbt$ assumed that there surfaces of the ferromagnets. In the ground state the magne-
is only one branch, the existence of one or two branches;zation vectors are inclined at an anglg; from the normal
depending on the propagation direction, was assumed if to the surface. We assume that the magnetic anisotropy
Refs. 14 and 15, and the existence of two branches was deme|d Haj<4mMy;. Then in the weak magnetic fields
onstrated in Refs. 16—18. There were also disputes regarding,<min(4mMq;— Hay, 4mMg,—H,,) the state with mag-

the type of wave: in Refs. 9-11 and 15 they were forwarthetization vectors inclined from the easy axes by

waves, while in Refs. 14, 16, 17, and 19 they were forward )

for some wave vectork and backward for others. These  Yoi= *arccogHo/[4mMoi—HajD), j=12, (18
inconsistencies were eliminated in Ref. 19, where it wads stable, while in the strong fieldd o= max(4mMq —Hpj)
shown that the number of branches in the spectrum is equahe ground state with magnetization vectors directed along
to the number of ferromagnetic layers and does not depenghe easy axis is stable and

on the wave propagation direction. In addition, it was shown
that the MSSWs propagating over the external surfaces of a ¥o;=0. (1b)

film are forward waves, while those propagating over the  The latter configuration is also observed in the case of
internal surfaces are forward waves wh&h<k, and back- Haj=4m7My; andHy=0. WhenH »;=47Mg; and the con-
ward waves wherk|>k, (ko is the limiting value of the dition on the strength of the external magnetic field
wave number, which equals10° cm™?). Bilayer films can max(4mMg;—Haj))<H,=<0 holds, phasglb) is metastable.
also have different magnetic anisotropy constants. This situfherefore, in the latter case the results for the MSSW spec-
ation has escaped the attention of researchers, and new tedm are valid only if the energy of the magnetic excitations
sults can naturally be expected for MSSWs in them. A dif-of the ferromagnet is small compared with the potential bar-
ference between the magnetic anisotropy constants in theéer preventing passage of the ferromagnet into the homoge-
layers with an appropriate choice of parameters permits, imeous stable state witdy=m. The exchange interaction
principle, the realization of a case which is analogous to thevas not taken into account in determining the ground state.
conditions for the existence of Love surface elastic wavesThis is possible, if the dimensions of the ferromagnetic film
only magnetostatic volume wav@glSVWSs) can exist in the are greater than the exchange length. The boundary condi-
upper layer taken separately, while they cannot exist in théions for continuity of the tangential components of the mag-
lower layer taken separately. Then, magnetostatic waves caretic field and the normal components of the magnetic

1063-7842/98/43(10)/6/$15.00 1213 © 1998 American Institute of Physics
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where y is the gyromagnetic ratio,Hgs=Hg+Hy
+Ha(Mn)n/Mg is the effective magnetic field, andis the
unit vector characterizing the direction of the anisotropy axis
of the ferromagnetic crystal.

In the ground state the magnetization vector has the
components My sinv,, 0, My cos¥,), and the demagne-
tizing field has the components (0, 8,47MgcosV¥). The
deviations of the magnetization vectorand the demagne-
tizing field h from these equilibrium values are assumed to
be small. We linearize the Landau-Lifshitz equati@h,
and, as a result, we obtain the relationship between the com-
ponents ofm andh, which we write in the form

FIG. 1. Ferromagnetic bilayer film. It is assumed that the saturation mag- m; = Xij hj o ,j =X,Y,Z, )

netizationsMy; of the layers lie in theZX plane; in the general case they h is the high-f ti tibilit
form an angle¥; with a normal to the surface. The MSSWs propagate WNET€ xij IS the high-irequency magnetic susceptibiiity

along theY axis with the wave vectok. tensor of the ferromagnet.
Its elements have the form

Xxx=T'Q,c08¥, Xxy=— Xyx=liwcosl,

induction vector must hold on the contact plarre=Q) be-

=I'Q,, =—x,=liwsin¥,,
tween the two ferromagnetic layers. This calls for fulfilment XY 20 Xyzm " Xzym L 103 o

of the conditions Xox=Xsz= — L' Q co8V osinty,  x,,=I'Q;sif¥,.
Moy Here we have used the notation
Mo1C08¥ 0= MozC0SV oz~ 72— = I'=yMo/[Q1Q,— 0?],
Moz 23 Q;=y[HY +HacosVy]coshy,

4mMozHaz Q,=y[HY cosP o+ Hacos2P ],
for the ground states with magnetization vectors inclined;q Hg)=H0—47rMocosIfo is the internal magnetic field.
from the easy axetld and We note that after going over to the coordinate system with

Moo= Mooe M (2b) the Z axis coinciding with the magnetization of the ground

o1~ oz o state of the ferromagnet, we obtain the previously known
for the ground state with magnetization vectors directed'm of the high-frequency magnetic susc.ept|b|l|ty'ten%‘or.
along the easy axddb). If the condition(2) does not hold, After su_bstltutlng(S) mtp the magnetostatic equations and
an inhomogeneous transitional region appears in the bilaydptroducing the magnetic scalar potentia(h=—V®), we
film near the contact plane between the layers, but such gbtain the second-order differential equation
situation will not be considered. D2d(z2) —k?Q(w)P(2)=0, (6)

We assume that the MSSWs propagate alongythgis; . )
therefore, all the variables of the problem are proportional tdVhere Q(w) =1+4myMqQ5/[Q1Q;~ "] is a function
explot—iky), wherew is the frequency. We shall henceforth which specifies the charazcterzof t2he solutions and is termed
consider the frequency range up to several gigahertz, since ##€ SPectral function anB®=9%/Jz".
is usually used in practic@23At such frequencies the wave After calculating the frequencie®, and (1, for the
vector k<10° cm L. In this range the contribution of the 9round statel), we find that
_exchange inte_raction is small compared W_ith the other terms  Q(w)=[ w?— w?,]/ ®? (73
in the magnetic energy, viz., the dipole—dipole and Zeeman ) S
terms. When magnetostatic waves are considered, it can @' the ground state with magnetization inclined from the
disregarded. In determining the equations describing th&2Sy axi1a and
propagation.of MSSWs, we s_hal! consider only one of the Q(w)=[w5U—w2]/[wa—w2] (7b)
ferromagnetic layers. The derivation procedure for the other . o
layer is similar, the difference being confined to the values ofOr the phase with magnetization along the easy &k
the magnetic anisotropy field and the magnetization. We stafi€re @, and w,y are the lower and upper limits of the

out from the system of magnetostatic equations MSVW spectrum of a homogeneous plate. Their form de-
pends on the choice of the ground state. For the ground state
curHy=0, div(Hy+47M)=0. (3)  with a magnetization vector inclined from the easy &xig
Here Hy, is the demagnetizing field. The magnetizativh w0, =0, w,y=27|siMWo[\=7TMoHa, (8a)
satisfies the Landau—Lifshitz equation and for phasé1b)

IM/3t=—y[M-Hegl, (4) 0, =0, 0,u=VQ[Qo+4myMo], (8b)
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whereQ,=vy[Ho—4m7My+H,] is the homogeneous ferro- a7 N
magnetic resonance frequency.
Let us determine the form of the boundary conditions
with consideration of two ferromagnetic layers. The vari-
ables referring to the upper layer are marked by a subscript : 440
and those referring to the lower layer are labeled by a sub:
script 2. The lower layer will be treated below as a half spacez;
(i.e., |k|d,>1). Then the boundary conditions of the prob- 3‘5-90
lem reduce to continuity of the normal component of the »
magnetic induction and the tangential component of the
magnetic field intensity on the surface of the upper layer g50
(z=d;) and the interfacez=0). This is equivalent to the

following boundary conditions on the magnetic potential:

T

3

8101 1 ) ] ! 1 1
®,(dy)=Pg(dy), P1(0)=D,(0), B0 600 -200 0 200 400 600

k0% em
—D®y(dy) +4mmy(d;) = —Ddg(dy), ’
_ _ FIG. 2. Spectrum of the magnetostatic analog of Love wdwesdes with
D®,(0)+4mm;(0) D®2(0)+4mmz,(0). ©) the numbersN=0,1,2,3,4,5) when the ferromagnetic layers contain ground
Here @](Z) is the magnetic potential in thgth layer, states inclined from the easy axis. Film parametdts= —1.24x 10"
D=4/dz is the derivative with respect to, ®g(2) is the Y/ K;=—9.00%<10° erglenf, Ho=100 Oe, Mo,=140.06 G,

- - . Mgp=119.37 G, w0,y;=9.843%10° Hz, w,,,=8.384%<10° Hz,
magnetic potential in the vacuum region=d,) d1(£2><10’3 om0 v

Pg(2)=Poexd —[K|(z—dy)], (10

where®, is a constant. . _ waves?®?® and we shall call them magnetostatic surface
Thus, to investigate the propagation of MSSWS in a tWo-ayes. The distribution of the magnetic potential in such

layer ferromagnetic film we must solve the second-order dify,5s\ws oscillates in the upper layer€@=<d,) according

ferential equation for the magnetic potenti@) with the

-~ to the law
boundary conditiong9).
®,(z)=A{cod|k|(z—d1/2) V= Qy(w)]
DISPERSION RELATION FOR MSSWS + Esin |k|(z—d/2)y—Q1(w)]1}, (139

We assume that MSVWs can propagate, i.e., that th@nd decays exponentially in the lower layer ¢,<z<0)
spectral functiorQ, () <0, in the upper layer and that they according to the law

cannot, i.e., tha®Q,(w) >0, in the lower layer. Then Ed6) ¢>2(Z)=A{COSa—ESina}eXF[|k|Z\/m] (13b)

has the solutions
and in the vacuumz=d,) according to the law

®4(2)=Acog |k|(z—d1/2) V- Qi(w)] _
®g(z)=A{cosx+ Esina}exd — |k|(z—d;)]. (130

+Bsin{ [k|(z=dy/2) V= Qi(w)] aa
for the upper layer (&z=<d,) and

V—Q1(w)sina— B1(w)cosx

(DZ(Z):CeXH:|k|Z\/Q2(w)] (11b) E= mcom+ﬂ ((,())Sina',
1 1
for the lower layer ¢d;<z=<0). The lower layer can be g
regarded here as a half space. T N ooy
After substituting the solution§ll) into the boundary a=K 2 Qul®).

conditions(9), we obtain the dispersion relation Thus the dispersion relatiofl2) describes a MSSW, in

|K|d1V—Qi(w) which the magnetic potential oscillates in the upper layer and
decays exponentially in the lower lay@r3). The form of the
—arcco{ ~ Qu(@)+ B1(0)[VQ2(w) + Bo(w) — B1(w) ] dispersion curves depends on the choice of the ground state.
V= Q1(w)[B2(w)+VQa(w)]
+ 7N MSSW SPECTRUM IN A FERROMAGNETIC BILAYER FILM
' WITH MAGNETIZATION VECTORS INCLINED FROM
N=0,1,2, (120  THE EASY AXIS

where Bj(w) =1+4myMy;osin¥y /w; j=1,2 for the upper Let us assume that both layers of the film contain states
and lower layers, respectively, awad=sgrk. with magnetization vectors inclined from the easy afia).

It can be seen fron(l2) that there is a whole frequency Then the real roots of the dispersion relatid2) can exist
band for waves corresponding to different modes with theonly in the case of,,<w,y1. The MSSW spectrunFig.
numbers N. Such wave resemble Love surface elastic2) resembles the MSVW spectrum in a ferromagnetic plate,
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the differences being confined to the low-frequency cutoff at — aN+(7N)2+4K|d;p]?
the frequencyw,;, and the wave vectors ws=w, 1+ 2TyMoy % ,
(163
ke = Pou2 , 2 , z
| NFW wherep=1+[0Zy,~ 0l [0 0l
1V®our ®ou2 The magnetic-potential penetration depth in the lower
w5u1_w5u2+w3u251(wuu2)s(wvu2) layer
X { arcco > > 5 5
0,02V @1~ ©5u2B2(0,u2) 1 Joy—wy
Wyy2™ WyLa
+aNr,  S(o)=p1(w)= B o), 14 s greater than the thickness of the upper layer. The solution
of the dispersion relatioflL2) for the short-wavelength range
as well as to the nonreciprocity. |k|d,>1 consists of MSSWs with a frequency
In the short-wavelength rangé&|d,;>1 the dispersion
relation (12) admits an analytical solution in the form of o= o n 4myMor/ Qo (173
MSSWs with a frequency ST Feld [W(N'f’ 1/2)]?
[NEH

wWyu1

(1539 and a magnetic-potential penetration depth in the lower layer

\/1+(7T[N+1/2])2

- = 2 2

k|d 1 Joy—ws

[k|dy me ———<dy, (17b)
Wyy2~ Ws

and a magnetic-potential penetration depth in the lower layer 2
which is smaller than the thickness of the upper layer. In the
L~ g case ofw, 1< wUL2<(QUUl )the MSSW spectrum has a high-
K Vol o2 frequency “cutoff” (Fig. 3) at the frequencyw = w, > and
KVos=wiu the wave vectors

which is much smaller than the thickness of the upper layer.

wg=

<dy, (15b

2 2
Thus the magnetostatic analog of Love elastic wa/&s Iky| = 1 [@e”
in a ferromagnet with a ground state inclined from the easy ' " d1 V w2, — 02,
axis exists only if the upper limit of the MSVW spectrum in
the lower layer is smaller than the corresponding value for wiLz—ngl
the upper layer. The form of the MSSW spectrum resembles X | arccoy — 02— o, +aN|. (18)
v v

the form of the MSVW spectrum of a ferromagnetic plate. _
The differences are confined to the low-frequency cutoff at ~ Then for the long-wavelength rangldd, <1 the disper-
the frequency of the upper limit of the MSVW spectrum of sion relation has the solutioi16a with the magnetic-
the lower layer and to the nonreciprocity. In the short-potential penetration depth in the lower lay&6h), which is
wavelength range the frequency of the waves investigated igreater than the thickness of the upper layer. uify,
slightly less than the upper limit of the MSVW spectrum of <w,y1, the MSSW spectruniFig. 39 has a low-frequency
the upper layer, and the magnetic-potential penetration deptfeutoff” at the frequencyw = w,, and the wave vectors
in the lower layer is much smaller than the thickness of the 5 >

1 Wyy2™ Wy
upper layer. lky|= —\/ —=

d Wy~ W

1 vU1l vU2

MSSW SPECTRUM IN A FERROMAGNETIC BILAYER WITH X (19
MAGNETIZATION VECTORS DIRECTED ALONG THE

EASY AXIS

2 2
Wyy1~ Wyu2
arcco 5 +7N|.
Wyy2— WyL1

In the short-wavelength randé&|d,;>1 the dispersion
elation (12) has a solution in the form of MSSWs with a

Let us consider the MSSW spectrum in the case of th
requency

realization of ground states with magnetization vector
directed along the easy axitb) in both layers. Real roots of 02— @2 JW[NJr 1])2
the dispersion relatio12) can exist only in the frequency wg= val[l_ vil > ott } l
rangesw, 1< ow<w,y; andw<w, , Or ©>w,ys. If v,y 20,1 l [K|dy

<w,12, the MSSW spectrurtFig. 33 resembles the MSVW  5nd 3 magnetic-potential penetration depth in the lower layer
spectrum of a ferromagnetic plate. A similar picture is ob-

(20

served in the case @f,,,<w, ;. In these two situations the 1 o ,—ws
dispersion relation(12) in the long-wavelength region '—“m 2 .2 —w2<d1' (21
|k|d;<1 has an analytical solution in the form of MSSWs vuz S

with a frequency which is much smaller than the thickness of the upper layer.
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FIG. 3. Same as in Fig. 2 for the case of the realization of states with saturation magnetization vectors directed along the easy axis in the ferromagnetic layers:
a — w,u1<w,, (similarly for w,,,<w, ). Film parametersk,=1.24x 10* erg/cn?, K,=3x10* erg/cn?, Ho=1600 Oe,Mq,=M,=M=140.06 G,
d;=2X10"3 cm; b —w, 1<, ,<w,y1; only the valueK,=1.4x 10° erg/cn? differs from the parameters in Fig. 3a; ¢ &y,< w,yuq; film parameters:

K,=1.6x 10" erg/cn?, K,=1.24x10* erg/cn?, Hy=1600 OeM g;= M,=M=140.06 G,d;=2x 102 cm.

Thus we have demonstrated that a magnetostatic analdge case where the frequency of the upper limit of the
of Love elastic waveés?® can exist in a bilayer ferromagnet MSVW spectrum of the lower layer falls in the frequency
magnetized along the easy axis. We have established that iange for the existence of MSVWs in the upper layer.
cases where the frequency regions in which MSVWs exist in
the upper and lower layers do not intersect, the MSSW specc-O’\ICLUSIOI\IS
trum resembles the MSVW spectrum of the upper layer.

Then the frequencies of the MSSWs in the long-wavelength  Thus, the possibility of the existence of MSSWs in a
region are somewhat greater than the frequency of the lowesilayer film due to the difference between the magnetic an-
limit of the MSVW spectrum, and the localization depth in isotropy constants has been demonstrated. The magnetic
the lower layer exceeds the thickness of the upper layer. Ipotential in the waves predicted oscillates in the upper layer
the short-wavelength limit the frequencies of the MSSWSs areand decays exponentially in the lower layer. Therefore, they
somewhat less than the frequency of the upper limit of thecan be regarded as a magnetostatic analog of Love surface
MSVW spectrum, and the localization depth in the lowerelastic wave$>28

layer is less than the thickness of the upper layer. If the

frequency of the lower limit of the MSVW spectrum of the A B o Proc. London Math. So80. 96 (189

lower Iaygr falls in the frequency range for the eXiStenC? OfZA.. E H.. Lcr)(\)/rg,vggn”‘le g%blgnrjlsocr)]f Gaeodyn(;mi’@anglbridZé University
MSVWs in the upper layer, the spectrum has a high- press cambridge1911, 180 pp.

frequency “cutoff.” There is a low-frequency “cutoff” in  *H. Matthews and H. van de Vaart, Appl. Phys. L&i4(5), 171(1969.
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It is shown for a precisely aligned electron beam of small thickness in a large-orbit gyrotron that
high cyclotron harmonicgup to s<5) can be selectively excited with an electronic

efficiency that is acceptable for some applicatiohs10%. When the quality of the electron

beam is high, the selective properties are maintained even for modes with high radial

indices, raising hopes that this method can be used to obtain coherent radiation not only in the
millimeter but also in the entire submillimeter wavelength range. A method for taking

into account the space-charge effects is developed, and it is shown that the corresponding effects
can be important at relatively small values of the electron pitch factor. The results of the

analysis and preliminary experiments reveal the possibility of creating high-power compact sources
of submillimeter radiation for the spectroscopy of various media, the diagnostics of dense
plasmas, and some other applications. 1@98 American Institute of Physics.
[S1063-78498)01610-9

INTRODUCTION in ordinary gyrotrons and can be described within the general
theory®>~1° At the same time, the spectrum of excitable
Owing to the selective mechanism of the interaction ofmodes and the effects of the rf space charge, which are es-
electrons with the radio-frequendyf) field in modern high-  pecially important for interactions at high cyclotron harmon-
power gyrotrons, spatially developed modes with very highics, have definite specific features. These problems, which
azimuthal and radial indices can be employed as workingire important for creating high-power short-wavelength de-
modes'? Such modes can be excited by hollow electronvices, have not yet found solutions in published studies. In
beams of large diametéclose to the diameter of the internal this paper we construct a general theory for a relativistic
caustic of the mode which is many times greater than the large-orbit gyrotron, which will enable us to analyze, in
Larmor diameter, and consist of a continuous set of uniparticular, the two problems indicated.
formly filled Larmor tubes that are uniformly distributed
over the azimuth. Along with this main topic, several studies
in the last few years have explored the possibility of employ—l' SELECTIVE EXCITATION OF CYCLOTRON HARMONICS
ing, in various modifications of the cyclotron resonance ma! A CIRCULAR WAVEGUIDE
ser, thin beamséwith a thickness of one Larmor diamelén A gyrotron with a thin electron beam circulating around
which the particles circulate around a common axis coincidthe axis of an axially symmetric waveguide has enhanced
ing with the axis of an axially symmetric electrodynamic selective properties in comparison to an ordinary gyrotron, in
system(one Larmor tube or even one Larmor helix coaxialwhich the axes of the electron trajectories do not coincide
to a circular waveguide Because of the symmetry of such a with the axis of the waveguide. In fact, when a particle orbits
system, only modes whose azimuthal index coincides withhe axis of a circular waveguide exactly, the field of the
the number of the resonant cyclotron harmonic can be exazimuthally traveling TR, mode in its orbit is a single gy-
cited in it. Accordingly, there is additional thinning of the rating multipole (Z-pole, wheren is the azimuthal mode
spectrum, which is especially important in attempting to ex-index of the wave; Fig. )1 rather than a set of field multi-
cite high cyclotron harmonics. This situation is realized inpoles, as in an ordinary gyrotrdn.This single multipole,
so-called large-orbit gyrotror’s? where, in fact, as in an which gyrates with a frequenci/n, where o is the fre-
ordinary gyrotron, the “orbit” of one electron coincides with quency of the mode, can interact resonantly with an electron
the Larmor orbit and is large only in comparison to the rela-orbiting with the cyclotron frequency,; at only one cyclo-
tively small diameter of the electrodynamic system. In addi-tron harmonic, whose numbsicoincides with the azimuthal
tion, some cyclotron autoresonance masers have a similatidex of the modeg=n) when the synchronism condition is
geometry’!® Helical electron beams, which are similar, but satisfied:
gyrate as a whole, are also used in so-called harmonic
converters2 which are essentially a type of gyro multi-
plier with a novel system for the simultaneous formation and  If the synchronism condition for another harmonic with
modulation of the beam. the numbem’ is simultaneously satisfied ifl), a resonant
The main mechanisms for the interaction of thin electroninteraction of an electron can take place at this harmonic
beams with a rf field do not differ from those which operateonly with a wave having the azimuthal index. This prop-

W~Swy . 1)
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FIG. 1. Working space of a large-orbit gyrotron.

erty of cyclotron resonance masers was clear already from
the early theoretical studié;*® but its systematic use in . ‘ . , |
experiment began only after the publication of Ref. 3, where 12 14 16 1.8
the special term “large-orbit gyrotron” was proposed for Vpp/ T

this type of gyrotron.

Th nhan lectivity i lear from the followin FIG. 2. Dimensionless values of the resonant magnetic field for harmonics
e enhanced select ty is clea om the follo 9 n=1-10 corresponding to modes with the radial index 1 (the analo-

expression, which was derived in Ref. 13 and is well knowngous modes with the radial indge=2 are also shown
in the theory of gyrotrons, for the structure factor appearing

in the impedance of the interaction of a hollow beam of

electrons having leading centers of the same raRjpsiith

the field of a cylindrical waveguide: AH 1

H  sN’
(20 whereN=wyT/27 is the number of gyrations of an electron
in the interaction space.
According to this estimate, the main zone for generation

of the fifth harmonic is isolated from the neighboring zones
already when the number of gyratioNs=5.

(5)
J2_ (k. Ry)

C(1-n202 ) 3(vnyp)

Here J, is a Bessel functiony, ,=k| a is the pth positive
root of the derivative of the Bessel functidy(»), anda is
the radius of the waveguide. Wh&p=0 and the argument Ty i - )
of the Bessel function in the numerator @) thus vanishes, ~_ 1he excitation efficiency of a particular mode is deter-
it is easy to see thas is nonzero only ifn=s. mined not only by the structure fact@, but also by the

In order to compose the initial representation of the posSC-called electron-wave coupling coefficient, which is
sibility of the selective excitation of individual modes, we Proportional to the power of the individual emission of one

take into account that the generation frequency is close to thearticle and varies with the number of the harmonic approxi-

25 _ . . .
corresponding critical frequency of the waveguide: mately aspi”, where, =v, /c is the normalized orbital
velocity of the particles. Hence it is clear that when the

o=v, cla. (3)  orbital velocities of the particles are increased to relativistic
values, the coupling with high harmonics becomes signifi-

Hence, for the resonant magnetic field we obtain cantly more effective and their excitation is markedly

facilitated.
H[kOg]=1.7—— P 4)
afcm] s’
wherey is the relativistic factor of the electrons. 2. EQUATIONS OF A RELATIVISTIC GYROTRON
The coincidence between the harmonic nundend the
azimuthal mode inder obviously greatly thins the spectrum In the working space of a gyrotron electrons travel along

of the resonant valuegl) and the modes corresponding to helical trajectories in a homogeneolgs weakly inhomoge-
them which an electron beam is capable of exciting when ineoug magnetic fieldHy,=Hyz, and excite rf oscillations in
is ideally injected into the waveguide. Owing to the nonequi-an electrodynamic system having the form of a portion of a
distant arrangement of the roatg ,,, the resonant values of weakly inhomogeneous cylindrical waveguigiéig. 1). We
the magnetic field for the first harmonics have a fairly sparseshall assume that all particles entering the space for interac-
distribution (Fig. 2). For example, for modes with the radial tion with the rf field have identical orbitalu( ;) and trans-
index 1 the values corresponding to the fourth, fifth, andational o) velocities and are uniformly distributed among
sixth harmonics differ from one another by 4 and 2.5%. the cyclotron gyration phases. For simplicity, we also as-
The corresponding magnetic-field resonance band can bsime that there is no spread in the positions of the leading
estimated, as usual, from the condition that the values of theenters and that they all lie on the waveguide axis. Thus, at
drift angle (w—swy)T (the phase shift of the cyclotron gy- the entrance to the interaction space all the particles are lo-
ration relative to the wave occurring during the time of flight cated on the surface of a single Larmor tube.
T of electrons through the interaction sppeé the edges of We assume that a stationary generation regime operates
the band differ from one another by a value of the order ofand that the electrons interact with ofweorking) transverse-
21 electric mode (TE,)
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E=Re[Eof(2)E, pexpliwt)}, 7= Ns gl » (12
H=Re[Eof(2)H, pexpliwt)}, (6)  where
whose frequency, on the one hand, is close to the corre- 8%

sponding critical frequency and, on the other hand, satisfies ﬂs.p:m and 77¢:<U(§=M)>(~)0

the cyclotron-resonance conditi¢h) at thenth harmonic. In Yo

(6) the functionf(z) describes the longitudinal structure, and are the so-called single-particle and transverse efficiencies,

the vector function€, , andH, ,, which are expressed in respectively, and,u=,8fowL/2,8||oc is the dimensionless

terms of a membrane function in a certain manner, describngth of the interaction space.

the transverse structure of the variable field at a frequancy For interactions at high harmonics in a homogeneous

in an empty waveguide. The cavity is assumed to be Rlgh- magnetostatic field, it should be stressed that relativistic elec-

and the longitudinal structure of the field is assumed to berons are capable of imparting only a relatively small part of

fixed. their initial energy to the monochromatic wave due to the
The equations of motion averaged over the cyclotrorstrong dependence of the cyclotron frequency on energy. In

oscillations for a relativistic electron in a magnetostatic fieldfact, an electron goes out of resonance with the wave when

and the wave field6) under resonance conditions at thi  the dynamic change in its drift angle caused by the energy

harmonic have the fortfi loss is of the order of 2. Hence for the change in the energy
d of the electron we obtain the estimate
ac- Re{Ff({)pL a(NpL)expid)}, @) syl _ 1 13
9 3 Yo nN
a7 =A-u+ —Re{Ff(g) PuIn(npy)expi )} (8) Utilizing the small value of the energy change, we ¢an

significantly simplify the equations of motion and reduce

Here u=2(1—y/vo)/ 8%, is the energy variable, which is them to the standard asymptotic form for all devices with
equal to the normalized current change in the total energy ofertial bunching of particle® To this end the change in the
the particle;d = (wt—ne) is its phase relative to the rf field; energy of the particles on the right-hand side of Ef.
¢ is the angle charactenzmg the position of the electron inghould be neglected, the right-hand side of the equation for
the cyclotron orbit; {=B%,wz/2B)5c, F=4eE/(Myy  the phase8) should be linearized with respect to the small
Xcwplo), andp, =B, ¢!y, are the normalized longitudi- energy change, and the term in it responsible for the force
nal coordinate, amplitude of the cavity field, and transversgyunching of particles, which is proportional to the field am-
momentum of the electrom\ =2(1-nwy /®)/B%, is the  plitude, should be discarded. As a result, the equations of
initial resonance mismatch between the electrons and thenotion can be written in new variables in the following
wave. The normalized transverse momentum is related to thierm:*°
energy by the expressiquf ~ 82 ,(1—u). .

For a generator excited by a preliminarily unmodulated d_

electron beam, the initial conditions for the equations of mo- dZ =Im{f(Oexplid}, (149
tion at the entrance to the interaction sp&ael=0) have
the form dd . .
—=45—u. (15
u(0)=0, 9(0)=10,, O0<0y,<2. (9) d¢
In the steady-state regime a gyrotron obeys the relatiorHere we have used the notatioszgx/E . 0=A/ \/E ,
wW u=u/\F, andF= g, 4J/(nB,o)F. The gyrotron efficiency
Q" 7lU, (100  can now be expressed in the following manner:
which describes the balance between the power extracted 7

from the cavity by the wave and the power imparted to the rf = (1- 751)(‘”'—/0\\0) o = U)oy, (16

field by the electron beam. HeW is the energy stored in the R _
cavity; where u= 82 oL \/E/Z,B”OC.

The amplitude of the rf field in the cavityand thus the
M (11) dimensionless lengtp) can be adjusted by varying the cur-
Qohm™ Qu rent so that the maximum of the functigny( ) optimized
is its loadedQ factor, which is determined by the diffrac- with respect to the frequency mismatch, would be achieved.
tional extraction of radiatiorithe diffractional quality factor Then, irrespective of the particle velocities, the efficiency is
Qg) and the Ohmic losses in the cavity wallhe Ohmic  inversely proportional to the wave frequency. If the number
quality factor Qunm); 7 is the electronic efficiency of the of the harmonic and, accordingly, the azimuthal mode index
gyrotron; andl and U are the current and voltage of the nare increased, while the radial indpxf the working mode
electron beam. The electronic efficiency can be representad fixed, the efficiency decreases with the harmonic number
in the form of a product of two factors as 1h in accordance with the estimat&d).

Q:
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3. STATIONARY GENERATION REGIME It is clear from(18) that the decrease in the susceptibility
o _ x With increasing harmonic number and, accordingly, in-
For simplicity in this section we shall assume that @€ ¢easing frequency can be compensated at least partially by

factor of the gyrotron cavity is fairly high, and we shall 1, increase in the cavi factor with increasing frequency
accordingly neglect the space-charge efféitte next section ot the mode. In fact, for efficient mode selection with respect

is devoted to a treatment of the lajteBolving Eqs(7) and 4 the |ongitudinal index and the efficient extraction of radia-
(8) in the small-signal approximation and using the simpli-jon from the cavity, the loade® factor of the cavity must

fying sinusoidal approximation be of the order of the diffractiona factor (i.e., the Ohmic
f({)=sinmllu (17) losses must not be excessively Igrght the same time, the
diffractional Q factor
for the longitudinal structure, we obtafhthe following ex- Q
pression for the start-up current of a relativistic gyrotron: L\ 1
Qd:47T = ﬁ, (22)
-mc¢ na? 1 A 1=
ISt_T YoBjoBLo 2\L QGyx* (18 whereR, which is the reflectivity of the exit end of the cavity

for the wave, increases quadratically with increasing

In this expression\=2nc/w is the wavelength of the frequency of the working mode. The Ohm@:factor

radiation generated;

X=—N(1= B2 IA(NBL0)In(NBL o) b Qo= (1- 2127, ) 23
~Brordif(nBLo)¢ (19 is determined to within a factor of 1/2 by the ratio of the
is the susceptibility imparted to the cavity field by the effective volumera?(1—m?v}, )L occupied by the rf field
electron beam; the function within the cavity(between the wall and the caustic surface
to the volume of the skin layer2alLd, whered is the skin
b=4n? 1+cos (20) depth. For a fixed radial mode indgx as the harmonic
(02— 72)2 number, which is equal to the azimuthal mode index, in-

creases, the effective volume occupied by the field decreases

characterizes the spatial spectrum of the rf force acting o'épproximately in proportion to the volume of the skin layer,
the electrongin the present case the spectrum of one arc OEausing a weak dependence of the Oh@idactor on the
the sinusoigt and® =A . is the drift angle, which describes ;i thal mode index. As the radial mode index increases,

the kinematic displacement of the electrons relative to thgne effective volume of the field rises, and the volume of the

wave. i ) ) ) ) skin layer falls, causing a rapid rise in the Ohn@cfactor
For the asymptotic regime of large interaction d'Stance?approximately proportional tp). Estimates showisee be-

and small changes in the particle energies considered at th&) that owing to the large orbital velocity of the particles,

end of the preceding section, where only the inertial bunChy,g giart.yp currents of a relativistic gyrotron are very large
ing of the particles caused by nonisochronism of their cyclo-

ST , even for small cavity lengths and reflectivities of the exit
tron g_yranon IS S|gn|f|ca|jt,_ pnly thg sgcond terr_n in the €X-end. Under such conditions the Ohngcfactor is, as a rule,
pression for the susceptibility, which is proportional to the

: : AN significantly greater than the diffraction@l factor over the
dimensionless lengtf, is significant: entire range of millimeter waves.
x=—BLond 2(NB, o) . (22) As we have al_ready stgte_d, the structure faGdor an
, ) electron beam strictly encircling the cavity axiBy=0) is
The expressior(18) for the start-up current permits a nonzerg only for modes with an azimuthal index equal to the
more detailed analysis than in Sec. 1 of the selective propefyymper of the resonant cyclotron harmonic. At the same
ties of a gyrotron with a thin electron beam for different e real electron beams have a definite thickness, which
regimes, including the excitation of high harmonics, and esyea¢s 1o a spread of leading centers for the electron trajecto-
timation of the danger of the excitation of parasitic modes;es Assuming that the leading centers evenly fill a circular
for them. In relatively long systemgu-1), where aregime  4re4 of radiud and using the known integral of the square of
of dominant inertial bunching of the particles is realized, they gagsel function, we can easily obtain the following expres-

dependence of the efficiency on beam current and on thgi,, for the structure factor with consideration of the beam
adjustment of the magnetostatic field corresponds to the Sofﬁickness:

self-excitation of auto-oscillations of individual modes. Un-

der the conditions of overlap of the resonance curves and Jg(kb)+J§(kb)
interaction of the working mode with competing modes at = (v (1122 )’
other cyclotron harmonics, a situation of “strong” mode ntrn.p n.p
coupling should be realizébecause of the identical longi- It follows from this expression that even a fairly consid-
tudinal structure of these modes. According to Ref. 21, suclerable beam thickness, for whigl= 1, leads to only a 22%
conditions provide for the establishment of the stable generadecrease in the structure factor. At the same time, inexact
tion of a single mode, which has a small start-up current andbeam alignment, under which the radius of a leading center
is previously excited during application of the working satisfies the conditioRR,=1, produces an almost doubled
voltage. effect. Both of these factors have an even greater effect on

(24)
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7,2 the rf field (similarly, in gyrotrons with polyhelical electron
dn beams, elementary sources in the form of oscillating charged
i 8,2 planes are used to calculate the space-chargéiélcty. If
4r the energies and phases of the particles vary weakly over a
L F, length of the order of the Larmor radius, these filaments can
8,2 . .

3 be considered locally straight and parallel to the external
< magnetic field. The quasistatic electric field of a straight
i gyrating filament containing electrons from the interval of

2r initial phaseq 9¢, 9o+ dd,] equals

n | ddg ro—r
T S\ U \ Eimmo e, (25)
0- 1 .,;14” '11 2,1 | 1 1’, | UH |r+_r+|
8 0 12 where the following complex combinations of transverse

H,, k0e vector components are usegl; =E,+iE,, r,=x+iy, and
T, =x+iy. Herer, corresponds to the coordinates of the

FIG. 3. Principal self-excitation zones for higher cyclotron harmonics in a ) . . . . L
large-orbit gyrotron(the effects of the rf space charge are not taken into OPServation point where the subject filament with the initial

account. phased, is located, ancT+ is the coordinate of the filament
creating the field.

the danger of exciting parasitic modes, primarily those ASsociatingr, andr, with the corresponding current
whose azimuthal index differs from the harmonic number byPhases of the electrons in the expressions-rexpli(wt
unity. As an illustration, let us consider the example of a—9)/n] andr, =ryexfdi(et—9)/n] and summing over all
moderately relativistic electron beam with an energy of 30¢the filaments creating the field, we obtain an additional qua-
keV and a pitch factog= 8, /8= 1.5, where the increase in sistatic force acting on an electron of the subject filament. In
the cavityQ factor for high harmonics already partially com- the case of dominant inertial bunching of the particles, where
pensates the decrease in the susceptibjlitifor a fixed cav- the variation of the gyroradius of the electrons can be ne-
ity with a diameter of the cylindrical part equal to 8 mm, a glected, the expression for the additional force has the form
length of 40 mm, and tapering and exit expansion angles S for Foo

equal to 1.5 and 3fsuch a cavity was used in Ref. 22 to F =— _f cot d1~90, (26)
generate the fifth harmonic with a wavelength of about 4 ¢ 2m)o 2n

mm) the start-up currents for the first to fifth harmonics are

close to one anotheffig. 3). The generation zones f& where

=1-4 are adequately separated, but the zones for the fifth del 1
and higher harmonics overlap fairly strongly. It is notewor- s=—2 —
thy that the generation zone of the fundamentaj TEode mc? NYoBjoBio

e o e S g e space-charge parametr
(6’1 similar effect was noted in Ref. 23 for so-called gyro- For t.he same Cl_Jrrents and electron velocities, this pa-
harmonic converteys ' rgmeter is ZrRy/r tlmes greater th.an the analogou_s quan-
tity for a gyrotron with a conventional beam having the

leading-center radiu®,, where the current is distributed
over a large area. The forég, should be added to the right-
hand side of the equation for the particle energy

For interaction spaces with relatively short lengths and
cavities with low diffractionalQ factors, where the working
currents of the gyrotrons are fairly high, the effects of the rf
space charge can play a significant rédee, for example,
Refs. 24—29 This circumstance is especially important for dd
gyrotrons with thin electron beams, where the entire current E:A_“- (28)
is concentrated within one Larmor tube or one Larmor helix.
For simplicity, we shall assume that in the undisturbed state ~ The start-up current of a gyrotron can be found with
the electron beam is a uniformly filled Larmor tube with a consideration of the space-charge effects from E2j8. and
surface charge density/27ryv). Allowance should be (28) and the power-balance equatitt0) by the method of
made for the specific features of a gyrotron, in which itsuccessive approximations with respect to the amplitude of
propagates almost transversely to the electron beam and crife rf field F. Then the linear solution of Eq&7) and(28),
ates disturbances in it that vary slowly with the longitudinalwhich takes into account the space-charge effects, can be
coordinate. Then, for calculating the space-charge field it iSound by varying an arbitrary constant in analogy to Ref. 28.
convenient to divide the Larmor tube into gyrating filamentsFor example, for the linear correction to the electron phase
consisting of electrons with the same initial phase relative tave obtain9!)= 9, + 9,, where

4. INFLUENCE OF THE RADIO-FREQUENCY SPACE
CHARGE ON THE START-UP CONDITIONS

du_ . ) 9—
d—§—|m F({expli®) -S| cot——) ¢, (27)

b
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1 we use the values of the start-up curréb® found in the
i 3 absence of space charge to calculatdhen

4.] 5 1

V= .

I 2nGB? 0312 (nB1 o) QY
Fin For the example considered in Sec. 3 we obt&in0.4,
and the influence of the space charge is srtalk start-up
current at the fifth harmonic decreases by only a few percent
when the space charge is taken into accpufit the same
time, when the orbital velocity of the electrons and the length
- of the interaction space are small and @éactor is close to
the minimum diffractionalQ factor, the space charge can
have a much stronger influence at the high harmonics. For
- example, when the orbital velocity of the particl8s=0.5
. . . | , (g=1) andL =5\, we obtainv~4 for the fifth harmonic. It

g I 27T ) can be seen fronB1) that the influence of the space charge
FIG. 4. Influence of the rf space charge on the start-up current of a Iargel-ncreases- with the harmonic number, since the same abSOI-Ute
orbit gyrotron.v: 1— 0,2 — 2.0,3—4.0;I2‘é” is the minimum value of the phas_e shift of the e.|8CtronS C(.)rreSpo.r.]ds to .Stronger bunc_hmg
start-up current in the absence of space charge. for higher harmonics, and, in addition, higher harr_nonl_cs
have larger currents. It should, of course, be borne in mind
that if the electrons have a positional or, even more so, a
velocity spread, the influence of the space charge is reduced

(31)

min
st,

1,/1
[N}

Flexdi(A—h)¢] exdi(A+h){] because of the phase mixing of the partictesshich has a
91 0= iﬁ ATq—h - ATq+th stronger effect at the high harmonics.
2h i
- M , (299  CONCLUSIONS
(AFq)*~h?

) ) ) ) A gyrotron with a moderately relativistic, thin electron

h=m/u, andg= \/__Q is a purely imaginary quantity. beam encircling the axis of an axially symmetric electrody-
Substituting(29) into Eq.(27) for the energy, we find the  hamic system provides for the selective excitation of high
efficiency in the small-signal approximation, and then usingeyciotron harmonics even when conventional cavities are
the balance equatiof10), we find the start-up current of the ;5eq and no additional methods for discriminating the para-
gyrotron. The expression found in this manner for thesjtic modes are employed. In this way we can hope to obtain
start-up current differs from the analogous expressit®  pigh-power coherent radiation not only in the millimeter
with neglect of the space-charge effects in the form of thgyayelength range, but also in the entire submillimeter range,
spectral function appearing in the expression for the suscepsjihough the difficulties in forming and aligning the electron

tibility of the electron flux beam increase dramatically at short wavelengths. According

Y= —ﬁLo/LJrﬁz(nﬁLo)lﬁ. to calculations, the glectrpnlc efficiency of a large-orbit gy-
rotron at the harmonics with numbess5 can reach a value
2772/ 1—cog 6—m+iv) 1—codb6—m—iv) of the order of 10% when the magnetic field is uniformly

distributed in the working space. When an inhomogeneous
(30) magnegizc field, which provides for a particle trapping
regime;- is employed, the efficiency can be increased
Hereiv=qu is the addition to the drift angle associated with severalfold.
the space charge. When the space charge is vanishingly small When the density of the particles in a large-orbit gyro-
(S=0), the functiony tends to the derivative’. tron is high and their pitch factor is relatively small, the
The expression foyr coincides in form with the expres- effects of the rf space charge, which lead, in particular,
sion for the spectral function in an orotrdhbut in contrast to appreciable lowering of the start-up currents play a
to the latter, in a gyrotron the change in the drift angle undesignificant role.
the space-charge effects is a purely imaginary quantity. This According to a calculation, a large-orbit gyrotron with a
is because the instability of the negative mass renders eactanosecond pulse duration and a particle energy of 200—300
eigenwave in the electron beam of gyrotron a growing and &eV can be created on the basis of existing, very compact
decaying wavda fast and a slow wave in an orotjon electron accelerators. Probably, generators of a short-pulse
The space-charge effects become significant wlken magnetic field with a strength up to 300 kOe can also be not
takes values appreciably exceeding unity. For example, whewvery cumbersome. This opens up possibilities for the cre-
v=4, the minimum start-up current decreases to about halition of high-power compact sources of submillimeter radia-
in comparison to its value in the absence of space chargion, which would be very attractive for many applications.
(Fig. 4). Applying the method of successive approximations,To extend the list of possible applications of such sources,

v\ (9+in2—m)?  ((6—iv)—72)?
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methods should be developed for more broad-band tuning 8fv. L. Bratman, N. S. Ginzburg, and G. S. Nusinovich, Pis’'ma Zh. Tekh.

the frequency at a fixed cyclotron harmonic than is
achievable with the use of conventional gyrotron cavities.
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Expressions for the temperature coefficients of frequency for magnetostatic waves in tangentially
magnetized ferrite films having cubic anisotropy are obtained and analyzed. It is shown that

in cases where the cubic axis lies in the plane of the film, temperature-induced changes in both the
magnitude and direction of the external field can be used for thermostabilization of the
frequencies. The problem of two-frequency thermostabilization is considered. The results of
experimental investigations of the temperature characteristics of magnetization waves in a
tangentially magnetized film of yttrium iron garnet with{ 200} surface are presented.

© 1998 American Institute of PhysidsS1063-7848)01710-3

INTRODUCTION of the cubic symmetry planes coincides with the film surface
and the uniaxial anisotropy axis coincides with a normal. We

Ferrite films are employed in investigations of magneto—shaII consider only these cases.

static waves(MSWs) and the creation of devices for the The final geometry of the problem is shown in Fig. 1
superhigh-frequency randé. The temperature dependence The vectorsM and H and the[001] axis lie on the film

.Of MSwW frequenqes arises as a result_ Of. temperatu_re-urface, which coincides with either(&00) or a(110) plane,
induced changes in the saturation magnetization and anlsoz

a3 o nd the angley between th¢010] axis and the film surface
ropy fields. _The temperature characte_r |s_t|cs .Of MSWS h.avetakes values of 0 and/4, respectively. In additiony and
been studied most thoroughly within isotropic film

X S = . . are the angles between tf@01] axis and the vectori!
models*® In particular, explicit approximate expressions ¢n 9 reo1]

. g andH, respectively.
have been obtained for the temperature coefficients of fre- The nopnzero c):)mponents of the effective demagnetizing
quency at any values of the wave vectak.cubic anisotropy anisotropy factor tensdiave the form

field was taken into account in the investigation of the con-

ditions for thermostabilization of the uniform ferromagnetic

resonancéFMR) frequency in Refs. 7 and 8. As it turned

out, anisotropy can significantly influence the choice of ther-

mostabilization parameters. In anisotropic films the charac-

teristics of MSWs also depend on the orientation of the mag-

netization relative to the crystallographic axes. MN.. = — 3 H.(4—r1)(1—cos4p), (1b)
In this paper we obtain and investigate explicit expres- v 8

sions for the temperature coefficients of frequency of MSWs

in tangentially magnetized ferrite films having cubic anisot- 1

ropy and{100 or {110 surfaces. MN,,=— 3 H [ (4—r)(3+cosdy)+4r cos2y], (1o

3
MNxxz—EHCr(l—cosZ,[/)—Hu, (1a

STATEMENT OF THE PROBLEM

1
MN,,= — s H[2r sin 2+ (4—r)sin4y], 1
Let us consider a ferrite film of thicknessmagnetized vim ~gHd Y+ (4-r)sin4y] (19

tangentially to saturation by an external static magnetic field

H. Thez axis is oriented in the equilibrium direction of the \herer = (1/2)(1— cos 4y), andH,. andH,, are the strengths
magnetization vectoM. They axis is located on the film of the cubic and uniaxial anisotropy fields, respectively.
surface. The, y, andz axes form a right-handed orthogonal  The temperature-induced changes in the equilibrium ori-
coordinate system. Let the film have cubic and uniaxial magentation ofM are given by the derivativdg/dT (T is the

netic anisotropy. In deriving the expression for the temperatemperaturg It is calculated from the equation for the
ture coefficient of frequency we shall take into account theprojection of the external field onto theaxis

influence of the anisotropy fields on the equilibrium orienta-

tion of the magnetization vector exactly. The calculations are )

simplified, if the temperature-induced changes in the direc- H sin(¢— ¢n) =MNy,. @
tion of M reduce to rotation in the plane of the film. The

magnetization changes will clearly be of just this type, if one  Differentiating with respect td, we obtain

1063-7842/98/43(10)/5/$15.00 1226 © 1998 American Institute of Physics
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d¢r_12_2 4 _4dHC H. dH
ﬁ__g[ r sin 2¢+ (4—r)sin 4¢] aT _HJ aT
di, 1 -1
+H,——iH,+ sHJ[rcos2y+(4—r)cosdp]; ,
daT 2
(33
where
H,=H cog¢— ). (3b)

The temperature derivative ¢f, is needed for the cal-
culations. Differentiating Eq(3b) and allowing for(2) and

(1d), we obtain

(4)

dH, H,dH 1H o sin 2 4 ina
d_T_Wd_T+§ [ 2r sin 2¢r+ (4—r)sin 4¢/]
d d
o 9Y ¥}
dT dT

CALCULATION OF TEMPERATURE COEFFICIENTS OF

FREQUENCY

Let us consider an MSW with a wave vectior which
forms an anglep with the vectoM. The dispersion relations

V. V. Shagaev 1227

ftzzgz[Hz_i_M(Nxx_ sz)]
X[Hz+M(Nyy—N,,) +47M sirfe], (7)
fn=47M gsine, (8

f denotes the frequencies of the wave modes with the num-
bersn=0,1,2,...; g=2.8 MHz/Oe is the gyromagnetic ra-
tio; L=1 if f,;>f, (magnetostatic forward volume waves —
MSFVWs), andL=—1 if f,<f, (magnetostatic backward
volume waves — MSBVW p=0 if 2f2<fZ+f2+ 2, and
p=m when the reverse inequality holds; the continuous
branch in the arctan function with a range of values from
— /2 to /2 is used; the MSVW frequencies lie in the in-
terval betweenf, and f;; and the frequency=f, corre-
sponds to uniform FMReven whenf,=f,).

Magnetostatic surface wavedSSWs9 exist in the
range of angles € o< ¢, Wheregy is the root of the equa-
tion |f2— f2|=f2 solved with respect tg. Heref,, f,, and
fm are defined by(6)—(8), in which theMNg, (9=Xx,y,2)
depend ong according to Eqs(1a—(1c), and the depen-
dence ofH, on ¢ is specified by Eqs(2) and (3b).

The dispersion relation of the MSSWs has the form

1|f2—52|"?
2|22
| [1 A[(f2— 7 (12— 1)1
Xiny 1+
o [(FP— 1)+ (12— 5122

=Uq(f. 1. f f). €)

The MSSW frequencies lie in the interval mgxf}<f
<(U2f N[ (F2+F2+£2)2—4f2£21Y2 If f,>f,, the disper-
sion curve of the fundamental mode of the MSFVWs trans-
forms smoothly into the dispersion curve of the MSSW#, at
and the wave vector valued=2(f>— f2)/(f2 — f2+f?).

The temperature coefficiemt for the frequencyf corre-
sponding to an assigned value of the wave vector is defined
as a=(1/f)(df/dT). The temperature coefficients of fre-
quency of the MSVWs and MSSWs can be calculated using
the formula, which follows from the form of the dispersion
relation,

are derived _in the ;ero-exchange_ appr_oximation from the i U, df|2 U, dft2 U, dfﬁq
magnetostatic equations with consideration of the electrody- o=

namic boundary conditions on the film surfad@eispersion

relations of two types are obtained as a

Magnetostatic volume wavedMSVWSs) can propagate
in a film at any angley. The dispersion relations for them

have the form

result.

m) ’ (5)

f2— 2|2 2|(f2—17)(12—17)|12
kd= > Larctal > 2 .2
1:2_]\5t f|+ft+fm_2f2
a
+Lp+ 5(1—L)+n77} =U,(f, 11, fi f
where

fe=0g%[H,+M(Nyx—N,) +47M][H,+M(Nyy—N,,)],

(6)

bf2(0u,102)\ of? ar ' of2 at ' of2 dT |’
Herej=v,s for the MSVWs and MSSWs respectively. For
the sake of brevity, the arguments in the functithsare not
indicated. The partial derivatives &f; are calculated from
the explicit dependence®) and (9). Analytic expressions
for the temperature derivatives are obtained by differentiat-
ing (6)—(8) and replacingdy/dT anddH,/dT according to
formulas(3a) and(4) (with allowance for the obvious equal-
ity de/dT=dy/dt). Substitution of the expression for the
derivatives into the formula fow; yields the explicit depen-
dences of the temperature coefficient of frequency on the
frequency of the MSW and on the field and film parameters.
The dependence of the temperature coefficient of frequency
onkd is assigned parametrically in termsfaind the disper-
sion relation.
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FIG. 2. Calculated plots of the angular dependence of the contributions ofg. 3.
the temperature-induced changes in the saturation magnetization and the
cubic anisotropy field to the temperature coefficient of frequency fer3
GHz (3,4,7,8 and 10 GHz(1,2,5,6 and for y=0 (1,3,5,7 and w/4
(2,4,6,8: 1-4 — dH./dT=0, 5-8 — d(47M)/dT=0. Let us consider the problem of compensation of the
temperature-induced changes in the MSW frequencies by
temperature-induced changes in the magnetizing feltl.
The anisotropic properties of films with a tangential cubic
axis permit the use of changes in both the magnitude and
The exact expressions for the temperature coefficient oflirection of the external field for solving this problem. We
frequency obtained by the method described above were irshall illustrate this in the example of a film with {00
vestigated numerically. The formula for calculating can  surface.
clearly be brought into the form Each of the four curves in Fig. 3 was obtained from a
d(47M) dH, dH, dH du calculation and shows the dependence of the frequency of
aj=A| —57 tBigT +C; T +D; T +E; = the long-wavelength edge of the MSW spgctrum on the angle
between the external field and th@01] axis. This depen-
(10 dence is obtained from Eq&2) and (6) in parametric form
Let us first discuss the dependence of the temperatuneith parametery. Curve 1 was calculated for the following
coefficient of frequency on the anglein the case where the initial values of the parameters:/sM=1750 G,H.=—42
external field does not depend on temperatwtel/dT=0, Oe, andH=2826 Oe. Curve2—4 were obtained for 4M
d¢,/dT=0). The film parameters in the calculations were=1646.25 G andH,= —30.5 Oe, which correspond to the
as follows: 4rM=1750 G, H.,=—-42 Oe, H,=0, changes in the original values for a 25 K rise in temperature
d(47M)/dT=-4.15 G/K,dH./dT=0.46 Oe/K,dH,/dT  whend(47M)/dT=-4.15 G/K anddH./dT=0.46 Oe/K.
=0. The angular dependences were calculated for constaihe external field strengths were 2826, 2860, and 2888.5 Oe
values off andkd, and the values of the field projectidh,  for curves2—4, respectively. All the curves pass through the
were determined from the dispersion relation. For this purfrequency valuef =10 GHz, which is marked in the figure
pose, the expressions féy, f;, andf,, from Egs.(6)—(8) by a straight line. It can be seen that thermal compensation
were substituted into Eq5) or (9), and the equation was can be achieved at this frequency by altering the magnitude
solved in such a form foH, . (curve3), the direction(curve2), or both the magnitude and
As an example, Fig. 2 presents calculated plots of thalirection (curve 4) of the external field. The last two tech-
first two terms in(10) as functions ofy for the long- niques clearly stem from the angular dependence of the fre-
wavelength edge of the MSW spectrukd&0, f=f,). The  quency displayed when the cubic anisotropy is taken into
following values of the parameters were usfd: 3.10 GHz;  account. The frequency range on this dependence for yttrium
vy=0,7/4. The dependences ahare symmetric relative to iron garnet(YIG) films with a tangential cubic axis amounts
the valuesy/=(#/2)n, wheren=1,2,. .., and thecurves can to hundreds of megahertz, while the range for the widely
easily be continued fog> /2. used YIG111} films amounts to only a few megahertz, and
An analysis of the angular dependences reveals that thilaermostabilization of the frequencies in them by turning the
films considered exhibit considerable anisotropy of the temmagnetizing field is possible only for slight temperature
perature coefficient of frequency. The main contribution tochanges.
the dependence apr is made by the second term (h0). Its In the example considered thermostabilization of the fre-
maximum values, which are achieved ne&ar 0, are posi- quency could be accomplished using different pairs of values
tive and significantly influence the magnitude and sign of theof dH/dT and dy,/dT. To uniquely specify these param-
temperature coefficient of frequency. eters, two conditions, rather than one, must be imposed on

ANALYSIS OF THE ANGULAR DEPENDENCES OF THE
TEMPERATURE COEFFICIENT OF FREQUENCY
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0 WO frequency thermostabilization are significantly smaller than
W those on the curves for an isotropic film in the respective
4

frequency ranges.

x
< 0= EXPERIMENT
S IS
S v The anisotropic properties of a tangentially magnetized
; e K YIG film associated with the dependence of the temperature

coefficients of frequency of MSWs on the orientation of the
magnetization vector relative to the cubic axes were revealed
in the experiment described below.
A YIG film of thickness 9.8 um on a{100 gadolinium
2 3 gallium garnet substrate measuringX!B3 was used. The
*d magnetic parameters were as followat T=273 K):
AaMgg=47M—H_,=1863 G, H.=—-59 Oe,
FIG_. 4. Dgpgndence of the tem_perat‘ure cogfﬁcignt of frequendydofor d(47TMeff)/dT: —4.1 GIK, dHC/dT=0.44 Oe/K. The
an isotropic film(3,4) and for a film with cubic anisotropy and thermosta- . . . . .
bilized frequencies at the beginning and end of the MSSW spedty@n MSWs were excited and received using microstrip transduc-
ers(antennasin analogy to Ref. 13. The interference of the
signals received in two identical antennas at different dis-
tances from identical transmitting antennas was used. The
the temperature coefficient of frequency. We assign the corgntennas were fabricated on a Polikorystalline leucosap-
ditions for a vanishing temperature coefficient of frequencyphire) substrate and connected to microstrip summing cir-
at two frequency values from the MSW spectrum. This probuits. This design permits construction of thekd) curve
lem corresponds to a system of two equations with the tw@rom the amplitude-frequency characterisficThe film was
unknownsdH/dT anddy /dT: placed between the poles of an electromagnet in a tangential
_ magnetic field. The orientation of the magnetization vector
@j(f1,Hz,dH/dT,dy;, /dT) =0, relative to the tangential cubic axes was assigned by rotating
a;(f,,H,,dH/dT,dy, /dT)=0. (11  the film about a normal. The temperature changes were
caused by cooling in nitrogen vapor and heating with the aid
Herej=v,s andi=v,s. The functional dependences on the of a flat heating element. A thermocouple was used to mea-
left-hand sides of the equations follow from the explicit ex-sure the temperature. The temperature coefficients of fre-
pressions for the temperature coefficient of frequefigyind  quency for the assigned values lodl were calculated from
f2 are the assigned values of the MSW frequencies. Thﬁqef(kd) dispersion curves using the formula
value ofH, is calculated from the dispersion relation for an
assigned value of the wave vector and one of the frequencies. a(kd)=[fe(kd)][fo(kd) = f4(kd)}/(T2=Ty),
It follows from expressior{10) that the equations of the where
system(11) are linear with respect tdH/dT anddy,/dT
and that solutions can be obtained in an explicit form. We fe(kd)=[f1(kd) +T2(kd)}/2,
present an example of the solution of the systd®). We  and the frequencie$,(kd) and f,(kd) correspond toT,
consider a film with 100, surface and the same values for and T,.
the magnetic parameters as in the preceding examples. We Measurements were performed for two film orientations.
choose the frequencies of the beginning and end of thén one case the direction of the magnetization coincided with
MSSW spectrum for the angleg=w/2 and = w/8 as the the (100) axis, and in the other case it coincided with the
frequencies being thermostabilized. Whdp=520 Oe, the (110 axis. These orientations were achieved by rotating the
spectrum lies in the frequency range from 3 to 3.818 GHzfilm about a normal and monitoring the position of the fre-
and whenH,=2826 Oe, it lies in the range from 10 to quency range of the MSW spectrum on the amplitude-
10.275 GHz. In the former case the solutions di¢/dT  frequency characteristic. The smallest and largest values of
=4.6 Oe/K and @,/dT)(180/r)=—0.741 K, and in  the MSW frequencies are achieved when the direction of the
the latter case they a@H/dT=4.611 Oe/K andd,/dT)  magnetization vector coincides with tH400) and (110
X (180/r)=—0.781 K 1. Figure 4 shows plots of the tem- axes, respectively.
perature coefficient of frequency as a functiorkdffor both Figure 5 presents experimental and theoretical plots of
cases: curvet and2 are for 3 and 10 GHz, respectively. For f(kd) and a(kd) (at T=273 K). It was assumed in the cal-
comparison, the figure includes curv@sand4, which were culations thatH,=0 anddH,/dT=0. The observed differ-
calculated for an isotropic fimH.=0, dH./dT=0). For  ences for the two directions of the magnetization vector are
curve 3, H,=508.3 Oe, and the MSSW spectrum lies in theclearly attributable to the cubic anisotropy of the film. It
frequency range from 3 to 3.873 GHz. For curdeH, follows from the calculations that the values of the contribu-
=2802 Oe, and the spectrum lies in the range from 10 tdion of the temperature-induced changes in the cubic anisot-
10.296 GHez. It is seen that the absolute values of the tenropy field to the temperature coefficient of frequency for the
perature coefficient of frequency on the curves with two-directions considered differ significanflhe values on curve

1
S
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4.5 for theoretically analyzing the temperature coefficient of
frequency are applicable in this case, too, since they take into

4.02:,: account the cubic anisotropy field exactly regardless of its

435> magnitude. The anisotropic properties of tangentially magne-

tized films with a cubic axis lying on the surface can be used

130 to design MSW instruments with assigned temperature

characteristics.

We thank A. V. Maryakhin for preparing the YIG film.

1

Oo
Dtlnanunn

1J. P. Castera, J. Appl. Phy55, 2506(1984).
2p. Hartemann, IEEE Trans. Magn. Mag-20, 121984).
55 4 3Yu. M. Yakovlev and S. Sh. GendeleFerrite Single Crystals in Radio
0000000000606 000 Electronics[in Russian, Sov. Radio, Moscow1975, 360 pp.

! ! 1 4A. S. Beregov, E. V. Kudinov, and I. N. EreshchenkdekEron. Tekh.,
0 0.2 04 0.6 0.8 Ser. 1: Bektron. SVCh No. 1395), 19 (1987).

kd Syu. K. Fetisov, Zh. Tekh. Fiz57, 2393 (1987 [Sov. Phys. Tech. Phys.

32, 1451(1987].
FIG. 5. Plots off (kd) (1,25,8 anda(kd) (3,4,7,8 in a YIG{100} film: 6A, Slavin(andnY]u, K. Fetisov, Zh. Tekh. Fi58, 2210(1988 [Sov. Phys.
1,3,6,7— M|[[001]; 2,4,5,8— M||[011]. Solid curves — theory. Tech. Phys33, 1343(1988]. )
L. V. Lutsev and |. L. Berezin, Ektron. Tekh. Ser. 1: [Ektron. SVCh,
No. 6(420), pp. 3—8(1989. i i

7 (Fig. 2 at =0 and /4 differ similarly]. The contribu-  8s. v. Belyakov and O. A. Gorodkina, Bektron. Tekh. Ser. 1: Ektron.

tions of the temperature-induced changes in the magnetiza-SVCh, No. 7391, pp. 28—-33(1986.

; ; ; ; A. G. Gurevich,Magnetic Resonance in Ferrites and Antiferromagnets
tion differ only slightly[as do the values on cung(Fig. 2) [in Russiaf, Nauka, Moscow(1973, 591 pp.

o 10%, 17K
&
1

|
3

at the same values af]. 10A. S. Beregov, Izv. Vyssh. Uchebn. Zaved. Ser. Raliteon. 27(10), 9
(1984.
CONCLUSION 113, D. Adam and M. R. Daniel, IEEE Trans. Magn. Mag-17, 295381).

123, D. Adam, inlEEE MTT-S International Microwave Symposium Digest
The cubic anisotropy of a ferrite film can have a signifi- (1979, pp. 160-161.
cant influence on the temperature characteristics of MSW’B: N Gusev, O. A. Chivileva, A. G. Gurevickt al, Pisma Zh. Tekh.
devices. Doped YIG films can be used to both enhance andF'Z' 9, 159(1983 [Sov. Tech. Phys. Let®, 70 (1983
weaken its influence. The methods that have been developéathnsiated by P. Shelnitz



TECHNICAL PHYSICS VOLUME 43, NUMBER 10 OCTOBER 1998

Photostimulated diffusion of Na atoms in the alloy NaAu. I. Kinetic characteristics
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The results of an investigation of the photoactivation of the diffusion of Na atoms in the
subsurface region of heated gold are presented. The dependences of the rate of this process on
substrate temperature and the concentration of alkali-metal atoms in the adlayer and in

the subsurface layer of gold are obtained. The kinetic characteristics of photostimulated diffusion
are found. It is shown that this process is caused by the action of light on the alloy NaAu,

which leads to an increase in the rate of the diffusive motion of Na atoms in the subsurface layer
of the solid. © 1998 American Institute of Physids$51063-784£98)01810-9

INTRODUCTION any role. This method is applicable both for detecting intrin-

sic thermionic emission and for detecting particles supplied
The adsorption of alkali-metal atoms on a gold substratdrom without.

at room or elevated temperatures is accompanied by the for-

mation of the alloy AuM(M is an alkali-metal atomin the EXPERIMENTAL PROCEDURE

subsurface layer. The compounds formed have properties

which differ significantly from the properties of the metals The mass-spectrometric system used in the experiments

comprising the alloy. For example, the Cs—Au alloy is ato investigate the photostimulation of diffusion was previ-

semiconductor with a 2.6 eV band ghp\ semiconductor ously described in Ref. 5; the gold samples were precleaned

electronic structure has also been predicted for equiatomigist as in Ref. 3.
alloys of gold with rubidiunf The kinetics of the formation of the alloy NaAu in the

An investigation of photochemical reactions involving subsurface region of a heated gold substrate when Na atoms

alkali-metal and ha|ogen atoms on a po|ycrysta”ine go|d syrare adsorbed on |t, as well as the removal of an alkali-metal
face at high temperatures revealed that irradiation of the sufMmpurity, were considered in detail in Ref. 6.

face by low-intensity visible light leads to an increase in the ~ Gold emitters prepared in two ways were used to study
rate of the diffusive transport of the alkali-metal atoinig. ~ the effect of light on the diffusion of Na in gold. In some

was shown that the irradiation of a gold ribbon by light with €xPeriments a flow of Na atoms with a density at the surface

- 2 3 —2o—1 ;
hy>2.6 eV stimulates the emergence of Cs, Na, and K imd =10"-10" cm2s™* was directed onto a cleaned gold

purity atoms implanted in the subsurface region of the Solidsurface, and the ribbon was held at a constant temperditure

on its surface and that, conversely, at high surface coveragé'% the range 608T<1200 K. The deposition of Na was

of gold with an alkali metal illumination causes the passagecont'nued under these conditions for 24 h, and then the flow

of M atoms from the surface into the bulk of the metal. of the alkali metal onto the surface was stopped, and the

This paper presents the results of further investigationgIbbon was annealed for-23 h at 1156<T<1250 K. After

f the effect of liaht on the diffusi £ at in th b Such treatment of the ribbon, the intrinsic thermionic emis-
ot the etlect ot ight on the dittusion of atoms N the SUDSUT ;i\, o Na", which is a consequence of the emergence of
face layers of gold when sodium serves as an adsorbate.

X SO ’ Alﬁplanted Na atoms from the bulk on the surface, was re-
in Ref. 3, a method based on surface-ionization detection Oéorded. The value of the dark ion curreit gradually de-

the alkali-metal atoms was employed. The current of Na creased in accordance with the variation of the bulk concen-
ions in the flow of particles thermodesorbed from the surfac,ation of the alkali-metal impurity in the gold, but after a
was measured. Since the fraction of ions in the flow of deq50.h anneal, the emission of Naions did not cease
sorbed particles of the same chemical composition duringompletely.

surface ionization at a constant emitter temperaftirea In another series of experiments a flow of Na atoms was
stable work functione, and low surface concentrations of girected onto a heated gold ribbon freed of alkali-metal im-
the adsorbate was determined unequivocally, the variation qfurities. The value of the dark current for the surface ioniza-
the concentration of particles on the emitter surfagecan  tion of Na (I,) depended on the emitter temperatiiiethe

be traced by monitoring the variation of the ion current. Thework functione, and the flux density of Na impinging on the
surface-ionization detection of alkali-metal atoms havingsurface, as well as on the rates of the diffusive exchange of
low ionization energies can be performed with very highsodium between the surface and subsurface layers of the
efficiency and has been widely uéesince the discovery of substrate.

this phenomenon. In this case the source of supply of the Photostimulation of the diffusive emergence of Na
particles being ionized to the emitter surface does not plaptoms on the surfac@r of their passage from the substrate

1063-7842/98/43(10)/4/$15.00 1231 © 1998 American Institute of Physics
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surface into the subsurface regiomas determined from the on the surface followed by its desorption is clearly recorded
change in currendl =|I —1,|, wherel is the current of Na  (Fig. 1). In the case where a fluixof Na atoms is directed
ions when the substrate is illuminated. from an evaporator onto the gold surface, the surface con-

As an example, Fig. 1 shows the characteristic form ofcentration of sodium is determined not only by the supply of
the dependence of the current of Nmns on exposure time these atoms from without, but also by their diffusive
during irradiation of a heated gold ribbon preliminarily exchange between the surface and subsurface layers.
doped with sodium and then annealed in the absence of an By varying the external flux density of Na we can
external flow of Na by monochromatic light with an intensity influence the magnitude and direction of the concentration
<10 mW/cnf. In order to cause a similar increase in intrin- gradient of these atoms between the upper and subbarrier
sic thermionic emission by heating the ribbon, its temperalayers of the substrate and thereby alter the magnitude and
ture would have to be raised kyT=45—50°, which would direction of the diffusive flux. A plot of the variation of the
require a large expenditure of energy and would be easilphotostimulated part of the diffusive flux of Na atoms be-
determined pyrometrically. In the case under consideratiotween the adlayer and the interior of the gold sample as a
the increase inT as a consequence of radiation heatingfunction of the intensity of the atomic flow impinging on the
amounted toAT<I, and could not have a measurable surface as systematically increases is plotted on a logarith-
influence onAl. mic scale in Fig. 3.

As the emitter temperatur€ is increased, the value of The fraction of particles in the photostimulated flow for
Al/ly, which characterizes the efficiency of the photoactiva-which the deposited Na is responsible was defined here as
tion of the diffusive emergence of Na on the surface,
decreases monotonically over the entire temperature range
investigated 1008 T<1200 K, as is shown in Fig. 2.

The measured dependence of the photostimulated diffu- %
sion of Na on the concentration of these atoms in the sub-
surface region of gold has a complicated character. The
change in currenfAl is associated with the photoinduced i
changes in the surface concentration of Na atoms on the
substrate. The diffusive flux density of the atoms is deter-
mined by their concentration gradient between the surface J§ 8r
and the subsurface region, as well as by the diffusion coef-
ficient, which is related to the height of the energy barrier on
the surface of the solid. The structure of the surface barrier
and the thermionic-emission properties of the adsorption sys-
tem depend both on the concentration of sodium in the sub- | |
surface region and on the density of Na on the substrate 1050 1100
surface. 7K

In the case of gold preliminarily saturated with sodium FIG. 2. Temperature dependence of the efficiency of the photoactivation of

and partially freed of the alika"'m.etal impurity by a high- giffusion in a gold ribbon preliminarily doped with sodium and then
temperature anneal, photostimulation of the emergence of Nannealedh»=3.52 eV.

1
1150
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Several conclusions regarding the reasons for the
appearance of the photostimulated diffusion of Na atoms in
gold and the parameters of the process can be drawn on the
basis of the experimental results presented.

DISCUSSION OF EXPERIMENTAL RESULTS

The photostimulated diffusion of Na atoms in heated
gold requires the preliminary creation of a concentration of
the alkali metal sufficient for forming the alloy NaAu in the
subsurface region of metallic gold. This is indicated by the
absence of photoactivation of the diffusion of microscopic
4 § alkali-metal impurities in pure gold. On the other hand, pho-

log(i) tostimulation of the diffusion of alkali-metal atoms appears
simultaneously with a decrease in the rate of sublimation of
Au,” which shows that a layer differing in chemical behavior
from the pure metal is formed on the gold surface. Thus, the
process observed is associated with the primary effect of
y=|(Al,—Alg)/Al, Iig_ht on AuNa accompanied by the diffusion of Na atoms in
. ) this compound. As Fig. 1 shows, exposure of the alloy to
whereAl, is the photoresponse of the ion current when thjgnt significantly increases the rate of diffusion in compari-
flow of Na is supplied and\l, is the photoresponse when ggn to the dark rate.
the flow is stopped. S Since in the absence of illumination only an insignificant

At some fairly Iarge values of |IIum|netI0n causes a portion of the flow of atoms directed at the surface passes
decrease inn; for sodium due to the stimulation of its jnto the substrate, it can be assumed that at low substrate
passage from the surface into the bulk of the solid. coverages, which do not alter, the value ofn, is directly

The plot shown has a hysteretic character, and highproportional toi. As follows from the plot of logy
temperature annealing of the gold is needed to restore thgf(k)gi) in Fig. 3, the light-induced diffusive flux of Na is
original value ofy. o _ related ton, by the expressiony=Cnl32. It can be pre-

Figure 4 shows the variation of the current of N®ns g med that this power law is specified by such factors as the
with time after illumination of the surface is switched on or \4riation of the diffusion coefficient of Na in NaAu and the
switched off in the case where the resultant diffusive flux isyariation of the optical characteristics of the alloy with varia-
directed into the interior of the substrate. The form of theyon of the Na concentration, as well as, possibly, with varia-
I(t) curve in Fig. 4 is determined by the kinetics of the jjon of the phase composition of MU, . Additional inves-
variation of the coverage of the substrate surface with soggations are needed to ascertain which of these factors plays
dium, which, in turn, reflects the variation of the diffusive e |eading role. However, several conclusions can be drawn
fluxes of the alkali-metal atoms determining. from a comparison of the fronts of the photoinduced current
changeAl for the two substrate states represented in Figs. 1
and 4.

The kinetics of the growth and decline &l depend on
the rate of the slowest of the processes determining the varia-
tion of the concentratiom. when illumination of the sub-
strate is switched on and switched off. These processes are
the diffusion of Na(to the surface from the interior of the
substrate or in the reverse directiand the thermal desorp-
tion of these atoms accompanied by surface ionization.

Let us consider the case represented in Fig. 1, which
shows the effect of light on the rate of the desorption of Na
from preliminarily doped and annealed gold. In the absence
of light there is a slow decreaselinPeriodic illumination of
the surface causes modulation of the current with the time
constants for increases and decreas¥s=7°=0.1s, re-

1600 | . ! . ( ) spectively. For all practical purposes, these values oin-
/) 1w 200 cide with the lifetime of Na atoms on the surface of a gold
t,s substrate af=1130 K if the activation energy for the de-
FIG. 4. Dependence of the current of Nans on the exposure time during sorption of Na_ from a gold Surfa(?e obtained in Ref. 8,
the deposion of Na atoms on goldT=1150 K, h»=352ev, |=230 kd/mol, is used to calculate it. Therefore, the rate of
i=102cm 2571, the photoactivated diffusion of Na in the subsurface layers of

—

| ! | 1

FIG. 3. Dependence oy on the flux density of Na being deposited.

7600 \~
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a ribbon partially depleted of alkali-metal atoms is not thethis case exposure to light causes an increase in the transport
rate-limiting factor in the observed kinetics of the desorptionof Na into the interior of the substrate toward the reaction
of Na* ions. zone for formation of the alloy. Since the photoactivation
In the case represented in Fig a surface of strongly efficiency decreases with the penetration depth of light into
doped Au is supplied with a flow of atoms that maintains athe solid and since the alloy formed extends to a greater
concentratiom,, which is sufficient for growth of the alloy depth, the resultant influence of illumination on the variation
into the interior of the substrate as a result of the diffusion ofof the diffusive flux of Na in the subsurface layer, which
Na from the surface, at the same valuesTofWhen light is  determines the concentration of these atoms on the substrate
switched on, the time constant of the droplias a result of surface, is complicated and affects a large number of layers.
photoactivation of the diffusion of Na from the surfac® In this case the recorded rates of growth of the effect of
=4.2 s, and when the illumination is disrupted, the characexposure to light and of its decline after the illumination is
teristic time for the restoration dfto the stationary value for disrupted are determined by the kinetics of the diffusion pro-
dark emissionr®=55 s. cesses in the alloy and the rate of restoration of the distribu-
In our opinion, one possible explanation for the observedion of the Na concentration after illumination.
differences in the effect of light and its relaxation in the As the investigations have shown, the photostimulation
cases of weakly and strongly doped Au is as follows. Asof diffusion is associated with excitation of the electronic
estimates from experimental d&ghow, the activation ener- system of the alkali-metal/gold alloy, and this question will
gies for the diffusion of Na atoms in NaAu and in metallic be the subject of our forthcoming publicatiohs.
gold differ and amount taA E(NaAu)=3.15-3.20 eV and This work was performed with the support of a grant
AE(Au)=5.1 eV, respectively. from the Russian Fund for Fundamental ResedPRioject
During the annealing of a ribbon, there is significantNo. 96-02-16908 and the “Surface Atomic Structures”
depletion of alkali-metal atoms from its surface layer, whichState Program of the Ministry of Science and Technology of
results in “conservation” of the alloy in the low-lying sub- the Russian FederatigiProject No. 95-2.18
surface layers. Thermal decomposition of the alloy is accom-lW £ Socer AH.S 41 6. White. Ph 6 (165
paied by the weak dark emission of akalimetal atoms.Y £ e & U SeTmer e, e, P Ren 111080
which have succeeded in crossing the layer depleted of theg v, zandberg, M. V. Knatko, V. I. Paleest al, Pis'ma zh. Tekh. Fiz.
alloy. Light causes degradation of the alloy, which is accom- 21(19), 15 (1995 [Sov. Tech. Phys. LetR1(10), 774 (1995].
panied by an increase in the concentration of free Na on its'E- Ya. Za?ggerg4ggd N. I. lonoBurface lonizatiorfin Russiar), Nauka,
boundary near the sgrface and a corresponding mcrea.se ! .Ojgévzvgndbz;g, M.Fiﬁ’..Knat’ko, and V. |. Paleev, Pis'ma Zh. Tekh. Fiz.
the flux of these particles onto the surface. On the basis 0f 15 979(1986 [Sov. Tech. Phys. Lett2, 404(1986].
the fact that the rate-limiting step of the observed photopro-éMm. v. Knat'ko, V. I. Paleev, and M. N. Lapushkin, Phys. Low-Dimens.
cess is thermodesorption of the particles, it can be assumegtruct, Nos. 5-6, 8§1998.

. : M. V. Knat'ko, V. I. Paleev, and E. Ya. Zandberg, Phys. Low-Dimens.
that Na is supplied to the surface through a narrow depleted Struct., Nos. 7-8, 271996,

layer as a result of 1-2 jumps. ' ' 8A. Neumann, S. L. M. Schroeder, and K. Christmann, Phys. Re¥1,B
In the case of gold strongly doped with sodium, the ac- 17007(1995.

tivation energy for the diffusion of Na in NaAu is apparently glMds;/llggat‘? '\;'] ':-h'-azgsg‘;isné algdgv- |. Paleev, Zh. Tekh. F&8(10),
smaller than the activation energy in annealed gold and de-108 (1998 [Tech. Phys43, 12351998
pends on the concentration of Na in the subsurface region. Imnranslated by P. Shelnitz
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Photostimulated diffusion of Na atoms in the alloy NaAu. Il. Spectral and polarization
dependences
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(Submitted November 18, 1997
Zh. Tekh. Fiz68, 108—111(October 1998

The results of an investigation of the spectral and polarization dependences of the photostimulated
diffusion of sodium in heated gold are presented. It is shown that the light-induced increase

in the diffusion rate is associated with optical excitation of the electronic structure of the alloy
NaAu, which forms in the subsurface layer of gold during the adsorption of the alkali-

metal atoms. The semiconductor properties of this alloy are revealed, and the gap width is
estimated. ©1998 American Institute of Physids$1063-78428)01910-3

INTRODUCTION that the alloy CsAu does, in fact, have semiconductor
properties.

Our study of the effect of light on chemical reactions  In Ref. 1 we attributed the appearance of the photostim-
involving alkali-metal atoms on metal surfaces reveatbdt  ulated diffusion of alkali-metal atoms in gold to features of
the irradiation of a gold surface by photons with the interatomic bond in MAu™ molecules, which is broken
hv>2.6 eV causes acceleration of the diffusive exchange ofvhen light is absorbed. The question of the properties of the
Cs, K, and Na atoms between the adlayer on the surface argstem which cause photostimulated diffusion, however,
the subsurface region of the gold substrate. The photostimigalls for additional study.
lated diffusion of alkali-metal atom@/) was recorded using This paper presents the results of investigations of the
surface-ionization detection of the alkali-metal atoms bychanges in the optical properties of gold caused by the
measuring the change in the current of thermodesorbed Madsorption of Na on its surface and characterized by the ap-
ions upon irradiation of the surface with low-intensity light, pearance of photostimulated diffusion of Na atoms.
which does not lead to appreciable heating of the solid. It
was found that the irradiation of a gold substrate prelimi-
ngrily doge.d wit'h M atom; leads to an increase in the emis-EXPERIMENTAL TECHNIQUES AND MEASUREMENT
sion of M™ ions in comparison to the dark level as a result ofy\=+10ps
the photostimulated diffusion of M atoms to the emitter sur-
face and their surface ionization upon thermodesorption. The experimental techniques that we used to investigate
When flows of M of large flux density are supplied to the photostimulated diffusion, the procedure of the preliminary
gold surface from an external source, illumination of thepreparation of the gold ribbon adsorbent, and the methods
gold causes the photostimulated diffusion of adatoms intdor forming an alloy on its surface were described in Ref. 2.
the interior of the substrate. As a result, the surface concenFhe methods used to obtain the optical characteristics of the
tration of M atoms decreases in comparison to the darlsurface are considered in greater detail below.
value, and the current due to their surface ionization conse- The investigations were carried out in the energy range
guently decreases. As was shown in Ref. 2, photostimulate®.0<hv<3.6 eV. A beam of monochromatized light from
diffusion is associated with the presence of apAM, alloy  high-pressure mercury and xenon arc lamps was directed to-
in the subsurface region of metallic gold. The formation ofward the ribbon surface at the angle= 74°. The intensity of
such a coating dramatically alters the absorption spectrum dhe light at the surface did not exceed 50 mWcm
visible light by the surface layéand alters the work func- The optical absorption coefficiedt of the substrate was
tion of the solid. In addition, the evaporation rate of Au determined calorimetrically from the change in the resistance
decreases significantly in comparison to the rate for the puref long, thin ribbons caused by their illumination. A bridge
metal® setup, which makes it possible to detect relative changes in

The interaction of a gold adsorbent with adsorbed alkalithe resistance of a ribbon at the level BR/R>10"°, was
metal atoms is known to lead to reconstruction of the surfacemployed for this purpose. By comparing the changes in the
of single-crystal gold and the appearance g, alloys in  resistance of a ribbon caused by illumination in the case of a
the subsurface region even for adsorbent temperaturedean surface and after holding the ribbon in a flow of Na
T<300 K.*® The calculations in Ref. 7 showed that the atoms, we could find the changes Anassociated with the
alloys CsAu and RbAu should have semiconductor properformation of NaAu in the subsurface region of Au if the
ties and that the compounds of Au with K, Na, and Li shouldlight-irradiation intensities are identical. Known data on the
have metallic properties if these compounds have a crystapectral dependence of the absorption of pure metallic gold
structure similar to CsCl. The experiments in Ref. 8 showedA,,(hv) (Ref. 9 were used.

1063-7842/98/43(10)/4/$15.00 1235 © 1998 American Institute of Physics
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The form of theA(hv) curves varies with the extent of
FI_C;. 1. 3pectral d;pe}:]dence of t?edyi?ld of*Ngns from a r:_bbon QOped A doping of Au by Na atoms, as was shown in Ref. 1, since the
o ooty 2N hen e;geielzo_ﬂ A e M'measured values @ are determined by the superposition of
the currents have been shifted into coincidence. the spectral dependences of the absorption of metallic Au
and the NaAu film on its surface. The thickness of this film
depends on the intensity and duration of the deposition of Na

The effects of light on sodium-doped gold for two meth- and on the substrate temperatdreFigure 2 shows the dif-
ods of forming NaAu were compared. In one of them pureference between the absorption specira(hv) of doped
gold heated tolr' =700—-800 K was subjected to prolonged and pure goldcurvel), as well as Au preliminarily doped,
exposure to a flow of Na atoms with a flux density but annealed and the pure metaurve 2). These curves
i=10"% cm 2s ! at the surface. Then the ribbon was an-reflect the absorption of light by the subsurface alloy. It can
nealed atT=1150-1250 K, and the characteristics of the be seen that the saturation of gold with sodium increases the
interaction of light with the adsorbent were measured forabsorption of light and that raising the Na concentration
different annealing times. The variation of the efficiency ofleads to the appearance of an absorption band in the low-
the photostimulated diffusive emergence of Na atoms on thenergy region of the spectrum lar<2.8 eV.
substrate surface was monitored. In the other method the Since photostimulated diffusion is displayed when Au is
optical characteristics of the surface and the effect of light ordoped with Na, K, and Cs and it is known that CsAu is a
the diffusion of Na were obtained during the deposition ofsemiconductor, there is basis to theorize that NaAu also has
Na with i=10°-10"% cm 2s™!. To determine the optical a semiconductor structure. It is confirmed by the significant
properties of the substrate, the flow of Na was stopped, anithcrease in the resistivity of the ribbon during formation of
the ribbon was cooled t& =300 K. the alloy® In this case we can use the approximation of the

The efficiency of the photostimulation of diffusion was spectral dependenc&A(hv) for a semiconductor with a
determined from the difference between the surfaceband gagE,, as was proposed in Ref. 10, by the expression

ionization currents accompanying the thermal desorption of A b

. A(hv)-(hv)=C(hv—E)®, 1
Na from the surfaceAl=1-1,, wherel is the current of (hv)-(hv)=C(hv—E,) @
Na' ions when the surface is illuminated, ahgis the dark whereC is a coefficient and is a parameter, which reflects
emission current of these ions. the character of the optical transitiofr direct allowed

transitionsb=0.5, for direct forbidden transitions=1.5,
for indirect allowed transitionsh=2.0, and for indirect
forbidden transitiond=3.0).

Figure 1 shows the spectral dependence of the efficiency After replotting the AA(hv) spectral dependence in
of the photostimulation of the diffusion of Na atoms for the (AA(hv))*® versushv coordinates and adjusting so that
case of a ribbon preliminarily doped with the alkali metal this dependence would be linearized, we can find the value
and then annealed. It is seen that the form of Méhv) of E4. In the range ohwv of interest to us, in the case of an
curve does not vary with the annealing time and is deterannealed sampl@urve 2 in Fig. 2) the plot of(1) is linear-
mined by the presence of the alloy phase in the subsurfadeed in the range of photon energies 218r<3.5 eV when
region of the substrate. A similar dependence of photostimub= 2.0 andE,=2.8 eV; in the case of a strongly doped sub-
lation is observed in the case of the deposition of Na on atrate it is linearized for the photon energies<2I8<3.6
heated gold surface, where the diffusive passage of Na atoned/ whenb=1.5 andEy;=2.7 eV.
from the substrate surface into its subsurface region is Since the rate of photoinduced diffusion depends lin-
stimulated. early on the radiant flux densityjt can be assumed that

RESULTS AND DISCUSSION
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Al

2 light. For example, atT=300 K we haveAs/A,=0.40

—0.45 for the sample investigated. Raising the ribbon tem-
perature toT=1150 K givesAs/A,=0.30. This value is
equal to the ratid\s/A, calculated from the Fresnel formula
for pure Au using the known value of the dielectric constant
e (from Ref. 9 for a=74°.

These results support the conclusion drawn in Ref. 11 on
the basis of measurements of the kinetics of the diffusion Na
in NaAu that a high-temperature anneal of Na-doped gold
produces a narroWl—2 lattice constantsegion depleted of
the alkali metal between the surface and the alloy layer,
which conserves the alloy within the substrate. WHeis
lowered, Na is redistributed in the subsurface region with an
increase in its concentration on the surface.

The lack of correspondence between thé(e) and
A(¢) curves can probably be explained in the following
manner. Photostimulated diffusion is associated with the ab-
sorption of light in the bulk of the alloy, i.e., is determined
FIG. 3. Dependence ofl* and A on cod(¢) for a photon energy DY the superposition of the polarization dependences of the
hy=3.54 eV. optical permeability of the subsurface region of the solid and
the photoprocess. Th&(¢) curve is determined mainly by

. . . . the reflection of light from the solid/vacuum interface. In the
stimulation of this process occurs as a result of the p”ma%eometry used in this work for illuminating the object, in

sy e o Siuclre of 120l igh mpinges on he plane o h sufac at  gianc
absorption of light which causes photostimulated desorptionIng angle,spolarized light is reflected from the surface to a

D . . reater degree than [gpolarized light, in good agreement
and the approximation considered above is capable of revea?—. g =P 9 good agree
. ) " : . . -_with the measured values of the ra#hq/A,. It is possible
ing the optical transitions responsible for stimulation of this

. tf&at the light refracted in the substrate is subsequently re-
process. In fact, an analysis for an annealed sample Show?lected from the deep layers and that the value: aff the

thatEy=2.8 eV and that the values of the coefficients of themed. m varies with deoth as a function of the Na concentra-
optical transitions amount tb=2 in the range 2.9hv nedium vares wi P unct .
c}|on in the alloy. For example, it can be theorized that the

<3.5eV. For a sample strongly doped by the prolonged " ) .
deposition of Na we foun&y=2.7 eV andb=1.5, probably r_amo AIS_/AI p 1S determln_ed by _the fea_\tures of Fhe propaga-
tion of light from a medium with a higher optical density

due to the alteration of the properties of the alloy in the . . . .
presence of an excess quantity of Na. Thus, the optical aggold depleted of sodiujrto a medium with a lower density

sorption and photostimulated desorption spectra correspor{&'aAu) in the case of the glancing incidence of light onto the

to one another and show that photoexcitation of the bulk 0159”‘"?“_36' The fact that the_ Na concentration on the surfage
the alloy NaAu, which has a semiconductor structure isignificantly alters the optical parameters of the substrate is
responsible for stimulating the diffusion process. confirmed by the polarization dependences of the photostim-

The fact that the light which stimulates the diffusion ulated diffusion of Na into the bulk of the alloy when Na is

process is absorbed in the bulk of the alloy is confirmed byleposited on the Au surface. After proloznged 2h°|f'”9 of a
measurements of the dependence of the optical absorptigipbon atT=1150 K in a flow withi=10"* cm™*s™*, we
coefficient and the efficiency of photostimulated diffusion onoPtainedAls/Al,=0.80. A comparison with the measured
the polarization vector of the electric field of the light wave. value of this ratio for an annealed sample reveals significant
As an example, Figure 3 shows plots &f and A as func- changes in the optical permeability of the alloy and the re-
tions of the orientation of the electric field vector of the light flection coefficients for light of different polarization as the
wave, which is specified by the angjebetween a normal to concentration of the alkali-metal atoms near the surface/
the ribbon surface and the plane of polarization of the elecvacuum interface varies.

tromagnetic radiation. The angle=0 corresponds t po- Thus these investigations of the optical characteristics of
larization of the light wave, and=90° corresponds ts the photostimulation of the diffusion of Na atoms in gold
polarization. Since light impinges on the surface at an angléndicate that this process is caused by the growth of a NaAu
a=T74° in the experimental setup,=0 was not achieved in film having semiconductor properties on the gold surface.
the experiments. It follows from Fig. 3 that in the case of The optical characteristics of the alloy vary with the concen-
gold doped with sodium and then annealegplarized light tration of Na in the gold.

most efficiently causes the emergence of Na on the surface This work was performed with the support of the
from the bulk. The ratio between the efficiencies of the ac-Russian Fund for Fundamental Resear@roject No.
tion of s- and p-polarized lightAl¢/Al,=1.5. Conversely, 96-02-16908 and the “Surface Atomic Structures” State
the polarization dependence of the absorption coeffickent Program of the Ministry of Science and Technology of the
exhibits greater efficiency for the absorptionmpolarized Russian Federatio(Project No. 95-02.13
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The dynamics of the interaction of a high-current electron beam with &&Pogels of different
density and porosity are investigated by optical methods. A model for describing highly

porous materials is developed on the basis of the information obtained regarding the unloading
of aerogels in the energy-release zone of an electron beam, as well as the measured energy-
release profiles. A corresponding nonlinear self-consistent equation of state is obtained which
reflects the fractal properties of aerogels and permits determination of the thermodynamic
characteristics of aerogels as the porosity varies tens of times. The influence of electric space
charge on the energy-absorption profile of a high-power electron beam in aerogels of

different density is discussed. @998 American Institute of PhysidsS1063-784£98)02010-§

INTRODUCTION inaccessible in the case of ordinary shock loading.
The purpose of the present work is to perform experi-

Porous condensed media are promising materials foments on the interaction of a pulsed high-current electron
damping short-lived single shock loads by converting thebeam with aerogels, whose density varies over a broad range
translational energy into heat. Therefore, the study of thérom 0.36 to 0.03 g/crhand whose porosity increases from 6
action of intense energy fluxes on porous materials is of curto 80, and to devise a correct model of the equation of state
rent interest. Such investigations would enable us to detemf this class of materials, which are distinguished by an ex-
mine the thermodynamic properties of a porous medium ang¢lemely low density and a complicated internal structure, on
to predict the response of the material to intensive dynami¢he basis of the experimental data obtained. The conventional
loads. Silica aerogels obtained by supercritical thermal extrumodels for describing porous media do not take into account
sion of colloidal solutions of silicic acid are unique porous the variation of the internal structure of aerogels in response
materials. They are transparent insulators, which have a cluge variation of the external conditions. A nonlinear regime
ter structure, a low density, and a small charge nunier appears under practically any load. Therefore, the develop-
The interest in aerogels as a new class of materials hasent of a nonlinear self-consistent equation of state for aero-
grown dramatically in the last few yeardhis is due both to  gels, which reflects their fractal properties, is needed.
refinement of the technology for preparing ttfeemd new Another purpose of the present work is to investigate the
possibilities for employing them. induced high-energy conductivity of aerogels, which appears

Silica aerogels have been used to study the thermodywhen they are irradiated by pulsed electron flows. The per-
namics of a weakly ionized plasma obtained as a result oformance of such an investigation is important not only for
shock-wave compressi%and the influence of electric space solving practical problems, but also for understanding the
charge on the formation of the energy-release zone of @aature of the relationship between the internal structure of
pulsed electron beafhin optics aerogels have been used inaerogels and their dielectric properties. A theoretical investi-
spectroscopic investigations of large organic molecules emgation of the influence of electric space charge on the forma-
bedded in an aerogel matrixThe behavior of porous mate- tion of the energy-release zone of electron beams was stud-
rials has previously been described using a non-selfied numerically in the constant-conductivity approximation
consistent equation of state, which takes into account thin Refs. 7 and 8. The theory of high-energy induced conduc-
internal structure of the materil. tivity developed in Ref. 9 does not describe prebreakdown

The high transparency of aerogels permits the use ofegimes. The weak influence of electric space charge on the
optical methods to experimentally investigate the penetratioformation of the energy-release zone of a pulsed electron
and bulk absorption of electromagnetic and corpuscular rabeam with a current density,>10> A/cm? in an aerogel
diation. The experimental conditions are simplified if anwith po=0.36 g/cni was noted in Ref. 4. However, the situ-
electron beam, which has a fairly large penetration depth andtion can change when the density of the aerogel is dimin-
accurately predictable ranges for electrons in materials, ished, and additional investigations are required.
used. In this case the energy-release profile of the electron
_beam can be c_ietermlned, tlme—re_solved information regardbESCRlpTION OF THE EXPERIMENT
ing the unloading of the aerogel in the energy-release zone
can be obtained, and the equation of state of the aerogel can The experimental setup for investigating the dynamics of
be investigated in portions of the phase diagram that aréhe interaction of a pulsed high-current electron begame

1063-7842/98/43(10)/8/$15.00 1239 © 1998 American Institute of Physics
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FIG. 1. Experimental setup.

electron energy) ;=270 keV, the current=10 kA, and the
pulse duration at half maximurm= 150 n3g with SiO, aero-
gels having densities of 0.03, 0.14, and 0.36 ¢/ésrshown
in Fig. 1. The outlet portion of the Kal'mar acceleratfr,
which includes housind., output transformeg, insulating
separating diaphragr8, and cathode4, was connected to cause the image of the energy-release zone and the vacuum
vacuum chambe8 and control detecto®. Electron bean6  gap between the aerogel and the aluminum foil to completely
passed through aluminum fo of thickness 10um and fill the height of the FIR-7 entrance slit, which measured 10
impinged on the aerogel sample under investigafioirra-  mm. The optical spatial resolution, which was verified by a
diation of the aerogel sample by the electron beam producetharker placed in the region of the aerogel, permitted deter-
a flash of light, which passed through transparent acrylianination of the depth of the energy-release zone to within
(PMMA) plate10 and lensl2 and impinged on prism system 5%. The photochronogranistreak photograph®btained in
13, which rotated the image of the energy-release zone of ththe experiments were processed on an IFO-451 micropho-
electron beam by 90° in the horizontal and vertical planestometer. The dependence of the blackening of the photo-
The image was focused by lefid onto vertical inlet slitt5  graphic film on the exposure time was determined using an
of photochronometric unifl6, 17, a FER-7 streak camera optical wedge. Because of the restricted number of aerogel
affording a high linearity of the transmission of the aerogelsamples investigated, PMMA targets of similar dimensions
luminescence. For the most part a 02&cm sweep with an were used to adjust the optical system and to synchronize the
inlet slit thickness of 0.2 mm was used in the experiments. Ariggering of the FIR-7 unit.
contact detector, which measures the time of flight of the
aerogel fragment&articles from the rear side of the target,
was placed in the end wall of the vacuum chamber. TWO-ypERIMENTAL RESULTS
camerasll with different angles of sight photographed the
dispersal pattern of the aerogel fragmergmmarticles in A typical photochronogram, which illustrates the dy-
vacuum chambe8 with a length of 0.35 m in an integral namics of the interaction of a high-current electron beam
regime. Aerogel samples measuring>x220 mm with pol-  with an aerogel is shown in Fig. 2a. In this case the current
ished walls and a thickness which, for the most part, exdensityJ,=10 kA/cn?, the electron energy,=270 keV,
ceeded the presumed range of electrons with an energy aind the aerogel density,=0.14 g/cni. It can be seen in
270 keV in the aerogels studied were investigated. An elecFig. 2a that the depth of the energy-release zone increases
tron beam with a diameter of about 10 mm struck on thewith time, reaching 3 mm in the region of the maximum
aerogel sample, which was placed on a grounded metalliaccelerating voltage. The dispersal velocity of the aluminum
substrate. The vacuum gap between the aluminunbfaitd  foil is 9 km/s, and the dispersal velocity of the aerogel
the aerogel samplé measured 3 or 5 mm for aerogels of counter to the direction of the electron beam is 3.3 km/s. For
different density. The aerogel luminescence within thecomparison Fig. 2b presents the analogous photochronogram
energy-release zone is characterized by a weak intensitpbtained under the same conditions but with a PMMA target.
Therefore, in order to determine the depth of the energyin this case the depth of the energy-release zone is less than
release zone more exactly, the aerogel samples were placédnm, and the dispersal velocity of PMMA equals 4.2 km/s.
tightly against the aluminum foil and a 0.75s/cm sweep The depth of the energy-release zone of the electron
was used in separate experiments. beam was determined more accurately in experiments in
The system consisting of lens&® and 14 provided for ~ which the aerogel sample was placed on an aluminum foil,
magnification(reduction in the optical system which would and slower sweeping by the RE7 unit was used. Figure 3

FIG. 2. Photochronogram&treak photographsof the interaction of the
electron beam with an aerog@) and with PMMA (b).
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ing a densitypo=0.03 glent. FIG. 5. Dependence of the depth of the ene I f the elect
. . . . 5. rgy-release zone of the electron
Figure 4 presents the results of the mlcrophommemcoeam on the density of the aerogel: crosses — experimental results.

measurements of the photochronogram in Fig. 3, which show
the dependence of the aerogel luminescence intensity on the

distance into the interior of the target. It follows from the the aerogel. Both photographs were taken during a single
data presented that the depth of the energy-release zone agxperiment. The trajectories of the particles and their reflec-
proaches 15 mm in the aerogel witl=0.03 g/cn. tion from the chamber walls are clearly seen. Some of the
Figures 5 and 6 show the results of the processing of therajectories display modulation of the luminescence bright-
photochronograms of the aerogels with densities of 0.03pess along their course, and some trajectories have an erratic
0.14, and 0.36 g/cfn Figure 5 illustrates the dependence of form. Figure 7b shows an aerogel target measuring
the depth of the energy-release zone of the electron beam aa20x 15 mm (the thickness of the target is 15 mm
the density of the aerogel. In this case, as was shown in Ref.  The negatives of the photographs shown in Fig. 7 have a
4, it was assumed that the aerogel luminescence intensity iarge depth of focus and good acutance, since they were
the interior of the target is proportional to the energy re-obtained by objective lenses with relative apertures of 1:22.
leased by the electron beam. The dashed line is the result ghis permitted estimation of the dimensions of the dispersing
a calculation without consideration of the space-charge efparticles from the photographs, which lie in the range
fects. 0.1- 1.0 mm. Attempts to directly measure the dispersal ve-
In Fig. 6 the crosses show the dispersal velocities ofocity of fragments were unsuccessful, since the particles did
aerogels of various density counter to the electron beam in Aot pierce the outer layer of the time-of-flight detector,

regime withJo=10 kA/cn? andU,=270 keV. A dispersal which consisted of a 1@m aluminum foil and a 1Qsm
velocity of 7 km/s was previously obtained in Ref. 4 for an insulator, in these experiments.

aerogel withp,=0.36 g/cni and an electron beam with the
parameterslo=14 kAlent and Up=290 keV. The circles o600 oF EXPERIMENTAL RESULTS
are the results of numerical simulation, and the details of the
models are described below. It was shown in Ref. 4 that, with allowance for the dif-
Figure 7 shows photographs of the dispersal of particle$raction effects, the plot of the aerogel luminescence inten-
from the rear side of the aerogel wighy=0.03 g/cni (in  sity as a function of the distance into the interior of the target
order to observe the flight of particles a hole of diametercoincides well with the calculated energy-release profile of
10 mm was made in the metallic substrate— general the electron beam. Therefore, it can be assumed that the
dispersal pattern of aerogel fragments in the vacuum chancurve in Fig. 4 describes the energy-release profile of the
ber, b — dispersal of particles in the immediate vicinity of
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FIG. 4. Dependence of the luminescence intensity of an aerogel on thEIG. 6. Dependence on the dispersal velocity of an aerogel counter to the
distance into the interior of the target. electron beam on the density of the aerogel.



1242 Tech. Phys. 43 (10), October 1998 Demidov et al.

efficient and the dynamic stiffness decrease, causing a drop
in the dispersal velocity. On the other hand, as the porosity
increases, the depth of the energy-release zone increases, and
unloading of the aerogel does not manage to occur during
irradiation. This situation leads to a rapid rise in pressure and
an increase in the dispersal velocity. This hypothesis is sup-
ported by the hydrodynamic calculations performed. The re-
sults of the calculations are indicated by circles in Fig. 6;
satisfactory agreement between the experimental and theoret-
ical results can be noted.

Let us examine the photographs of the dispersal of aero-
gel particles from the rear side of a target shown in Fig. 7.
The trajectories of the particles are very bright and clear. Do
the particles glow themselves or are they illuminated by the
plasma in the cathode—anode gap of the diode chamber of
the accelerator? It is known that the electron-acceleration
phase in accelerators of high-current electron beams, which
lasts 7=10""s, is followed by the onset of a so-called
“short-circuiting” regime, which is characterized by an os-
cillating current of large amplitude and a very small acceler-
ating voltage(the accelerator operates across an inductive
load). In this regime the luminescence intensity of the diode-
chamber plasma varies in time with twice the frequency of
the current. In this case the modulation of the particle trajec-
tories can be attributed to illumination by the plasma, and the
velocity of the particles can be estimated using the strobo-
scopic effect. Under this assumption it follows from Fig. 7
FIG. 7. Dispersal of aerogel particles from the rear side of the sample. that the velocity of individual aerogel particles reaches

10 km/s. However, such particles should break through the

outer layer of the contact detector and activate it. Estimates
electron beam in the aerogel with a density of 0.03 gicm Of the voltages appearing in the aluminum layer show that
The smoother growth of the luminescence intenéftig. 4  the dispersal velocity of particles from the aerogel with
in comparison to the calculated absorption profile of the enpo=0.03 g/cni do not exceed 4 km/s. These estimates coin-
ergy of a beam of monoelectrons in matter is probably attribCide with the energy estimates with consideration of the
utable to the bulk unloading of the aerogel during irradiation.small thickness of the outer layer of the contact detector in

It should, however, be noted that the measured value dggomparison to the characteristic dimensions of the aerogel
14 mm for the depth of the energy-release zone differs sigparticles.
nificantly from the calculated valu@vhich equals 20 mim On the other hand, the time of flight of the particles
For the aerogel witlpy=0.14 g/cni the difference between along the vacuum chamber should exceequ35 Additional
the measured value of 3 mm and the calculated value d#xperiments performed with the aid of a photoelectron mul-
4.2 mm is also significant. tiplier and the FIR-7 unit showed that the luminescence in-

However, the difference for the aerogel with=0.36  tensity of the plasma is weak, that the luminescence time is
g/cnt is insignificant. Figure 5 presents calculated values ofess than 3Qus, and that the short-circuit current decay time
the depth of the energy-release zone without consideration ¢foes not exceed 2as. This means that the illumination of
the influence of the electric space charge for aerogels of varthe aerogel particles by the plasma is insignificant. There-
ous densitydashed ling A comparison of the experimental fore, the particles themselves clearly glow due to the high
and theoretical values reveals that the agreement is unsati&mperature and their luminescence during their entire flight
factory for the aerogels with a low densipy<0.2 g/cn?. along the vacuum chamber. The modulation of the trajectory
We attribute this to the space-charge effects. The potential dBminescence is attributed to rotation of the particles about
the electric field in the energy-release zone becomes comp#?e€ir own axes during motion. Some particles may have the
rable to the initial energy of the electrons in the beam. Conshape of a dumbbell, which leads to the characteristic form
sideration of this effect leads to agreement between the caPf the trajectories of such particles.
culated and experimental estimates of the depth of the
energy-release zone.

It can be seen from Fig. 6 that the measured dispersa
velocities of the aerogels counter to the electron beam In order to determine the dynamic characteristics of the
(crossesincrease nonmonotonically with the density. This isaerogels and to compare them with experiment, we per-
due to two counteractive effects. On the one hand, as thfermed numerical calculations of the unloading of the aero-
porosity of the aerogel increases, the effectiver@isen co- gels during irradiation by the electron beam of the Kal'mar

UMERICAL SIMULATION
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accelerator. The specific energy input from the electron beam 8000
as a function of the Lagrangian coordinate of the absorption

depth and the irradiation time was calculated in the diffusion w, 6000
approximatiofi! with consideration of real current and volt- o
age oscillograms of the Kal’'mar accelerator and the depen- < 4000
dence of the depth range of electrons on their energy from

Ref. 12. To obtain additional information on the accelerator 2000
operating regime and determine the influence of the alumi-

num foil (10 um) placed in front of the aerogéFig. 1) on Ry

the release of energy, we performed a numerical simulation ¢ 05 wz, ::1511 a0 20

of the unloading of PMMA with a definitely known equation ?

of state!® The unloading was calculated using a second-IG. 8. Comparison of the integral specific energy input from the electron
order one-dimensional Lagrangian “predictor-corrector” beam in the aerogel with an initial densip;=0.03 g/cni: 1 — energy
scheme. The calculations for the irradiation of PMMA in a;Z:zzzg vv\llilttr?c::)tngi%r:esrg?c:stgnth%fi:\tlgrégeé?:gtﬁéef‘i:(terIES.ﬂeS;_ energy
regime with a peak electron beam enetdy=270 keV, a

peak current density,=10 kA/cn?, and a current pulse

duration at half maximunt, =150 ns, showed that the dis- accelerator electron beam with a peak eneugy=290 keV
persal velocities of the foil and PMMA were 7.2 and 4.6 in an aerogel isR,=0.07 g/cm. Therefore, the maximum
km/s, respectively. These velocities are perfectly consisterdhange in the energy of an electron in the energy-release
with the experimentally measured values of 8—9 km/s for thezone in the aerogel with,=0.36 g/cn? (I1,=6) does not
dispersal velocity of the foil and 4.2 km/s for PMMA, attest- exceed 20 keV, which is an order of magnitude smaller than
ing to the faithfulness of the description of the acceleratony . For the aerogel withyo=0.14 glcni (I1,=16) the en-
operating regime. In addition, it was confirmed numericallyergy change amounts to no more than 40 keV, which also
that a thin Al foil with a thickness equal to less than 5% of weakly influences the formation of the energy-release zone
the mass energy-release depth of 270-keV electrons has Visf an electron beam with),=270 keV. The situation is
tually no influence on the unloading of PMMA. This allowed different for the aerogel witlp,=0.03 g/cni (I1,=80). In
us to neglect the presence of the foil in the numerical simuthis case, despite the weakness of the breakdown figld
lation of the unloading of the aerogels. E,=50 kV/cm, the electrostatic energy of an electron in the
It was shown in Ref. 14 that electric space charge doegnergy-release zone can be fairly high100 keV. This
not have any influence on the formation of the energy-releasgads to considerable distortion of the dimensions and shape
zone of a pulsed electron beam in the aerogel with an initiabf the energy-release zone in experiments employing an elec-
densityp,=0.36 g/cni. This was substantiated, first, by the tron beam withU =270 keV,J,= 10 kA/cn?, andt,=150
high mobility of high-energy electrofsand, second, by the ns in comparison to the values calculated using the formulas
low strength of the breakdown fields in highly porous mate-from Ref. 11. For comparison, Fig. 8 shows plots of the
rials. In fact, as was shown in Ref. 9, for energiesof  specific energy input from the electron beam as a function of
high-energy electrons lying in the rangéw,, T}<E<E;  the Lagrangian coordinate of the penetration depth with and
(hwo, T, andEy are the energy of the optical phonons, thewithout consideration of the internal electric fields. As can
temperature, and the gap width of the insulator, respeche seen, when electrification is taken into account, the pen-
tively), there is an energy-loss minimum, which is associate@tration depth of the beam electrons decreases from 2 to 1.5
with the low probability of the interaction of an electron with cm and coincides with the experimentally obtained depth of
optical phonons and the impossibility of the generation ofthe aerogel luminescence zotigg. 4). When electrification
electron—hole pairs. Just these electrons provide for highis taken into account, the coordinates,,~0.4 cm of the
energy breakdown and leakage of the excess charge from @faxima of the luminescence and energy-release zones also
insulator irradiated by a pulsed electron beam. Followingcoincide. Such correspondence attests to the correctness of
Ref. 9, we can estimate the value of this breakdown fieldhe estimates of the electrostatic fields induced in the energy-

Epr as release zone of the aerogel and of their influence on the
o o shaping of the energy-release zone in the calculations. The
Ep= 27— — (Meh wg) Y3 (1+1T) 13 differences between the forms of the luminescefiig. 4)
Ey eun and energy-releas@-ig. 2) curves at the beginning of the
=200/ 1+ IT) Y3 kV/cm], (1) energy-release zone are due to the unloading of the aerogel
during irradiation. For the further discussion it must also be
whenhwo/Eg:,uz, Eq=15 eV, andu=0.1. noted that the mechanical pressures caused by electrification

In this estimate, which was obtained on the basis of theof the aerogel are extremely smé&#0.1 atm) and were dis-
condition that there is no cooling of high-energy electrons inregarded in the present calculations.
the electric fieldE,,, u is a small dimensionless parameter, The mechanical behavior of the aerogels was described
and the multiplier 1/(# IT)*3is a correction to the porosity using the plastic differential equation of staép,Q,8) of
IT of the aerogel. It can be seen frdi) that the value oE,,  a porous medium with self-consistent variation of the
for any porosityll exceeds=200 kV/cm. According to Ref.  Gruneisen coefficien{I") and the bulk moduluéK) as func-
12, the specific deptR, for the release of the energy of an tions of the porosit§®*
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TABLE I.

Aerogel dispersal )

velocity, km/s Displacement of

Peak beam Peak current Initial e aerogel surface at the
energer, keV density, kA/ch density, g/crh exp. calc. end of the pulse, mm
270 10 0.03 2 2.0 0.15
270 10 0.14 3.3 4.2 0.36
270 10 0.36 45 4.2 0.2
290 14 0.36 78 6.5 0.31

dp (G)=3/4K) we havey=4.4. The crossover from an isotro-
dP=(K)—+p(I') dQ, pic to a central interaction was investigated in Ref. 6, and it
p . >
was shown that the percolation coefficient does not exceed
the range 1.74.4.
dp; It is noteworthy that the percolation coefficientis the
dPi:Ki?eriFi dQ, Ti=Ti(pi), Ki=Ki(pi), only free coefficient in the modgR). All the other coeffi-
cients refer to the skeleton of the porous material and are
generally unknown. In our case the following parameters of
dP=dp;, ordinary glass were used in the numerical experiments in the
model (1):*' p{=2.4 glent, IP=2.5,C¢=2.0 km/s. Since
p 1-8 the glassy skeleton softens and the shear modulus tends to
(Ky=K;B8”, (I')=T;8""1, pB=—, TI=——. (2) zero when the temperature is raised to only 400°C, it was
Pi B natural to try taking the percolation coefficient for the isotro-
pic interaction model, i.e.y=1.7. In fact, the numerical ex-
The first and second equations in this system are theeriments showed the best agreement with the experimental
Mie—Grineisen differential equations of state of an aerogekesults for just this choice. The rapid softening of the aerogel
and its SiQ skeleton {). The third equation is the condition skeleton also justifies the applicability of the hydrodynamic
of thermodynamic equalization of pressure on scales of thenodel used.
order of the pore size. This equation reconciles the quasista- In our experiments the internal energy of the aerogels
tionary variation of the porosity of the aerogel with the varia- (i.e., the specific energy input minus the work of the pressure
tion of its density and internal energy. The condition of suchforceg did not exceed the heat of sublimation of its glassy
quasistationary equalization is perfectly natural for a finelyskeleton(Fig. 8). Therefore, there was no need to “match”
porous material such as a transparent aerogel and holds duhe systen{2) to the equation of state of the gaseous phase in
ing characteristic timess1 ns. Finally, the last equations in the calculations, although doing so does not present any fun-
system(2) are the percolation-cluster relationships betweerdamental difficulties.
the characteristics of an aerogel and the characteristics of its A proportional dependence of the differential bulk
skeleton. The power-law dependence of the elastic charactemodulus and an inversely proportional dependence of the
istics of porous materials on their porosity, which follows Gruneisen coefficient on the density of the aerogel skeleton
from the percolation-cluster mod&t* has been confirmed were chosen in the numerical experiments. The relation
experimentally for many classes of highly porous materialsK;(p;)«p; ensures constancy of the speed of sound in the
For example, numerous experimental data on the speed akrogel at large compressions. The relaligfp;) o 1/p; usu-
sound in porous bodie®l, Fe, Cu, W, polystyrene foam, ally holds for metals and an extensive class of polymer and
and polyurethane foamwere assembled in Ref. 4. It was crystalline materials. These relations are not fundamental for
concluded as a result that the speed of sound has almosttlee model(2) under consideration and can easily be replaced
power-law dependence gilp; and that the exponent is es- by more correct relations.
sentially identical for all the materials considered. In Refs. A numerical calculation of the unloading of the aerogels
15 and 16 it was shown, in addition, that the shock adiabat ofvith the initial densitiesp,=0.03, 0.14, and 0.36 g/chwas
porous bodies does not depend on the size of the structurpkrformed for an electron accelerator operating regime with
element(the pore size varied by an order of magnitudsl the voltage and current density amplitudég=270 kV and
this indicates the satisfactory applicability of the percolationJ,=10 kA/cn?, respectively. The irradiation time was
model (2) to the description of porous bodies. t,=150 ns at half maximum of the current pulse. The results
The percolation coefficieny depends on many factors, of the numerical calculations of the dispersal velocities of the
but primarily on the type of interaction between the aerogels and a comparison of with the experimental results
atoms®!* For example, for an isotropic interaction mani- are presented in Table I. To complete the picture, the table
fested by a small shear modulys=1.7. For a central inter- also presents the values of the dispersal velocities of aerogels
action with the maximum possible shear moduluswith an initial densityp,=0.36 g/cni obtained in Ref. 4 for
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FIG. 9. Isolines of the porosit}i(x,t) for the unloading of an aerogel with  into (2), we obtain a system of two algebraic equations,
po=0.14 gleni. which specify the variation of the density and the porosity of
a material on a shock-wave front of amplitubg :
. : : 1-B§
an accelerator operating regime with the voltage and current  p,=K;/yIn , 1po.Igt—{p,II},
density amplitudes) ;=290 kV andJ,=10 and 14 kA/crf, 1-p7
respectively. The results of a comparison of the calculated Y1 Y
and experimental dispersal velocities of the aerogels in Table E| BY(1-B)) _ (ﬁ) _ E‘E_ i] pil'i
| attest to the satisfactory suitability of the percolation- Y [ BN(1-p7) Po 21p po) Ki’
cluster equation of stat®) for describing highly porous ma-
. R L e 1-8
terials with initial porosities differing by more than an order M= _ 3)
of magnitude. The nonmonotonic dependence of the dis- B
placement of the surfadsee Table)l of the irradiated aero- Substitution of the adiabatic increment of the internal

gels on their initial porosity is noteworthy. In fact, in the energydQ=— Pd(1/p) into (2) leads to a differential equa-

samples with the maximum initial density(=0.36 g/cn) tion, which relates the density and porosity increments on the
the linear depth of the energy-release zone is minimal P, adiabat:

(=1.7 mm, and the central energy-release region begins to

effectively unload long before the end of energy release. This 1-84
ensures smaller peak compression of the samples with Pa=Ki/yIn 1-g7’
po=0.36 g/cni in comparison to the second sample, which

is approximately two times greater in size than the energy-  dp p? pil;
release zone. T +——PaB),
: - dé  p(1-p") Ki
To illustrate the need for self-consistent allowance for
the variation of the porosity during the loading of highly 1-8
porous materials, Fig. 9 presents isolines of the porosity HET- (4)

II(x,t) of the aerogel withp,=0.14 g/cni, which corre-
spond to the numerical experiment. It is seen that the poros- Finally, a zero increment of the internal energyQ
ity of the aerogel undergoes a nearly sevenfold decrease; 0), Which corresponds to the curve for cold compression
which corresponds to am=15-fold increase in the bulk Px. also permits explicit integration of the syste@):
modulus, by the end of the irradiation period. Accounting for y

: N : 1- B3
such strong nonlinear effects is difficult in the conventional ~ p =K, /yIn ,
models for describing porous materials, but is natural in the 1-87
proposed mode(2).

To conclude this section it should be noted that, despite  #” _ 87(1=58) I
the differential character of the equation of sta® of a pd ByL-p")’
highly porous material, integral estimates can be obtained
using(2). For example, iK;(p;)cconst and’;(p;) o< 1/p;, it
is easy to obtain the integral Hugoniot shock adiabat. In fac
substituting the internal energy

1_
B

In Fig. 10 curvesl-3 correspond to the cold compres-
tsion curve(5), the adiabat4), and the Hugoniot shock adia-
bat(3) in the coordinate$1/p,P} for the initial aerogel den-
sity po=0.14 g/cn.

It can be seen that, as expected, these adiabats coincide
dQ= —d[ P( t 1 )] at low pressures. However, Bt=5 kbar the Hugoniot adia-

2\p  po bat becomes anomalous due to the high porosity. It is note-
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worthy that the anomalous part of the adiabat asymptoticallyliscussions and valuable remarks, as well as the staff of the
emerges from the point with a specific volume equal tolnstitute of Catalysis of the Russian Academy of Sciences for
2.5 cnt/g. This value is=6 times greater than the specific preparing the samples.

volume of the SiQ skeleton, which is used for these pur- This work was supported by the Russian Fund for Fun-

poses in the ordinarily employed model of porousdamental ReseardProject No. 97-02-16729

materialst®
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BRIEF COMMUNICATIONS

Application of a double insulated probe for the investigation of charged-particle beams
in plasmas

V. Ya. Martens

Stavropol State Technical University, 355038 Stavropol, Russia
(Submitted May 27, 1997
Zh. Tekh. Fiz68, 121-123(October 1998

It is shown that the existence of a current in the external circuit of a double insulated probe
without electrical bias between its electrodes is evidence of the presence of a Qbesarh of
charged particles in a plasma. The species of particles forming a beam in a plasma, the
direction and divergence of the beam, and information on the distribution of the current density
over the beam cross section in the plasma can be obtained by determining the direction

and strength of the current in the external circuit of the probe as it is positioned at various sites
in the investigated system. @998 American Institute of Physid§1063-78428)02110-2

The application of a double insulated probe to determine 1
electron temperature and plasma concentration is well 1= E[iipZ_iepZ_iipl+iepl_iib(1+ Y1, (4)
known?! Here we reveal the capabilities of such a probe for
the investigation of charged-particle beams in a plasma. wherei;, is the current of beam ions hitting the first elec-

We have previously investigated the behavior of an in-trode, andy is the ion—electron emission coefficient.
sulated electrode immersed in a quasineutral plasma/ The current in the external circuit therefore depends on
electron-beam system. If this electrode is divided into twothe currents onto both electrodes and, as shown in Ref. 2,
sections in such a way that the beam is incident on ongéhey are governed by the parameters of the plasma, the beam,
section only, a current will flow between the sections whenand the material of the electrodes. Without the beagm (
they are interconnected through an external electrical circuit=0 or i;,=0) the sum of the remaining components of the
and the totalned current is zero. We inquire what informa- current in the external circuit is also equal to zero, because
tion about the charged-particle beam can be obtained frorfor electrodes situated in a quasineutral plasma under a float-
measurements of the current in the external circuit. ing potential we havé,;=ieyn andij,;=iep. It follows

We conditionally designate the first electrode as the secirom this result that the very existence of a current in the
tion of the electrode section on which the electron beam igxternal circuit is evidence of a stream of charged particles
incident, and we call the other section the second electroddélowing in the plasma.
The balance equations for the currents onto the first and sec- If the plasma concentration near equal-size electrodes
ond electrodes can be written in the form were the same in the presence of a beam, the current in the

external circuit would be equal to

iipl_iepl_ieb(]-_(7')‘|‘i=0, (1) 1

iip2_iep2_i:0x (2) I 2IEb(1 0) (5)
whereij,; andi.y are the currents of plasnitherma) ions or
and electrons incident onto the first electrotlg; andiep 1
are the analogous currents onto the second electigglés i=- Eiib(l+ V) (6)
the current of beam electrons hitting the first electrod,
the secondary emission coefficient, arid the current in the sinceijp;=iipy andiep =iep.
external circuit. In reality, owing to ionization of the gas by the beam,

Taking Egs.(1) and (2) into account, we can write an the plasma concentration near the first electrode can exceed
expression for the current in the external circuit in the formthe concentration near the second electrode, and it therefore
follows from Egs.(3) and(4) that the current in the external
circuit can be lower in absolute value than the values given
by Eq.(5) or (6). However, the direction of the current in the
external circuit remains the same, and this fact can be ex-
Applying similar reasoning to a plasma/ion-beam system, weloited to determine the sign of the charge of the particles
obtain forming the beam. Figure 1 shows the direction of the cur-

1 . . : .
|:E['ipz_lep2_|ipl+|ep1+|eb(1_0')]- ©)
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FIG. 1. Diagram of the double insulated probe. ) CTR

FIG. 2. Current in the external circuit of a double insulated probe versus
radial position of the probe in the beam formédy. 1;=100 mA; 2) I

rent in the external circuit for an electron beam in a plasma.:200 mA.

The current is in the opposite direction for a beam of posi-
tive ions in a plasma.
If the species and energy of the particles forming the
beam are not knowa priori, the electrodes must be made of experiments. Here the currenin the external circuit of the

a material for which the maximum secondary emission coefgouble probe attained several tens of microamperes on the
ficient is smaller than unity. Otherwise the currérfor an  peam-former axis.

electron beam in a plasma can reverse direction as a result of Figyre 2 shows graphs of the normalized current in the
the secondary-emission current exceeding the curggfthe  external circuit of the probe as a function of the radial posi-
sign of the coefficient (+ o) in Eq. (5) change$ an event o of the probe in the beam former. They indicate a non-

that can be misinterpreted as the existence of an ion beam [fhitorm distribution of the current density over the beam
the plasma. _ _ current, with a maximum on the beam-former axis. An in-

It is important to note that an increase in the beam CUre, o aq6 in the discharge current causes the beam diameter to
rent density causes the current to increase in the external ..o« form 3cm to 6 cm in the plane of the measurements

circuit; however, the maximum of the current density stil :r\s a result of an increase in the divergence of the beam. The

c.orre.spon-ds to the maximum qf the current in .the- ex_tema?nformation obtained in these experiments about an electron
circuit. This fact can be used to investigate the distribution o ) . _ :
beam in a plasma concur with the results of earlier investi-

the current density over the cross section of a beam in a_ . :
! - ations in the same system by other methbils.
plasma. Moreover, the current in the external circuit dependg . ; .

o . o The currenti=0 in the region between the electron
on the position of the probe relative to the direction of Propa- . and the walls of the beam fo m@ig. 2). To prove
gation of the beam. The currentis a maximum when the that a ol W tS. th . brt ? ' | tp Vb
beam is incident only on one electrogég. 1, and it is equal at a plasma exists in this region, but hot an electron beam,

to zero when the beam particles incident on the probe ard® recorded the current-voltage-V) curves of the indi-

distributed uniformly between both electrodes. To achieve/idual probes, which in this case were the first and second

the latter situation, the double probe shown in Fig. 1 must b&'€ctrodes of the double probe. The probe -V curves of the
rotated 90° about an axis perpendicular to the direction ofirst and second (_ale_ctrodes included the elect.ronlc and ionic
propagation of the beam. This fact can be used to determirf@@nches and coincided exactly for=100mA in the case
the direction and divergence of a charged-particle beam in 5> 1-5¢m and forl4=200mA in the caser>3cm. For
plasma. shorter distances from the axis the electron and ion currents
For experimental verification we used a double probednto the upper electrode, i.e., the electrode facing injection
comprising two 3<3-mm silvered plates separated by a ce-0f the beam, exceeded the corresponding currents onto the
ramic insulator. The probe was placed in the beam fortmer Second electrode.
metal tube of inner diameterrg=110mmn) of an electron In summary, the species of particles forming a beam in a
gun® The plasma in the beam former was generated by ®lasma, the direction and divergence of the beam, and infor-
divergent beam of electrons injected through an orifice ofmation on the distribution of the current density over the
diameter 4 mm from a reflex discharge with a hollow cathoddoeam cross section in the plasma can be obtained by deter-
along the beam-former axis. The probe was set a distance 8fining the direction and strength of the current in the exter-
5cm from the injection orifice and could be moved in the nal circuit of a double probe positioned at various sites in the
radial direction, the planes of its electrodes perpendicular tinvestigated system. In addition, the energy of the beam can
the beam-former axis. The air pressure in the beam formdpe estimated from the probe potenfidlhe proposed inves-
was ~10" 2 Pa, the plasma concentration on the axis wadigations have all the inherent advantages of an insulated
~10cm™3, the energy of the injected electrons wasprobe: minimal perturbation of the investigated system,
~100 eV, and the beam current was 0.4 times the dischargianks to the smallness of the tapped currents, and the ability
currently, which varied from 100 mA to 200mA in our to function in a nonstationary plasma.
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Approximate relation for the distribution of the surface current densities on two ideally
diamagnetic cylinders

A. |. Spitsyn

Kharkov State Technical University of Radio Electronics, 310726 Kharkov, Ukraine
(Submitted June 3, 1997; resubmitted April 20, 1998
Zh. Tekh. Fiz68, 124—125(0October 1998

An approximate relation is obtained for the distribution of the surface current density on two
ideally diamagnetic cylinders in which currents of arbitrary strengths are flowing. The

relation is highly accurate and valid over a wide range of variation of the gap between cylinders.
© 1998 American Institute of PhysidS1063-784£8)02210-7

of radiators or several radiators in close proxintityy dia-
magnetic suspensidnand in connection with superconduct- Jou vhe-1 [2
ing solenoids is the redistribution of the current density on 1 @b,
X —+4e‘2“sinr(—)

cosia B, /) T

An important factor in the investigation of separate partle((Pl) h—cos 01J 1( |2) ( |2)

Iy

the individual elements under the influence of other nearby
parts® In this paper we investigate the same influence in a

system of two parallel, ideally diamagnetic cylinders of 72 |
equal radius o, which carry current$; andl, and are sepa- o= T Ty 301:2_1, 3
rated by a center-to-center distandd 2see Fig. L 2.6/ 1+ E(h—l) 1 o

An exact relation for the distribution of the surface cur- 3

rent densityJ;(¢;) on one of the cylinders can be written in

the fornt and then on the second cylinder by interchanging the indices

1—2. The solid curves in Fig. 1 represent the functions
J1(@i)/Jp; (curve 1) and J,(¢,)/Jg, (curve 2) (Jy; denotes
Edn(ﬁm) _ E” the surface current density when it is distributed uniformly
™ ™ 2|’ over the surface of thith cylinden, calculated from Eq(l)
(1)  for a current ratid ,/1,=2; also shown in the figure is the

1 h-—cosé,

Ji(ei)= 2o TPo1

he 7K’ h_H
=CO0s T , —E,

li+(1+15)

1-hcosg, .

0,=arccos——, =12, 2
h—cos ¢;

where 0< ;< (7> 6,>0) is the polar angle of one of the
cylinders relative to the line joining the centers of the cylin-
ders,K andK’ are complete elliptic integrals of the first kind 1.0
with direct and supplementary parametemrsand m;=1
—m, and dn is a Jacobian elliptic functidn.

The value of the parameten for elliptic integrals is
given by the first equatiofR).

For calculations it is more convenient to use elementary 3
functions rather than the special functions appearing in Eq. 0.5
(1). From Eqg.(1) we obtain an approximate expression for
Ji(¢;), which is valid for closely spaced cylinders. In the
limit h—1 the elliptic integralK tends toe, and m—1
(m;—0). Expanding the first equatiof2) in a series up to
and including terms to the fourth power, invoking the repre-
sentationm; ~0, K'=7/2, K=In(4/m}¥?, and solving the 0 1
resulting equation form; by means of the formula for
dn(y! m) (ng) (formula ,16'15'3 n R_ef' 5 af,ter §U|table FIG. 1. Normalized current densities on the surfaces of the firsand
manipulations we can write the density distribution on, forsecond(2) cylinders for currents, /1,=2 and on one of the cylinders for
example, the first cylinder in the form 1,/1,=1 (3.

(‘0) /Jai

N -

@, rad

1063-7842/98/43(10)/2/$15.00 1250 © 1998 American Institute of Physics
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function ‘](QD)/JO (curve 3) on one of the cylinders for 1E. A. Ivanov, Diffraction of Electromagnetic Waves by Two Bodj&s
I,/1,=1. The relative gap i§=2(h—1)=5.14. The dashed ,Russiad (Naukai Tekhnika, Minsk, 1968584 pp.

. . B. V. Jayawant, Rep. Prog. Phy$4, 411(1981).
curves represent the corresponding functions calculated fro

. . Mp | Kalantarov and L. A. Tenlin, Calculation of Inductancefin Rus-
Eq. (3). For a gap B, the maximum error of deviation of the siar] (Energoatomizdat, Leningrad, 1986188 pp.

second term in Eq(3) from the corresponding term ifl) 4A. . Spitsyn, zZh. Tekh. Fiz63(12), 1 (1993 [Tech. Phys.38, 1037

does not exceed 4%. This error is even smaller for smaller (1993].

gaps. Equat|0|(;3) is therefore hlghly accurate and valid over ~Handbook of Mathematl_ca_l Funct!omdlted py M. Abramowitz and I. A

a wide range of variation of the gap between the cylinders. It S€9un(Y. S. Govt. Printing Office, Washington, D.C., 1964; reprint,
. L . L Dover, New York, 1965[Nauka, Moscow, 197/ 832 pp.

can be used fairly easily in calculating the distribution of

current densities for two closely spaced cylinders. Translated by James S. Wood
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Invariant-focusing two-dimensional lens for a finite-emittance beam
E. V. Shpak

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
(Submitted June 16, 1997
Zh. Tekh. Fiz.68, 126—128(October 1998

A two-dimensional lens consisting of three pairs of plates is investigated. Expressions are given
for the magnification of the lens in crossover-to-crossover conversion. Invariant-focusing
regimes that preserve a constant crossover position against variation of the beam energy are
determined for this lens. The influence of the angular and linear beam dimensions on

the crossover position is analyzed in detail in the example of a particular lens configuration.

© 1998 American Institute of Physids$1063-784£98)02310-1

An invariant-focusing, axisymmetric lens consisting of mum of the projection of the envelope onto tkeplane. An
three diaphragms or three cylinders has been investigated gxpression describing crossover-to-crossover conversion has
detaill~3 the lens is designed to produce a finite-emittancebeen derived in Ref. 5:
beam. Two-dimensional lenses are widely used in mass spec- f
trometers, in velocity analyzers, and in a number of other -2 izly 2
instruments. The invariant-focusing, two-dimensional, three- ~ 9x PxtB
electrode lens maintains the resulting crossover in a fixegyhereB=w*(p,—f,)* ¥, wW=Xo/Xg, f1, andf,, are the
position as the beam energy varies. The results of similafocal lengths of the object and image spaces, respectipely,
calculations for zero-emittance beams have been publishgd the distance from the input crossover to the principal plane
in a book? but none have been carried out for finite- in the object space, ang, is the distance from the output

emittance beams. crossover to the principal plane in the image space.
In this paper we investigate a two-dimensional lens con-  Substituting p,= Py, — F 1.+ f1, and gy= Q,— F o+ foy

sisting of three pairs of plates extending alongyfeis. The  into Eq.(2), we obtain
lens is shown schematically in Fig. 1. The distance between
each pair of plates isl, and the distances between pairs is Faxfox=(Pxt B=F1,)(Qx=Fax), @)
equal to 0.H. The length of the middle electrode is where B=wX(P,—F,)' K, P,>Fi, Q,>Fa, Fi, and
A=0.5H. The particle energy in the beam is varied by vary-F,, are the distances from the reference plane to the foci of
ing the ratio of the potentials on the third and first pairs ofthe object and image spaces, respectivBlyjs the distance
electrodes/;/V;. Operating regimes in which a variation of from the input crossover to the middle of the lens, &hdis
V3/V; does not cause displacement of the lens-formed crosshe distance from the output crossover to the same plane.
over are selected by varying the ratio of the potentials on the  Using previously publishédvalues of the cardinal ele-
second and first pairs of electrod¥s/V,. The reference ments of a three-electrode, two-dimensional lens, we calcu-
plane from which is measured the distances to the crossovéite the required interrelationships of the potentials on the
at the input and output coincides with the middle of the lendens electrodes to ensure the satisfaction of@gfor given
(z=0, Fig. 1. P, Q4, andw. Figure 2 shows the potential rativ’s /V, as

In practice the most commonly encountered boundaryffunctions of the ratios/;/V, for various values of the pa-
phase contours at the input to the system are well approxkameterw, P,=Q,=6H, andk=2. Curvel coincides with

mated by the expressions the zero-emittance curve. As the parameteis increased,
i.e., as the width of the beam in the input crossoXgris
%o\ [ x4 k volX [ V4 k increased or the initial angular spreXg is decreased, the
(—) = =1, (—) 15 =L (1) upper branch of the curve shifts downward, and the lower
Xo Xo Yo Yo branch shifts upward, so that the curves lie inside curve
This effect becomes more pronouncedvas increased.
wherek=2m/(2n—1), m andn are integers, an¥,, Y, Figure 3 shows the potential ratids /V, as functions
X¢, andY are the maximum values &, yo, X4, andyy, of V3/V; for distances from the input and output crossovers
respectively; fork=2 the boundary phase contours are el-to the reference plane,=4H andQ,=6H, k=2. This case
lipses. corresponds to high lens magnifications. A departure of the

In an electrostatic two-dimensional lens there is no forcecurves characterizing crossover-to-crossover conversion
component acting on the charged particles along/ties. It  from the zero-emittance curves begins to show up for smaller
therefore makes sense to find the system-generated crossovatues of the parametav. Curve 1, calculated fow=0.1,
only in the direction of the axis. For contours of the form essentially coincides with the corresponding curve for a zero-
(1) the crossover of a paraxial beam coincides with the mini-emittance beam. Curv&corresponds tev=0.6 and already

1063-7842/98/43(10)/3/$15.00 1252 © 1998 American Institute of Physics
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FIG. 1. Two-dimensional, three-electrode lens. ;, !
N
;N
0.5
exhibits an appreciable departure from cudvdt is closed 041
and lies inside the region bounded by cufvéVith a further 0.3r
increase inw only the lower part of the curve remains intact.
Curve 3 is calculated forw=1. The upper part of curvé ber
differs from the lower part in that for each given ratig/V,
and large values o¥,/V, the principal plane and the focal M : ) P
plane of the object space are shifted closer to the object. As 01 02 03 05 1 zZ J 4

w is increased, the resulting crossover moves from the image Vs /¥

position forw=0 to the focal plane of the lens. To maintain g, 3. interdependence of the ratios of the potentials on the lens electrodes
it in a fixed position, the force of the lens must be increasedfor P,=4H andQ,=6H. 1) w=0.1; 2) w=0.6; 3) w=1.

For F,,=P, the lens does not form a crossover. With an

increase inv<1 for a given value oP,=4H, it is impos-

sible to form crossover for a distand@,=6H from the the image space to the resulting crossover and to the image,

mldﬂe of the Ieps. for the | ificati ired f respectively, ang, is the distance from the input crossover
n expression for the lens magnification required for, .\ principal plane of the object space.

crossover-to-crossover conversion has been derive Equation(4) can be somewhat Slmp“fled

previously®
q k q k) 1k M. = pk(l_% k+Wk 1_&>k He (5)
MX=HX5pX 1—9—* + Xo(l—f—x> ] X', S R« M fox
2
" " (4) We now write expressions for the magnification as a

function of the parametemB, , Q,, Fi,, andF,, relative to
the reference plane. Substituting the quantitigs=P,
—F+f and q,=Q,—F,+f,, and making use of Eq.
(2) together with Newton's equation relating the focal
lengthsf,, and f,, to the positions of the source and the
R 23 image, we obtain

Mx:(Qx_FZX)(Bk+Wk)1/k/f2x- (6)

We have assumed here that the input crossover is in the
i same position as the object.
To compare with elliptical phase contours in one regime,

whereq, andg, are the distances from the principal plane of

1Y WO
T

§ we calculate the potentials on the electrodeskfer4 for the

+ 1F lower branch of the curve. For equal arrRg=Q,=6H,

W w=1, andV3/V,;=2 the quantitiesV,/V,; and M, change

;. insignificantly and have the valués,/V,=0.312 andM,
o =0.938(for k=2,V,/V,;=0.361 andM,=1.14).

The following conclusions can be drawn from the calcu-
031 lations and a comparison with the results of Refs. 1-3. For a
two-dimensional lens and also for a three-electrode axisym-

o.2r metric lens the interdependence of the electrode potentials
exhibits a complex behavior as the parameter X,/X; is
0.1 ) 1 varied. Asw is decreased, the variations of the potentials

[ i 1 [ I
01 02 03 0‘5V /V1 2 34 approach the curves for a zero-emittance beamwAs in-
§on creased, the curves shift in such a way as to fall within the
FIG. 2. Interdependence of the ratios of the potentials on the lens electrod&@Me curves for smaller valueswf With a further increase
for P,=Q,=6H. 1) w=0.1;2) w=1; 3) w=2, in w the curves spread out more, the upper part vanishing at
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first. An increase in the emittance by virtue of an increase irculations of this kind are nonexistent for a finite-emittance

the angular spread and an increase in the dimensions of theam.

beam is manifested by a reversal in the behavior of the

curves. The influence of an increase in the beam widira

decrease in its angular dimensipt®comes stronger as the 'E. V. Shpak, Zh. Tekh. Fif3(1), 162(1993 [Tech. Phys38, 35(1993].

Output armGX increases re'ative to the input anﬁ} . 2E. V. Shpak and A. A. Smirnova, Zh. Tekh. FB5(3), 109(1995 [Tech.
It is instructi\_/e to calculate how the electrode pote_ntia_ls ;h{'ﬁéﬂpﬁf ﬁggéaﬁstmm. Methods Phys. Res383 64 (1995.

of a two-dimensional lens should vary not only to maintain “g. Harting and F. H. Reaclectrostatic LenseElsevier, Amsterdam—

the generated crossover in a fixed position, but also to pre-New York, 1976, 322 pp.

serve a constant magnification. At least four electrodes aréE: V- Shpak and S. Ya. Yavor, Nucl. Instrum. Methods Phys. Re23%\

needed to meet these conditions. Data are extremely scarcgss(lgss'

for such systems, even for a zero-emittance beam, and catranslated by James S. Wood
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Experimental data are given on a prototype short-circuit current limiter utilizing a polycrystalline
high-T. superconductor of composition;Ba,Cu;O;_ 5. The limiter comprises a series-

connected dc circuit element immersed in liquid nitrogen. To improve the efficiency, a
polycrystalline hight. superconductor having @shaped current—voltage characteristic

is used as the current limiter. @998 American Institute of Physids$$1063-784£98)02410-4

The protection of electrical circuits against catastrophic
extremes in short-circuit regimes poses a timely problem in I,A
view of the nonexistence of 100% reliable protection ele- 60
ments. The conceptual possibility of employing supercon- 30
ducting in shutdown devicggryotrong has been known for 4ot
some time* The advent of high-temperatufeigh-T.) super- 3oF D
conductors has led to reports of the design feasibility of cur- g4l
rent limiters operating at liquid-nitrogen temperattielt
has been proposédhat a single-crystal higi supercon-

O ————

10f 120

ductor be used as the active element of a cryotron, thereby or 7.8
. L o - 17.6
affording the possibility of exploiting anisotropy to separate
the control current and the working current. The develop- 174
. . . n b
ment of a 2.2-kA cryotron with a control winding made from 127,
a bismuth highF. superconductor has been reported. 11.0 3
Here we give the results of measurements of the param- 0.8 :':
eters of a polycrystallinéceramig high-T. superconducting dos
device, which is not connected into a cryotron configuration, {04
but functions as a series circuit component. In the ideal sce- ’
nario this type of ballast resistance is equal to zero for a | 102
below-critical ;) transport current, but in the event of an 70 10

emergency excess with the current exceedingit connects 60
into the circuit and limits the current at a safe level. In the & 50
practical implementation of the limiter it is necessary to g}
solve a number of technical problems, foremost of which, in & 30
our opinion, are the problem of contacts in the highsu-
perconductor, the removal of heat from the highsuper-
conducting protective element in the short-circuit-protection ~ 70[
regime (when the high¥; superconductor re_mains the sole 0 ﬂ.loz 0"04 0.|06 0"06 0.1 0.12
used, and the corollary problem of matching the voltage "y

drop across the higfi. superconducting element in the re-

sistive state with the voltage of the protected circuit; theFIG. 1. Circuit variablegthe current in the circuit formed by the series-

. . nnected battery, superconductor, and load resist@ncéhe voltage drop
matching problem dictates the geometry of the element anﬁ acrossR, ; the voltage dropJ . across the superconductor; the power

its power release per unit volume. released iR, , and the poweP, released in the supercondudteersus
The samples used for the measurements were made Inad resistanc®, .

< 20}

1063-7842/98/43(10)/2/$15.00 1255 © 1998 American Institute of Physics



1256 Tech. Phys. 43 (10), October 1998 Petrov et al.

pressing from previously prepared high-superconducting superconductofin the first approximatior?,=U,/R,, and

Y,BaCu;0O;_ 5 powder. Silver contact patches for the cur-the indicated value is obtained foJ=2V and R,

rent leads were formed on the end faces of the sample. The 0.01(2). The power in the superconductor does not exceed

samples had typical dimensions 0KZ X44 mm. To maxi- 70W in this case and is effectively removed by the liquid

mize the contact area, the current contacts were coated withitrogen.

an In—Ga eutectic. The assembled device was placed in a Consequently, a highiz superconducting sample having

liquid-nitrogen tank. Owing to the smallness of the contactan Sshaped 1-V curve can be used to achieve a switching

resistance, the difference in the voltage drops measured Isffect and to construct an alternative to the cryotron current

two-contact and four-contact techniques was significantlimiter.

two-probe data are given here. The current source was a 6 Although these results imply that the parameters of the

ST-132 battery with its six elements connected in parallel. Ircurrent limiter utilizing a high¥, superconductor are far

Fig. 1 all the curves for one series of measured samples afeom perfect, we are hopeful that a detailed study of the

plotted as functions of the load resistariRg, in this case a hysteresis feature of the |-V curves of polycrystalline high-

step rheostat. T. superconductors with a view toward the practical exploi-
It is evident from the figure that &R, is decreased, the tation of this hysteresis will set the stage for the design of a

current in the circuit fol >20 A begins to deviate from the protection element with parameters closely approaching

hyperbolic lawl =U/R,; at R,=0.01Q the current attains practical requirements.

its maximum value~60 A and then spontaneously decreases

to ~35 A. We attribute this behavior to the transition of the

current—voltaggl-V) curve into a branch having a higher . N. Glazkov, inResearch on Superconducting Electrical Power Equip-

iferenia eisance.  phenomenon that we have cboeregl T e 1 S0 A Aot e i

previously” The figure shows how the voltage drops a}cross Témberature YSuperconducgvi[y\ Russian, Vol. 2 (Sverdlovsk, 198)7 :

the superconductdd . and across the load, are redistrib- pp. 240—241.

uted. 3J. Chen and Z. Chen, iroceedings of the Fifth International Conference
Clearly, a protection effect is observed at the minimum ©on Materials and Mechanisrps of 'Superconductivity and High-

attained load resistance, where specifically the voltage drop;?r;f’e{fgiff;fﬂfg%ﬁgfﬁ ”'Fr;gl’g g"nf’l %fggbp[%o%?i;ig%hys.

across the load is lower than that across the superconductor, et 16(2), 128(1990)].

The variations of the power releases in the I®adcand in the  °G. B. Lubkin, Phys. Todayt9, No. 3, 48(1996.

superconductoP are also shown in the figure. It is evident EM. |. Petrov, S. N. Krivomazov, B. P. Khrustalev, and K. S. Aleksandrov,

that when the load is a minimum, the power released in it js SO0 State CommurB2, 453 (1992.

only ~20 W, as opposed te-400 W without the highF.  Translated by James S. Wood
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Silicon diffused diodes with nearly ideal current—voltage characteristics
N. S. Boltovets, K. A. Ismailov, R. V. Konakova, and M. B. Tagaev

Institute of Semiconductor Physics, National Academy of Sciences of Ukraine, 252650 Kiev, Ukraine
(Submitted July 9, 1997
Zh. Tekh. Fiz.68, 131-132(October 1998

It is shown that nearly ideal current—voltage characteristies/(curves can be obtained for
small-area, shallow silicon diffusgu-n junctions irradiated wittf%Co gamma rays in

the dose range £6-5x10° Gy. In the irradiated diodes the current transfer mechanism is
observed to shift from generation—recombination to diffusion. The nonideality factor on the
forward branch of thé -V curve decreases from 1.68 in the unirradiated diode to 1.17 in

a diode irradiated to a dose ofBL0° Gy. A saturation current is observed on the reverse branch
of thel -V curves of irradiated diodes at room temperature. 1828 American Institute of
Physics[S1063-784£98)02510-0

It is common knowledge that generation and recombinaterval 1¢—10* Gy scarcely altered the-V curves at all.
tion constitute the typical current transfer mechanism in sili-  Figure 1a shows the forward branches of th&/ curves
con diffusedp-n junctions over a wide range of tempera- of one of the investigated diodes befdmirve 1) and after
tures, including room temperature. This mechanism, whichrradiation to doses of F0Gy, 2x 10° Gy, and 5< 10° Gy
was proposed by Sah, Noyse, and Schockieyd which was  (curves 2-4, respectively. The initial -V curve is de-
later confirmed by many authors and incorporated into &cribed by the equation
number of paper$,® remained essentially unchallenged by
anyone prior to 1980. During 1980-84 V. V. Tuchkevich I=1[expeV/inkT)—1],
et al. succeeded in showing that a diffusion mechanism of
current transfer can be realized at room temperature in siliwherel y is the saturation curreng,is the elementary charge,
con p—n junctions that have been subjected to special heatn is a nonideality factork is Boltzmann’s constant is the
treatment regime$,in p—n junctions configured so as to temperature, an¥ is the applied voltage.
eliminate the influence of the surfatend inp—n junctions In the unirradiated sample the nonideality factor is equal
between polycrystalline and single-crystal silicoll. The  to 1.68, and the initial part of the—V curve has an excess
cited studies employed nontrivial techniques for fabricationleakage current. The nonideality factor drops to 1.5 after
and fabrication and processing of then junction before the  %%Co gamma irradiation to a dose of°1Gy and to 1.17 after
contacts were applied to the device structure. a irradiation to 5<10° Gy. In the latter case the leakage

Here we demonstrate the feasibility of obtaining a nearlycurrent essentially vanishes, and the saturation current de-
ideall -V curve for small-area silicon diffusg@-n junctions  creases by two orders of magnitude relative to the unirradi-
of the kind used in the fabrication of IMPAT{impact ava- ated sample. The lowering of the nonideality factor to 1.17
lanche and transit-timadiodes. In contrast with Refs. 7—10, indicates a nearly total absence of a recombination compo-
we achieve this end by exposing encapsulated diod®€w  nent of the forward current.

gamma rays in the dose range®*4®x 10° Gy (irradiation Typical reverse branches of theV curves before and
intensity 3 Gy/s; the temperature in the irradiated zone didfter ®°Co gamma irradiation are shown in Fig. 1b. The ini-
not exceed+ 50 °C). tial 1 -V curves of the unirradiated diode have two intervals:

Silicon diffusedp—n junctions were prepared by diffus- a thermal generation interval wiih,pw\/v_op and a break-
ing boron from the gaseous phase at a temperature afown interval. As the gamma irradiation dose is increased
1050 °C into a silicon epitaxiah—n™" structure for 30— from 1 Gy to 5x10° Gy, the reverse current decreases,
45 min. The depth of th@-n junction was 0.6um. The and the reverse current is independent of the voltage over an
dopant concentrations were 2@m~3 (boron in the p* interval of increasing length. The temperature dependence of
layer, 3x10%cm 2 (phosphorus in the n layer, and the current in the latter interval maintains a single slope with
10°cm™ 2 in then™ substrate, and the thicknessesnadind  activation energyE,~1.1 eV, indicating that the diffusion
n™ regions were 1.5:m and 300um, respectively. Diodes current is predominant over the thermal generation current
of diameters of 3Qum were fabricated by an integrated heat- (Fig. 2, curvesl—4). A significant attribute of the tempera-
sinking technology and were mounted in an IMPATT diodeture dependence of the reverse current of the unirradiated
casing? sample is its segregation into two parts: a diffusion part in

The forward and reverse branches of the/ curves of the high-temperature range and a generation—recombination
the diodes were measured in the temperature range 3Qfart in the temperature interval 36370 K. For irradiation
—370 K before and aftéi®Co gamma irradiation in the dose to 1 Gy the length of the generation—recombination inter-
range 18—5x 10° Gy. Irradiation of the samples in the in- val decreases, and when the dose is further increased to 5

1063-7842/98/43(10)/2/$15.00 1257 © 1998 American Institute of Physics
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FIG. 1. @ Forward branches of the-V curves of a silicon diffuseg—n
junction of diameter 3Qum: 1) unirradiated diode;2—4) after ®°Co

y-irradiation to doses of P0Gy, 2x 10° Gy, and 5< 10° Gy, respectively.

b) Reverse branches of theV curves of a silicon diffuse@—n junction of
diameter 30um: 1) unirradiated diode2—4) after ®°Co y-irradiation to
doses of 1D Gy, 2x10° Gy, and 5< 10° Gy, respectively.

Boltovets et al.
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FIG. 2. Temperature dependence of the reverse current of a siieon
junction of diameter 3Qum, measured a¥,,=5 V: 1) unirradiated diode;
2-4) after ®Co y irradiation to doses of P0Gy, 2x10° Gy, and 5
X 10 Gy, respectively.

most ideal room-temperatute-V curves can be obtained by
irradiating encapsulated small-area silicon diffused diodes
with gamma rays in the dose range®+® X 10° Gy.

This work has been supported by the Ukrainian Science
and Technology Center, Project No. 464.

1s. T. Sah, R. N. Noyse, and W. Schockley, Proc. H8:1228(1957).

23. M. Sze, Physics of Semiconductor Devicegnd ed. (Wiley—
Interscience, New York, 1981; Mir, Moscow, 198456 pp.

3K. V. Ravi, Imperfections and Impurities in Semiconductor Silicon
(Wiley, New York, 1981; Mir, Moscow, 1984 475 pp.

4W. C. Till and J. T. Luxon/ntegrated Circuits: Materials, Devices, and
Fabrication (Prentice-Hall, Englewood Cliffs, N.J., 1982; Mir, Moscow,
1985, 501 pp.

5V. P. Grigorenko, P. G. Dermenzki al, Modeling and Automation of
the Design of Power Semiconductor DevifiesRussian (Energoatomiz-
dat, Moscow, 1988 280 pp.

6S. V. Bulyarski and N. S. Grushkd?hysical Principles of the Functional
Diagnostics of pn Junctions Containing Defecim Russian (Shtiintsa,
Kishinev, 1992, 236 pp.

7E. V. Ivanov, L. B. Lopatinaet al, Fiz. Tekh. Poluprovodnl6, 207
(1982 [Sov. Phys. Semicond.6, 129(1982)].

8E. V. Ivanov, L. B. Lopatinzet al., Pis’'ma zh. Tekh. Fiz6, 874 (1980
[Sov. Tech. Phys. Let6, 377 (1980].

L. B. Lopatina, V. L. Sukhanoet al, Pis'ma Zh. Tekh. Fiz5, 11 (1979
[Sov. Tech. Phys. Letb, 4 (1979].

101, E. Klyachkin, L. B. Lopatinaet al, Fiz. Tekh. Poluprovodnl7, 1648

X10° Gy, the temperature dependence of the reverse current(1983 [Sov. Phys. Semicond.7, 1049(1983].
is governed by a single predominant current transfer mecha-R- V. Konakova, M. Ya. Skorokhod, and L. V. Shcherbindelgon.

nism: diffusion.

Promst., No. 6, 6§1990.

Our investigations have thus shown that diodes with al-Translated by James S. Wood



TECHNICAL PHYSICS VOLUME 43, NUMBER 10 OCTOBER 1998

Method and device for the nonperturbative diagnostics of a high-current beam
of low-energy neutral particles using photoionization electrons

A. S. Artemov

Joint Institute for Nuclear Research, 141980 Dubna, Moscow District, Russia
(Submitted September 10, 1997
Zh. Tekh. Fiz.68, 133—-135(October 1998

A diagnostic method is proposed wherein the momentum distribution of electrons emanating
essentially in a single plane from a photoionization zone of small geometrical dimensions is
measured at two different angles relative to the beam axis. To implement the method for a
high-current beam of low-energy neutral particiégsns to hundreds of kiloelectron-volts for
hydrogen or deuterium atomsa device is proposed which is capable of real-time,
nonperturbative measurement of the distributions of the particles with respect to momentum,
over the beam cross section, and in transverse phase spad@9&®American Institute of Physics.
[S1063-784298)02610-3

High-current beams of low-enerdiens or hundreds of tum resolution §P./P,) and if 6,<A 6,/2, the characteris-
kiloelectron-volt$ hydrogen or deuterium atoms are widely tics APy /Py andA 6, of the beam particles in the vicinity of
used for heating a plasma to thermonuclear temperatures atite diagnostic target are determined from the valueg, (
for noninductive current maintenance in existing and pro-andPg,) and spreadsXP¢;>0 andAP.,>0) of the elec-
jected tokamak$.A beam of this type carrying a current in tron momenta at the corresponding angles of measurements
the tens of amperes and having a pulse duration of severd and 6, relative to theZ axis (o< 0,< ;<A 6./2):
seconds is generated from individual elementary beams of
positive or negative ions by means of charge transfer on a APy/Py=|[tand;- Af.(6,)
gas with subsequent separation in a magnetic field. The en-
ergy flux density of the beam at the tokamak input can be
varied over a wide rangérom a state of maximum concen-
tration to a uniform distribution over a large surfadey AGo=[[Afe(62) —Afe(61)]/(tang, —tand,)|, 2
regulating the angles of divergence of the elementary beams
and profiling the emission surfaces. To monitor the formawhere Afg(6)=[APg(6)+APg(6)1/[Pe1(6)+Pea(6)];
tion of such high-current neutral beams, it is necessary t€o=Mgq-[Pe1(6) +Pe(6)]/(me2 cost) is the average mo-
develop nonperturbative methods utilizing secondary parmentum of the incident particleg= 6, or 6,, andM, and
ticles or photons. A possible technique is proposed belowe are the neutral-particle and electron masses, respectively.
based on the detection of electrons generated in the photo- A schematic of the device used to measure the particle-
ionization of a negligibly small fraction of the atoms in the beam distributions with respect to the momentig) in the
beam. XY cross section, and in th€’Y phase plane is shown in

In the low-energy range the correspondence between tHfeig- 1b. The directions and acceptances of the analyxérs
distribution of hydrogerfor deuteriur atoms and the distri- andA2 are chosen so as to detect photoelectrons emanating
bution of ionization electrons on a diagnostic corpuscular oPNly from the focused region of the target 0 and in a néar-
photon target is very imprecieNonetheless, the highly Median planed ¢.<1). The beam is scanned over the cross
monochromatic state of the laser beam used to form the ph@ction by shifting the leng with the analyzers along thé
ton target and the two-particle character of the particle deca9><'S with the mirror(M) fixed In space and also bY displacing
during the production of electrons on the photon target open§II these elements as a umt.whole along thexis. I,f the
up additional diagnostic possibilities in this case. Figure 1POWer of th.e' phpton t".’lrgéWh'Ch govems the photqoplza-
shows a kinematic diagram of the generation of an electroﬁ'on probability) is monitored, these beam characteristics can

in the YZ plane after the absorption of a photon by a nonrel—be reproduced by means of _qu_t) a_nd (2) from the_ mea-
L : 0. . sured electron momentum distribution as a function of the
ativistic particleA” with momentumP,. It is assumed here

that the axis of the beam coincides with the axis of the transpoSltlon of the target focus in th¥Y plane. Unobstructed

. . beam transmission and nonperturbative beam diagnostics are
port channelZ’ axis). The electron momentunP() in the P g

) : achieved in this arrangement at neutral-particle energies
rest frame of the decaying particle depends on the energé/E ) given by the expression
0

(h w) of the absorbed photon and the photoionization thresh-
old (&) of the active quantum statB,=\2my(hw—eg,). It

is readily shown that if two analyzers aimed at the photon [Mo (hw—en) L >d 3)
targetO have sufficient angular resolutio@§) and momen- Me Eo e

—tand,- Afg(6,)]/(tand, —tang,)|, 1)

1063-7842/98/43(10)/3/$15.00 1259 © 1998 American Institute of Physics
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[pd (3’),4;7"(9’),;:2(31),4/::‘(31)] region of the target in thXY plane,f is_ the focal length of
the lens(cm), and e, is the angular divergence of the laser

a Y A1 beam(rad).
P A//z For f=30cm anda,~ 10 3rad we obtainP ,~6 MW.
— This quantity falls well within the standard range of pulsed
48,72 //’ . 8\ [P, (5, 4k, (&) lasing power for the given type of laser. If we use electron
X ¢ | g of 272" a1"3 7 analyzers with56~5x 10 *rad and6P./P,~10"* (e.g.,
0 %_0 —m, T Z" (@), 84, (8) of the Hughes—Rojansky typecanted in theYZ plane to
A =0 ) 2 \ ”ae’ 7z’ satisfy t_he relationd, — 6,~ szAe_e/& frqm Egs.(1)—(3)
0 we obtainL .~ 60 cm and the following estimates of the error
of measurement of the beam characteristics:
b 5Py 6P, .
Py ~3 P ~3Xx10™ %

SY'=6 axl—meEO P 8%103rad. (5
=90~ N M hiw—se, P, 27107rad

e

The prospects for improving these accuracy ratings rest
primarily on the possibility of decreasingP./P. with
allowance for the spreading of the bunch of electrons to be
detected en route to and inside the analyzer on account of its

LS space charge.
The current of photoelectrons detected, for example, by
analyzerA2 from the focal region of the target over the

FIG. 1. 3 Kinematic diagram of the generation of detected photoelectronsduration of the laser pulse faxp,~0.1rad is estimated as

b) schematic of the device for nonperturbative diagnostics of a neutral- . _
particle beamA?. le2~0.2-Jo Sg A s+ Lys- (00X Ape/AB)~10" " A,

(6)

whereL i~ a, - f2/D7 is the depth of the waist of the laser
whered,, andL are the transverse width of the beam in thebeam in the focal region at the level of a 10% increase in its
Y direction and the transit base line of electrons from thetransverse size as comparedd, andD, is the diameter
target to the analyzer, respectively. of the photon beam before it enters the lens.

The neutral-particle quantum state to be used for the In Eq. (6) it is assumed thaD ,~1 cm and that the di-
measurements is determined from the condition for its seleanensions of the target zone viewed by the analyzer along the
tive photoionization. The best choice f6t°(D% atoms is X and Y coordinates coincide with ;~10mm andd
their metastable & state. In contrast with the diagnostic ~0.3 mm, respectively. The value obtained f@s is more
method discussed in Ref. 3, the optimum for our case is théhan two orders of magnitude greater than the background
maximum possible value dfw—¢,. The required average electron current at a residual gas pressBge=10 “torr.
and pulse energy flux densities of the lade8) for perform-  Here the average photoelectron energyEjs=220eV, and
ing measurements are determined by the condition for théhe interval between the maxima of the corresponding distri-
extraction of information from the total flux of electrons gen- bution is| Ee|maxl(02)—Edmax2(62)|~2Ee><Aeew65 ev.
erated on the diagnostic target and in the residual gas and by En route to the analyzer the ribbonlike stream of elec-
the required duty cycle of the device. trons to be detected spreads out in the transverse direction

We now examine the capabilities of the diagnosticunder the influence of its own space charge. This effect pro-
method in the example of a high-current beam of hydrogeruces losses, increases the angular spread of electrons at the
atoms of energyE,=400keV,d,~4 cm, and particle cur- analyzer input slit, and leads to a loss of resolution. The
rent densityj,~1 A/cn?. The percent content of the meta- degree to which these effects are manifested is characterized
stable 2 quantum state in the generation of such a beam iby the guantity Ad,/d ~5X% 101, [A]
estimated a$,,~5% (Ref. 4. The selective photoionization ~(Ee[e\/])‘1'5L§/(L7f~dyf)~0.2, and they can be disre-
of this state can be achieved, for example, by means of garded in the given situation. The influence of the space
fourth-harmonic beam from a Nd:YAG laser with A charge of the electrons on the dispersion properties of the
=4.66 eV(Ref. 3. The corresponding cross section of inter- given analyzer is characterized by the quantig,

e

action with H(X) atoms is ojjps~7x10 ®cn?, and a  =l./(d,sXL,XE;%) and is perceptible for values 10

photoionization coefficient close to unity is attained in the—10 6 A.cm 2eV~1° (Ref. 5. For the case analyzed here

vicinity of the focused target at a target power we haveQ,~10 °A-cm 2eV~ 15 which is more than two
P~ 107y d,, @ 8Irc(jzlers of magnitude smaller than the above-indicated thresh-

whereP,, andE, are expressed in W and keV, respectively, The duration of the essentially constant pulse amplitude

d,;~f-a, is the minimum transverse width of the focal of the given laser can be equal t9~10ns. For the gener-
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ated photoelectron current this time is sufficient for perform- *N. v. Pleshivtsev and N. N. Semashko,Rnogress in Science and Tech-

ing the necessary measurements with the analyzers operatingology, Series on the Physical Foundations of Laser and Beam Technol-

. . . ogy, Vol. 5 (lon-Beam Technology[in Russiand (VINITI, Moscow,

in the electron-momentum scanning regime on a selected1989 bp. 55-112

part of the beam cross section. The time required for obtain2a. s. Artamov, in Proceedings of the 14th Conference on Charged-

ing complete information depends on the speed of mechani-Particle Acceleratorgin Russian, Vol. 2 (1995, pp. 36-40.

cal movement of the Corresponding elements of the deviceSA' S. Artiomov, JINR Preprint No. E9-92-501, Joint Institute for Nuclear
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Influence of the doping profile on the collector junction breakdown voltages in planar
n—p—n transistors

N. A. Samollov, A. N. Frolov, and S. V. Shutov

Kherson Industrial Institute, 325008 Kherson, Ukraine
(Submitted October 13, 1997
Zh. Tekh. Fiz68, 136—137(October 1998

Planarn—p—n transistors are fabricated with various profiles of the base impurity distribution,

and their electrical parameters are investigated. An equation for calculating the breakdown
voltage of the collector—base junction is proposed on the basis of an experimental data analysis.
It is shown that the use of a plang#n junction raises the collector junction breakdown

voltages of planam—p-n transistors. ©1998 American Institute of Physics.
[S1063-784298)02710-X

The operational reliability of bipolar transistors, includ- (PH;,). In contrast with the conventional hydride process de-
ing planar configurations, depends on the maximum allowedcribed in detail in Ref. 5, in our process a high-resistivity
(breakdown voltagesUemp.o Ucho, @NdUcemo The inter-  |ayer of thickness 0.50.6 um, grown atT=1180 °C, was
relationship ofUcemoand the breakdown voltagéd. o 0f  ysed to block self-diffusion from the substrate. The tempera-
the collector junction by the cascade breakdown mechanisqre was then lowered, and a doped layer of prescribed thick-
is given by the equatidn ness was overgrown &t=1040-1060 °C. This approach
Uebo enabled us to achieve a uniform distribution of the impurity
Ucemd™ — (1) along the thickness of the epitaxial layers of the final repre-
By+1 sentative structures.

whereBy, is the current gain of the transistor connected into ~ The base region was formed by boron implantation at a
a circuit with a common emitter, and=4 for n—p—n tran-  dose of 450uC/cn? for the creation of a sharp junction, and
sistors. an implantation dose of 4C/cn? was used to create a

In transistor design the radius of curvature of the diffu-gradedp—n junction.With allowance for the dependence of
sion region is taken into account in calculating the breakU.y, o on the depth of the collector junctidiEqg. (2)], the
down voltage€.If this radius is set equal to the depth of the technological parameters of the dispersion process have been
collector p—n juncti on, the equation for calculating the calculated with a view toward establishing an identical value
breakdown voltage of a planar collector—base junction obf x;, for both the sharp and the gradpen junctions. The

cylindrical shape assumes the form emitter regions in every case were formed by phosphorus
U diffusion at a temperature of 1040 °C. The gajsand the
Uep o= ”“'Xi”[ 2ZgnlX;g+ 1 —1]. (2)  breakdown voltages) . cmo were determined on an L2-56
Zpn instrument, which is designed to measure the characteristics

Here U, is the breakdown voltage of the plane part of the©f semiconductor devices. The voltage , o was calculated

p—n junction due to the resistivity of the high-resistivity part from experimentally determined values By and U¢.emo
of the collector aU=U,,,. according to Eq(1). This approach is based on from the fact

The voltageU ., o can be raised by any of several indus- thatthe space-charge region of the collector for grapled
trial design techniques: the application of a guard Areyy  Junction s is much broader than for sharp junctions, and the

extended base contact, mesa structures, divider figs,In ~ directly measured value dfcpo can be attributed, not to
particular, the character of the dopant distribution during thedvalanche breakdown but to breakdown associated with the

formation of thep—n junction has a significant influence on collector space-charge region coming into contact with the

the value of the breakdown voltage. low-resistance substratélhe experimental data and the cal-
To establish the dependence of the breakdown voltaggulated[from Eq.(2)] values are given in Table I.
U, p.00n the method of fabrication of the collectprn junc- Not only do the tabulated data reveal good agreement

tion, we have synthesized transistor structures from threbetween the calculated and experimental results for the case
nominal types oh—n" epitaxial structures having different of sharpp—n junctions , but they also indicate an increase in
thicknesses and resistivities of the epitaxial layersthe experimentally observed valueslbf, o above the values
(p=2.4Q-cm, d=12um; p=3.5Q-cm, d=16 um; calculated from Eq(2) for gradedp—n junctions. The dis-
p=4.50-cm, d=20 um). The structures were grown by crepancy of the experimentally determined valuegJgf, o
vapor-phase epitaxy ofill)-oriented 350 KES 0.01 sub- relative to the values calculated from H@®) in the case of
strates using monosilaniH,) as the silicon-containing gradedp—n junctions is attributable to the fact that E@),
reactanthydride process The dopant source was phosphine generally speaking, does not contain any parameters describ-
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TABLE |. Experimental parameters and calculated valuebl gf , for the collector—base junctions of planar
n—p-n transistors.

Epitaxial layer Implantation Depth gi—n Values ofU_ o,
resistivity, () -cm dose u.Clcn? junction x;,, calculated experimental Factar
45 450 4.25 117.5 123126 1.029
4 4.25 117.5 226231 1.92
35 450 41 98.7 100104 1.013
4 4.1 98.7 196-194 1.93
2.4 450 4.05 89.9 9395 1.03
4 3.95 89.8 173178 1.93

ing the graded junction, i.e., the nature of the distribution of = These results show that gradedn junctions can be
the base impurity. Consequently, E8) is valid for the cal- used to raise the breakdown voltadées, o of bipolar planar
culations ofU ,  for sharp junctions.We introduce a correc- transistors.Additional investigations will be needed to deter-

tion factor » and rewrite(2) in the form mine the interrelationship between the breakdown voltage
U X enhancement factor and other parameters of-p—n tran-
Uc.b.Oz%[ V2Zpn /%, +1—1], (3)  sistors.
pn

where x is the breakdown voltage enhancement factor,
which is equal to the ratio of the experimentally determined*A. V. Greben, Design of Analog Integrated Circuit§in Russiaf
value ofU., to the value calculated from E). 2(SEn,\jrgéya, M%Sgowé_ézmﬁg r?%- State Electorssl (1966
. . . . . . DZe an . GIbbons, Solid-state elec .
The Va,‘lues of are also given I,n Ta,ble I It is obvious SA. Goetzberger, B. McDonald, R. H. Haitz, and R. M. Scarlett, J. Appl.
that x~1 in the case of sharp—n junctions, and Eq(3) Phys.34, 1591 (1963.
coincides with(2). The factorx remains constant in the “L.C.Kao and E. D. Wolley, Proc. IEEES5, 1409(1967.
range of resistivities of the epitaxial |ayer 2450 .-cm 5V. V. KharchenkoProduction of Epitaxial Silicon Structures with a Con-
and is independent of the thickness of the particular epitaxial "¢ 'mpurity Profilefin Russiad (FAN, Tashkent, 1989 168 pp.

layer in the interval of thicknesses 420 um. Translated by James S. Wood
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The focusing condition is determined for beams having energy—angular correlation with the
source and the detector situated on the lower plate of a plane-parallel capacitor. Expressions are
given for the second-order spherical aberration and the dispersiorL998 American

Institute of Physics[S1063-784£98)02810-4

It has been noted previoudlyhat the use of crossed Here the first term corresponds to the point at which an axial
beams in ion—ion collisions gives rise to charged-particlebeam trajectory turns back at the lower plate; the focusing
fluxes that manifest an ordered energy distribution across theondition stipulates that the coefficient of the first power of
beam cross section. In Ref. 1 we discussed the distinctive be equal to zero. From this condition we deduce the initial
character of the focusing of beams having a linear energgngle of inclination of an axial trajectorgy; at which a
distribution over a cross section in various types of electroparticle beam with linear energy—angular correlation is fo-
static and magnetic deflectors. We now examine this probeused onto the lower plate:
lem in the case of a plane-parallel capacitor. _

We establish the axis in the lower plate of a plane- tan 2=~ 2k. ®
parallel capacitor and orient theaxis perpendicular to it It follows from Eq.(5) that such focusing is feasible and
(see Fig. 1 We direct the trajectory of the beam at an angleis governed by the correlation coefficient.

6 relative to the lower plate. The trajectory equation is then  Let us consider a numerical example. We set the initial

written in the form angle of opening of the beam equal ta2 0.04 and set the
relative energy increment over the cross section equal to 2%.
eV 2 The coefficientk then has the valu&=*+0.5, the plus or
y=————-—2+ztané. 1) . . L .
4Eg cog 6 minus sign signifying that the energy increases or decreases,

respectively, as the angle increases. Substituting these values
Hereeis the particlezchargeE is its initial energy, which has  of k into Eq.,(5), we find that the focusing angle is equal to
the valueE=0.5mvg, V is the potential difference on the g ~52° in the first case andy;~38° in the second case.
capacitor plates, and is the distance between them. The Hence it follows thatz,, is smaller than in the focusing of a
coordinates at which the trajectory reaches its highest pointhonochromatic beam, and in both cases it is given by the
are expressiore,,~0.97eV/(2E,g). The value ofy,. increases

Eg Eg _
Ymax= gy sit 0, z= Sy Sin 26. 2)

We denote byz,, the coordinate of the point where the -
trajectory crosses the lower plate of the capacitor. It is equal
to

_2Eg in 20 3
Zm_W sin 26. 3
We denote byé, the angle corresponding to an axial

beam trajectory@,* « are the angles corresponding to edge
beam trajectoriest is the energy of an axial particle, and
E=Eq(1=ka) are the energies of edge particles, whieig |
the energy—angular correlation coefficient. Here, up to and g 0.2 04 0.6 0.8 \\\\z
N

including a2, the coordinateg,, of the edge trajectories can ;
have the form

E FIG. 1. Trajectories of charged particles in a plane-parallel capacitor for a
7 = 09 [sin 26,* a(2 cos By+k sin 26,) monochromatic beamk& 0, solid curvey for a beam whose energy in-
mo eV creases as the angle of opening increakes((.5 dashed curyeand for a
’ ) beam whose energy decreases as the angle increlase3.§ dot-dash
+2a“(—sin 204+ k cos 290)]. (4) curves. The curves are plotted on a scale eM)/(2EQg).

1063-7842/98/43(10)/2/$15.00 1264 © 1998 American Institute of Physics
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in the first caseym.¢~0.62%V/(Eog), and decreases in the The dispersion equation for a plane-parallel capacitor
second caseyma~0.37®V/(Eyg) (see Fig. 1 has the form

The coefficient of & in Eq.,(5) characterizes the 9z 2Eg
second-order spherical aberratioB, of a beam with D= Ea—énz oV sin 26 . !
energy—angular correlation. Takirg) into account, we ob-
tain The dispersion is lower than in the usual situation; the

amount of the decrease in our numerical example is 3%. The
4Eq,0 | P . 5
C,=— sin 26,¢(1+ 2 cof 26;). (6) specific dispersion, equal ®=D/C,a*, is also lowered, by
v virtue of a decrease iD and an 11% increase in the coeffi-

The first term in parentheses corresponds to the secongientCs.
order spherical aberration of a monochromatic beam. More- We note that the parameters of a plane-parallel capacitor
over, the aberration coefficient has acquired an additiona#an be calculated similarly for beams having a linear energy
term having the same sign. It is evident, therefore, that thdlistribution over a cross section when the source and the
spherical aberration increases for a beam with energy.de'[ector lie outside the boundaries of the lower plate.
angular correlation. In both cases of our numerical example
we haveC,=—1.0%2V/(4E,Q), i.e., the absolute value of 1S. Ya. Yavor, Zh. Tekh. Fiz67(12), 50 (1997 [Tech. Phys42, 1417
the coefficientC, increases by 9% regardless of whether the (1997
energy increases or decreases with increasing angle. Translated by James S. Wood
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The densities of electrons in the two-dimensional and doped channels of selectively doped
AlGaAs/GaAs heterostructures are calculated. It is shown that traps and surface states in the
AlGaAs layer can change the sign of the temperature dependence of the electron density

in the two-dimensional channel. @998 American Institute of Physid§1063-784£98)02910-9

The densitiesand mobilities of electrons in the two- ties in the 2D channei (T) (curvel), in thel valley (curve
dimensional(2D) (ns) and dopedAlGaAs laye) (n) chan-  2) and in therl’, L, andX valleys (curve 3) of the AlGaAs
nels of selectively doped heterostructures are traditionghyer, along with the total electron density in the AIGaAs
characteristics of their quality. It is difficult to measure theseconduction band and in the dopant shallow leveT) for the
parameters directly in the individual channel, and more indicase of a frednot metallized AIGaAs surface with an ef-
rect methods have been proposed in the literatta®ng  fective fixed surface-state charge dendity=3x 10t2cm 2
with calculations. Here we intend to show that the presenceéin units of the electron chargeat this density of surface
of traps and surface states in the AlGaAs layer influence thetates the height of the barrier at the outer surface of the
temperature dependence of the electron densities in the chaalGaAs layer relative to the Fermi level is of the order of
nels and can cause the temperature dependence, ¢d 0.8 eV. The situation here is one in which the exchange of
change sign. electrons between surface statelf states of the GaAs cap

In calculations the doping impurity in the AlGaAs layer layer on the AlGaAs surfageand the AlGaAs conduction
(or so-calledDX centerd) is treated on the basis of the band is impeded by the presence of the barrier, and the sur-
U~ -center model(a doubly charged center with negative face states are “frozen out.” Her@nd in other figuresthe
electron correlation energy(Ref. 3; the two-dimensional dashed curve describes the “freezing out” Bt 120K of
electron gas is treated in a model with two size-quantizatioreharges at the deep level oD center*° For comparison
levels? the method of calculation is described in Ref. 4. Thethe inset shows a plot ofig(T) for an ordinary shallow
parameters of the heterostructure are as follows: thickness€€ping impurity.
of the spacerd) and the doped regiofl) in Al,Ga _,As:
30 A and 500 A(or 350 A), respectivelyx=0.3; the dopant
(silicon) concentration corresponds to that found in struc-
tures used in technologiy=10%cm 3.

The temperature dependence of the static dielectric
constart® is approximated by quadratic splines; the discon-
tinuity of the conduction band at the boundary of the hetero-
junction iSAE.=0.6QAE, (Ref. 7, whereAE, is the differ-
ence in the temperature-dependenband gaps of
Al,Ga _,As and GaAs; the distances from the minima of the
L and X valleys to the minimum of thé" valley areAE,
=0.284-0.605 and AEy=0.476-1.12X+0.143? am
(Ref. 8); the effective masses of the density of states for the -~ 0
I', L, and X valleys aremy=0.0665+0.083%, m =0.56 0 50 100 50 20 250 W
+0.22, and my=0.85-0.06x,° respectively; the depths of T.K

the shallow(neutra) and deeﬂnegatlvely ChargedeVEls of FIG. 1. Temperature dependence of the density of electrons in the(dD)
the dopant (DX centej are go=10meV (Ref. 3 and and dopech(T) channels of a selectively doped heterostructdre30 A,
£1=120meV (Ref. 9, respectively; the degeneracies arex=0.3,1=500 A, Ny=108cm 3, Ng=3x102cm™2. 1) ny(T); 2) density
gJr =1, 90: 2, andg™ =4. These values of the parameters of electrons in the AlGaA$’ valley; 3) density of electrons in the AlGaAs
are consistent with experimental data in the cited papers. I', L, andX valleys;4) total density of electrons in the conduction band and
. . in the shallow dopant level in the AlGaAs layer; the dashed curve corre-
Figure 1 shows the results of calculations of the tem-g,,nqs to the "freezing out” of charges at the deep level Bbacenter at

perature dependences of the two-dimensional electron dengi=120 K. Inset:ng(T) for an ordinary shallow impurity.
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FIG. 2. Influence of traps and surface states in the AlGaAs
layer on the temperature dependenggl’) and the density of
045 electrons in the 2D channel of a selectively doped hetero-
structured=30 A, x=0.3,Ny=10%cm™ 3, £,=200 meV. a

! ! 1 1 ! | | | ) ] 1

i Influence of traps onngT), 1=500 A: 1) N=3
g 50 100 150 200 250 300 x10%cm 2, N=5x10"cm 3, 2) N=4x10%cm 2,
T,K Ne=2x107cm™3;  3) Ng=3x10%cm 2, N,=3
X107 cm 3. b) Influence of surface states ong(T),
0.50 b =350 A, N,=0: 1) fixed barrier heightv=1 eV at the
.5t outer surface of the AIGaAs laye2) Ng=3x 102cm™?; the
dashed curve corresponds to the “freezing out” of charges at
2 the deep level of X center afT=120 K.
«N
v 0.49}
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) 1
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The figure illustrates the stability of the sign of the func- especially pronounced, is shown in Fig. 2b. The barrier
tion ng(T) against various factors: the presence of a deepeight(relative to the Fermi levelon the outer surface of the
donor level, the “freezing out” of charges the(due to the AlGaAs layer is equal t&/=1 eV and is fixedcorrespond-
high, ~300 meV, barrier for electron trappifig etc. This ing to the case of contact with a metah similar phenom-
property is associated with the strondat a constant density enon is obviously observed when the exchange of charges
of electrons in the layertemperature dependence of the with surface states is “turned on.” Also shown here for
Fermi level in the AlGaAs layer than in the 2D channel. Herecomparison is a graph with “frozen-out” surface states,
electrons are transported both from the conduction band ands=3x 102cm™2.
from impurity levels. We note that for realistic dopant densities the conduction

The situation changes with the onset of additional transbhand “merges” with the impurity band, and a Mott transi-
fer channels: trapgdensity N,) and surface state levels. tion takes placg(within the framework of the given model
Figure 2a illustrates the influence of a tragp,£200me\}  the total electron density in the conduction band and in a
on the behavior ohy(T) for “frozen-out” charges at a sur- shallow level is represented by curdein Fig. 1). In this
face state. In these structures traps are often associated withse, owing to the presence of an electron mobility threshold
native defectgor defect clusteis®C It is seen that the sign in the conduction band, an activation-type process can occur
of ng(T) changes and that the magnitude of the effect dein the AlGaAs layer.
pends onN; and N (along with other factops The existence of such a threshold can be observed in the

The influence of surface states on the functiQfil) for  relaxation processes following the pumping of electrons into
a shorter structurel=350A, for which this influence is the AlGaAs channel! while masking effects associated with
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