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A universal derivation of the thermodynamic equations on the basis of a combined analysis of
the exact relations for any material — the virial theorem, the shock adiabat, and the
differential thermodynamic identity relating the thermic and caloric equations of state of matter —
is given. This combination makes it possible to reduce the fundamental problem of
thermodynamics to a boundary-value problem of mathematical physics. Analytic relations
Ts5T(Ps ,rs) andTs5T(D,u) are obtained for classical systems. ©1998 American
Institute of Physics.@S1063-7842~98!00110-X#
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INTRODUCTION

It is impossible to obtain on the basis of thermodynam
an equation for calculating the thermodynamic parameter
a material, even in the case of the simplest thermodyna
system — an ideal gas with constant specific heat, i.e
perfect gas~PG!, since thermodynamics gives only therm
dynamic identities which relate some thermodynamic para
eters of the system of interest with others. For example,
identity

dEc~V,T50!52Pc~V,T50!dV, ~1!

which is valid for any cold system, makes it possible
calculate, for example, the cold internal energyEc(V) ~or the
cold pressurePc(V)) of a system only if its cold pressur
functionPc(V) ~or, conversely,Ec(V)) is known, since then
the identity ~1! can be integrated and a solution forEc(V)
can be found:

Ec~V!5Ec~V0!2E
1

2

Pc~V!dV; 1[V0 , 2[V,

E~V,T![Ec~V,T50!1Et~V,T!,

P~V,T![Pc~V,T50!1Pt~V,T!. ~1a!

If, on the other hand,Ec(V) is given, then Pc(V)5
2dEc(V)/dV according to Eq.~1!. Statistical physics mos
often needs to be invoked to obtain information about n
thermodynamic sources. Ultimately, the thermodynam
functions of a material turn out to be expressed in terms
exclusively statistical concepts, for example, in terms of tw
particle distribution functionsn2(r ) ~Refs. 1 and 2!:

E~V,T!5~3/2!RT1~V/2!E U~r !n2~r !4pr 2dr, ~2!

VP~V,T!5RT2~V/6!E r @]U~r !/]r #n2~r !4pr 2dr.

~3!

These formulas are suitable for describing class
systems1 ~i.e., systems for which the kinetic energy can
identified with the kinetic energy of random motion of th
1131063-7842/98/43(10)/8/$15.00
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constituent particles! if the two-particle interaction law oper
ating between the structural units~electrons, atoms, . . .! and
the two-particle distribution function are known and can
expressed in the form

U~r1 ,r2!→U~ ur12r2u!; n2~r1 ,r2!→n2~ ur12r2u!.

Therefore it is sufficient to know onlyU(r ) andn2(r ) to
construct the thermodynamics of such systems. In prac
however, it is very difficult to calculaten2(r ) even very
approximately. An approach leading to purely thermod
namic differential or integral~as desired! equations for the
pressureP(V,T) and internal energyE(V,T) of the thermo-
dynamic system of interest is expounded below, i.e.,
problem of calculatingP(V,T) and E(V,T) is reduced to
solving a corresponding boundary-value problem of ma
ematical physics. The idea of this approach3 is to convert the
differential identity

T~]P/]T!v5~]E/]V!T1P~V,T!, ~4!

relating two thermodynamic functions of a system —
internal energy and pressure — into a differential equat
for one of them by using nonthermodynamic relations.

GENERAL EQUATIONS FOR THE PRESSURE AND
INTERNAL ENERGY

Of the relations which are widely used in the theory
the equation of state of matter, one is a purely phenome
logical relation, proposed by Mie and Gru¨neisen,4,5 between
the thermal pressure and the thermal internal energy of
system

Pt~V,T!5G~V!@Et~V,T!/V#. ~5!

This relation can be used to obtain expressions for the
rivatives (]Et /]V)T and (]Pt /]T)v , which can then be sub
stituted~in turn!! into the thermal analog of the identity~4!:3

T~]Pt /]T!v5~]Et /]V!T1Pt~V,T! ~4a!

to obtain an equation forPt(V,T) or Et(V,T), respectively.
These equations have the form (notation:¸(V)[(G1G2

2dG/d ln V)/G2)
7 © 1998 American Institute of Physics
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~] ln Pt /] ln T!v2@1/G~V!#~] ln Pt /] ln V!TÞ05¸~V!,

~] ln Et /] ln T!v2@1/G~V!#~] ln Et /] ln V!TÞ051. ~6!

To solve these equations uniquely it is necessary to
scribe boundary conditionsPt(V,T0)5 f (V) or Pt(V0 ,T)
[w(T), wheref (V) andw(T) are known functions~for ex-
ample, taken from experimental data or other consid
ations!, andG(V); similar conditions must also be prescribe
in order to solve the equation forEt(V,T). Equations~6! can
be written in the form of integrodifferential equations:

Pt~V,T!5Pt~V,T0!

1@¸~V!1~1/G!]/] ln V#E
1

2

Pt~V,x!dx/x,

Et~V,T!5Et~V,T0!

1@11~1/G!]/] ln V#E
1

2

Et~V,x!dx/x;

1[T0 ; 2[T. ~6a!

For Et(V,T) one can also write an equation for a diffe
ent boundary curve:

Et~V,T!5Et~V0 ,T!2@12]/] ln T#

3E
1

2

Et~x,T!@G~x!/x#dx;

1[V0 ; 2[V. ~6b!

The analogous formula for the thermal part of the pr
sure is more complicated.

To obtain the complete functionsP(V,T) and E(V,T)
the cold partsPc(V) andEc(V) must be added to the par
Pt(V,T) andEt(V,T) found above:

P~V,T!5Pc~V,T50!1Pt~V,T!;

E~V,T!5Ec~V,T50!1Et~V,T!. ~7!

The virial theorem3 ~see Eq.~A4! in the Appendix! could
be used as another nonthermodynamic relation, but in
general case it is inconvenient because besides the e
internal energy it also includes the kinetic part, i.e., in t
general case the virial theorem has the fo
F(P,E,Ekin ,V)50, and therein lies its inconvenience —
separate equations will have to be written out for the kine
and potential parts of the pressure and energy, and this
genders additional difficulties in prescribing the bounda
conditions. For this standpoint the most convenient nonth
modynamic relation is the shock adiabat~SA!4,5

2~Es2E0!5~Ps1P0!~V02Vs!. ~8!

Here Ps , Es , andVs are thermodynamic parameters of t
post-shock state of the substance and must certainly sa
the identity~4!. The derivatives required to transform Eq.~4!
into an equation forP(V,T) or E(V,T) ~for a solid P0 can
be set equal to zero! can be obtained from Eq.~8!:

2~]P/] ln T!v5P2P02@]P/] ln~V02V!#T ~9!

and a similar equation for the internal energy
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2~]E/] ln T!v52~E2E0!

2@]E/] ln~V02V!#T2~V02V!P0 .

~10!

These equations can be converted into integrodifferen
equations

P~V,T!5P~V,T0!1~1/2!@12]/] ln~V02V!#

3E
1

2

P~V,x!dx/x2~1/2!P0 ln~T/T0!

1[T0 2[T, ~9a!

E~V,T!5E~V,T0!1@12~1/2!]/] ln~V02V!#

3E
1

2

E~V,x!dx/x2@E01~1/2!

3~V02V!P0# ln~T/T0!,

1[T0 , 2[T. ~10a!

Equations of the type~9a! and ~10a! but with integrals
over the volume have computational peculiarities. F
example, the equation of the type~9a! for the pressure
(1[V0 ; 2[V) is

P~V,T!5P~V0 ,T!1@122]/] ln T#

3E
1

2

P~T,t !dt/~ t2V0!2P0

3 ln@~V2V0!/~V02V0!#

and similarly for the internal energy of the material. Equ
tions ~9! and ~10! or their integrodifferential forms are mos
useful, since they give the complete functions, and for th
unique solution one also requires boundary curves for
complete functionsP(V,T0) andE(V,T0).

However, there exist systems for which the virial the
rem permits obtaining the complete equations for their pr
sure and internal energy. These are the classical system
ready mentioned above.1 Their kinetic energy can be written
in the form

Ekin~T!5RT/~g21!, ~11!

and then the virial theorem~A4! for them assumes the form

3PV53RT1@E~V,T!2RT/~g21!#Snn. ~12!

Hence the isothermal derivative required to transfo
the identity~4! into an equation is found immediately:

~]E/]V!T5~3/Snn!@P1V~]P/]V!T#. ~13!

Substitution of this expression into the identity~4! gives
a first-order linear differential equation for the pressure
the system:

~] ln P/] ln T!v2¸1~] ln P/] ln V!T5¸2 ,

¸1[~3/Snn!; ¸2[~31Snn!/Snn. ~14!
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A first-order equation for the internal energy of the sy
tem can be derived completely analogously, eliminat
from the identity~4! the pressure and its isochoric derivati
by means of the virial theorem~12!:

~] ln E/] ln T!n2¸1~] ln E/] ln V!T51. ~15!

Here it is worth mentioning that a relation betweenPc(V)
andEc(V) sufficient for closing the relation~1! ~see Appen-
dix 2 for the dimensional method of calculatingPc(V) and
Ec(V)) can be extracted from expression~12! for the virial
theorem.

ANALYTICAL SOLUTION OF THE EQUATION FOR THE
PRESSURE

As an illustration it could be helpful to solve analyt
cally, at least in part, Eq.~14! for the pressure, for example
under the condition that the functionP(V,T0)[ f (V) is
given. Such equations can be solved by two methods:
method of characteristics and the method of separation
variables. For solving Eq.~14! by the method of character
istics it is convenient to rewrite this equation in the equiv
lent form

T~]P/]T!v2¸1V~]P/]V!T5¸2P. ~14a!

The equations of the characteristics of this equation
dT/ds5T and dV/ds52¸1V. Their solutions areT(s)
5C1exp(s) and V(s)5C2exp(2¸1s). To determineC1 and
C2 one can assume thats50, and, introducing new coordi
natess andt, requires to vary along the characteristics andt
to vary along the volume axis~the plane with abscissaV and
ordinateT will be called the (V,T) plane!. These conditions
can indeed be satisfied, since in the case of first-order lin
equations the initial condition given at some point on theV
axis will go over into the (V,T) plane along only one line —
the characteristic. These conditions ons andt are met by the
functionsT(s)5T0exp(s) andV(s)5texp(2¸1s). By elimi-
nating the parameters from these equations, it is easy
obtaint — a parametric equation of the characteristics in
(V,T) plane

T~V;T!5T0~ t/V!1/̧ 1. ~16!

An equation forP is obtained along the characteristi
~16!:

~dP/ds!5¸2P→P~s;t !5P~s50;t !exp~¸2s!,

and therefore the solution of the initial equation~14a! in the
(V,T) plane is

P~V,T!5 f @V~T/T0!¸1#~T/T0!¸2. ~17!

To solve Eq.~14! by the method of separation of var
ables it is convenient to rewrite this equation in a differe
equivalent form:

~1/̧ 2!~] ln P/] ln T!n2~¸1 /¸2!~] ln P/] ln V!T51.
~14b!

If the solution of this equation is sought in the spec
form P(V,T)5F1(V)F2(T), then the preceding equatio
assumes the formTF28/F25¸21¸4VF18/F1[l. Hence it
is easy to obtain
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F1~V!5F1~V0!~V/V0!¸5; F2~T!5F2~T0!~T/T0!l,

where ¸2511¸1 ; ¸3[¸1 /¸2 ; ¸4[¸2¸3 ;
¸5[(l2¸2)/¸4.

Then the complete analytical solution of Eq.~14b! has
the form

P~V,T!5P0~V/V0!¸5~T/T0!l, P0[P~V0 ,T0!. ~18!

The boundary conditionP(V,T0)5 f (V) makes it pos-
sible to calculate the constantsl andP0. Indeed, the bound-
ary condition in the form

P0~V/V0!¸55 f ~V![A~V/V0!q ~19!

directly yields the two equalitiesP05A and ¸55q, since
relation ~19! should hold for arbitraryV. The equality
¸55q in turn determines the separation parameterl5¸1q
1¸2. Then the complete solution assumes the form

P~V,T!5 f ~V!~T/T0!q¸11¸2. ~20!

In this solution, which can be compared with the so
tion ~17!, the temperature dependence is singled out exp
itly. This fact can be used to obtain from the identity~4! an
explicit expression for the internal energy also:

E~V,T!5E~V0 ,T!

1~q11!¸1~T/T0!q¸11¸2E
n0

n

f ~V!dV. ~21!

Here onlyE(V0 ,T) is unknown, and once again it must b
taken from experiment. Thus, to calculate the press
P(V,T) and internal energyE(V,T) of a classical system
uniquely it is necessary to prescribe two boundary conditi
of the type P(V,T0)[ f (V)[A(V/V0)q and E(V0 ,T)
[x(T).

TEMPERATURE OF AN ADIABATICALLY COMPRESSED
SUBSTANCE

In adiabatic compression processes (dQ5dE1PdV
50) the question of the final temperature of the material
a special place. In the case of a perfect gas there exist e
theoretical formulas for the gas temperature: gradual~static!
adiabatic compression of a perfect gas,

TVg215const→T5T0~r/r0!g215T0sg21 ~22!

and shock~dynamic! adiabatic compression of a perfect ga

T5T0P8~¸1P8!/~¸P811!;

¸5~g11!/~g21!; P85P/P0 . ~23!

In the case of gradual adiabatic compression of an a
trary body, however, there is only a quadrature formula
calculating the gas temperature exists,3,4

T5T0expF2E
1

2

~]P/]E!vdVG
5T0expF2E

1

2

~]Pt /]Et!vdVG ; 1[V0 ; 2[V,

~24!
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and to calculate the temperature, in practice, it is necessa
have the pressure as a function of volume and ene
P5P(V,E) in a static process~along the Poisson adiabat!.
This function is known only in the case of a perfect gas:

E~V,P!5VP/~g21!→P5~E/V!~g21!, ~25!

whereg21 is the Gru¨neisen coefficient for a perfect gas.
Then the isentrope~24! goes over to Eq.~22!. However,

the isentrope~24! can be somewhat simplified, if the Mie
Grüneisen relation~5! is used:

T5T0expF2E
1

2

G~V!dV/VG ; 1[V0 ; 2[V. ~26!

It is important that the combination of the virial theore
~12! of classical systems with the SA~8!, which is valid for
any substance and in any aggregate state of the subst
makes it possible to calculate purely analytically the te
perature of a shock-compressed classical system also,
course,Ps andVs are known. Here it should be noted that
the Feynman formulas ~2!–~3! the expression Ekin

5(3/2)RT is used forEkin instead of expression~11!, i.e.,
Ekin of a system consisting of structural units for whic
g55/3. According to Feynman this is because in the cas
condensed classical systems it is ‘‘very difficult’’ in practic
to take into account the internal degrees of freedom of
structural units. For this reason, Feynman assumes that
systems consists of inert-gas particles and, settingg55/3,
that the structural units of the systems possess only tran
tional degrees of freedom. Ifg55/3 in the virial theorem
~12! also and a purely Coulomb potential is used~in this case
one must setSn51), then the virial theorem~12! assumes
the very simple form

6PV52E13RT. ~12a!

Then, combining this relation with the SA~8! yields

Ts2T05~7Vs2V0!Ps/3R, ~27!

where Ps and Vs must be taken from shock experimen
V051026(m/r)m3 is the molar volume of the substance,m
is the molar mass~in grams! of the substance (m equals
numerically the molecular mass of the material!, r is the
normal density of the substance~in g•cm23), R58.31 J/
mole•K, T05300 K, and the differenceTs2T0 is in K or °C
.

Similarly, for the case of the virial theorem~12!

Ts8511$~g21!Snn/2@3~g21!2Snn#%

3~P0V0 /RT0!$~Ps8Vs821!

3@~61Snn!/Snn#2~Ps82Vs8!%. ~28!

In Eq. ~28! Ps8[Ps /P0 and Vs85Vs /V0. Switching in
Eq. ~28! to a perfect gas~which requires taking the limit
Sn→`) yields the well-known form4

Ts8511@~g21!P0V0/2RT0#@~12P8V8!1~P82V8!#.

~23a!

For a strong shock wave Eq.~28! assumes the form
to
y
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of
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Ts85~1/2!$~g21!/@3~g21!2Snn#%

3~P0V0 /RT0!@~61Snn!Vs82Snn#Ps8 . ~29!

For the case of a perfect gas Eq.~29! gives the well-
known result4

Ts85@~g21!/~g11!#Ps8 , ~30!

since in this caseV8'(g21)/(g11)→12V8. For a solid
~in which caseP0'0), Eq. ~29! assumes the form

Ts5~1/2R!$~g21!/@3~g21!2Snn#%

3@~61Snn!Vs2V0Snn#Ps . ~31!

Finally, a different ~kinematic! expression can be ob
tained for the excess temperature produced by shock c
pression of a solid (D andu are, respectively, the velocity o
the shock wave and the mass velocity of the matter beh
the shock wave; see next section!:

Ts2T05~1/nRSnn!$3D2@~61Snn!/2#u%u,

n[@3~g21!2Snn#/~g21!, ~32!

which is similar to the thermodynamic expression~28!.
Switching in Eq.~32! to g55/3 and a Coulomb potentia
(Sn51) yields

Ts2T05~1/R!@2D2~7/3!u#u. ~32a!

Using the Lennard–Jones potential2 in Eq. ~28!

U~ ur j2r j 8u!5A1 /r 122A2 /r 6, ~33!

whereA1 , A2.0, Snn518, Eq.~28! becomes

Ts8511$3~g21!/@~g21!26#%~P0V0 /RT0!

3@~4/3!~P8V821!2~P82V8!#

'11@~g21!/~g27!#~P0V0 /RT0!@4P8V823P8#

→Ts2T05@4~g21!/~g27!R#

3@~V/V0!20.75#V0Ps . ~34!

This formula makes it possible to estimate the compr
sion at which the Lennard–Jones potential comes into p
— (V/V0),0.75, if g,7. However, expression~28! also
admits a negative difference (Ts2T0),0, if a certain rela-
tion holds between the parametersg andSnn. Although, due
to its unusual nature, this effect is reminiscent of the sit
tion of a rapidly stretched rubber band,6 it should be used,
most likely, as an additional condition on the actually po
sible form of the relation between the internal paramet
Snn and g ~if the actual central two-particle potentia
U(ur12r2u) can indeed be represented precisely in the fo
U(ur12r2u) [U(r )5SnAn /r n). Of course, this effect doe
not occur under shock compression of a perfect gas, wh
there is no parameterSnn associated with the presence
interaction in the system.

SHOCK ADIABAT AND THE EQUATION OF STATE OF A
MATERIAL

At present, the construction of different theoretical mo
els of the equation of state~mainly in the single-particle ap
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proximation! is a very complicated and internally not pa
ticularly consistent scheme: The total energy, internal
free, must be constructed from separate ‘‘pieces,’’ for whi
moreover, different approximations are used in part. T
only advantage of such a scheme is the formal thermo
namic consistency, since everything else is obtained only
the appropriate differentiation. Of course, the theoretica
constructed equations of state must be compared with ex
ment. But experiments on gradual self-similar compress
~they refer to temperatures of the order of tenths of an
and pressures of the order of several Mbar; 1 eV5 11600 K;
1 bar 5 106 dynes/cm25105 Pa '1.02 kgf/cm2[1.02 at
'0.98 atm! do not yet cover the temperature and press
ranges which are now required~tens of eV and tens o
Mbar!. For this reason, the main source of reference data
experimental results on shock compression of material7,8

which, of course, it is difficult to treat as self-similar~rather,
it is one-dimensional!. Such compression will be close t
self-similar if the shock pressure is so high that the con
bution of shear stresses~stiffness contribution! becomes neg-
ligibly small. In this case, the degree of volume compress
of the material is determined mainly by the Coulomb int
action of its electrons, while its hardness~the shear moduli!
is determined by the Coulomb interaction of its nuclei. E
eryone uses the points of the experimental SA as a test.
this, the theoretical SA is constructed from the expressio
found theoretically, for the internal energy and pressure
solving the SA Eq.~8! numerically~substituting the theoreti
cally found expressions forE5E(r,T) and P5P(r,T) the
equation for the SA assumes the formF(r,T)50); the so-
lution of the equationF(r,T)50 is sought forTi , givenr i .
Then Pi5P(r i ,Ti) is calculated according to the theore
cally found equation of stateP5P(r,T). The point of inter-
section of the straight linesr5r i and P5Pi gives theith
point of the theoretical SA. The points of the experimen
SA are plotted on the SA constructed in this manner and
acceptability of the theoretically calculatedE5E(r,T) and
P5P(r,T) is judged. The equation of state itself can also
extracted directly from the experimental SA. Moreover, i
tially, the main goal of producing and measuring high pr
sures is to establish the actual equation of state of the m
rial at high pressures, temperatures, and densities.
approach to using the experimental SA is described in de
in Ref. 4 and 5.

The experimental data on the shock compression o
material are usually presented in the form of individu
points in the (r,P) or (s,P) plane, wheres[r/r0, and
these points are calculated using only the two relations

P5P01uDr0 ; s5D/~D2u!

~ for a solid P5uDr0!, ~35!

following from the formulas4,5,9

~V02V!D25~P2P0!V0
2 ;

u5@~V02V!~P2P0!#1/25~P2P0!/Dr0 , ~36!

which relate the kinematic quantitiesD andu of the process
of shock compression of the material with its thermodynam
quantities in the same process. HereD is the shock-wave
r
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velocity in the as yet unperturbed material andu is the ve-
locity at which the material is dragged the shock wave
hind the shock front~the total specific energy of the en
trained matter 5E1u2/2). In experiments on shock
compression of matter, only these two kinematic quantit
are measured:D directly and u indirectly. The equation
f (D,u)50 itself is called the kinematic SA of the materia
In the general case, this relation is unknown, in contrast to
thermodynamic SA~8!. Relation ~8! is meaningful only
when the functionE5E(V,P) is known, in which case the
SA assumes the explicit formP5P(V). Actually, however,
the exact form of the functionE5E(V,P) is known only for
a perfect gas, for whichE5VP/(g21). For this reason, the
explicit form of the thermodynamic SA for perfect gas
is4,5,9

P~V;T!5P0~GV02V!/~GV2V0!; G[~g11!.
~37!

For some reason the literature does not contain the e
tion of the kinematic SA even for a perfect gas, even thou
as we have already mentioned, the functionE5E(V,P) for
it is known exactly. This is especially strange, since expe
menter almost always present their results graphically in
form of a kinematic SA, i.e., in the formD5D(u), and not
in the form of the thermodynamic SAP5P(V). The kine-
matic SA, in contrast to its thermodynamic SA, cannot
expressed in an explicit form even for a perfect gas:

D22D~g11!u/25gP0V0 . ~38!

This formula follows from Eqs.~35! and~8! ~or from the
SA ~37! for a perfect gas!, if the internal energy, pressure
and volume of the gas are expressed only in terms of k
matic quantities (E5@P01uD/V0#(D2u)V0 /(g21)D
only for a perfect gas;P01P52P01uD/V0 , V02V
5uV0 /D — these relations hold for any solid! and substi-
tuted into Eq.~37!.

In contrast to the thermodynamic SA~8!, which is
known for an arbitrary system, the kinematic SA cannot
obtained even in an implicit form, i.e., in the formf (D,u)
50, and even for a classical system. However, it will ce
tainly be helpful to express it using relation~35!, the virial
theorem ~12!, and the SA ~8!, at least in the form
f (D,u,T)50 ~of course, the same thing can also be done
the thermodynamic SA of a classical system!. This expres-
sion is

~6/Snn!D2u1$2nR~T2T0!2@~61Snn!/Snn#u2%D

22P0V0@~31Snn!/Snn#u50,

n[@3~g21!2Snn#/~g21!. ~39!

Now it is evident that for a solid (P0'0) the kinematic
SA ~39! assumes an almost explicit formD5D(u,T)

D~u!5@~61Snn!/6#u2~1/3!nR~T2T0!Snn~1/u!.
~40!

If the second term in Eq.~40! is small for some reason
thenD(u) will be a linear function of the velocityu. Such a
dependence has indeed been found in experiments on s
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compression of the solids, and it holds fairly well for ma
of them away from their phase transitions~PTs!.

I shall now say a few words about whyP0, which is the
ordinary atmospheric pressure, need not be taken into
count for a solid. From the formula for the pressure o
perfect gasP5(N/V)kT it is evident that the thermal pres
sure in condensed media should be greater than in a ga
approximately the same factor as the densityN/V of their
structural units is greater. But a gas develops a pressur
one atmosphere~atm! at room temperature (T5300 K! and
with N/V of the order of 1019 cm3 ~i.e., of the order of the
Loschmidt number 2.6931019 cm23). In condensed media
however, the number of structural units~for example, atoms
and molecules! is of the order of 1023 cm23 ~of the order of
Avogadro’s number@(N/V)5NA /m#). For this reason, the
thermal pressure here is approximately 104 times greater at
the same temperature.

ON THE TWO-TERM REPRESENTATION OF
THERMODYNAMIC QUANTITIES

In questions involving theoretical calculations of th
equation of state of matter, the internal energy and pres
of the material are often separated into cold and wa
parts4,5 as done in Eq.~1a!. This separation is most widel
used in the theory of the thermodynamic SA. This is b
cause, as already mentioned above~see Eq.~8!!, this SA is
known generally only in the implicit formf (E,P,V)50 ~see
Eq. ~8!!, since the functionE5E(V,P), required for obtain-
ing the explicit formP5P(V) of the SA, is known exactly
only for a perfect gas. For this reason, in the general case
still strives to expressE, appearing in Eq.~8!, in terms ofP
to obtain a relation of the typeE5E(V,P) but independent
of f (E,P,V)50, i.e., of Eq.~8!, to close the latter relative to
P and V only. For this, the Mie–Gru¨neisen relationPt

5G(V)/Et /V ~see Eq.~5!! is usually used for lack of any
thing more suitable~the virial theorem, unfortunately, give
not E5E(V,P) but ratherE5(V,P,Ek)). It is then neces-
sary to introduce a separation of the type~1a!, which is en-
tirely correct only in gradual processes and in shock re
tions. In using such separations,P is separated fromE,
appearing in Eq.~8!, according to the scheme

Es5Ec
s1Et

s5Ec
s1@Vs /G~Vs!#Pt

s

5Ec
s1@Vs /G~Vs!#~Ps2Pc

s!,

and upon substituting this expression into Eq.~8! it is easy to
obtain the SA in an explicit form, in which, however, thre
functions only of the volume will now appear:Ec

s(Vs),
Pc

s(Vs), and G(Vs). The first two functions should no
present any difficulties. For them, the dependences onV and
the relation betweenEc

s andPc
s , which hold in gradual ther-

modynamic processes, should be used: Since the interna
ergy and pressure of the system are functions of the sta
the system,Ec

s(Vs)5Ec
fl(Vfl) if Vs5Vfl and similarly forPc

s

andPc
fl , and therefore the relation betweenPc

s andEc
s should

be the same as in the case of gradual processes, i.e., Eq~1!.
In these arguments one is immediately alerted by the
that theAc

s , in contrast toAc
fl , are not complete quantities

and thereforeAc
s andAt

s need not be functions of the state
c-

by

of

re

-

ne

-

en-
of

ct

the system and the equationAc
s(Vs)5Ac

fl(Vfl) with Vs5Vfl

need not hold. Here only the complete quantityAs5Ac
s

1At
s will be certainly a function of state. This is confirme

by an analytical investigation also. Indeed, for simplicit
consider the case of shock compression of a solid~then P0

50), which is initially atT50 ~and therefore one can als
setE050). Then the SA~8! at first can be written as

2E~V,P!5~V02V!•P, ~8a!

i.e., in this case the total specific energyEtot5(V02V)•P
5E1Ekin imparted to the material by the shock wave
distributed equally between its internal energyE and its en-
trainment energyEkin5u2/2, which is very interesting in it-
self. Thus, after the substitutionAs5Ac

s1At
s the SA ~8a!

itself becomes

2Ec
s~Vs!12Et

s~Vs ,Pt
s!5~V02Vs!Pc

s1~V02Vs!Pt
s .
~8b!

HereV0 is fixed andVs assumes arbitrary values. But the
in order for Eq.~8b! to hold identically with respect toVs

two identities must be satisfied:

2Ex
s~Vs!5~V02Vs!Pc

s , ~41!

2Et
s~Vs ,Pt

s!5~V02Vs!Pt
s . ~42!

These relations are completely analogous to the co
plete relation~8a!, but they do not admit a similar interpre
tation. It is much more important, however, that relation~41!
differs from the cold isentrope~1a!. This attests to the fac
that the functionsAc

s andAt
s are not functions of state of th

system — they are exclusively artificial constructs. There
one other substantial difference in this question: Althou
state functions should not depend on the method by wh
the system reaches the final state~here fixed here by the
volume Vs), initially they are determined strictly only fo
gradual ~static! thermodynamic processes, where one ta
about only diverse continuous paths of a transition from
initial into the final state, and in the process the system m
pass through all intermediate states. In the case of sh
compression, however, the system jumps from the initial i
the final state, bypassing all of its intermediate states,
this jump can actually transfer the material from the SA of
initial phase to the SA of some other phase. This phase n
not be the phase following in an order corresponding
gradual compression. The difference, analytically noted,
tween relations~41! and ~1a! ~quantitatively, this difference
~expressed by the area of a triangle! is negligible, since only
one curvilinear side of the triangle, being the zeroth ise
trope, need be replaced by a straight line connecting
same initial and final points! could be attributable to the fac
that in the case of gradual compression the independent
ables in the functionsEc(V) and Et(V,S) can beV and S,
while in the case of shock compressionV and S can no
longer be independent; here onlyV ~in the analytical coordi-
natesV, P(V)) or only P ~in the natural coordinatesP,
V(P)) can vary arbitrarily. For this reason, the separations
the typeAs5Ac

s1At
s with a static relation betweenEc

s and
Pc

s and a static dependence ofEc
s on Vs are incorrect.



-
p
s.

t

th
n

rn
te

e
th
ia
r
b
ei
ne
al
ia

e
ra

nc
o

n
n
ria
al
y
o

a
-

a
m-
. In
ural
eo-

ial

ng

to

uit-

ula-
m
in
nd

ral

s
ue
as

1143Tech. Phys. 43 (10), October 1998 M. F. Sarry
Using a separation of the type~1a!, one can attempt to
write all thermodynamic identities~they interrelate the ther
modynamic parameters of materials in static processes
formed on them! separately for the cold and warm part
Thus, the identity

dE~V,S!5TdS2P~V,T!dV, ~43!

written using separations of the type~1a!, assumes the form

dEc~V!1dEt~V,S!52Pc~V!dV1TdS2Pt~V,T!dV.
~44!

Since relation~44! remains an identity, it should spli
into two relations:

dEc~V!52Pc~V!dV,

dEt~V,S!5TdS2Pt~V,T!dV. ~44a!

Other identities for the free energy, the enthalpy, and
Gibbs potential can be separated in exactly the same man
while the identity~4! will assume the form3

dEc~V!/dV52Pc~V!,

T~]Pt /]T!n5~]Et /]V!T1Pt~V,T!. ~4b!

It is now evident from expressions~44a! and~4b! that in
gradual processes both the individual parts of the inte
energy and the pressure can be state functions of the sys
i.e., for example, the Mie–Gru¨neisen relation~5! is not
meaningless in static thermodynamic processes.

APPENDIX 3

1. Virial theorem.A relation between the pressure, th
kinetic and potential parts of the internal energy, and
volume of a system is usually referred to as the vir
theorem.1,10 A derivation of this relation for the particula
case of a classical system with an interaction potential
tween the structural particles in the form of functions of th
coordinates with a fixed degree of homogeneity is contai
in Refs. 1 and 10. In Ref. 3 a simpler, quantum-mechanic
derivation of this relation is given on the basis of the var
tional principle of quantum mechanics.11 Moreover, this
derivation also holds for the case, which is sometim
forced, that the interaction potential energy of the structu
particles of the material is expressed in the form of a fu
tion of the relative coordinates with different degrees of h
mogeneityU(r )'SnAn /r n[SnUn(r ). Since Ref. 3 is not
readily accessible3 and to achieve complete the presentatio
it probably makes sense to present here a brief derivatio
the expression for the virial theorem. It is based on the va
tional principle and perturbation theory in the form of virtu
work: If the linear dimensions of the volume of a bod
change isotropically under infinitesimal uniform and hydr
static compressionL→L85(12«)L, then this compression
will lead to the following change in the potential:Un(r )
[An /r n5(12n«)An /r 8n5(12n«)Un8 , where the prime
here and below marks parameters of the compressed m
rial. Now, the variational principle11 must be taken into ac
count, and the fully primed equationH8um8&5Em8 um8& must
er-

e
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,
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be replaced by a partially primed equationH8um&5Em8 um&,
which introduces an error, proportional to«2, in the quantity
Em8 2Em . For this reason, we can write

2P[^]H/]V&5 lim~n8→n!^~H82H !/~V82V!&.
~A1!

If H2Hkin[SnUn(r ), then (H2Hkin)85Sn(1
1n«)Un(r ), and (H2Hkin)82(H2Hkin)5«SnnUn(r );
V82V523«V. Now relation~A1! gives

3VPpot~V,T!5SnnEn
pot~V,T!. ~A2!

The averagê . . . & in Eq. ~A1! can be interpreted as
static average over a Gibbs distribution or a quantu
mechanical average over the ground state of the system
the case that there is no interaction between the struct
particles of the system, classical or quantum, the virial th
rem of the system must evidently have the form

3VPkin~V,T!53~g21!Ekin~V,T!, ~A3!

where the thermodynamic parameterg is always the expo-
nent in the Poisson equationPVg5 const for a given ideal
system and simultaneouslyg5Cp /Cn only in the case of a
classical ideal~but necessarily monatomic!! gas.

For this reason, the most general form of the vir
theorem is

3VP~V,T!53~g21!Ek~V,T!1SnnEn
p~V,T!

53~g21!Ek1@SnnEn
p/Snn#Snn

'3~g21!Ekin~V,T!1Epot~V,T!Snn. ~A4!

If the material is treated as a collection of interacti
electrons and nuclei~then one must setg55/3 and
Snn→1), Eq. ~A4! assumes its standard form10

3VP~V,T!52Ekin~V,T!1Epot~V,T!. ~A5!

It now remains to make two remarks. First, contrary
the often encountered assertions that the virial theorem~A5!
can be used to calculate the pressure directly, it is not s
able for this purpose even whenEkin and Epot are known,
since the use of this equation always results in the calc
tion of a small difference of large quantities, which the su
2Ekin1Epot is. The same is also true of the virial theorem
the form~A4!. Second, since the specific internal energy a
the equation of state of a perfect gas have the form10,12

Ekin~T!5 i ~RT!/2m; Pkin~V,T!5RT/mV, ~A6!

where i is the number of degrees of freedom of a structu
particle of this system, we have

Cn[~]E/]T!n5 iR/2m;

Cp[Cn1P~dV/dT!p5~ i 12!R/2m.

Theng[Cp /Cn5(21 i )/ i , and sincei can assume only
integer valuesi 50, 1, 2, 3, . . . ,̀ , g can assume the value
g52/0, 3/1, 4/2, 5/3, 6/4, . . . , 1. This leads to a uniq
‘‘quantization’’ of the maximum compression of such a g
by a single shock wave:
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r lim[@~g11!~g21!#r05~11 i !r0

5r0 ;2r0 ;3r0 ;4r0 ;5r0 ; . . . ;`. ~A7!

2. Cold pressure of a simple substance.3,13 Dimensional
considerations can also be used to calculate the cold en
of a substance. Consider an electrically neutral~on the aver-
age! cell of a cold simple substance. The total energy of
cell can be represented as a sum of the kinetic and Coul
energies. The dependencesEc

kin(n) andEc
coul(n) of the den-

sities of these parts of the energy of a cell on the elect
density in the cell~the Coulomb part contains the electro
electron interaction energy and the interaction of electron
the cell with the nucleus of the cell! can be easily found from
dimensional analysis of the operators\2D/2m ande2/r ; they
should be proportional ton5/3 andn4/3, respectively, becaus
Ec

kin(n) can depend only on the three parameters\, m, and
n, i.e., Ec

kin/uvu;\smtnp. But the energy density has the d
mensions @E/V#5ML21T22. Then @\2mtnp#
[(ML2T21)sMt(L23)p5ML21T22→s52, t521, andp
55/3. The Coulomb energy density can depend only on
parameters: e and n. Then one obtains analogous
Ec

coul/uvu;e2n4/3. Thus the energy of a cold cell~it is pro-
portional to the cell volumeuvu) can be written in the form
of a function of its electron densityn as

Ec
cell~n!5A1n2/31A2n1/3. ~A8!

The specific energy of this substance can be obtai
hence by multiplying byNA /A — the number of atoms pe
unit mass of the substance (A is the mass number of th
substance!. Since the average volume per atom of a sim
substance with densityr is Vav5A/rNA , the average elec
tron density in the cell will benav[z* /Vav , wherez* is a
certain effective number of free electrons per atom of
substance; of course, this number depends on the densi
the substance, but between PTs it can be regarded as fi
Hence one obtains the relationnav5(z* /A)rNA and the for-
mula for the specific energy is

Ec~r!5@A1¸1/3r1/31A2#¸1/3r1/3, ¸[z* NA /A. ~A9!

The derivative of this expression gives the pressure
the cold substance

Pc~r![2]Ec /]V5r2]Ec /]r

5r5/3¸1/3@2A1¸1/31A2r21/3#. ~A10!

The equilibrium density of the material~for a given
phase! can be determined from the condition that the pr
sure equals zero in the substance in this state:

Pc~r0!50→2A1¸1/31A2r0
21/350.

Hence A2 can be expressed in terms ofA1 and r0:
A2522A1(¸r0)1/3. Then the specific energy of the co
substance and the pressure in it assume the form

Ec52A1¸2/3r1/3@~r1/3/2!2r0
1/3#

52A1¸2/3s1/3@~s1/3/2!21#; s[r/r0 ;
gy
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Pc5~2A1/3!¸2/3r4/3@r1/32r0
1/3#

5~2A1/3!¸2/3r0
5/3s4/3@s1/321#.

The remaining free parameterA1 can likewise be ex-
pressed in terms of the characteristics of the substance i
equilibrium ~for a given phase! state, keeping in mind the
expressions for the square of the isothermal sound velo
and isothermal bulk modulus in the substance~Ref. 4, p.
554!

C252V2dPc /dV5dPc /dr5dPc /r0ds,

K[2VdPc /dV5rdPc /dr5sdPc /ds.

Simple calculations using the expression forPc give for
the sound velocity

C25~2A1/9!¸2/3r1/3@5r1/324r0
1/3#5C0

2@5s2/324s1/3#,

C0
2[~2A1/9!~¸r0!2/3.

Now the expressions for the parametersA1 andA2 are

A15~9C0
2/2!/~¸r0!2/3; A2529C0

2/~¸r0!1/3.

The expression for the bulk modulus is

K5~2A1/9!¸2/3r4/3@5r1/324r0
1/3#5K0@5s5/324s4/3#,

and therefore there is a simple relationK5(2A/9)(¸r)2/3r
5C2r. Now the expressions forEc andPc assume the very
simple form

Ec59K0r0
21@~s2/3/2!2s1/3#,

Pc53K0@s5/32s4/3#. ~A11!

These formulas describe the relations existing o
within a single phase of the substance, for whichr0 andK0

are the equilibrium values.
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Vibrational pumping of H 2 molecules in a hydrogen stream flowing through a
cesium–hydrogen discharge
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The H2 molecular vibrational distribution function that is formed in a flow of molecular
hydrogen is calculated. It is assumed that the hydrogen stream flows in a planar channel and passes
through two sections in succession. In the first section a cesium–hydrogen discharge and
preliminary vibrational pumping of H2 molecules occur. In the second section, where there is no
discharge, thev –v exchange process results in a considerable increase in the density of
vibrationally excited molecules in a certain upper part of the vibrational spectrum. The possibility
of using the vibrational distribution function produced in this manner to generate negative
hydrogen ions as a result of subsequent dissociative attachment of electrons to vibrationally excited
molecules is discussed. ©1998 American Institute of Physics.@S1063-7842~98!00210-4#
l-
io
y,
if
ge
iv
n
tio
ve
o

-
te
d
gl

ra

a
-
b

he

at
h

hy

re
ar

fo

ion

H
h a

he

r of
-
ow

arate
les

-
of

is
n
n

ra-
-
d in

ig.
nel
ely

la-
al
en
I.
1. The generation of vibrationally excited hydrogen mo
ecules is now of very considerable interest in connect
with a variety of applications~ion sources, plasma chemistr
and others!. As a rule, such molecules are generated in d
ferent types of discharges containing either a pure hydro
plasma or a hydrogen plasma with an easily ionized addit
specifically, cesium. Depending on the specific applicatio
different schemes are used to produce vibrational excita
of H2. For example, in existing bulk sources of negati
hydrogen ions, where H2 ions are generated in the process
dissociative attachment~DA! of thermal electrons to vibra
tionally excited H2 molecules in the ground electronic sta
X1Sg

1 ~Ref. 1! vibrational excitation is often accomplishe
by a cascade method using radiative deexcitation of sin
electronically excited statesB1Su

1 , C1Pu* , and others.2 In
H2 sources employing such a two-step scheme for gene
ing vibrationally excited molecules H2(X1Sg

1), the vibra-
tional excitation and dissociative attachment processes
as a rule, separated in space.3–5 The separation is accom
plished either by organizing a separate discharge cham
where excited H2 molecules are formed~two-chamber
source!, or by producing a so-called hybrid source,3,4 where
the separation occurs in a single discharge chamber w
fast cathodic electrons which excite H2 molecules are held
near the chamber walls as a result of drift in crossedE andH
fields. Here the H2 ions are generated in a dissociative
tachment process at the center of the chamber, where t
are no fast or hot thermal electrons which destroy H2 ions
and the electron temperatureTe;1 eV, i.e., the optimal
value for dissociative attachment processes.6 Among a num-
ber of works devoted to the theory of two-chamber and
brid sources, we call attention to Ref. 4, where H2 and D2

sources are optimized with respect to the discharge cur
and the electron temperature, and the theory is comp
with experimental data.

We note that spatial separation of H2 vibrational excita-
tion and H2 generation processes could be very desirable
1141063-7842/98/43(10)/9/$15.00
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another reason, on which we shall dwell here in connect
with the possible use of a low-voltage~LV ! cesium–
hydrogen discharge for generating vibrationally excited2
molecules.7 Since such a discharge can be produced wit
comparatively high density of both electrons and H2 mol-
ecules~see, for example, Refs. 8 and 9!, vibrational excita-
tion processes can occur in it intensively directly in t
ground electronic stateX1Sg

1 in both e–v processes and
v –v exchange processes. At the same time, in a numbe
applications, specifically, in H2 sources for controlled ther
monuclear fusion, it is desirable to have a comparatively l
hydrogen pressure in the region from which H2 ions are
extracted. For this reason, it is also advantageous to sep
in space the generation of vibrationally excited molecu
~the first, relatively high-pressure chamber! and the forma-
tion and subsequent extraction of H2 ions ~the second, low-
pressure chamber!. The required pressure differential be
tween the chambers can be produced by efflux
vibrationally pumped hydrogen at the sound velocityVs

from the first chamber into the second chamber.
In the present paper it will be shown that if the flow

properly organized, the vibrational distribution functio
~VDF! of H2 molecules flowing out of the first chamber ca
be appreciably improved, specifically, in the range of vib
tional numbersv that is important for dissociative attach
ment processes. Preliminary results have been publishe
Ref. 10.

2. The flow model considered here is illustrated in F
1a. The molecular hydrogen stream flows in a chan
formed by two parallel walls and passes successiv
through sections I and II~of lengthh1 andh2, respectively!.
A low-voltage cesium–hydrogen discharge between two p
nar electrodes is produced in section I. The initial vibration
pumping of the hydrogen occurs here. Next, the hydrog
flows into the section II, which is insulated from section
Hydrogen flows out from the end of the channel (x5h2) of
section II at the sound velocityVs . The walls of section II
5 © 1998 American Institute of Physics
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are maintained at close to room temperature. Intensifica
of the vibrational pumping of H2 molecules in a definite
upper part of the vibrational spectrum occurs in a nonre
nantv –v exchange process in cold gas in this section.

The variation of the pressurep(x) and densityNH2
(x) of

molecular hydrogen along the channel in section II can
determined approximately by analogy to a viscous gas fl
in a circular pipe~cf. Ref. 11!. For a sufficiently long chan-
nel (h2 /L@1), on averaging the gas-dynamic velocity~Ref.
12, p. 81! over the transverse cross section, we obtain
following expression for the average flow velocityV in a
planar channel:

V52
L2

12h

dp

dx
, ~1!

whereh is the viscosity of molecular hydrogen.

FIG. 1. a — Diagram of hydrogen flow in a channel: I — Discharge zone,
II — flow of vibrationally pumped gas in the channel; b — distribution of
the flow parameters along the channel:1 — p, 2 — NH2

, 3 — NH , 4 — V,
5 — ^Ev&, 6 — Tv5(E1 /k)/ ln(N0 /N1). Discharge parameters:L50.3 cm,
h1.1 cm, NH2

(0)5331016 cm23, NH
(0)51.6231014 cm23, Te50.88 eV,

NCs
(0)5731013 cm23, ne52.0731013 cm23, NH2

(0)
55.131012 cm23, ^Ev&

50.366 eV,Tv50.59 eV. Gas temperature in the dischargeT050.08 and in
the channelT50.04 eV.
n

-

e
w

e

Assuming thatV5Vs at the channel cutoff, we obtain
the molecular hydrogen pressure distribution along
channel

p~x!5@p0
22~p0

22ps
2!x/h2#1/2. ~2!

Here p05p(0) is the hydrogen pressure at the channel
trance, i.e., approximately the pressure in the discharge,
ps is the pressure at the cutoff. The lengthh2 and widthL of
the channel are related by the relation

h2 /L5~Rs/24!~cp /cv!21@~p0 /ps!
221#, ~3!

where Rs5rsLVs /h is the Richardson number, calculate
with respect to the transverse sectionL of the channel and
the flow parameters at the cutoff;rs5MH2

ps /kT is the
hydrogen density atx5h2; and,T is the gas temperature i
the channel.

The parameters of the plasma in the initial low-volta
discharge~section I! and the gas parameters in the chan
~section II! were assumed to be uniform over the cross s
tion. As an example, Fig. 1b shows the distribution of t
main flow parameters along the channel in section II:
pressurep, the molecular hydrogen densityNH2

, and the
flow velocity V, as well as the average vibrational ener
^Ev& and vibrational temperatureTv of the molecules, de-
fined in terms of the populationsN0 and N1 of the ground
and first excited vibrational levels, and the densityNH of
atomic hydrogen~see below!.

3. Let us now discuss the main aspects of the calcula
of the component composition of the plasma and the VDF
the initial low-voltage discharge. The parameters of t
plasma in a low-voltage cesium–hydrogen discharge w
calculated by the method of Ref. 13, which was develop
for a uniform gas-discharge gap. The plasma studied wa
quite dense discharge plasma, in which the cathode b
relaxes in the plasma on electron–electron pair collisions
the beam energy is expended on heating of the ther
electrons.14 The calculation was performed in two steps9

First, the system of equations determining the electron
vibrational kinetics in the discharge was solved at a fix
electron temperatureTe . All plasma parameters, includin
the VDF f v

(0) of H2 molecules and the ion fluxesj 1 extracted
from the plasma on each electrode, were found from
solution of this system. Second, the system of boundary c
ditions which describes the balance of charged particles
the energy of the electrons in the near-cathode and n
anode boundaries of the plasma was solved with the kno
plasma parameters. The near-cathodew1 and near-anodew2

potential barriers in the Langmuir sheaths and the elec
fluxes j e1 and j e2 extracted from the plasma to the catho
and anode were determined from the solution of this syst
As a result, the voltageU5w12w2 and the discharge curren
j 5 j e22 j i , which correspond to the set of plasma para
eters determined at the first stage, were found. We call at
tion to an important circumstance, which distinguishes
burning regimes investigated in the present work, those
low-voltage cesium–hydrogen discharge in a dense, co
sional plasma, from similar regimes which were previou
investigated theoretically in Ref. 13, in particular. The bur
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ing regimes of a low-voltage Cs–H2 discharge that were
studied in the present work are characterized by comp
tively low emission currentsj s,10 A/cm2, which makes it
much easier to produce the regimes in practice. This is il
trated in Fig. 2, which showsw1 , w2 , U, and j as functions
of j s . One can see that a typical low-voltage regime, wh
at the channel cutoffw1,Ed /q (Ed is the threshold for di-
rect dissociation of H2 by electron impact!, is produced for
moderate values of the cathode emission current 5, j s,10
A/cm2. The required vibrational pumping of H2 molecules to
high vibrational levels is now achieved not only in the d
charge but also as a result of the subsequent increase i
density Nv of vibrationally excited molecules due to a
appropriate organization of the flow in the channel.

As a result of the quite low flow velocityV0 of the gas in
the discharge zone, the low-voltage discharge was calcul
by a method developed for a gas-discharge gap wit
plasma at rest. At the same time, there are two circu
stances, specific to a discharge in a moving plasma, that m
be analyzed. The first one is the relatively long vibration
relaxation time of molecules, which in a number of cas
leads to comparatively slow formation of the VDFf v

(0) of H2

molecules in the discharge. To take this circumstance
account a calculation of the establishment of the VDF of

FIG. 2. Discharge voltage and current and near-electrode potential ba
in the Langmuir sheaths versus the cathode emission current:1 — U, 2 — j,
3 — w1 , 4 — w2 . Discharge parameters:L50.3 cm,h1.1 cm, NH2

(0)53

31016 cm23, NH
(0)51.831014 cm23, Te50.65 eV, NCs

(0)51014 cm23, ne

53.2631013 cm23, NH2
(0)

53.831012 cm23, ^Ev&50.335 eV,Tv50.55 eV.
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molecules was carried out for the typical working plasm
parameters of our cesium–hydrogen discharge. The com
tational method is presented in Ref. 15. In addition to R
16, in the present calculations the time dependence of
densityNH of hydrogen atoms and negative hydrogen io
NH2, which are established comparatively slowly, was tak
into account in the vibrational relaxation process. Figure
displays the computational results in the form of ratios of
instantaneous VDFf v(t) to its value established in the dis
charge f v

(0)[ f v(`). The calculations were performed fo
two values of the translational temperatureT0 of the gas in
the discharge. One can see that the character of the v
tional relaxation depends onT0 ~cf. Figs. 3a and 3b!. At
higher temperaturesT0, characteristic maxima appear in th
dependencesf v(t)/ f v(`). These peaks show that the rela
ation of the populationsNv(t) of the upper levels to their
steady-state valuesNv

(0)[Nv(`) is nonmonotonic. The non
monotonic behavior is due tov – t exchange, which at high
gas temperaturesT0 is more pronounced and starts to infl
ence the populations of the upper vibrational levels subs
tially, decreasing them appreciably at the end of the vib
tional relaxation process. We note that for this reason a
higher gas temperature (T050.08 eV! the steady-state popu
lationsNv

(0) of the upper vibrational levels and, together wi
them, the atomic densitiesNH

(0) are appreciably lower than a
a low temperature (T050.026 eV). The total vibrational re
laxation time in both examples istv

(0).15 ms, and the cor-
responding total vibrational relaxation length isl v

(0)5V0tv
(0)

.1 cm.
Second, the specific nature of a discharge in a mov

plasma is manifested as a quite slow establishment of
translational temperatureT0 of the gas in the discharge. Thi
is an important, since, as indicated above, the translatio
temperatureT0 appreciably influences the vibrational rela
ation process and the character of the steady-state vibrat
distribution in the discharge. Under the conditions cons
ered, the heating of the gas in the discharge gap is ma
due not to heat release in the discharge plasma~in elastic
collisions of electrons with heavy particles or inv – t and
nonresonantv –v exchange processes! but rather to contact
of the gas with the hot emitter, i.e., the formation of
expanding thermal boundary layer near the emitter. Estim
ing the emitter lengthhT for which the thicknessdT of the
thermal boundary layer equals the widthL of the interelec-
trode gap,16 we obtainhT5u•Pr•R0L, where Pr5h0cp /k0

is the Prandtl number, R05r0LV0 /h0 is the Reynolds num-
ber calculated from the flow parameters in the discha
zone (k0 ,h0, andr0 are the thermal conductivity, viscosity
and density of hydrogen in the gas-discharge gap, andcp is
the specific heat at constant pressure!, andQ;0.1 is a nu-
merical factor. As a result, for typical discharge and flo
parameters considered here, the gas temperatureT0 charac-
teristic for a stationary discharge is established in the d
charge zone at a distancehT.0.2 cm, i.e., more rapidly than
the VDF. The remaining times and corresponding charac
istic lengths~Maxwellization of the electrons, ionization o
Cs atoms,17 and others! are appreciably shorter than th
times considered above. Therefore, in order for there to

rs
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FIG. 3. Vibrational relaxation of H2 molecules in the plasma of a low-voltage discharge~the numbers of the vibrational levels are indicated on the curv!:
NH2

(0)5331016 cm23, NCs
(0)51014 cm23, Te50.8 eV,ne55.831013 ~a!, 5.431013 cm23 ~b!; NH

(0)57.831014 ~a!, 3.331014 cm23 ~b!; NH2
(0)

56.631012 ~a!,

731012 cm23 ~b!; T050.026~a!, 0.08 eV~b!.
is
ow
ng

ob
u-
ly
io

u
a
tu
er

t
fo

g

s

y,

l
f

by
e

he

-

les
for-

and
enough time for the plasma to relax completely in the d
charge zone to a state characteristic for a stationary l
voltage discharge, under the conditions considered the le
of the discharge zone must satisfyh1.1 cm. This condition
is assumed to hold below.

For what follows, it is important to set the temperatureT
of the gas in the channel, i.e., in section II. Since the pr
abilities for the highly excited vibrational levels to be pop
lated by nonresonantv –v exchange increase considerab
~compared with the corresponding vibrational deexcitat
probabilities! as the translational temperatureT decreases, it
is desirable for the gas temperature in the channel to be q
low. In specific calculations, we shall assume that the ch
nel walls are at room temperature, while the gas tempera
T in the channel is somewhat higher than the room temp
ture; this approximately takes into account some heating
the gas in the channel by means ofv – t and nonresonan
v –v exchange. Most of the calculations below are
T50.03–0.04 eV. Since the relaxation lengthhT of the gas
temperature is very small compared with the channel len
h2, we shall neglect the change in pressurep over the dis-
tance;hT ~Fig. 1b! and we shall introduce a jump in the ga
temperatureDT5T02T at the boundary (x50) of the gas-
discharge gap~section I! with the channel~section II!. For
continuous pressuresp and neutrals fluxes at the boundar
this results in corresponding jumps in the densitiesNH2

and
-
-
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n
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n-
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r

th

NH and flow velocity V at the boundary. The vibrationa
distribution function f v and the degree of dissociation o
hydrogen remain continuous. The values ofNH2

, NH , andV

in the discharge zone, i.e., before the jump, are denoted
NH2

(0) , NH
(0) , and V0. The corresponding quantities after th

jump in temperature are denoted byNH2
(0), NH(0), and

V(0).
4. The vibrational distribution function of H2 molecules

in the channel of section II was determined by solving t
system of equations

d

dx
~NvV!5I v

~vv !$Nv%1I vM
~vt !$Nv%1I vA

~vt !$Nv%1I v
~w!$Nv%

~v50,1,2,. . . ,14! ~4!

where Nv(x) is the density of vibrationally excited mol
ecules in the levelv in the channel.

The terms on the right-hand side of Eq.~4! take into
account successivelyv –v andv – t exchange with hydrogen
molecules and atoms and vibrational relaxation of molecu
on the channel walls. The corresponding expressions are
mulated in the same way for both the discharge section I
channel II. The terms describingv –v andv – t exchange are
expressed in the same matter as in Refs. 8 and 13.
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We shall discuss separately the termsI v
(w)$Nv%, describ-

ing the interaction of molecules with the channel walls.
contradistinction to the discharge section I, in channel
where there is noe–v exchange, the specific form of th
termsI v

(w) is very important, since it strongly influences th
VDF f v(x) formed there. It is convenient to describe t
losses of vibrationally excited molecules at the walls by
troducing a corresponding effective lifetimetv , so thatI v

(w)

3$Nv%52Nv /tv . For a gas at rest in a gap with parall
flat walls, the expression fortv can be written by analogy to
Ref. 18 in the form

tv5
L2

Dsd
1

L

v̄

22gv

gv
. ~5!

Here L5L/p is the effective diffusion length for a plana
geometry;Dsd5(3p/16A2)v l H2

is the self-diffusion coeffi-

cient of H2 molecules;19 v5A8kT/pMH2
; l H2

51/NH2
s̄ (1) is

the mean free path of H2 molecules; and,gv is the probabil-
ity that a H2 molecule excited to the levelv vanishes at the
wall. The first term on the right-hand side of Eq.~5! is much
greater than the second term ifgv@(3p2/8A2)(l H2

/L). In
this casetv5td[L2/Dsd, where td is the time for mol-
ecules to diffuse to the wall, which does not depend ongv .
Sincel H2

/L!1, this limit in any case obtains forgv;1. In
the opposite limiting case of very smallgv (gv
!(3p2/8A2)(l H2

/L)), tv52L/(gvv) and the lifetime is
much greater than the diffusion timetd . It is shown in the
Appendix that when certain conditions are satisfied an
pression of the typeI v

(w)$Nv%52Nv /tv , wheretv is deter-
mined from Eq.~5!, correctly describes the loss of particle
~molecules, atoms, and so on! from the gas flow at the wall
Since the second term in Eq.~5! in the limit of very smallgv
is quite obvious and its use for a gas at rest or a moving
requires no justification, the analysis is made in the App
dix for the example of the calculation of particle losses fro
the flow in the opposite, diffusion limit, for whichgv;1 and
t5td . The specific calculations were performed for t
losses of atomic hydrogen diffusing from the flow to t
channel wall in section II. The diffusion coefficientD12 of
atomic hydrogen in molecular hydrogen is taken fro
Ref. 20.

5. We shall now consider the calculation of the pro
abilitiesgv of surface deactivation of molecules on the cha
nel walls. The calculations performed in the present pa
both taking into account and neglecting the surface deact
tion of H2 molecules, using expression~5! show that the
VDF f v(h2) of H2 molecules in high vibrational levels de
pends strongly ongv . This makes it necessary to take a
count of the specific mechanism of the interaction of2
molecules with the walls in the theoretical analysis of t
flow of vibrationally excited hydrogen in the channel.

It is obvious that to decrease losses of vibrationally
cited molecules at the walls the channel walls must be m
of a material with the largest possible potential barrier
adsorption of molecular hydrogen on the surface. In w
follows, as an example of such material, we consider cop
for which values of the barrier in the range 0.8–1.5 eV ha
,

-

-

as
-

-
-
r,
a-

-
e

r
t
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been found.21–24The most complete data known to us on t
probabilities of surface deactivation of H2 molecules on cop-
per are contained in Ref. 23. In Ref. 23 it was shown that
the comparatively low kinetic energies of H2 molecules in-
teracting with a wall (Ekin ,0.1 eV, as studied in the prese
work!, the surface deactivation is due to the tunneling of2

molecules through the surface potential barrier, and the p
ability wv(Ekin) of such tunneling was determined as a fun
tion of the vibrational quantum numberv for v<10 and
molecular kinetic energyEkin .0.1 eV. In the present work
we setgv5wv(Ekin) in the calculations. The data of Ref. 2
were extrapolated to vibrational numbersv511–14. Since it
is difficult to extrapolate the data of Ref. 23 into the regi
Ekin,0.1 eV, in the present work the values ofwv calculated
for Ekin50.1 eV have been used in the calculations. F
some values ofv this appreciably increases the probabili
wv of surface deactivation of the molecules. It was assum
that in the case of stationary gas flow the interaction with
wall does not change the total number of H2 molecules in the
flow, i.e., the decrease in the number of vibrationally exci
molecules as they relax on the wall is compensated by
sorption of ground-state molecules (v50) from the wall. In
Ref. 23 two sets of data were obtained, corresponding to
different orientations of the molecular axis relative to t
surface — parallel to and perpendicular to the surface
with the molecule located at the top of the potential barrie
the solid–gas interface. The calculations showed that the
sults are essentially independent of the orientation of
molecule. We employed the data referring to the case
which a molecule located at the top of a potential barrie
oriented perpendicular to the surface.

6. We shall now examine the computational results.
the calculations, the densityNH(x) of hydrogen atoms along
the channel~see Appendix! was found simultaneously with
the VDF of the H2 molecules from the system of equation
~4!. In accordance with Eq.~A8! NH(x) was determined
from the equation

d

dx
~NHV!52NH /td

~H! . ~6!

As initial conditions~at x50) for Eqs.~4! and ~6! we
used the known VDFf v

(0) and the known molecular densit
NH2

(0)5NH2

(0)T0 /T and atomic densityNH(0)5NH
(0)T0 /T

established after the temperature jump in the gas at the c
nel entrance. The computational results are displayed in F
1b and 4, 5, and 6.

The ratio of the VDFf v(x) formed during the hydrogen
flow in the channel, to the initial VDFf v(0)5 f v

(0) formed in
the discharge is presented in Figs. 4a, 5a, and 6a. One
see that the process leading to the establishment of the V
f v(x) in the channel can be divided into two stages. At t
first stage the populations of the highly excited vibration
states decrease rapidly as a result of the rapidv – t relaxation
on the hydrogen atoms, which is a consequence of the v
large values of the constants forv – t exchange of H2 mol-
ecules with H atoms. At the second stage a very strong~for
certain levels by many order of magnitude! increase of the
populations occurs as a result of vibrational pumping by n
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FIG. 4. Variation of the vibrational distribution function during hydrogen flow in a channel: a — Along the channel~the numbers of the vibrational levels ar
indicated on the curves!; b — vibrational distribution function at the beginning and end of the channel:1 — f v(0), 2 — f v(h2); h253.5 cm; the discharge
parameters and the gas temperature in the channel are the same as in Fig. 1b.
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resonantv –v exchange in the cooled gas. We note that
increase in the populations of the vibrationally excited2
molecules accompanyingv –v exchange was observed
Refs. 25–27 in the afterglow of discharges containing vib
tionally excited hydrogen. Figure 5c displays separately
an enlarged scale the initial stage of deformation of the V
of the molecules at the channel entrance. Figure 5c re
mainly to several upper levels and illustrates the initial
crease~cf. Fig. 5a! in the populations of the highest leve
due to their population by recombination processes when
gas temperature decreases by an amountDT.

The results displayed in Figs. 4 and 5 were obtain
taking account of the vibrational deactivation of H2 mol-
ecules on the channel walls. The results presented in Fi
were obtained for the same parameters of the discharge
flow as in Fig. 5 but neglecting the vibrational deactivation
the walls, i.e., forgv50. Comparing Figs. 5a and 6a show
that in the example considered taking account of H2 deacti-
vation on the channel walls decreases the VDFf v(h2) by
approximately two orders of magnitude for the vibration
levels whose populations are most intensively enhance
the channel. In a variety of other examples the differen
between the computational results obtained taking into
count and neglecting surface deactivation is much sma
For example, for computational parameters correspondin
e

-
n
F
rs
-

e

d

6
nd
t

l
in
e
c-
r.
to

Fig. 4 this difference does not exceed one order of mag
tude.

Figures 4b and 6b display the initialf v(0)5 f v
(0) and

final f v(h2) molecular VDFs. Figures 5b and 6b show
addition plots of the quantities

Gv~h,Te8!5
f v~h!Kv~Te8!

^KDA~h,Te8!&
, ~7!

where

^KDA~h,Te8!&5(
v

f v~h!Kv~Te8! ~8!

it is the effective dissociative attachment constant, wh
gives the total rate of H2 formation due to electron attach
ment to all vibrational levels.

The quantityGv is the probability~normalized to 1! of a
H2 ion being produced in the process of dissociative atta
ment of electrons having temperatureTe8 to molecules ex-
cited to the levelv and possessing a VDFf v(h). Here
Kv(Te) is the corresponding dissociative attachme
constant6 andh is the channel length. The quantityGv char-
acterizes the relative contribution of different vibrational le
els to the dissociative attachment process. It is assumed
this process occurs in the chamber into which the vib
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FIG. 5. Same as Fig. 4: a — Along the channel~the numbers of the vibrational levels are indicated on the curves!; b — vibrational distribution functions and
relative contribution of different levels to dissociative attachment at the beginning and end of the channel:1 — f v(0), 2 — f v(h2), 3 — Gv(0.07 eV!, 4 —
Gv(h2 , 0.7 eV!, 5 — Gv(h2 , 0.2 eV!; c — initial stage of vibrational relaxation in the channel: the parameters of the discharge plasma are the sam
Fig. 2; the gas temperature in the dischargeT050.06 eV and in the channelT50.03 eV; j s54.5 A/cm2, j .5 A/cm2, U.7.9 V, w158.65 V, w250.75 V.
n

m

e
u

e
h
pt

e

n
i-

n
e

br
t

nal
he
ly
ra-
ma

in-
ro-

um
ra-

6.

-

e

tionally pumped hydrogen flows and in which the electro
have a Maxwellian distribution with temperatureTe8 . One
can see how after passage through the channel the maxi
of Gv shifts to higher values ofv, i.e., to higher values of the
dissociative attachment constants.6 In the present paper th
channel and flow parameters were not optimized for the p
pose of maximizing the effective constant^KDA(h,Te8)& as a
result of the passage of vibrationally pumped hydrog
through the channel. A special paper will be devoted to t
subject. Here we shall examine only the choice of the o
mal electron temperatureTe8 for dissociative attachment in
the chamber into which the vibrationally pumped hydrog
flows. In Fig. 7~cf. Fig. 8 in Ref. 4! the effective dissociative
attachment constant is plotted as a function ofTe8 for several
computational variants: without enhancement in the chan
~curve1! and after ‘‘enhancement’’ of the vibrational distr
bution in the channel~curves2 and 3, for which the vibra-
tional deactivation of molecules on the channel walls is a
is not taken into account, respectively!. One can see that th
greatest gain in̂ KDA& is obtained at low temperatureTe8 ,
when comparatively high vibrational levels (v.7 –9!, whose
populations are appreciably enhanced as a result of vi
tional pumping in the channel, make the main contribution
s
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n
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n

el

d
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o

dissociative attachment. The largest increase in vibratio
pumping of H2 molecules in the channel is achieved on t
levels v.9 –12. Although these levels make a relative
small contribution to the dissociative attachment, their vib
tional pumping can be very substantial in a variety of plas
chemical applications.

In summary, it was shown that a very considerable
crease in the populations of vibrational states of the hyd
gen molecule in a quite high part of the vibrational spectr
can be obtained by appropriately organizing a flow of vib
tionally pumped hydrogen in a channel.

This work was supported by Grant INTAS No. 94-31
We thank Yu. Z. Ionikh and S. M. Shkol’nik for a

helpful discussion.

APPENDIX

The diffusion of H atoms in a flow of molecular hydro
gen is described by the equation

V•¹NH2D12¹
2NH50, ~A1!

whereV[V(0) is the flow velocity at the entrance into th
channel of section II.
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FIG. 6. Same as in Fig. 5 but neglecting vibrational deactivation of molecules on the channel walls.
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In Eq. ~A1! the recombination of atomic hydrogen into
H2 molecule inside the channel28 and the change in the flow
velocity V on the initial section of the channel are neglecte
The boundary conditions to Eq.~A1! correspond to prescrib
ing the initial distributionNH(0,y) of the atoms at the chan
nel entrance and setting the density NH on the absorbing
walls and at infinity equal to zero:

NH~x,0!5NH~x,L !50, ~A2!

NH~`,y!50. ~A3!

ExpandingNH(x,y) in a Fourier series

NH~x,y!5 (
k51

`

ÑH~x!sin
pky

L
~A4!

and substituting expression~A4! into Eq. ~A1! we find

NH~x,y!5 (
k51

`

Ñk~0!

3expH 2@A11~dk!221#
x

dLJ sin
ky

L
, ~A5!

whered52L/Vtd
(H) andtd

(H)5L2/D12.
From Eq.~A5! we determine the atomic hydrogen de

sity ^NH& averaged over the cross section of the channel
.
^NH&5 (

k51

`

Ñk~0!

3expH 2@A11~dk!221#
x

dLJ 11~21!k11

pk
.

~A6!

Under the conditions considered here one hasd,1
(d.0.5), and the important values ofx are those for which
x;Vtd

(H) , i.e., L/x.d/2. Then it is sufficient to take into
account only the term withk51 in the sum overk in Eq.
~A6!. This gives

^NH&>
2Ñ1~0!

p
expF2

x

V•td
~H!G ~A7!

and

dIH

dx
52

^NH&

td
~H!

, ~A8!

where I H5V^NH& is the atomic hydrogen flux densit
averaged over the cross section.

One can see from Eq.~A8! that the quantitiesL andtd
(H)

introduced above are indeed the effective length and ef
tive diffusion time, respectively, of atomic hydrogen fro
the core of the flow to the channel wall. For 2L,Vtd an
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equation of the type~A8! also describes approximately th
losses of other impurities present in the flow at the chan
walls.
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Numerical investigation of cross-flow separation in three-dimensional supersonic flows
around circular cones

Yu. P. Golovachov and N. V. Leont’eva
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The problem of supersonic three-dimensional flow over sharp cones is solved using the system
of Navier–Stokes equations in a locally conical approximation. Numerical solutions are
found using an implicit finite-difference scheme with second-order exponential approximation of
the equations with respect to the cross-flow coordinate. The appearance and development
of cross-flow separation on the leeward side of the cones in a laminar regime of gas flow in the
shock layer are investigated. ©1998 American Institute of Physics.@S1063-7842~98!00310-9#
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INTRODUCTION

As the angle of attack increases, the three-dimensio
supersonic flow over conical bodies is accompanied
cross-flow separation, which results in the formation o
very complicated vortex structure on the leeward part of
body. The formation of vortices has a substantial effect
the aerodynamic characteristics and the heat transfer betw
the gas and the surface in the flow. An important feature
flow over conical bodies which have a smooth contour of
cross section, in particular, circular cones, is that the posi
of the point of cross-flow separation is not known in a
vance. The appearance of cross-flow separation and fu
development of the structure of the gas-dynamic field on
leeward side of the body are determined by molecular tra
port and viscous–nonviscous interaction processes, w
makes it necessary to use the Navier–Stokes model in
calculations. Numerical investigations of three-dimensio
supersonic flow over sharp cones have been performe
this model, for example, in Refs. 1–6. Besides cross-fl
separation, the computational results demonstrate chara
istic features of the flow, such as the appearance of sec
ary vortices and internal shocks, increase in the heat flu
the surface of the body in the leeward part of the symme
plane of the flow, change in the shape of the forward sh
wave, destruction of the symmetry of the separated flow,
transition to a nonstationary periodic regime of flow over t
body. However, the existing results do not contain syste
atic data on the conditions for the appearance of these c
acteristic features and the development of structure of flow
the shock layer. Even for circular cones, the computatio
results refer to a comparatively narrow range of flow con
tions that corresponds to existing experimental data for R
nolds numbers Re*105 and high supersonic Mach number

In the present paper we present computational results
flow over sharp circular cones at incident-flow Mach nu
bers 1.5< M`<8, Reynolds numbers 102&Re&105, and
relative angles of attack 0<a/qc<3, wherea is the angle
of attack andqc is the cone half angle. The appearance
cross-flow separation in the laminar regime of gas flow in
shock layer is investigated for flow over circular cones.
formation about the limiting values of the angle of attack
which cross-flow separation arises and their dependenc
1151063-7842/98/43(10)/6/$15.00
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the cone half angle, the Reynolds number, the Mach num
and the temperature of the surface in the flow is obtain
from the numerical solutions of the Navier–Stokes eq
tions. The change occurring in the structure of the g
dynamic field and the pressure, heat flux, and friction str
distributions on the surface of cones when the conditions
flow over the cones change is investigated.

STATEMENT OF THE PROBLEM

The numerical investigation of three-dimensional sup
sonic flow over sharp cones is performed assuming loc
conical gas flow in the shock layer.7 The Navier–Stokes
equations are written first in a cylindrical coordinate syst
(x,r ,q), where thex axis is aligned along the longitudina
axis of the cone. Next it is assume that the values of
gas-dynamic functions remain unchanged along rays dr
from the vertex of the body. Under this assumption

]

]x
5

r

x

]

]r
~1!

and the calculation of three-dimensional flow over the bo
reduces to solving a two-dimensional problem in the pla
x5 const, whose distance from the vertex of the cone
determined by the value of the Reynolds number
5r`V`x/m` . Here the subscript̀ marks parameters of th
unperturbed incident flow. The applicability of such an a
proximation for calculating three-dimensional superso
flow over sharp conical bodies is confirmed by the satisf
tory agreement of the results with the solutions of thre
dimensional problems and with the experimental data.4,7,8

The boundary conditions of the problem are formulat
as follows. All components of the gas velocity vanish on t
cone surface. Moreover, the temperatureTw or the condition
of thermal insulation]T/]n50 is prescribed. The oute
boundary of the computational region is set at the forw
shock wave. Here the Rankine–Hugoniot relations are u
as boundary conditions. Under these conditions the flow
the shock layer is stationary and symmetric relative to
plane containing the velocity vector of the incident flow
Correspondingly, the computational region is bounded by
half plane 0<q<p using the symmetry conditions at th
boundaries.
4 © 1998 American Institute of Physics
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In the calculations the model of a homogeneous per
gas with specific heat ratiog51.4 is used. The coefficient o
viscosity is calculated using the Sutherland formula for
and the Prandtl number Pr50.72.

NUMERICAL METHOD

A change to the new independent variables

n5
r 2r w

r s2r w
, s5

q

p
, ~2!

transforms the computational region into a unit square. H
r 5r w and r 5r s(q) is the equation describing the contou
of the cross section of the body and the forward shock w
in the sectionx5 const.

The stationary solutions are found by relaxation usin
constant-direction numerical method.7 After a change to di-
mensionless variables, the Navier–Stokes equations in
locally conical approximation assume the form

E
]X

]t
2

1

r Re

]

]nS A
]X

]n D1B
]X

]n
1C

]X

]s
1D X1F50,

~3!

e
]X

]t
1b

]X

]n
1c

]X

]s
1d X1f50. ~4!

HereX5$Tuwvp%T is a column vector of the desired func
tions;T, p,andr are the temperature, pressure, and densit
the gas, respectively;u, v, andw are the components of th
velocity vector in thex, n, ands directions, respectively. The
matrix equation~3! includes the equation of energy balan
and the equations for the components of the momentum
the x and s directions, and the matrix equation~4! contains
the equation of momentum balance in a projection onn and
the continuity equation.

The initial equations are approximated by a two-lay
implicit finite-difference scheme9 in which an exponentia
approximation is used in the transverse coordinaten for Eqs.
~3!, while difference formulas of the type

] f

]n
;

f j 112 f j

Dn
, j 51, . . . ,J, ~5!

wheref stands for any of the unknown functions, are used
Eqs.~4!.

The first element of the vectorf in Eqs. ~4! contains a
repeated derivative of the normal component of the gas
locity. This derivative can be approximated by a symme
difference formula

]

]nS m
]v
]nD;

m j 11~v j 122v j !2m j~v j 112v j 21!

2~Dn!2
,

j 52, . . . ,J22. ~6!

At the mesh points near the boundaries (j 51, j 5J21)
asymmetric, approximations are used instead of Eq.~6!.

Repeated derivatives with respect tos and mixed deriva-
tives in all equations are approximated by central differe
relations. At large Reynolds numbers (Re*104) the use of
central difference formulas for derivatives with respect tos
ct

r

re

e

a

he

f

in

r

r

e-
c

e

in the convective terms of the equations caused the num
cal solution to oscillate in the circumferential direction. Th
oscillations were eliminated by switching to one-sided d
ference approximations using (6) splitting of the corre-
sponding matrix of coefficients10

C
]X

]s
5C1S ]X

]s D L

1C2S ]X

]s D R

,

C15R
D1uDu

2
R21, C25R

D2uDu
2

R21. ~7!

HereD is a diagonal matrix of eigenvalues of the matrixC;
R is a matrix consisting of the right-hand eigenvectors of
matrix C; the superscriptsL and R correspond to left and
right one-sided difference formulas. In the method e
ployed, the calculation of each step in time is performed
iteration. All of the coefficients of the equations, terms co
taining derivatives with respect tos, and free terms are cal
culated from the results of the preceding iteration. As a
sult, the system of difference equations in the curr
iteration decomposes into independent linear subsystem
the rayss5 const. In the above-indicated method of diffe
ence approximation of the equations in the transverse c
dinate, these subsystems have tridiagonal block matrice
coefficients and can be solved by vector elimination. T
position of the forward shock wave is determined at the sa
time that the field of the gas-dynamic functions in the sho
layer is calculated. For this, the condition that the surface
the flow is impenetrable is used; this condition is transpor
to the outer boundary of the computational region a
attached to the Rankine–Hugoniot relations.

The difference scheme employed is of second-order
curacy in both spatial coordinates. Depending on the con
tions of flow over the body, several tens to several hundr
of time steps are required to establish a stationary solut
The number of iterations in the calculation of a new tim
layer varied from 1 to 4. A large part of the calculations w
performed on a mesh containing 31 rayss5const with 51
mesh points on each ray. The coordinate transformations
scribed in Ref. 7, which increase the density of mesh po
in regions where the gradients of the unknown functions
large, were used to construct the difference mesh.

COMPUTATIONAL RESULTS

The computational results in dimensionless form are p
sented in the figures. The pressure and heat flux are scal
r`V`

2 andr`V`
3 , respectively. The coefficient of friction is

determined as the ratio of the friction stress on the co
surface tor`V`

2 . The temperatureTw of the cone surface is
given as a fraction of the stagnation temperatureT* of the
incident flow. In the cases where the temperatureTw is not
indicated, the results correspond to a thermally insula
cone surface.

We shall examine first the computational results ref
ring to the appearance of a cross-flow separation. Figur
shows the limiting angle of attacka* at which the cross-flow
separation of flow appears versus the cone half angle
three values of the Reynolds number. The limiting angle
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attack was determined from the change in sign of the der
tive of the circumferential component of the coefficient
friction Cf 2 at the points51.0. One can see in the figur
that, in the first place, the limiting angle of attack decrea
as the Reynolds number increases. In the second place
dependences are nonmonotonic: this indicates that the
gime of nonseparated flow over the body lasts longer
cones with half angles 12&qc&18°. As the Reynolds num
ber increases, the maximum in the dependencea* (qc) be-
comes sharper. Forq*16° in all cases studied one ha
a* ,qc , i.e., separation occurs before the generator of
cone, q5p moves into the ‘‘shadow’’ region. Fo
q&16° the limiting angle of attack can, depending on t
Reynolds number, be less than or greater than the cone
angle. The dependence of the limiting angle of attack on
Mach number of the incident flow, shown in the next figu
~Fig. 2!, is close to linear. As the temperature of the surfa
in the flow decreases,a* decreases somewhat. The tempe
ture factor becomes less influential as the Reynolds num
increases.

The onset of cross-flow separation is illustrated in Fig

FIG. 1. Limiting angle of attack versus the cone half angle. M`52; Re:
1 — 103, 2 — 3770,3 — 105.
a-
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which shows lines of constant values of the vorticity of t
cross flow on the leeward side of a cone with half an
qc512° and angle of attacka510°. The values of the vor-
ticity are scaled toV` /x. As follows from Fig. 1, in the case
at hand the angle of attack is somewhat larger than the c
cal value. The figure shows that cross-flow separation st
near the intersection of the contour of the body with t
symmetry plane. As the angle of attack increases and s
rated flow develops, the center of flow moves away from
surface of the body and the symmetry plane.

The structure of the velocity field of the cross flow an
its dependence on the temperature factor and the Reyn
number at large angles of attack are shown in Figs. 4a–
Here one can see the presence of a developed separated
whose intensity increases as the surface cools and the
nolds number increases. Figure 5 displays for one varian
the flow conditions the lines of constant values of the Ma
number of the cross flow M5Av21w2/c, wherec is the
local value of the sound velocity. The dotted curves cor
spond to M5 1.0. The unique form of the sonic line near th
leeward part of the symmetry plane is interesting. It is a

FIG. 2. Limiting angle of attack and the coordinate of the separation p
versus the Mach number. Re5104, qc510°, a520°, Tw50.25T* .
FIG. 3. Isolines of the cross-flow vortic-
ity. M`52, Re5105, qc512°, a510°.
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FIG. 4. Vector lines of the cross-flow velocity field. M̀52, qc510°, a530°; a — Re5377,Tw50.25T* ; b — Re5377; c — Re53770.
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seen in the figures that under the indicated conditions
forward shock wave has the normal form with maximu
departure from the surface of the body in the leeward par
the symmetry plane of the flow. This shape of the forwa
shock wave was also obtained for other flow conditions.

Figure 6 shows the position of the point of cross-flo
separation of the flow as a function of the angle of atta
scaled to the cone half angle. One can see that for not
large values of the ratioa/qc , as the angle of attacka
increases withqc held fixed, the region of separated flo
becomes wider, and, conversely, as the half angleqc in-
creases witha held fixed, this region contracts. This beha
ior persists up to a value of the relative angle of attack t
decreases as the cone half angle increases. Further inc
of the angle of attack has virtually no influence on the size
the separated region. It follows from the results presen
that fora/qc&2.3 the size of the region of separated flow
e

f
d

k
oo

t
ase
f
d

determined more by the change in the angle of attack t
the cone half angle. This is evident from the fact that t
contraction of the region of separated flow due to a decre
in a is greater than the expansion of the region due to
same decrease inqc . For a/qc*2.3 the dependence of th
size of the separated region on the cone half angle with
ratio a/qc held fixed becomes nonmonotonic. Compari
the results for the cases of a thermally insulated cone sur
and a surface at a fixed temperature~dashed and solid curve
2! demonstrates the expansion of the region of separ
flow when the surface in the flow is cooled. The results p
sented in Fig. 6 are in qualitative agreement with exist
theoretical and experimental data1–4,11 for large Reynolds
numbers.

For large angles of attack, as the Reynolds number
creases, a secondary separated flow arises. This effe
demonstrated in Fig. 7, which displays lines of constant v
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ticity of the cross flow near the wall on the leeward side
the cone. Figure 8 shows the change in the boundaries o
main ~curves1! and secondary~curves2,28! separated flows
as the Reynolds number increases. The solid lines co
spond toTw50.25T* , and the dashed line corresponds
Tw50.50T* . The figure also shows the results
measurements.11 It is evident from the results presented th
the influence of the temperature factor on the size of
main separated flow decreases as the Reynolds numbe
creases. The dependence ofqs on the Mach number of inci-
dent flow is shown in Fig. 2. Attachment of the main sep
rated flow to the cone surface occurs atq5p. As one can
see from Fig. 7, for sufficiently large Reynolds numbers
secondary separated flow arises inside the main sepa
flow. The variation of the coordinates of the points of sep
ration and attachment of the secondary separated flow
shown in Fig. 8~lines2 and28, respectively!. For large Rey-

FIG. 5. Isolines of the cross-flow Mach number. M`52, Re53770,
qc510°, a530°.

FIG. 6. Angular coordinate of the point of cross-flow separation versus
relative angle of attack. M̀52, Re53770,qc : 1 — 5, 2 — 10, 3 — 15°;
dashed curve —Tw50.25T* .
f
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nolds numbers the computed flow structure on the leew
side of the cone corresponds to the experimental results.4,11,12

Results demonstrating the influence of the Reyno
number on the change in pressure, the longitudinal com
nent of the coefficient of friction, the angle of deflection
the limiting streamlines, and the heat flux on the cone surf
are displayed in Figs. 9a–9d. The angle of deflection of
limiting streamlines from the direction of the generator of t
cone was calculated from the formulaQ5tan21(Cf 2 /Cf 1),
whereCf 1 andCf 2 are the components of the coefficient
surface friction along the generator and in the circumferen
direction.

The changes in the distributions of the above-indica
quantities reflect the change in the flow structure in the sh
layer as the Reynolds number increases. This change con
in a decrease of the thickness of the boundary layer on
windward part of the cone, intensification of the separa
flow in the leeward region, and appearance of a second
vortex. The coefficient of friction and the heat flux in th
windward region vary with increasing Reynolds number a

e

FIG. 7. Isolines of the cross-flow vorticity. M̀52, Re50.93105,
qc510°, a520°, Tw50.25T* .

FIG. 8. Boundaries of the separated flows versus the Reynolds num
M`52, qc510°, a520°, L — experiment of Ref. 11.
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FIG. 9. Distribution of the pressure~a!, coefficient of friction~b!, directions of the limiting streamlines~c!, and heat flux~d! over the surface of the cone
M`52, qc510°, a520°, Tw50.25T* , Re:1 — 622,2 — 3645,3 — 0.63105.
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cording to the boundary-layered law, i.e.,;1/ARe. The ef-
fect of a cross-flow separation on the distribution of the
quantities is manifested as a breakdown of their monoto
decrease in the circumferential direction and the appeara
of maxima atq5p. For Re50.63105, because of the ap
pearance of a secondary separated flow, the variation in
quantities, presented in Fig. 9, on the leeward part of
body becomes more complicated, and the values of the
efficient of friction and heat flux at the pointq5p exceed
their values atq50. The increase in the heat flux in th
leeward part of the symmetry plane of the flow was no
earlier in experimental and numerical investigations.2,3,11,12It
is explained by the presence of a return cross flow, wh
carries gas from the high-temperature outer region of
shock layer into the region near the wall.

CONCLUSIONS

A numerical investigation of the appearance and dev
opment of a separated cross flow on the leeward side
sharp circular cones was performed using a locally con
approximation of the Navier–Stokes system of equatio
The dependence of the structure of the gas-dynamic field
distributions of the resistance and heat-transfer parame
e
ic
ce

all
e
o-

d

h
e
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nd
rs

on the cone half angle, the Reynolds and Mach number
the incident flow, and the temperature factor was inve
gated.
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Capillary oscillations of a thin film of viscous liquid on a solid substrate
and its instability against surface charge

D. F. Belonozhko, A. I. Grigor’ev, and S. O. Shiryaeva

Yaroslavl State University, 150000 Yaroslavl, Russia
~Submitted June 16, 1997!
Zh. Tekh. Fiz. 68, 27–31~October 1998!

In a numerical analysis of the dispersion relation describing capillary motions in a thin film of a
viscous, surface-charged liquid with fluctuation forces taken into account, it is found that
the critical conditions of instability of the free surface of the liquid for a fixed thicknessd of the
liquid film in the region where the influence of the fluctuation forces is large~d,100 nm!
depend strongly on the wave number and do not depend on the viscosity of the liquid, that the
fluctuation forces strongly affect the wave number of the most unstable wavelength and
decrease the instability growth rate, and that the capillary motions of the liquid admit an analogy
with gravity–capillary motion and can be interpreted as fluctuation–capillary motions.
© 1998 American Institute of Physics.@S1063-7842~98!00410-3#
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The instability of a charged surface~Tonks–Frenkel in-
stability ~TFI!! of a thin liquid film on a solid substrate i
encountered in many academic, technical, and technolog
problems: the problem of the stability of a water layer on
surface of an ice core~melting hailstone! in a thundercloud
or in a vacuum liquid mass spectrometer; the problem of
stability of a layer of liquid metal in liquid-metal ion source
where electrospraying occurs from the lateral surface of
emitter tip along which the liquid metal is supplied~see, for
example, Refs. 1–3!. Capillary oscillations and the TFI of a
liquid of finite depth have been investigated repeatedly1–7

However, the merits of existing results, especially t
asymptotic transitions to a thin layer,7 greatly diminish for
films of thicknessd<100 nm. As shown in Ref. 5, for suc
a film the intermolecular interaction of the liquid with th
solid substrate must be taken into account. This interac
leads to the appearance of an additional pressure, the
called disjoining pressure due to fluctuation forces, wh
increases rapidly as the thickness of the liquid layer
creases:;d2r (3<r<4). It is reasonable to expect th
critical conditions for the TFI in such a system to change.8 In
existing works on the TFI3,6,7,9 the disjoining pressure wa
neglected or the electrohydrodynamic instability was a
lyzed in the model of an ideal liquid.8

1. We shall solve the problem of calculating the spe
trum of capillary waves on a flat charged surface of an i
ally conducting liquid layer, adjoining the vacuum, of thic
nessd, density r, viscosity n, and surface tensiong in a
gravitational fieldg and an electrostatic field. The top m
dium has a dielectric constant«. The intensityE of the elec-
tric field at the surface of the liquid is determined by t
potential difference between electrodes: the bottom electr
at z52d, on which the liquid layer lies, at potentialF1

50 and a parallel counterelectrode, separated from the
face of the liquid by distanceb, at potentialF25V.

Let thex axis of a Cartesian coordinate system, whosz
axis is directed vertically upwardsnzi2g (nz is the unit
1161063-7842/98/43(10)/5/$15.00
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vector in the direction of the Cartesianz axis!, determine the
direction of motion of a capillary plane wave;exp(st
1ikx), and let the planez50 coincide the free unperturbe
surface of the liquid (s is the complex frequency,k is the
wave number,t is the time, andi 5A21). Let the function
j(x,t)5j0 exp(st1ikx) describe a small perturbation of th
equilibrium flat surface of the liquid by a thermal capilla
wave motion of very small amplitude (j0;(kT/g)1/2, where
k is Boltzmann’s constant andT is the absolute temperature!.
The fluid velocity fieldU(r ,t) produced by the perturbatio
j(x,t) is an infinitesimal of the same order.

Current ideas about the nature of the disjoining press
do not have a rigorous theoretical justification and do
admit a universal analytical description of the phenomen
Aspiring only to a qualitative estimate of the degree to wh
this phenomenon influences the TFI, we shall confine o
selves to a model where the disjoining pressure on the
turbed surfacej(x,t) is related with the thickness of th
deformed layer as

Pd5
A

~d1j!3
,

which corresponds to the theoretical model of Ref. 5. T
value of the constantA.10213 erg is determined only in
order of magnitude. To linearize the problem, an expans
of Pd linear in j nearz50 must be used:

z50: Pd5Pd01Pd1 ,

Pd5
A

d3
, Pd152

3A

d4
j. ~1!

The linearized system of equations of hydrodynam
of a viscous liquid has the form@Note: hereD denotes the
Laplacian operator#

]U

]t
52

1

r
“P~U!1nDU1g, ~2!
0 © 1998 American Institute of Physics
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div U50, ~3!

z52d: U50, ~4!

z50: 2
]j~x,t !

]t
1Uz50, ~5!

n–~t–¹!U1t•~n–¹!U50, ~6!

2P~U!1rgj12rnn–~n–¹!U2Pd1~j!2PE~j!

1Ps~j!50, ~7!

whereP(U), PE(j), andPs(j) are corrections to the hydro
static, electrostatic, and surface tension pressure forces
to the perturbationj of the surface, which are all first-orde
infinitesimals inj;10,11Pd1 is defined in Eq.~1!; and,n andt
are unit vectors normal and tangent, respectively, to the
face of the liquid.

The electric potentialsF1 in the liquid andF2 in the
external medium each satisfy Laplace’s equation:

DF i50 ~ i 51,2! ~8!

with the boundary conditions

z52d: F150, ~9!

z5b: F25V, ~10!

z5j: F15F2 . ~11!

2. The problem was solved by the method described
detail in Ref. 10 — separation of the velocity fieldU
5U(r ,t) into two components: a potential component~with
velocity potentialw(r ,t)) and a rotational component~de-
scribed by a stream functionC(r ,t))

Ux5
]w

]x
2

]C

]z
, ~12!

Uz5
]w

]z
1

]C

]x
. ~13!

Finally, the scalar equations forw andC are

]C

]t
2nDC50, ~14!

Dw50 ~15!

and the expression forP(r ,t) is

P~U!52r
]w

]t
2rgz. ~16!

Substituting expressions~12! and ~13! into Eqs.~2!–~7!
gives the boundary conditions forw andC:

z52d:
]w

]x
2

]C

]z
50, ~17!

]w

]z
1

]C

]x
50, ~18!

z50:
]j

]t
5

]w

]z
1

]C

]x
, ~19!
ue

r-

n

2
]2w

]x]z
1

]2C

]x2
2

]2C

]z2
50; ~20!

r
]w

]t
1rgj12rnH ]2w

]z2
2

]2C

]x]zJ 2Pd1~j!2PE~j!

1Ps~j!50. ~21!

The system of equations~14!–~16! with the boundary
conditions~17!–~21! comprises the hydrodynamic part of th
problem in a scalarized form. The electrical part of the pro
lem ~8!–~11! can be solved by the methods of classical el
trodynamics, and it is not difficult to show12 that

PE~j!5Wkj coth~kb!, W5
«E0

2

4p
, E0[V/b.

The parameterW is proportional to the surface charg
density on the unperturbed surface. The expression for
correction to the pressurePs due to surface tension in a
approximation linear inj is10

Ps~j!'2s
]2j

]x2
.

3. We shall seek the solutions of the system~14! and
~15! which are bounded and periodic inx in the chosen co-
ordinate system in the form

w5~C1 sinh~mz!1C2 cosh~mz!!exp~st2 ikx!, ~22!

C5~C3 sinh~qz!1C4 cosh~qz!!exp~st2 ikx!, ~23!

whereC1 , C2 , C3 , C4 , ands are complex quantities.
Substituting expressions~22! and~23! into the boundary

conditions~17!–~21! yields a homogeneous system of fiv
linear algebraic equations for the unknown constantsC1 ,
C2 , C3 , C4 , andj0

GC112rnqC31Fj050,

2rnkC21GC450,

2C1 sinh~kd!1C2 cosh~kd!2C3 sinh~qd!

1C4 cosh~qd!50,

kC1 cosh~kd!2kC2 sinh~kd!1qC3 cosh~qd!

2qC4 sinh~qd!50,

C21C42sj050,

where

G[
rn

k
~k21q2!, q2[k21s/n,

F[rg1
3A

d4
1gk22Wkcoth~kb!.

A necessary and sufficient condition for the existence
a nontrivial solution of the system of equations obtained
that the determinant consisting of the coefficients of the
known quantitiesCi andj0 vanish:
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U G 0 2rnq 0 F

0 2rnq 0 G 0

2sinh~kd! cosh~kd! 2sinh~qd! cosh~qd! 0

k cosh~kd! 2k sinh~kd! q cosh~qd! 2q sinh~qd! 0

0 1 0 1 2s
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This condition gives a dispersion relation for the spe
trum of capillary motions of the liquid in the system bein
analyzed. In dimensionless variables, in whichr5g 5d
51, the dispersion relation has the form

4qk2~k21q2!1~k21q2!2

3~k sinh~k!sinh~q!2q cosh~k!cosh~q!!

14k3q~q sinh~k!sinh~q!2k cosh~k!cosh~q!!

2
Z~k,W!

n2
~q cosh~q!sinh~k!2k cosh~k!sinh~q!!50,

q2[k21s/n,

Z~k,W![kg13Ak1k32Wk2 coth~kb!. ~24!

Here the previous notation is retained for all dimensionl
quantities measured in units of their characteristic sca
g* 5g/rd, A* 5gd, n* 5Agd/r, k* 51/d, s* 5Ard/g,
W* 5g/d, b* 5d.

4. Equation~24! differs from the dispersion relation fo
the analogous problem in which the disjoining pressure
neglected12 only by the definition of the parameterZ(k,W).
It is easy to see that it has many similar properties.
example, from the properties of hyperbolic functions13,14 it
follows that if (k,q) is a solution of Eq.~22!, then (k,2q)
and (k,q) are also solutions of Eq.~24! (q is the complex
conjugate ofq). The simplest obvious solutions of Eq.~24!

FIG. 1. Stability boundary for a charged free surface of a liquid (Z(k,W)
50) with fluctuation forces taken into account:A51025, g51029;
b: 1 — 10, 2—102, 3—103, 4—104, 5—105.
-

s
s:

is

r

ares50 (q5k) ands52nk2 (q50). All solutions of the
dispersion relation~24! are defined on the top sheet of
Riemann surface and theoretically are observable.

5. The criterion for the onset of the TFI in the system
Z(k,W),0 ~Refs. 10,11!

Z~k,W![kg13Ak1k32Wk2 coth~kb!,0.

Evidently, the equationZ(k,W)50 describes in the co
ordinates (k,W) the boundary between the stable (Z(k,W)
>0) and unstable (Z(k,W),0) states of the system. Figure
1 and 2 display the curves corresponding to the boundar
stability for different values of the distanceb to the top elec-
trode, with and without the disjoining pressure taken in
account, respectively. One can see that for wavelengthl
,10d the critical conditions are essentially independent
the fluctuation forces. The presence of a disjoining press
has a large effect on the critical conditions for instability
the free surface only in the range of wavelengths which
much greater than the thickness of the film, but as one
see from the figures, it is in this case that the critical con
tions in the formulation presented depend strongly on
geometry of the system, characterized by the dimension
parameterb. It follows from Figs. 1 and 2 that in the situa
tion studied, the effect of the fluctuation forces on the critic
conditions for the TFI should be investigated for wave nu
bersk,0.01.

Two cases are of interest for a qualitative investigat
of the effect of the disjoining pressure on the instability

FIG. 2. Stability boundary for a charged free surface of a liqu
(Z(k,W)50) neglecting fluctuation forces:g51029: 1–5 — same as in
Fig. 1.
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thin films: the case where the wavelength of the exci
wave is comparable to the distance to the top electrodel
.b, and the caseb@l. For k.0.01 the valuesb5102 and
105, respectively, were chosen to model these two situatio
The results of a numerical investigation of Eq.~24! are pre-
sented in Figs. 3 and 4 in the form of curves of the real p
Re s of the dimensionless frequency versus the dimens
less wave numberk for different values of the parameterW.
The branches of the capillary motions presented in these
ures characterize the behavior of the roots of the disper
relation ~24! that are associated with aperiodic instability
the liquid film. Odd-numbered branches were calculated w
a large contribution from fluctuation forces and eve
numbered branches were calculated without fluctua
forces (A50). Figures 3 and 4 make it possible to compa
the character of the effect of a disjoining pressure on the
for b5100 and 105.

One can see from the figures that in both cases the fl
tuation forces decrease the interval of wave numbers of
stable wavelengths on the side of large values ofk by an
amount determined by the parameterW. The wave number
of the most unstable wavelength decreases when the dis

FIG. 3. Curves of the real component Res of the dimensionless frequenc
versus the dimensionless wave numberk for n50.3, b5100, A51025,
g51029, W: 1,2—1022; 3,4—231022; 5,6—331022; a — on asmall
scale, b — left side on a larger scale.
d
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ing pressure is taken into account. This is especially not
able for the branches1 and2 in Figs. 3 and 4, which were
constructed for lower values ofW. The maximum value of
the instability growth rate also decreases.

Figures 3b and 4a show in a larger scale the left-ha
side of Figs. 3a and 4a, respectively, demonstrating that
system with the parameterb@l the disjoining pressure als
limits the range ofk of unstable wavelengths on the side
small wave numbers. This limitation is especially noticea
for W5231022 ~branch3 in Fig. 4a!. For W<1022 in a
system withb@l fluctuation forces stabilize the motions o
the liquid film in the entire range of values ofk ~Figs. 1 and
4a and 4b!. This result was already mentioned in Ref.
where, however, the disjoining pressure was neglected,
the effect described was due to the presence of the termgk,
which takes account of the gravitational forces, in the de

FIG. 4. Curves of the real component Res of the dimensionless frequenc
versus the dimensionless wave numberk for b5105, A51025. The remain-
ing parameters are the same as in Fig. 3; a — on asmall scale; b — left side
of a on a larger scale.
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nition of Z(k,W). However, for the scaling chosen the d
mensionless valueg.1029 for real liquids is several order
of magnitude smaller than the dimensionless value of
parameterA51025, while the sumkg1kA enters in the
definition ofZ(k,W) from Eq.~24!. It can be concluded tha
the effects caused in ‘‘thick’’ films~where fluctuation forces
can be neglected! by the fieldg have analogs in the case o
thin films, but now the effects are due not to gravitational b
rather fluctuation forces. For this reason, the wave motio
thin films is more correctly termed fluctuation–capillary m
tion and it is more correct to talk about instability o
fluctuation–capillary waves, just as in the case of gravit
capillary analogs.

It can be concluded from Fig. 1 that forW5231023

and l.b the fluctuation forces likewise can stabilize th
motion in the system under study for all possible values
the wave numbers, in contrast to the situation where the
joining pressure is neglected. This conclusion is confirm
by numerical calculations performed using Eq.~24!, which
are presented in Fig. 5. For the indicated value ofW and
taking account of the disjoining pressure only aperiodic m
tions ~branch2! are observed, while the absence of fluctu
tion forces would have resulted in aperiodic instabil
~branch1!.

CONCLUSIONS

Fluctuation forces have a large influence on the insta
ity and capillary motions with wavelengthl@d on a charged

FIG. 5. Curves of the real component Res of the dimensionless frequenc
versus the dimensionless wave numberk with ~1! and without~2! fluctuation
forces taken into account, forn50.3, b5100, A51025, g51029, andW
5231023.
e

t
in

–

f
s-
d

-
-

l-

surface of a liquid film of thicknessd<100 nm. The charac-
ter of the manifestation of this influence depends on the
mensionless parameterb. For b.l and fixedW the influ-
ence of the disjoining pressure is manifested as a decrea
the critical value ofk at which the motion in the system
becomes stable, a decrease in the value ofk corresponding to
the most unstable wavelength, and a decrease in the m
mum instability growth rate. Ifb@l in addition to the ef-
fects indicated, then the range of values ofk of the unstable
harmonics is limited on the side of very small wave numbe
Fluctuation forces stabilize capillary motions in a liquid fil
for values of the parameterW<1022 in the casel!d and
for W<1023 when b.l. The motion of the liquid in thin
films should be thought of as fluctuation–capillary motio
The phenomenon of fluctuation–capillary motion is ana
gous to gravity–capillary phenomena.
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Parameters of the discharge plasmas of surface-plasma sources of negative
hydrogen ions

V. V. Antsiferov

Institute of Nuclear Physics, Siberian Branch of the Russian Academy of Sciences,
630090 Novosibirsk, Russia
~Submitted May 21, 1997!
Zh. Tekh. Fiz.68, 32–38~October 1998!

The main parameters of the plasma of high-current hydrogen–cesium glow discharges of surface-
plasma~planotron and Penning! sources of negative hydrogen ions are determined using
contact-free spectroscopic methods and compared for identical discharge current densities. The
elemental and charge composition of the plasma is established. The temperature of the
hydrogen atoms and the energy of the visible-range radiation of the plasma discharge are measured
and estimates of the electron density in the plasma are made. The dynamics of the change
in the parameters of the discharge plasma of a Penning source — the densities of hydrogen atoms,
cesium atoms and ions, and molybdenum atoms — is tracked during a discharge pulse with
spatial resolution along two coordinates. It is observed that cesium atoms and ions and
molybdenum atoms are pent up near the cathode surface. ©1998 American Institute of
Physics.@S1063-7842~98!00510-8#
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INTRODUCTION

Negative-hydrogen-ion sources employ main
hydrogen–cesium discharges. Such discharges have s
volumes and a complicated structure, and their parame
are strongly influenced by nonequilibrium processes occ
ring at the electrodes. The characteristics of the plasm
such discharges and the physical processes determinin
parameters of the plasma have not been adequately stu
because of the lack of reliable information about its para
eters. The plasma parameters of such discharges have
measured, as a rule, by probe methods, whose use is stro
limited because of the small volumes of the plasma, the
fluence of the magnetic field of the source, and cesium
sorption. Essentially the only reliable methods for investig
ing the plasma parameters of such discharges
spectroscopic methods, which have a number of impor
advantages: contact-free measurement of the plasma pa
eters and no perturbation of the experimental object; h
sensitivity, unique selectivity, and high rate of measurem
of the plasma parameters; and, immunity to electromagn
noise.

In the present paper we report experimental results
spectroscopic investigations of the plasma parameters of
charges of H2 ion sources with planotron and Penning ele
trode geometries1–5 and analyze the plasma parameters
the same discharge current densities.

SOURCE DESIGN AND PARAMETERS

The electrodes of the planar~Fig. 1a! and Penning~PIG!
~Fig. 1b! H2 sources were fabricated from ultrapure moly
denum. The external magnetic fieldB provided for oscilla-
tions of electrons in crossed fieldsE3B for the planotron
and in parallel fieldsE i B for the PIG sources. Purified
hydrogen was fed into the discharge by means of an elec
1161063-7842/98/43(10)/7/$15.00
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magnetic valve in the pulsed regime, while cesium was fe
a constant rate from an external heated container hold
cesiated pyrographite. The main parameters of the g
discharge chambers of the planotron and Penning sou
were as follows: discharge voltage 100–600 V, discha
current 10–150 A, pulse duration 850–35ms, pulsed repeti-
tion frequency 1–10 Hz, magnetic field 0.5–1.5 kG
cathode temperature 400–800 °C, anode tempera
200–400 °C, planotron cathode area 5 cm2, PIG cathode area
2.5 cm2, H2 density up to 1016cm23, and cesium density up
to 1013cm23.

Several stable regimes~I–IV ! of the hydrogen–cesium
discharge were observed. The regimes differed by the
charge voltage and the form of the current–voltage cha
teristic ~Fig. 1e!. The voltage~Fig. 1c! and discharge curren
~Fig. 1d! pulses were nearly square. Regime IV was obtain
in a cesium-free, purely hydrogen discharge on electro
with were degassed by preconditioning. The hydroge
cesium regimes I–III were distinguished by the amount
cesium accumulated on the electrodes and were determ
by the temperature of the electrodes and the rate of introd
tion of cesium into the discharge.

The discharge-plasma radiation passing through
0.2310 mm diagnostic slit in the anode chamber, a collim
ing slit in a screen located inside the vacuum space,
quartz glass in the wall of the vacuum chamber was focu
by a condenser onto the input slit of the detecting appara
An anode chamber with four diagnostic slits I–IV~Fig. 1b!
was used to investigate the spatial characteristics of the
charge. The radiation of the discharge plasma near the c
ode zone was investigated through slit I. This radiation w
also investigated using slit IV with an angle of acceptance
the plasma volume near the cathode surface of the orde
2°. The total angular acceptance of each slit was 12°.
total angular acceptance of each slit was equal to 12°.
5 © 1998 American Institute of Physics
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sections of the plasma between the electrodes were obse
through slits II and III. The use of a number of diagnos
slits and screens made it possible to determine the dyna
of the components and the main parameters of the PIG
charge plasma with spatial resolution in two coordinates
the figures, the discharge voltageUd and the discharge cur
rent I d of the sources are given in units of V and A, respe
tively; the discharge current densityJd is given in A/cm2; the
radiation brightnessBl is given in mW/sr•cm2; the magnetic
inductionB is given in 1022 T; and, the scale division alon
the abscissa in the oscillograms equals 200ms.

DIAGNOSTICS APPARATUS

Four optical channels were used to detect the radia
from the discharge plasma. Spectrograms of the 230–900
plasma radiation, which were used to determine the elem
tal and charge composition of the plasma, were recor
with a STÉ-1 spectrograph. The absolute and relative int
sities of the radiation in individual spectral lines of hydr
gen, cesium, and molybdenum were recorded with a mo

FIG. 1. Diagrams of the gas-discharge chambers of planotron~a! and Pen-
ning ~b! sources of H2 ions ~1 — cathode,2 — anode,B — magnetic field,
I–IV — diagnostic slits!; oscillograms of the voltage pulse~c! and current
pulse~d! of discharges of the sources~the scale division along the ordinat
is 200 ~c! and 50 V ~d!!; dependences of the voltage on the discha
currents of surface-plasma sources of H2 ions in regimes I–IV~e!.
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chromator and photomultipliers, which were calibrated w
a SI 8-200u tungsten lamp. The dynamics of the intensi
of the spectral lines of the elements in the discharge w
investigated on the edges of and during the discharge pu
The general character of the time dependences of the spe
emission lines was determined using a RC filter, which w
used to cut off the high-frequency noise of the discharge
wider band detection system was used to investigate
discharge noise.

The temperature of the hydrogen atoms in the discha
was determined from the interferograms of the Ha line emis-
sion spectrum, and the electron density in the plasma
estimated from interferograms of the Hb line emission spec-
trum, which were recorded with Fabry–Perot interfero
eters. Interference filters with high transmittance were u
to increase the detection efficiency. This made it possible
obtain interferograms of spectral lines in the time of o
discharge pulse. The energy of the 400–800 nm radia
from the discharge plasma was measured with a RTR-
thermocouple bolometer.

EXPERIMENTAL RESULTS AND DISCUSSION

1. Spectrum and energy of the radiation of the discharge
plasmas

The energy of the visible-range~400–800 nm! radiation
of the discharge plasma of the planotron in 4p steradians,
measured in one 850ms discharge pulse with discharg
power 10 kW, was equal to 3.2 mJ.

The radiation spectra of the planotron and PIG discha
plasma were essentially identical. A small difference w
observed only in the intensities of individual spectral line
Besides the spectral lines of the main plasma compon
~hydrogen and cesium! a large number of lines of molybde
num sputtered from the cathode and lines of impurity oxyg
were observed in the region of the spectrum 230–900
The Balmer series (Ha , Hb , Hg , Hd) of hydrogen atoms,
the lines of cesium atoms CsI, singly-charged cesium i
CsII ~300–650 nm!, doubly-charged cesium ions CsIII~250–
290 nm!, and the lines of molybdenum atoms MoI an
singly-charged molybdenum ions MoII were also identifie
For high discharge currents, transitions from highly excit
levels (n;15) of cesium atoms were detected. The li
spectra of hydrogen molecules were also observed in
emission of the discharge plasma: Fulcher’sa system
~580–620 nm! and the electronic–rotational transition
I 1Pg→B 1Sg

1 , GSg
1→B 1Su

1 in the region of the spec
trum 420–490 nm.

2. Spectral line intensities of the plasma components

Hydrogen. In regime I with low molecular-hydrogen
concentration in the gas-discharge chamber, the densit
atomic hydrogen in the discharge at low discharge curre
was proportional to the discharge current density. In t
case, the brightnesses of the Balmer lines of hydrogen
pended linearly on the discharge current~Figs. 2e and 2f!
and on the density of the molecular hydrogen introduced i
the discharge. The dependences of the brightnesses o
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spectral lines on the discharge current were recorded
short time interval when the high currents were switched
low currents so that there would not be enough time for
temperature regime of the electrodes to change. The inten
readings were taken on the at the center of the pulse
adjusted for the spectral sensitivity of the photomultiplie
The kinetics of the radiation intensities of the Balmer lines
low discharge currents in all diagnostic slits was identi
and repeated the shape of the gas pulse of molecular hy
gen~Fig. 2b!. The spatial distribution of the brightness of th
hydrogen emission lines was uniform along the entire d
charge~Fig. 2d!. It should be noted that the brightnesses
the plots were calculated taking account of the acceptanc
the detection system for each diagnostic slit.

As the discharge current increased, the growth rate
the brightnesses of the Balmer lines slowed down and s
rated at discharge current densities;20 A/cm2 ~Fig. 2e and
2f!. The magnitude of the saturation depended on the
lecular hydrogen density and on the position of the hydro
atoms in the discharge. The saturation of the Ha line bright-
ness could be due both to partial displacement of hydro
form the discharge zone into the side gaps of the discha
chamber and to the slowing down of the growth rates of
H2 and H1 ion densities in the discharge plasma. Of t
main channels leading to the formation of excited hydrog
atoms in a state withn53, the process of mutual neutraliza
tion of the hydrogen ions H21H1→H* (n53)1H0 pos-
sesses the highest reaction rate^sv&. For this process
^sv&5331027 cm3

•s21 ~Ref. 6!. Taking into account the

FIG. 2. Parameters of the Balmer lines of hydrogen in the plasma disch
oscillograms of the emission intensities in regimes I~a,b! and II ~c! ~the
scale division along the ordinate equals 5~a!, 1 ~b!, and 2 V ~c!!; spatial
distribution of the brightnesses of the Ha line ~1,2! and Hb line ~3,4! over
the diagnostic slits I–IV for PIG in regime I; brightnesses of the Ha line ~e!
and Hb line ~f! as functions of the discharge current density for a planot
~1! and PIG~2!.
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probe measurements of the H2 and H1 ion densities in the
discharge of a surface-plasma source of H2 ions,7 the effec-
tive reaction rate will beNH2•NH1•^sv&51020cm3

•s21.
The kinetics of the Balmer line intensities at high dischar
currents was essentially the same in regimes I and Ia~Fig.
2a!, except for the pulse edges. The surge in the radia
intensity on the pulse edge in regime I attests to a relativ
high contribution of atomic hydrogen desorbed from the s
face of the electrodes in the gas-discharge chamber.

In regimes II–IV, despite the high discharge voltage a
higher hydrogen density in the gas-discharge chamber,
Balmer line intensities had approximately the same value
for the corresponding discharge currents of regime I, a
their kinetics repeated the shape of the discharge cur
~Fig. 2c!. The rates of growth and decay of the Balmer li
intensities~leading and trailing edges of the radiation pulse!
in these regimes were identical to the rates of growth a
decay of the current in the discharge pulse.

Cesium. The intensities and kinetics of the emissio
lines of cesium atoms and ions depended considerably on
introduction of cesium into the discharge and the therm
regime of the electrodes. The atomic cesium line CsI~852.1
nm! is the brightest line in the emission spectrum at 230–9
nm. This line has the highest transition oscillator stren
( f 50.8). The dependences of the CsI~852.1 nm! emission
line brightnesses on the discharge current density in regim
for the planotron and PIG are presented in Fig. 3e. In t
case, the readings of the radiation intensity was taken at
maximum at the end of the pulse. For very low dischar
current densities, the growth of the electron and cesium d
sities in the volume of the discharge gives rise to a quadr
increase of the amplitude of the line brightness. As the d

e:

n

FIG. 3. Parameters of the CsI~852.1 nm! emission line of the discharge
plasma: oscillograms of the emission intensities in regimes I~a!, Ia ~b!, and
II ~c! ~scale division along the ordinate 0.5~a!, 5 ~b!, and 0.2 V~c!!; spatial
distribution of the emission brightnesses over diagnostic slits I–IV in reg
I for PIG; emission brightnesses versus the discharge current densityJd for
a planotron~1! and PIG~2! in regime I ~e!.
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charge current increased, in a small range of values o
density the emission line brightness was observed to g
linearly. At high discharge current densities the rate
growth of the emission line brightness dropped sharply a
result of an increase in the cesium ionization rate and
crease in the cesium density in the interelectrode gap.

At high discharge current densities the intensities of
CsI ~852.1 nm! line and of other cesium lines increased t
ward the end of the discharge pulse~Fig. 3a and 3b!. The
relatively long duration of the leading edges of the emiss
pulses in regimes I and Ia is due to the additional releas
cesium into the discharge as a result of bombardment of
electrodes, whose sputtering coefficient in regimes I is
creased due to the increase in the coefficient of secon
ion-electron emission. The pulsed overheating of the surf
by the discharge and the release of cesium from the col
nonworking sections of the interelectrode gap increase
equilibrium density and lead to the accumulation of cesi
in the discharge. The kinetics of the cesium line intensit
had a completely different character for low discharge c
rents and in regimes II and III for high currents~Fig. 3c!. The
surge of the radiation intensity on the leading edge of
pulse is due to the excitation of cesium in the volume of
discharge gap, and the increase in intensity toward the en
the pulse is due to the release of cesium into the discharg
a result of the bombardment of the electrodes. The rate
growth of the cesium line intensities at the start of the rad
tion pulses increased substantially in regimes II and III
compared with regime I, but they were much lower than t
of the Balmer lines. At the same time, the dropoff of t
cesium emission line intensities at the end of the pulses
much more rapid. In regimes II and III, with hotter ele
trodes, the initial cesium density in the volume of the g
discharge chamber was higher than in regime I, while
cesium concentration at the electrodes was low. The spu
ing coefficient of cesium in this case is much higher, a
result of which the cesium emission line intensities reache
relatively high stationary level more rapidly.

The spatial distribution of the CsI~852.1 nm! emission
line brightnesses over the diagnostic slits I–IV was stron
asymmetric~Fig. 3d!, especially in the presence of high di
charge current densities. This attests unequivocally to
fact that the emission surface of the cathode and the ad
ing thin layer of plasma, the radiation from both of which
detected only through the slit IV, makes the determining
contribution to the emission in this line.

In contrast, for the CsI~455.5 nm! emission line the
spatial distribution of the brightness over the diagnostic s
I–IV ~Fig. 4c! was substantially symmetric. This means th
the radiation from the interior of the discharge and not fro
the surface of the electrodes makes the main contributio
the CsI ~455.5 nm! emission line. Moreover, a substanti
difference was observed in the kinetics of the intensities
these two lines in the discharge near the cathodes. The in
sity of the CsI ~455.5 nm! emission line already becam
saturated at the start of the discharge pulse~Fig. 4b!. At the
same time, the kinetics of the intensities of these lines du
the discharge pulse was qualitatively the same at the ce
of the discharge~Fig. 4a!. The CsI~455.5 nm! emission line
ts
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brightnesses saturated at much lower discharge cur
densities~Fig. 4d!.

Cesium ions.The kinetics of the cesium ion line inten
sities in regime I~Fig. 5a! was completely identical to the
kinetics of the cesium atom emission line intensities. T
two kinetics differed substantially in regime II~Fig. 5c!. An
increase in the electron and cesium ion densities in the

FIG. 4. Parameters of the CsI~455.5 nm! emission line of a discharge
plasma: a,b — oscillograms of the emission intensities in regime I~scale
division along the ordinate 0.05~a! and 0.01 V~b!!; c — spatial distribution
of the emission brightnesses over the diagnostic slits I–IV in regime I
PIG; d — emission brightnesses versus discharge current density f
planotron~1! and PIG~2! in regime I.

FIG. 5. Parameters of the CsII~460.4 nm! emission line of the discharge
plasma: oscillograms of the emission intensities in regimes I~a!, Ia ~b!, and
II ~c! ~scale division along the ordinate 2~a! , 10 ~b!, and 0.2 V~c!!; d —
spatial distribution of the emission brightnesses over the diagnostic
I–IV in regime I for PIG; e — emission brightnesses versus the discha
current density for a planotron~1! and PIG~2! in regime I.
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charge gives rise to rapid quadratic growth in the amplitu
of the cesium ion line intensities with increasing discha
current density. The brightnesses of all cesium lines
creased substantially in regime Ia with forced introduction
cesium into the discharge, when the discharge became e
tially a cesium–hydrogen discharge. This gave rise to sm
changes in the kinetics of the cesium line intensities~Fig. 5b
and 3b!.

Just as for the CsI~852.1 nm! line, the spatial distribu-
tion of the brightnesses of the cesium ion lines over the
agnostic slits I–IV was sharply asymmetric~Fig. 5d!. This
attests to the fact that cesium atoms and ions are pent up
the cathode surface. The brightnesses of the cesium ion e
sion lines near the cathodes, in contrast to the lines of ces
atoms, continued to grow even at high discharge current d
sities ~up to ;30 A/cm2) ~Fig. 5e!, and at the center of the
discharge~on slit II! they reached saturation at dischar
current densities of the order of 10 A/cm2. Comparing the
intensities of the emission lines of cesium atoms and i
shows that in regimes I–III cesium is predominantly ioniz
during the discharge pulse.

Molybdenum. Of the plasma spectral lines investigate
the lines of molybdenum atoms were the weakest. In reg
I molybdenum is knocked out of the electrodes of t
surface-plasma sources predominantly at the start of the
discharge pulse~Fig. 6a!. In the more cesiated regime Ia th
emission and excitation of molybdenum occurred more u
formly over the entire discharge pulse~Fig. 6b!. The de-
crease in the sputtering of molybdenum and saturation of
intensity of the molybdenum radiation within 200ms after
the start of the pulse are due to the increase in the degre
coverage of the cathodes by cesium up to a dynam

FIG. 6. Parameters of the MoI~553.3 nm! emission line of the discharge
plasma: oscillograms of the emission intensities in regimes I~a!, Ia ~b!, and
II ~c,d! ~scale division along the ordinate 0.1~a!, 0.05~b!, and 0.01 V~c!!;
e — spatial distribution of the emission brightnesses over the diagnostic
I–IV in regime I for PIG; f — emission brightnesses versus the discha
current density for a planotron~1! and PIG~2! in regime I ~e!.
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equilibrium value determined by the cesium ion current
the cathode and the sputtering coefficient of cesium. In
gimes II–IV, with a lower cesium density on the electrode
the molybdenum emission line intensities increased subs
tially ~Fig. 6c and 6d!, and the kinetics of its line intensitie
was similar to regime I.

The spatial distribution of the brightnesses of the em
sion lines of molybdenum atoms over the diagnostic s
I–IV was symmetric~Fig. 6e!. The brightnesses of the emis
sion lines of molybdenum atoms near the cathodes increa
by a factor of two or three, attesting to the fact that moly
denum atoms are pent up near the cathodes. In regime I,
low discharge current densities, the stationary intensity of
emission of molybdenum atoms increases~Fig. 6f! on ac-
count of an increase in the electron density in the discha
As the discharge current density increases, blocking of
cathode by cesium in the planotron increases and the in
sities of the molybdenum emission lines in the planotr
~curve1! start to decrease with increasing discharge curre
while in PIG the brightnesses of the molybdenum emiss
lines near the cathodes~curve 2! continue to grow. Rapid
saturation of the molybdenum emission line brightnes
occurred at the center of the discharge gap at quite
discharge current densities on account of the low density
molybdenum.

3. Fluctuations of the spectral emission line intensities

Fluctuations of the cesium ion current on the catho
cause local variations of the cesium coverage and emiss
of the cathode. This could be the reason for the lo
frequency oscillations of the electron density in the discha
and the associated fluctuations in the intensities of the s
tral emission lines~Fig. 7!. As the discharge current in
creased, the frequency and level of low-frequency (;106

Hz! fluctuations and noise increased. However, the rela
level of the fluctuations, determined as the ratio of the r
value of the fluctuations to the average value of the inten
of the spectral emission lines, as a rule, decreased as
discharge current density increased. As the magnetic fiel
the sources increased, and also as the amount of hydr
and cesium introduced into the discharge decreased, the
of low-frequency fluctuations increased~Fig. 7e!. In regimes
II and III the level of the intensity fluctuations was muc
higher ~Fig. 7a and 7b! than in regime I~Fig. 7c and 7d!.
Regime I in PIG depended strongly on the cesium densit
the discharge. A negligible decrease in the amount of ces
introduced into the discharge resulted in the appearanc
different instabilities in the discharge and a transition from
noisy to noise-free mode during the discharge pulse. T
produced a qualitative change in the kinetics of the emiss
intensities of all spectral lines of the plasma elements w
the exception of the molybdenum lines.

A clear correlation was observed between the osci
tions of the intensities of the emission lines and the osci
tions of the current~voltage! in the discharge of the source
Oscillations of the discharge current and voltage of
source unequivocally lead to fluctuations of the emittance
the beam of negative hydrogen ions extracted from the

its



,

-

om

n
-
a
n

e
le

tra
-

ph
o

he
n
o

th

the
of

rge

nt
es
the
re

sti-

in
nc-
lue

nd
i-

ll-
ted
w
rom
a-

on
ic

e

n-

1170 Tech. Phys. 43 (10), October 1998 V. V. Antsiferov
charge by a high-voltage field~Special Report No. 7205
Siberian Physicotechnical Institute, 1987!. For discharge cur-
rent density of the order of 30 A/cm2 in the source, increas
ing the magnetic field from 6 to 931022 T increased the
frequency of the oscillations of the discharge current fr
0.5 to 10 MHz and increased the H2 beam emittance by
almost a factor of two~Special Report No. 7504, Siberia
Physicotechnical Institute, 1989!. The increase in the emit
tance of the ion beam could also be due in part to an incre
in the nonuniformities of the magnetic field of the source a
of the space charge of the beam.

4. Temperature of hydrogen atoms in the discharge

The temperatureTH0
of hydrogen atoms in the discharg

plasma of the source was determined from the Dopp
broadening of the Ha line

TH0
@eV#543102@DlD~nm!#2. ~1!

The Doppler widthDlD of the spectrum of the Ha line
was found from interferograms of the emission spec
Typical interferograms of the Ha line emission spectra ob
tained for a planotron~a! and PIG~b! during the time of one
discharge pulse are presented in Figs. 8a and 8b. Micro
tometry of the interferograms did not show a fine structure
the Ha line. This fine structure can be neglected, if the t
hydrogen atoms are excited mainly due to the dissociatio
hydrogen molecules by electron impact, when two thirds
the energy is radiated in the transition 32D5/2→22P3/2 ~Ref.
8!. In a pulsed discharge an appreciable fraction of

FIG. 7. Parameters of low-frequency fluctuations of the CsI and Hb spectral
line intensities and the discharge current: oscillograms of the CsI~852.1 nm!
emission line intensity~a,b! in regime II and the Hb line intensity~c,d! in
regime I, obtained using a wide-band detection system~scale division along
the ordinate 0.2~a, b! and 1 V ~c,d!!; e — relative level of low-frequency
fluctuations and noise~%! of CsI and Hb spectral lines and the discharg
current versus the external magnetic induction.
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hydrogen atoms is formed as a result of desorption from
surface of the electrodes, which can result in broadening
the Ha line, including that due to fine structure.

The temperature of the hydrogen atoms in the discha
plasma and the emittances of the H2 beams in the planotron
~1! and PIG~2! increased linearly with the discharge curre
density ~Fig. 8c!. Up to source discharge current densiti
<25 A/cm2 the temperature of the hydrogen atoms and
emittance of the H2 beam extracted from the source we
lower in the planotron than in the PIG~Special Report No.
7504, Siberian Physicotechnical Institute, 1989!.

5. Electron temperature and density in the discharge
plasma

The electron density in the discharge plasma was e
mated according to the Stark broadening of the Hb line. The
typical interferogram of the spectrum of this line is shown
Fig. 8d. The electron density in the plasma was a linear fu
tion of the discharge current density, and at had the va
ne5431013 cm23 at 20 A/cm2 ~Fig. 8e!.

The electron temperature in the discharge was fou
from the ratio of the Balmer line intensities in the approx
mation of local thermodynamic equilibrium and a Maxwe
ian electron energy distribution. The temperature calcula
by the method of Ref. 9 was 0.4 eV. Anomalously lo
values of the electron temperature were also obtained f
the intensity distribution in the spectrum of the recombin
tion continuum on the 5d level ~550–590 nm!.10 The ‘‘ce-
sium’’ temperature of the electrons was;0.1 eV and was
essentially independent of the cesium density.

The anomalously low values obtained for the electr
temperature show that the model of local thermodynam

FIG. 8. Interferograms of the Ha line spectra for a planotron~a! and PIG
~b!; temperature of hydrogen atomsTH0

~eV! and spectrum widthDl (nm
•1022) of the Ha line radiation versus discharge current density of a pla
otron ~1! and PIG~2! in regime I~c!; interferogram of the Hb line emission
spectrum for a planotron in regime I~d!; electron densityne (cm23, 31013)
in a discharge of a planotron versus the current density in regime I~e!.
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equilibrium has limited applications under the conditions
a high-current glow discharge with a nonequilibrium pr
cesses at the electrode surfaces. In this case, together
the low-energy group of Maxwellized electrons, it is nece
sary to take account of the role of the group of fast prim
electrons.

CONCLUSIONS

Through the use of spectroscopic methods we were
to perform nonperturbative monitoring and to measure r
ably all the basic parameters of the discharge plasma
surface-plasma sources of H2 ions. The results obtaine
make it possible to construct real theoretical models of th
sources. It was shown that the planotron source, which
the lowest temperature of the hydrogen atoms in the
charge plasma and the smallest divergence of the H2 ion
beam extracted from the source, is the preferred source
obtaining accelerated H2 beams with the lowest possibl
emittance.
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Stress state of a matrix and an inclusion consisting of a twisted multifilament
superconductor with a normally-conducting core in the presence of an interaction of
the longitudinal current with a transverse magnetic field

E. A. Devyatkin

Institute of Mechanics Problems, Russian Academy of Sciences, 117526 Moscow, Russia
~Submitted September 14, 1997!
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A study is made of the stress state arising in an infinite matrix into which is ‘‘potted’’ a long
cylindrical inclusion consisting of a twisted multifilament composite superconductor
with a core of normal metal as a result of the interaction of the longitudinal component of the
transport current with a uniform external magnetic field. It is shown that the approximation
of a homogeneous conductor with average elastic properties can be used to calculate the
macroscopic stresses in a NbTi–Cu wire embedded in an epoxy matrix. ©1998
American Institute of Physics.@S1063-7842~98!00610-2#
tu
g

le
ti
t

i-
ite
e-
he
ie
ar
or
an
o
iti
th

si
th
an
e

-
in

gi

n
ly

u
in

d

ure

the
e

e-
the

er-
ents

as

he
en-
Substantial stresses and strains can arise in the struc
components of superconducting magnet systems, resultin
mechanical dissipative processes, which are undesirab
low temperatures, and/or a change in the superconduc
properties of the wires.1–4 In this connection, it is of interes
to study the stress–strain state of superconductors and
materials surrounding them. The stress state arising in
infinite matrix and a long macroscopically uniform cylindr
cal inclusion consisting of a twisted multifilament compos
superconductor~TMCS! carrying a transport current as a r
sult of the interaction of the longitudinal component of t
current with a uniform transverse magnetic field was stud
in Refs. 5 and 6. The serially produced TMCS wires that
widely used in practice can have a normally conducting c
whose elastic properties are different from those of the
nular region containing the superconductor. A similar tw
dimensional quasistatic problem for such a wire with a cr
cal transport current is studied below. It is assumed that
macroscopic approach can be used to describe the phy
mechanical properties of the superconducting region,
there is no macroscopic screening of the external field,
that the superconducting properties of the wire do not dep
on the stresses and strains in it.

Consider an inclusion of unit radius ‘‘potted’’ in an in
finite nonferromagnetic matrix and consisting of a TMCS
which a longitudinal transport currentI s flows in the region
ds,r ,1 containing the superconducting filaments~Fig. 1!.
We shall assume that the matrix, the superconducting re
of the inclusion, and also the core of the inclusion 0<r
,ds are linearly elastic, homogeneous, and isotropic, a
their Young’s moduli and Poisson’s ratios are, respective
E(n) andn (n) (n5m, j , i ). A Lorentz forcef5 j s3B' acts on
a region with a longitudinal current densityj s in an external
uniform transverse field with inductionB' . We neglect the
interaction of the tangential component of the transport c
rent with the magnetic field and the distortion produced
the distribution ofj s by the twisting of the wire.
1171063-7842/98/43(10)/3/$15.00
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In the regionds,r ,1 the equations of equilibrium an
compatibility have the form7

sxx,x
~ j ! 1sxy,y

~ j ! 50, syy,y
~ j ! 1sxy,x

~ j ! 1150,

D~sxx
~ j !1syy

~ j !!50. ~1!

Here and below all quantities with the dimension of press
are normalized to 2Bj

(s)B' /@m0(12ds
2)#; Bj

(s) is the mag-
netic field generated on the surface of the inclusion by
longitudinal current;m0 is the magnetic permeability of fre
space; and,D is the Laplacian operator. The stressesskl

( i ) in
the core of the wire and the stressesskl

(m) (k,l 5x,y) in the
matrix surrounding the wire must satisfy similar homog
neous equations. We assume that far from the inclusion
matrix is load-free (skl

(m)→0 as t→`). From the condition
that the media are joined together it follows that at the int
faces of the regions there are no jumps of the displacem
or in stresses normalsn and tangentialst to the boundaries:

@u#50, @sn#5@st#50 for r 5ds,1. ~2!

We seek the solution of the problem in the same form
for a homogeneous inclusion6

s rr
~ i !5ar sinu, s rr

~m!5@2gr231~h1q!r 21#sinu,

suu
~ i !53ar sinu, suu

~m!5~gr231hr21!sinu,

s ru
~ i !52ar cosu, s ru

~m!5~gr232hr21!cosu,

s rr
~ j !5@~b21!r 2cr231~d1e!r 21#sinu,

suu
~ j !5@~3b21!r 1cr231dr21#sinu,

s ru
~ j !52~br2cr231dr21!cosu. ~3!

In the case of a plane strainszz
(n)5n (n)(s rr

(n)1suu
(n)).

In the limit r→` the stresses in the matrix must be t
same as in the case of the well-known solution for a conc
trated force acting on a plane~see, for example, Ref. 7!.
2 © 1998 American Institute of Physics
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Since in the case at hand the Lorentz force acts in the di
tion of the 0y axis and equalsI sB' per unit length of the
inclusion, we obtain

h5
12ds

2

4

122n~m!

12n~m!
, q5ds

221. ~4!

From continuity of the stresses~2! we have

a2b1
c

ds
4

2
d

ds
2

50, e5ds
2 , b2c1d1g5h. ~5!

The strains«kl
(n) (k,l 5r ,u) are related with the displace

mentsu(n) by the relations

« rr
~n!5ur ,r

~n! , «uu
~n!5

ur
~n!1uu,u

~n!

r
,

« ru
~n!5

ur ,u
~n!2uu

~n!

r
1uu,r

~n! . ~6!

Determining the strains corresponding to the stresses~3!
from Hooke’s law, and integrating Eqs.~6! in each of the
regions considered, we find

ur
~ i !5

11n~ i !

2E~ i !
@p14n~ i !ar2#sinu,

uu
~ i !5

11n~ i !

2E~ i !
@p2~524n~ i !!ar2#cosu,

ur
~ j !5

11n~ j !

2E~ j ! H s1@~124n~ j !!b2112n~ j !#r 21cr22

1
e

2

324n~ j !

12n~ j !
ln r J sinu,

FIG. 1. Inclusion consisting of a twisted multifilament composite superc
ductor carrying a transport current in a transverse magnetic field.
c-

uu
~ j !5

11n~ j !

2E~ j ! H s2@~524n~ j !!b2112n~ j !#r 22cr22

1
e

2

11~324n~ j !!ln r

12n~ j ! J cosu,

ur
~m!5

11n~m!

2E~m! S gr222
12ds

2

2

324n~m!

12n~m!
ln r D sinu,

uu
~m!52

11n~m!

2E~m! Fgr221
12ds

2

2

11~324n~m!!ln r

12n~m! Gcosu.

~7!

Here s and p are integration constants. In addition,
follows from the single-valuedness of the displacements

d52
e

4

122n~ j !

12n~ j !
. ~8!

Since only dimensionless quantities are employed in
paper, to obtain dimensional displacements the right-h
sides of Eqs.~7! must be multiplied by 2Bj

(s)B'R/@m0(1
2ds

2)#5 j sB'R2, whereR is the radius of the wire. Using the
continuity of the displacements at the interfaces and tak
account of Eqs.~4! and~5!, we find the unknown coefficients

a5
b

2l i
, b5

b1324n~ j !

8~12n~ j !!
,

g52
1

4S 2b

12lm
1

12ds
2

12n~m!D ,

c5
ds

4

8~12n~ j !!
F11bS 124

12n~ j !

l i
D G , ~9!

where

l i511~324n~ i !!
11n~ i !

11n~ j !

E~ j !

E~ i !
, lm5

11n~m!

11n~ j !

E~ j !

E~m!
,

b5~12ds
2!2F12ds

424~12n~ j !!S 1

12lm
2

ds
4

l i
D G21

.

Here we present only the constants required for calcula
the stresses. ForE( i )5E( j ) and n ( i )5n ( j ) the solution~3!–
~5! and ~7!–~9! is identical to that obtained in Ref. 6 for
homogeneous inclusion. In the limitlm→1 we havea→0.
In this case the region 0<r<ds is stress- and strain-free fo
any admissible values of its elastic parameters and, as
can see from Eqs.~7!, it moves as a rigid body. The solutio
for u(m) in the limit r→` is identical to the well-known
solution for displacements produced by a concentra
force,7 but it cannot be used directly to calculate them in t
entire plane since in the limitr→` we haveu(m)→`. To
calculate the displacements in the case, for example,
they are absent at distancesRm@1 from the inclusion, a term
linear inr must be added to the solution~3! for the stresses in
the matrix and the integration constant must be retained
the solution foru(m), as done for other regions, and the co

-
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dition u(m)50 must hold atr 5Rm . The presence of integra
tion constants does not change the strains and therefore
stresses also. In the limitRm→` the solution for the stresse
in such a problem is identical to the solution~3! and the
coefficients appearing in it equal those found above. Set
ds!1 and passing to the limitE( i )→0 we obtain a solution
of the problem for a wire containing a narrow coaxial cha
nel through which coolant can be pumped. The coeffici
b'@124(12n ( j ))/(12lm)#21 is essentially identical to
the analogous coefficient for a continuous conductor eve
the presence of a soft matrix (E( j )@E(m), i.e., lm@1), if
ds

4!l i /u12lmu andds
2!1.

As an example, let us consider the stress distribution
NbTi–Cu conductor which is surrounded by an epoxy ma
and where Young’s moduli of the central normally condu
ing and superconducting regions can differ appreciably.
the basis of the values given in Refs. 1 and 4 for the ela
parameters of the materials at liquid-helium temperatu
we takeEi51.3231011 Pa,Ej59.731010 Pa,Em583109

Pa,n i5n j50.33,nm50.36 (l i52.24,lm512.4). If such a
conductor is in a copper matrix, we havelm50.74. For a
macroscopically homogeneous conductor (l i52.68) with
Young’s modulus close to that of copper surrounded by
epoxy matrix, we obtainlm516.9. If the elastic propertie
of all materials are identical, thenlm51. It is clear from the
symmetry of the problem that the stresses are maximum
u56p/2 or u50,p, pure shear obtaining in the latter cas
Figure 2 displays the stress distributions in the supercond
ing region of a homogeneous conductor withds50.3 for the
caseslm51 and 16.9. The solid, dashed, and dot-das
curves show, respectively, the radial distributions of the f
lowing components of the stresses:s rr

( j )(r ,2p/2), suu
( j )(r ,

2p/2), ands ru
( j )(r ,0). The symbols in Fig. 2 represent th

stresses in an inhomogeneous conductor withlm50.74 and
12.4 and correspond to the curves closest to them. One
see that when the Young’s moduli of the superconduct
and normally conducting regions of the wire surrounded
an epoxy matrix are appreciably different, the stress distri
tion in it does not differ much from the case of a homog

FIG. 2. Stress distribution in the superconducting region of a condu
consisting of a twisted multifilament superconductor.
the
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neous conductor. As the stiffness of the matrix increases,
difference in thesuu

( j ) component of the stresses for the
cases can become substantial.

In summary, the approximation of a homogeneous c
ductor with average elastic properties can be used to ca
late the macroscopic stresses in a NbTi–Cu wire with a ne
critical transport current placed in a soft matrix. The err
due to this approximation decreases as the volume conte
the superconductor in the wire decreases and when the s
copper is used as its matrix~in Ref. 1, the value 1.2431011

Pa is given for its Young’s modulus at 4.2 K!.
Taking for estimates j s51.53109 A•m22, R57.5

31024 m, andds50.3 we obtain that the maximum she
stresses arising in the matrix near the surface of the w
reach the maximum shear strength of the epoxy resin, e
to 1263106 Pa at 4.2 K1 in 2.1–12.5 T fields. The maxi-
mum tensile stresses in the wire are much lower than
yield stresses of most metals at liquid-helium temperatu
For example, in Nb3Sn wires the critical current change
little when the stresses in them change by about 107 Pa~see
Refs. 2 and 3 and the literature cited therein!. However, such
stresses produced in a wire by Lorentz forces in the prese
of an 8–10 T external magnetic field and external transve
compressive loads.53107 Pa can produce appreciab
changes in the transport current.3

The solution obtained makes it possible to calculate
stresses produced by Lorentz forces in the component
structures containing circular conductors consisting
TMCS with a weak elastic interaction between them. Wh
the distance between the surfaces of the conductors eq
only several radii of the conductors, such an interaction
be taken into account as an action produced in the matrix
concentrated forces.6 This is because the terms in the sol
tion for the stresses in the matrix decay rapidly, as;r 23 ,
which makes it possible to treat them as concentrated sou
even at comparatively small distances away from the c
ductors. When all materials have close elastic properties,
indicated interaction can be taken into account simply
superposing the corresponding solutions for concentra
forces on the solution obtained here. In this case the m
mum errors arising in the calculation of the stresses in a w
as a result of replacing the other conductor by a concentr
force are about 1 and 8% for the stress componentss rr

( j ) and
suu

( j ) , s ru
( j ) , respectively, even when their surfaces are se

rated by a distance equal to three radii andn i5n j5nm

'0.3 andds
2!1.
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Dynamic and fractal properties of SP-28 steel under high-speed loading conditions
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Using an interferometric method to record the velocity of the free surface of a target subjected to
two-dimensional shock loading, it is shown experimentally that the decrease in the
compression pulse amplitude is due to the nonstationary nature of mesoscale processes — the
amplitude decrease is progressively larger for higher rates of change of the variance of
the mesoparticle velocity. It is shown theoretically that the loading rate influences the spallation
strength of a material in a planar collision only if the variance of the particle velocity is
nonzero. A fractal analysis of the spallation surfaces of steel samples is performed by quantitative
fractography methods. An expression relating the fractal dimension of the spallation fracture
surface and the variance of the mesoparticle velocity is derived. For typical values of the load pulse
parameters for which back-side spallation occurs the fractal dimension agrees satisfactorily
with the fractal dimensions for triadic Koch islands. ©1998 American Institute of Physics.
@S1063-7842~98!00710-7#
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INTRODUCTION

In view of the widespread use of SP-28 steel in critic
structures it is of practical interest to study its propert
under high-speed loading.1,2 We report below the results o
dynamic tests and microstructural investigations of SP
steel in a highly tempered state with the following mecha
cal characteristics: proportional limits025540 MPa, ulti-
mate strengthsb5745 MPa, relative elongationd525%,
and shock viscosity 9.25 MJ/m2.

Our objective in the present investigations was to est
lish the relation between the spallation strength of a mate
and the width of the mesoparticle~0.1–10 mm! velocity
distribution3 on the one hand and the fractal dimension of
spallation fracture surface on the other.

EXPERIMENTAL PROCEDURE

The testing procedure includes shock loading of pla
targets under uniaxial deformation conditions in the impac
velocity range 100–500 m/s. The spallation strength was
culated in the acoustic approximation from the formula

ssp50.5r0C1~Umax2Umin!, ~1!

wherer057.8 g/cm3 is the density of the sample materia
C155.953105 cm/s is the longitudinal sound velocity, an
Umax andUmin are, respectively, the maximum and minimu
velocities of the free surface of the sample during spallati
which were read off of the time profile. The temporal profil
of the velocity of the free surface of the targets were
corded with a high-speed two-channel interferometer.4–6 In
each act of shock loading, besides the time profileŪ(t) of
the mean velocity, the widtĥDU(t)&2 of the mesoparticle
velocity distribution~or the square root of the variance of th
mesoparticle velocity! and the kurtosis of the distributio
function were also recorded.1 Laser interferometry makes
possible to measure independently the variance of the
1171063-7842/98/43(10)/6/$15.00
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ticle velocity and the kurtosis of the distribution functio
The variance is determined on the basis of measuremen
the degree of contrast of the interference signal. This met
is applicable only to stationary wave fronts, since the meth
assumes the particle velocity distribution function to be
equilibrium function and symmetric~Maxwellian! ~Fig. 1!.
In the case of nonstationary wave fronts the distribut
function is asymmetric and is characterized not only by
mean value and the variance of the particle velocity but a
by the kurtosisDDu(t).

The measurement of the variance has been discu
many times in previous works,4–6 so that here we dwell only
on the method for determining the kurtosis of the distributi
function. As will be shown below, the strength behavior o
material under dynamic loading conditions is related with
kurtosis, just as with the variance.7–9

The determination of the kurtosis of the particle veloc
distribution function is based on measurement of the num
of missing beats of the interference signal as compared w
the number of beats corresponding to a stationary w
front. In the ideal case of a stationary plastic front the nu
ber of beats of the interference signal in the time profile
the velocity of the free surface from the onset of the wa
front ~including the elastic precursor! up to the point of the
transition to the plateau of the compression pulse~point A in
Fig. 2! should equal the ratio of the impactor velocity to th
interferometer constantV0 /U int ~provided that the acoustic
impedances of the impactor and target are identical
thereforeV05U f s).

In the literature there is disagreement concerning the
sons for the decrease in the velocity on the plateau of
compression pulse. In Ref. 10 it is concluded on the basi
an analysis of the interaction of the elastic precursor,
flected from the free surface of the target, with the incide
plastic front that the amplitude of the plastic wave decrea
approximately by the amount of the elastic precursor. On
5 © 1998 American Institute of Physics
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other hand, in Ref. 5 it is shown on the basis of a series
experiments on shock loading of two brands of steel that
stationary wave fronts the amplitude of the plastic front do
indeed decrease by the amount of the elastic precursor, w
for nonstationary waves no interaction was observed
tween the plastic front and the elastic precursor. Since we
interested in nonstationary fronts, it is of interest to analy
this phenomenon from the standpoint of the nonequilibri
kinetics of mesosize particles.

The propagation of an elastoplastic front in a structura
nonuniform medium is a random process, which in the g
eral case can be characterized by a nonequilibrium par
velocity distribution functionf (r ,v,t). For a system of par-
ticles with a long-range interaction, which mesoparticles
by definition,3 the behavior of the distribution function i
described by the Fokker–Planck equation11,12

] f

]t
1v

] f

]r
1

F

m

] f

]t
52

]

]v
~D1f !1

1

2

]2

]v2
~D2f !, ~2!

where F is the external force,m is the particle mass,D2

5d^DuDu&/dt is the diffusion coefficient in velocity spac
and characterizes the rate of change of the variance,
D15d^Du&/dt is the so-called dynamic friction coefficien
which characterizes the rate of change of the standard de
tion of the particle velocity from the average~flow! particle
velocity in the wave;D1 has the dimensions of acceleratio

FIG. 1. Equilibrium f 0 and nonequilibriumf n particle velocity distribution

functions (Ū1 , Ū2 — mean velocity for the equilibrium and nonequilibrium
distributions!.

FIG. 2. Temporal profile of the velocity pulse on the free surface of a tar
f
r
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e-
re
e
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e
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and, since it is multiplied by the mass of a mesopartic
equals the stopping force of the mesoparticles, which
directed opposite to the external forceF which initiates
the motion of the plastic front.

This stopping force decreases the amplitude of the co
pression pulse as a consequence of the stochastic natu
the motion of elementary carriers of plastic deformation,
this case mesoparticles — the so-called ‘‘fluctuation’’ dam
ing of waves in a nonuniform medium. The total decrease
the amplitude of the plastic wave as a result of fluctuat
damping is determined as

DDu~ t !5E
0

t

D1~ t !dt. ~3!

In Refs. 11 and 12 it is shown that the diffusion coef
cientsD1 andD2 are related as

D15
1

2

dD2

dv
. ~4!

Specifically, it follows from expression~4! that the kur-
tosis of the particle velocity distribution function and th
related decrease of the amplitude of the compression p
are determined by the rate of change of the variance in
locity space. In other words, kurtosis appears only when
variance starts to change.

Figure 3 shows an actual interferogram, an elastopla
pulse of the average velocity of the free surface, and the t
variation of the particle velocity variance for the case
shock loading of SP-28 steel with a velocity of 350 m/s. T
compression pulse is characterized by the decrease of
amplitude by the amountDDu586 m/s. Graphical differen-
tiation of the variance according to Eq.~4! and subsequent.

FIG. 3. Interferogram and temporal profile of the velocity of the free surfa
for a Cr–Ni–Mo steel target.
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TABLE I.

Impactor Target Projectile Width of Kurtosis of Spallation
velocity, m/s thickness, mm thickness, mm distribution, m/s distribution, m/s velocity,

487 8.81 3.07 28.6 137 150
380 11.7 2.87 50 86.4 86.8
376 8.46 3.08 13.6 26 91.03
321 10.04 2.04 0 64 81.5
318 10.01 3.1 14.2 48 77.5
311 10.0 3.07 16 73 78
308 10.09 3.09 0 49.5 75
273 11.9 2.93 0 123 75
269 9.99 3.08 0 59 67
213 11.87 2.92 0 39 78
196.3 9.96 3.09 0 31 75
196 8.97 3.09 0 24 78
180.5 10.01 3.09 0 62.5 68

9.56 3.09 0 73
155.5 9.27 3.1 25 60.5 68
152.5 10.42 3.09 0 36.5 79
150 9.53 3.09 0 63.4 75
142.2 10.58 3.1 0 52 88
130.9 9.96 3.07 0 46 64
104.7 9.95 3.1 0 55 47
97.5 9.97 3.1 0 6.6 80
80.84 10.05 3.04 0 5.84
th
e

e
in
th
ty
loc
s

.
so

en
in
e
it
to
t

lo
o

us
e
on
e
e
p
v
le

ts

ort-
he
the

to

ich
p to
o
xist

e

on
ex-

-
get
integration over the duration of the front~expression~3!!
give an kurtosis of 83 m/s, which shows that almost
entire decrease in the amplitude of the compression puls
due to fluctuation damping.

It follows from the foregoing analysis that to determin
the kurtosis of the particle velocity distribution function
nonstationary plastic fronts it is sufficient to have either
temporal profile of the variance or the impactor veloci
measured independently of the temporal profile of the ve
ity of the free surface of the target. These methods were u
in the tests of SP-28 steel.

ANALYSIS OF THE EXPERIMENTAL DATA

The complete set of test data is presented in Table I
SP-28 steel, up to impactor velocity of 318 m/s, the me
scale variance of the particle velocity^Du&ms

2 was found to
be zero and only a kurtosis was registered. In the depend
of the kurtosisDDu on the impactor velocity, presented
Fig. 4, one is drawn to the fact that at low deformation v
locities the kurtosis does not depend on the loading veloc
but at 350 m/s it starts to increase linearly with the impac
velocity. If this linear dependence is continued downwards
the abscissa, it can be shown that the kurtosis starts to
crease precisely at the moment when the mesoparticle ve
ity variance changes. In the experiment, the appearance
kurtosis is delayed up to impactor velocity 350 m/s beca
of the fact that the velocity ‘‘shortfall’’ on the plateau of th
compression pulse~hatched upper part of the compressi
pulse in Fig. 2! is determined not only by the value of th
kurtosis but also by other factors decreasing the amplitud
the compression pulse. In the present experiments an ap
ciable mesoparticle velocity variance appears at impactor
locity 318 m/s, and at this level a kurtosis of the partic
velocity distribution function appears. However, initially, i
e
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value remains less than the background value of the ‘‘sh
fall’’ of the mean mesoparticle velocity on the plateau of t
compression pulse. As the kurtosis increases its effect on
velocity ‘‘shortfall’’ becomes dominant. This corresponds
impactor velocity 350 m/s.

Analysis of the results on the spallation strength, wh
are presented in Table I and in Fig. 4, also shows that u
impactor velocityV05318 m/s the loading velocity has n
effect on this characteristic, though such a relation does e
to a greater or lesser degree.13–16 Evidently, the indepen-
dence ofssp from V0 ~or, what is the same thing, from th
rate of strain! is due to the fact that up toV05318 m/s there
is no particle velocity variancêDu&ms

2 .
Phenomenologically, the interrelation of the spallati

stress and the mesoparticle velocity variance can be

FIG. 4. WidthDU of the particle velocity distribution, kurtosis of the dis
tribution function, and spallation velocity on the free surface of the tar
versus the impactor velocity.



n

1178 Tech. Phys. 43 (10), October 1998 Barakhtin et al.
FIG. 5. Fractogram of a section of the spallatio
surface of the Koch-curve type.
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plained as follows. As is well known, the resistancessp to
spallation fracture under uniaxial strain« r in the plane waves
of the load can be expressed as15

ssp5k« r1
4

3
~t01mġ!, ~5!

where k is the bulk modulus,t0 is the static resistance t
shear,m is the dynamic viscosity coefficient, andġ is the
rate of plastic shear strain.

Keeping in mind the analogy between the turbulent m
tion of a liquid17 and nonuniform high-speed deformation18

the viscosity of a medium can be written in the form

m5br0DumsDh. ~6!

Here b'1 is the correlation coefficient. The plastic she
strain equals

g5
V0

2CDt
5

V0

Dh
, ~7!

Cp is the velocity of longitudinal plastic waves,Dt is the
time during shear occurs, andDh is the width of the shea
zone.

Substituting expressions~6! and ~7! into Eq. ~5! we
obtain

ssp5k« r1
4

3
~t01br0V0Du!. ~8!

One can see that untilDums50 the value ofV0 has no
effect on the spallation strength. When a finite variance
pears, the spallation velocity also increases. This is c
firmed by the behavior ofWsp(V0) in Fig. 4.

However, the spallation strength stops increasing at
pactor velocity 380 m/s, i.e., when the kurtosis of the me
particle velocity distribution function starts to predomina
over the influence of the variance. The spallation veloc
decreases because the mean mesoparticle velocityū de-
creases as a result of the asymmetry of the distribution fu
tion. Since the spallation velocityWsp is read from the
-

r

-
n-

-
-

y

c-

particle velocity actually existing on the plateau, an increa
of the kurtosis of the distribution function and, in cons
quence, a decrease in the amplitude of the compression p
result in a decrease of the spallation velocity at the m
level. This situation is qualitatively illustrated in Figs. 1 an
2.

STRUCTURAL INVESTIGATIONS

Metallographic analysis of the initial samples confirm
that their internal structure is identical to both quenched a
highly tempered~to sorbite! SP-28 steel with grain sizes i
the range 20–100mm. A detailed examination of the teste
targets using optical and scanning electron microscopes
vealed a large number of discontinuities of different siz
which form in the material under impact loading. In th
range of magnifications from 500 to 50003 these disconti-
nuities had a regularly varying surface relief of ruptures a
cracks. Thus, at impactor velocitiesV051302150 m/s small
ruptures and sinuous cracks connecting them exhibite
shape similar to a regular Koch surface19 with the smallest
~visible! figure-generation threshold 0.8–1.0mm ~Fig. 5!.
Such a geometry of discontinuities is observed up to imp
tor velocitiesV05269 m/s. After this velocity is reached, th
discontinuities show up, and asV0 increases further, saw
tooth-shaped cracks predominate~Fig. 6!.

The structural investigations performed made it possi
to draw the following conclusions: A substantial number
discontinuities with an extended surface relief are presen
the spallation fracture zone in a wide range of spatial sca
and the shape of the profile of their surface relief is similar
the elements of Koch curves. These conclusions indicate
fractal properties could manifest in the mechanisms of nu
ation and growth of cracks. To check this conjecture, a fr
tal analysis of crack surfaces was performed. Since
planes of the microsections were oriented in the direction
propagation of the shock wave, the method of vertical s
tions could be used to find the fractal dimension of the o
served discontinuities.20 To this end, the lengthL of the con-
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FIG. 6. Fractogram of a section of the spallatio
surface with saw-tooth-shaped component.
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tour of the defects was measured on the photogra
obtained of the structure at magnifications from 50 to 5003

with different unit scalesn, a plot of logL2logn was con-
structed, and the fractal dimensionD5 logL/logn was deter-
mined from the slope.

For the same number of images in each of three gro
of photographs analyzed with the chosen scale units 1–
0.1–0.01, and 0.01–0.001 mm, the fractal dimensions fo
areD50.7, 1.2, and 1.26 for logn51, 2, and 3, with corre-
lation coefficients 0.692, 0.938, and 0.972, respective
These dimensions correspond well to the way that the fra
dimension of Koch islands with finite generations depen
on the number of generations.

The results obtained show that a statistical ‘‘joining’’
the analyzed arrays with one another is required. In prac
this means that the number of analyzed observations mu
increased almost tenfold and the observation scale decre
tenfold, which is difficult to do. A fractal dimension
D51.1 was obtained, with a correlation coefficient of 0.8
from the total logL–logn data set, with the scale varyin
over three orders of magnitude. This agrees quite satisfa
rily with the fractal dimension for triadic Koch island
(D51.2618 for logn5log 3; Ref. 20!. Thus the result ob-
tained attests to the fractal properties of the cracks that
formed in SP-28 steel under high-speed loading conditio

Since the fractal dimension characterizes a physical
tem as a whole, it is used in the micromechanics of fract
as a measure of the degree of order~or, conversely, chaos! of
the internal structure of the deformed solid when analyz
the dynamics of cracks from the standpoint of synergetic21

From this standpoint, it would be interesting to use frac
geometry to obtain relations between the velocity distrib
tion function of components of the material and the topolo
cal parameters of the medium and the fractal dimension.
this end, we shall integrate the relation proposed in Ref.
between the rate of growthṄ of the density of microcracks
and the spallation stresses,

Ṅ5K1K2sp
n11 , ~9!
hs
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whereK1 , K2 , andn are constants in the equation.
Integrating Eq.~9! gives

N5K1K3sp
n11Dt. ~10!

HereDt is the passage time of the reflected wave. Assum
the passage times of the forward and backward waves t
the same~this is true to a high degree of accuracy for t
steel studied!, we shall determineDt in the form of the
relation obtained in Ref. 19:

Dt5 l 2c /DDu, ~11!

wherel 2c is the critical length of a shear crack.
We shall determine the spallation stresssp from a

relation which is also justified in Ref. 9:

sp5K1a /~p l 1c!
0.5, ~12!

whereKa is the critical coefficient of the stress intensity wi
respect to the stopping of a crack, andl 1c is a rupture crack
of critical size.

Substituting expressions~12! and ~11! into Eq. ~10!, we
obtain

M5
K1K2K1a

n11

~p l 1c!
n11

2

l 2c

DDu
. ~13!

On the other hand, according to Ref. 22@sic#, after some
modification the quantityN can be written as

N5l l 1c
22D , ~14!

wherel is a constant.
Equating expressions~13! and ~14! we obtain

Q

DDu
5

l 1c
m2D

l 2c
, ~15!

whereQ5K1K2k1a
(n11)/p andm5(n11)/2.

Taking the logarithm of expression~13!, we present the
final result in the form



rin

b
is
o
e

on

fo

r-

nd
o

re

n

ts

.

95

kh.

12,

iz.,

l-
a,’’

ni-

h.

r

-

nd

ls

1180 Tech. Phys. 43 (10), October 1998 Barakhtin et al.
D5m1
log~DDu!2 log~ l 2c!2 logQ

log~ l 1c!
. ~16!

Substituting typical values of the parameters appea
in relation ~16!, m51.5, l 1c51024 m, l 2c5531025 m,
DDu560 m/s, yields the fractal dimensionD50.943, which
is quite close to the valueD51.1 found experimentally on
the basis of quantitative fractography.

In summary, it can be concluded that the relation o
tained determines a correspondence between the kurtos
the velocity distribution function of the mesoscale comp
nents of a medium, the mechanical and topological prop
ties of the medium, and the fractal dimension of the disc
tinuities formed as a result of spallation fracture.

This work was supported by the Russian Fund
Fundamental Research~Project No. 96-02-16807-a!.

1!In probability theory the so-called Pearson asymmetry measures5(ū
2um)/Du, whereum is a dynamical variable~in the present case the pa
ticle velocity! corresponding to the maximum of the distribution,ū is the
mean particle velocity~mathematical expectation!, which in the case of an
asymmetric distribution is different from the distribution maximum, a
Du is the distribution width, is often used to characterize the degree
asymmetry of the distribution function. In the present work it is mo
convenient to use the absolute value of the degree of asymmetryu2um

5DDu, which in what follows we shall call the kurtosis.
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Possibilities for using a pulsed magnetic field to influence structural states in oxide
glass
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The structural–energy spectrum of the states of a bismuth-containing oxide glass, the sensitivity
of these states to the action of a pulsed magnetic field, and the thermodynamic and kinetic
stability of the structure excited by a pulsed magnetic field are studied by the method of measuring
the internal friction. It is established that a pulsed magnetic field influences the structural
states and that this leads to irreversible changes in the structure and the crystallization parameters
of the glass. It is found that the efficacy of acting on a material with a pulsed magnetic field
also depends on the parameters of the field and the structural–energy state of the material and that
the action itself is of a thermally-activated relaxational character. The optimal conditions for
the action of a pulsed magnetic field on glass are determined. ©1998 American Institute of
Physics.@S1063-7842~98!00810-1#
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INTRODUCTION

Since 1973, when the method of pulsed magnetic fi
treatment~PMFT! of condensed systems was proposed,
tensive experimental data has been accumulated proving
a considerable change in the real structure and macrosc
characteristics of materials can be brought about by expo
to a sequence of pulses of a relatively weak magnetic fi
with intensityH,106 A/m. Data have been obtained on th
decay of impurity phases in crystalline matrices,1,2 the pre-
cipitation of finely dispersed phases of hardeners,3 the possi-
bility of coherent ordering of an impurity, right up to th
appearance of spatial dissipative structures,4 the change in
the relative arrangement and shape of clusters of electric
active centers in semiconductors,5,6 and other data. They ar
correlated with data on the change in hardness and durab
of high-speed steels and change in microstresses.7 A change
in the viscosity of petroleum after PMFT has also be
observed.8 These are all residual effects and they have b
observed in materials subjected to PMFT at room temp
ture, where the magnetic field energymBH is three orders of
magnitude lower than the thermal energy~for H5106 A/m!.

The intensity of irreversible relaxation processes, wh
result in the formation of structure and properties in the m
terial after PMFT, is determined to a large degree by
thermodynamic conditions of the residual effect, while t
role of the regimes and the character of PMFT remains
some extent, in the background. However, a number of
sults attest unequivocally to the existence of changes oc
ring in the properties of materials during treatment in a m
netic field. Thus, the viscosity of chalcogenide glas
semiconductors has been observed to change as a res
the action of a magnetic field,9 an ac field having a stronge
effect than a dc field, and the change depends on the
perature. In Ref. 10 it was observed that the electrical c
ductivity of polyacetylene films decreases when an exte
1181063-7842/98/43(10)/5/$15.00
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magnetic field is switched on. It is interesting that the effe
of a magnetic field was observed in thermodynamically n
equilibrium systems. These results suggested that for e
specific material, besides optimal thermodynamic conditio
for the residual effect, there also exist regimes for optim
absorption of a magnetic field, as a result of which the ma
mum changes in particular properties can be achieved.

The main goals of the present investigations are to c
duct a scientific search for the optimal regimes for absorpt
of a pulsed magnetic field in bismuth-containing glass and
study the mechanism and the influence on the crystalliza
of the glass of such absorption.

RESULTS OF PRELIMINARY INVESTIGATIONS

Superconducting phases are obtained by crystalliza
of glass, which by its very nature is a strongly nonequil
rium material with respect to both the stabilized amorpho
and crystalline state. This enabled us to employ PMFT a
potentially possible method for influencing the crystalliz
tion process and the properties of superconducting pha
Since relatively little energy is expended, the intent was
improve the efficiency of the process of crystallization of t
glasses in superconducting phases and to improve the p
cochemical properties of the glasses. The results of prel
nary investigations in the indicated glass by means
differential-thermal analysis, x-ray crystallographic analys
and measurements of the mechanical properties served a
basis for this. Thus, treatment of Bi1.6Pb0.4Sr2CaCu2Ox glass
with magnetic field pulses withH5106 A/m and pulse rep-
etition frequencyf i51 Hz for 5 min at room temperatur
decreased the temperature of crystallization in the 2
superconducting phase and the activation energy of crys
lization ~Fig. 1! and increased the crystallization rate~Fig. 2!
compared with these parameters in the untreated mater11

In this connection, as a result of PMFT of glass, a relat
1 © 1998 American Institute of Physics
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increase in the quantity of the 2201 superconducting ph
and a decrease in the level of internal microstresses in it w
observed. The final material was stronger. Similar res
were also observed for the superconducting phases 2212
2223.

It became clear that PMFT of the glass chosen give
positive result and can serve as one way of improving
technology for obtaining high-Tc superconducting materials
at least for those materials which are obtained in the g
variant. The remaining problem consisted of optimizing t
PMFT regimes for the glass investigated.

RESULTS OF BASIC INVESTIGATIONS AND DISCUSSION

To solve this problem it is necessary to study t
structural–energy states in the quenched glass, specific
to determine the energy spectrum of the structural sta
their sensitivity to external action~mechanical, magnetic, o
electromagnetic since pulsed magnetic fields are used!, the
relaxational characteristics of the processes leading to a

FIG. 1. Temperature dependence of the relative quantity of the 2201 p
in the process of crystallization of glass in 20 min:1 — Initial glass,2 —
after treatment with a pulsed magnetic field in regime 5~Table IV!.

FIG. 2. Kinetic dependence of the relative amount of the phase 2201 in
process of crystallization of the glass at 773 K~1,2 — the same as Fig. 1!.
se
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sition of the structural elements into excited states as a re
of an external action~the relaxation timet and the rate factor
t0 — a parameter determining the character of the rel
ational process!, thermodynamic reversibility or irreversibil
ity, and the kinetic stability of the structure of the experime
tal material in excited states. For this, the internal fricti
~IF! was studied by the compound vibrator method at a f
quency of longitudinal oscillations 91 kHz with a consta
amplitude of the cyclic strain«5631028 in the tempera-
ture interval 80–500 K. The measurement error was equa
10%.

Figure 3 shows the temperature dependence of
damping decrementd, which to within a constant equals th
IF (Q21). As one can see, peaks of the IF are observed at
temperaturesTm15205 K, Tm25353 K, Tm35378 K, and
Tm45413 K. These peaks are due to relaxational proces
leading to a transition of the structural elements into exci
states in a field of cyclic stresses. From the standpoint of
efficiency of the absorption of mechanical energy by the m
terial, the IF peaks characterize the conditions for maxim
utilization of the external mechanical energy in the observ
relaxational processes with their own thermodynamic~acti-
vation energies! and kinetic ~relaxation times! parameters.
The activation energies of the relaxation processes w
determined using the Wert–Marx expression12

U5RTm ln
RTm

hv
1TmDS, ~1!

where DS is the activation entropy,v is the angular fre-
quency of the measurements, andDS54220 J/mole•K;12

the energies were estimated forDS510 J/mole•K.
The relaxation times were determined from an expr

sion which relates the temperature positions of the max
of the IF peaks and the activational characteristics of
relaxational processes12

vt0 exp~U/kTm!51, ~2!

se

he

FIG. 3. Temperature dependence of the damping decrement in glass:1,2 —
the same as in Fig. 1; 3 — measurements of internal friction in the exper
mental temperature range after several temperature runs.
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wheret0 exp(U/kTm)5t.
The limitations of expression~1! should be noted. This

expression is valid only when the relaxational process sa
fies certain prerequisites, since the derivation of the exp
sion employed an assumption that the frequency factor is
same for all relaxational processes and is 10213 s in order of
magnitude. This corresponds to the Debye frequency of
oscillations of a single atomn51/t0. Since we know of no
other mechanisms of IF in oxide glasses~for example, for the
dislocation mechanismt051029210210 s! other than the
mechanism of thermally activated displacement of sin
atoms, we shall employ expression~1!. The results of a
numerical analysis are presented in Table I.

Therefore the choice of method for measuring the IF
successful in the sense that it reveals the possibilities for
material to absorb external energy and makes it possibl
determine the character and mechanisms of energy dis
tion processes. But, most importantly, a characteristic of
method is the selective character of the absorption of ex
nal mechanical energy, also observed in the case of ac
pulsed magnetic fields applied to a material. For this reas
the information obtained about the spectrum of structur
energy states of the glass under study makes it is possib
find the specific conditions of the PMFT of the glass su
that absorption of the field occurs and, as a result, if
states excited by the magnetic field are kinetically unsta
changes occur in the structure and properties of the glas

Next, it is necessary to solve the question of the kine
stability of the observed states~IF peaks! in the case that
they are excited by a mechanical field and pulsed magn
fields. It was found that the observed IF peaks are conve
during the action of pulsed magnetic fields on the mate
~Fig. 3, curve2! and during mechanical action~Fig. 3, curve
3! into a system of new peaks with different characteristi
This experimental fact shows that periodic external acti
drive the material into excited states which are inheren
kinetically unstable, which is what leads to the developm
of structural relaxation~SR! and irreversible changes in th
structure. As follows from Fig. 3, the results of structur
relaxation are different for magnetic and mechanical actio
The reason could be that in the case of PMFT of the exp
mental glass not all observed states are excited in the g
but rather only the states which are inherently magnetic
active.

We shall take the last step in the solution of the probl
by making a number of assumptions, hoping in advance
the experimental check will elucidate the situation. If all o
served structural–energy states of the glass are assum
be magnetically active, then the absorption of energy fr
the magnetic field will be maximum at magnetic field fr

TABLE I.

Peak No. Tm , K t, s U, eV

1 205 1.7•1026 0.30
2 353 4.7•1026 0.53
3 378 3.2•1026 0.57
4 413 4.031026 0.63
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quency 91 kHz, just as in the case of a cyclic mechan
field with such a frequency atTm15205 K, Tm25353 K,
Tm35378 K, andTm45413 K. However, we are dealing
with a pulsed magnetic field in which, depending on t
pulse durationt i and the pulse repetition frequencyf i , cer-
tain harmonics with different amplitudesHn and frequencies
nV i will be present, and their energy will be absorbed e
ciently at definite temperatures. The Fourier transform w
used to determine the harmonic components present in
carrier of the working magnetic field pulses. The Four
series for periodic magnetic field pulses is

H~ t !5H01 (
n51

`

Hn sin~nV i t1Cn!, ~3!

whereH(t) is the intensity of the pulsed magnetic field wi
repetition frequencyTi51/f i52p/V i , H05HiK is the
static component of the magnetic field,Hi is the amplitude of
the intensity of the magnetic field pulse,K5t i /Ti is the
filling factor, andHn andCn are the intensity amplitude an
phase of thenth harmonic.

For the case of a symmetric arrangement of the pu
relative to the ordinate and initial phasesCn590° the series
will consist of H0 and cosinusoidal components

H~ t !5H01 (
n51

`

Hn cos~nV i t !, ~4!

where the amplitudes of the harmonic components are g
by

Hn5
2Hi

np
sin~npK !. ~5!

We shall use Eq.~4! to analyze some of our PMFT re
gimes with respect to the main parameters of the pulsesHi

and f i with t i5500 ms to determine the working ranges o
the amplitudes and frequencies. The range of working h
monics which were included in the choice of optimal PMF
regimes was determined by their amplitudes and was co
tionally limited by the intensity of the geomagnetic field wi
Hg546 A/m. The working frequency range was also det
mined according to this criterion. The results are presente
Table II.

Next, we present estimates of the temperature regime
PMFT of bismuth-containing glass in the working frequen
range for the spectrum of structural states determined by
method of measuring the IF. Since the relaxational proces

TABLE II.

PMTF conditions Working Working
Hi , A/m; Working amplitude frequency
f i , Hz; H0 , harmonics range, range,
t i , ms A/m range A/m Hz

105; 1; 500 50 121000 100260 6.326300
105; 10; 500 500 121000 1000260 63263000

~except 200n)

104; 1; 500 Hn of all harmonics belowHg

104; 10; 500 50 12100 100260 6.326300
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leading to the excitation of the structure in a cyclic elas
field are thermally activated, we shall perform the calcu
tions using expression~2!, making the assumption that th
character of the relaxation is the same in pulsed magn
fields. Such a point of view could be consistent because
the fact that the energy of the magnetic field employed,
as that of the mechanical field~for «5631028), is much
less than the thermal energy and especially the activa
energy of relaxational processes studied in the present w
For this reason, neither a magnetic field nor a mechan
field influences the density of thermal fluctuations resp
sible for any particular excitation process. The results of
termining the temperature regimes of PMFT of our glass
Hi5105 A/m are presented in Table III.

The results presented in Table III show the temperat
intervals where maximum absorption of energy from
pulsed magnetic field with fixed parameters occurs in
bismuth-containing glass.

To check the reliability of the computed results, it w
necessary to choose a parameter of the material that c
characterize qualitatively and quantitatively the result
PMFT of the glass investigated. As shown above, PMFT
glass changes the parameters of the crystallization of
glass in superconducting phases. In this connection, a
PMFT a relative increase was observed in the amoun
superconducting phases as compared with glass not tre
with a pulsed magnetic field. The increase in the 2201 ph
on crystallization by PMFT of the glass was used as a con
parameter for the experimental check of the computatio
results. The results of such a check are presented in T
IV.

CONCLUSIONS

As one can see from Table IV, the magnitude of t
effect presented there depends strongly on the PMFT reg
Thus, PMFT in regimes 1 and 8 gives the weakest eff
This is due to the fact that only one structural–energy s
with relaxation energy 0.3 eV is excited. The amplitude
the IF peak for the relaxational process with an activat
energy of 0.3 eV is the lowest of all peaks investigated~Fig.
3, curve1! and therefore this state makes the minimal co
tribution to the absorption of a pulsed magnetic field. In t
case of glass treated in a pulsed magnetic field in the regi
2, 3, 4, and 9, states with energies 0.53~to the greatest

TABLE III.

Working Working
U, frequency Hi , temperature f i , t i ,
eV range, Hz A/m range, K Hz ms

0.30 6.326300 105 1202160 1 500
63263000 105 1302180 10 500

0.53 6.326300 105 2102280 1 500
63263000 105 2252310 10 500

0.57 6.326300 105 2252300 1 500
63263000 105 2452335 10 500

0.63 6.326300 105 2502330 1 500
63263000 105 2702365 10 500
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degree! and 0.57 eV participate in absorption of the magne
field. Their contribution is higher than the preceding on
Comparing the regimes 2–4 according to the PMFT time
can be concluded that the treatment does not greatly in
ence the magnitude of the effect. The greatest increase in
2201 phase as a result of PMFT of the glass is observed
regimes 5, 10, and 11, where states with energies 0.53, 0
and 0.63 eV, respectively, operate. It should be noted th
correlation between crystallization and magnetic field a
sorption may not be observed because not all PMFT-indu
changes in the glass structure can influence the crystal
tion of the glass. This is serious question requiring a sepa
analysis.

The investigations revealed that the mechanism lead
to the absorption of pulsed magnetic fields or in general
mechanism whereby the pulsed magnetic field influences
glass is of a temperature-dependent relaxational chara
For this reason, the action of magnetic fields on a mate
must be judged not from the standpoint of the ‘‘thermal pa
dox’’ ( kT@mBH) but rather from the standpoint of the
mally activated relaxation. The efficcacy of PMFT in th
sense described in the present paper is determined not
by the magnetic field parameters but also by the structur
energy state of the material, which, as observations show
changes both during and after PMFT. This is why prolong
PMFT does not give an additional result. For this reas
each PMFT treatment must be preceded by a study of
structural–energy state of the material, which makes it p
sible to determine the optimal PMFT regime. Since the p
cess of absorption of a pulsed magnetic field is of a rel
ational character with a characteristic maximum
absorption, a static magnetic field will be ineffective for di
magnetic materials. The negligible effects of treating d
magnetic systems~including also the system investigate!
with a static magnetic field could be due to the presence
small quantities of paramagnetic centers and other poss
mechanisms of the effects of magnetic fields.

An important point is that the results presented abo
determined the specific approach to studying the effec
cyclic magnetic fields on any material with different degr
of ordering. Once the conditions for excitation of thermall
activated relaxational processes are known, the condit
for absorption of pulsed magnetic fields can be determi

TABLE IV.

Regime Hi , f i , PMFT T , t i , PMFT t , Relative increase
No. A/m Hz K ms min in 2201, %

1 105 1 150 500 5 10
2 105 1 250 500 5 60
3 105 1 250 500 2 50
4 105 1 250 500 15 50
5 105 1 300 500 5 90
6 105 1 320 500 5 40
7 105 1 320 500 15 35
8 105 10 150 500 5 10
9 105 10 250 500 5 50
10 105 10 300 500 5 120
11 105 10 320 500 5 95



s
flu
ny
ple
g
io
re

ld
s,

ng

ic-

ing

ab.

tt.

,

1185Tech. Phys. 43 (10), October 1998 V. I. Alekseenko
with a definite degree of accuracy. This method make
possible to find the correct approach for studying the in
ence of variable or periodic magnetic fields on a
thermally-activated relaxation processes, for exam
brittle–plastic transition in crystalline structures, strain a
ing, nucleation and motion of dislocations, phase format
in amorphous systems, and many other processes. He
special place should be given to pulsed magnetic fie
which, in view of their intrinsic wide spectrum of harmonic
are capable of selective action on different processes.
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Fabrication and investigation of SnO 2 – As2„Se0.9Te0.1…3 and SnO 2 – „As0.67Sb0.33…2Se3

heterojunctions
I. P. Arzhanukhina, K. P. Kornev, and Yu. V. Seleznev

Kaliningrad State University, 236041 Kaliningrad, Russia
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A method for fabricating and the results of an investigation of SnO2– As2(Se0.9Te0.1)3 and
SnO2– (As0.67Sb0.33)2Se3 heterojunctions are described. The spectral and current–voltage
characteristics of the heterojunctions obtained are presented. ©1998 American Institute of
Physics.@S1063-7842~98!00910-6#
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INTRODUCTION

For semiconductor electronics, the search for new str
tures that can be used to develop a variety of semicondu
devices, specifically, photodetectors operating in differ
parts of the spectrum, is now very important. Examples
such structures are heterostructures based on amorphou
terials, including glassy chalcogenide semiconduct
~GCSs!. Semiconductor heterojunctions are the focus of
tive recent investigations. The technology of heterostr
tures, apparently, will play an important role in the growi
microelectronics market.1 As materials, glassy chalcogenid
semiconductors are interesting for use in electronics, s
their properties can be purposefully altered by continuou
varying the combination of components in a compound.

Our objective in the present work was to fabricate a
investigate the characteristics of SnO2– As2(Se0.9Te0.1)3 and
SnO2– (As0.67Sb0.33)2Se3 heterostructures.

SAMPLE PREPARATION AND MEASUREMENT PROCEDURE

The samples whose structures are displayed in Fig
were prepared for the investigations. A tin layer was dep
ited on a 13313 mm glass substrate, using masks, in vacu
at room temperature. Next, the deposited structures w
heated in an oxygen atmosphere up to a temperature o
proximately 700 K. This yielded two electrodes consisting
a transparent~in the visible part of the spectrum! n-type con-
ducting tin dioxide film with a band gap of 4.0 eV for dire
transitions and 2.8 eV for indirect transitions.2 The ionization
energy of the donor centers, which is associated with
presence of oxygen vacancies, was equal to 0.07 eV.2,3 Next,
layers of a glassy chalcogenide semiconductor and alu
num, which partially overlapped one another, were depos
successively, using different masks, on the electrode
room temperature~Fig. 1!.

The sample was illuminated on the glass substrate
through the transparent tin dioxide electrode. The alumin
layer served as the second electrode. A voltage was app
between the Al and SnO2 electrodes. The polarity of the
voltage was determined by the sign of the voltage on Sn2.

The measurements were performed on a specially de
oped apparatus that made it possible to measure the ph
1181063-7842/98/43(10)/3/$15.00
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current in the sample in the region of the spectrum w
wavelength froml50.4 to 1.2mm, with a spectral slit width
from dl50.002 mm for the short-wavelength part of th
spectrum up toDl50.008mm for the long-wavelength par
of the spectrum. The minimum measured current was eq
to 10212 A. The voltage applied to the sample could be va
ied from 1100 to 2100 V. The IVCs obtained in the dar
and the IVCs obtained by illuminating the sample with lig
in the region of maximum sensitivity~light IVCs! were mea-
sured for both types of samples. The spectral characteris
of photosensitivity~SCP! were measured with both polaritie
of the voltage applied to the sample. To obtain the SCP,
dependence of the photocurrent of the sample on the w
length of the incident light was measured in the range
wavelengths from 400 to 900 nm with a step of 25 nm. T
spectral sensitivity of the sample was determined from
measured dependence according to the formula

S~l!5Jph~l!/I ~l!,

whereJph(l) is the photocurrent in the sample in amper
andI (l) is the power of the lamp in watts in the waveleng
interval Dl.

The photocurrent was determined according to the v
age drop across a known resistance.

RESULTS AND DISCUSSION

The current–voltage characteristics for samples base
both compositions are nonlinear and asymmetric. For b
the dark and light IVCs measured in the region of maximu
sensitivity the current obtained with positive polarity of th
tin dioxide collecting electrode is much higher than the c
rent obtained with negative polarity. A potential barrier f
holes, which are the majority carriers in GCSs,4 is formed at
the metal–semiconductor interface~Fig. 2!. When the col-
lecting electrode is positive, the barrier decreases an
larger number of holes can flow into the aluminum from t
GCS. For opposite bias the barrier for holes emitted fr
aluminum decreases as the voltage increases; the curren
creases but to a lesser extent, since a barrier for holes e
at the GCS–SnO2 interface. In this case the current throug
the structure will be determined by the recombination rate
holes and electrons near the GCS–SnO2 interface. Therefore,
6 © 1998 American Institute of Physics
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as the voltage increases, the current with a positive collec
electrode should grow more rapidly than for a negative c
lecting electrode. This is observed in Fig. 3, which displa
the IVCs for the (As0.67Sb0.33)2Se3 heterostructures. The
IVCs of the samples based on As2(Se0.9Te0.1)3 have the
same form.

The spectral characteristics of photosensitivityS(l) for
As2(Se0.9Te0.1)3 heterostructures with a negative correcti
electrode and GCS film thicknessd57 mm are presented in
Fig. 4. As one can see, the region of photosensitivity of
structure extends froml50.47 to 0.71mm at the 0.1Smax

level with a maximum atl50.58 mm. For film thickness
d51 mm the sensitivity region ranges froml50.4 to 0.7mm
with a maximum atl50.53 mm, while for film thickness
d510 mm it extends froml50.53 to 0.76mm with a maxi-
mum atl50.65mm.

In the case of a collecting electrode with positive pol
ity the region of spectral sensitivity lies in shorter wav
length part of the spectrum relative to the curves obtained
negative polarity, but in this case the long-wavelength e
of the curves is the same for both polarities.

For the~As0.67Sb0.33)2Se3 heterostructures with negativ
polarity the region of the spectral sensitivity at the 0.1Smax

level ranges froml50.515 to 0.730mm with a maximum at
l50.65mm (d51 mm! and froml50.575mm to 0.725mm
with a maximum atl50.625mm (d510 mm!.

In the case of positive polarity, only the long waveleng
part of the SCP is observed in the range of waveleng
investigated. The shift of the maximum of the SCP equ
0.5 eV. As noted above, a potential barrier for holes exist
the Al–GCS interface. According to photoemissio
measurements,5 the magnitude of this barrier equals appro

FIG. 2. Band diagram of the heterojunction:1 — Al, 2 — GCS,3 — SnO2.

FIG. 1. Structure of the sample:1 — SnO2, 2 — GCS, 3 — Al, 4 —
substrate.
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mately 0.6 eV for the present compositions. The existenc
a shift of the maximum of the spectral sensitivity to high
photon energies with a positive voltage on SnO2 is an addi-
tional confirmation of the existence of a potential barri
The higher the energy of the absorbed photons, the sho
their penetration depth is, the closer the absorption of m
photons to the surface barrier is, and the higher the ave
energy of the photogenerated holes is. For this reason, m
holes capable of overcoming the potential barrier appea
the photon energy increases. The result is that the maxim
of the SCP with a positive voltage shifts into a shorter wa
length region of the spectrum relative to the maximum w

FIG. 3. Current–voltage characteristics of a (As0.67Sb0.33)2Se3 heterostruc-
ture: 1 — in light, 2 — in dark.

FIG. 4. Spectral characteristics of a As2(Se0.9Te0.1)3 heterostructure:1 —
8B, 2 — 4B, 3 — 2B.
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a negative voltage. In the case of a negative voltage on S2,
the photogenerated holes do not have to overcome the po
tial barrier indicated above, so that in this case the posi
of the photosensitivity maximum is determined by the ba
gap in GCS.

CONCLUSIONS

1. Samples based on SnO2– As2(Se0.9Te0.1)3 and
SnO2– (As0.67Sb0.33)2Se3 heterojunctions were fabricate
and investigated.

2. The spectral and current–voltage characteristics w
measured.

3. The current–voltage characteristics are nonlinear
asymmetric.

4. The region of spectral sensitivity was determined, a
en-
n
d

re

d

d

the maximum sensitivity was found for both types of hete
junctions.

5. It was found that for positive polarity the maximum o
SCP is shifted to higher photon energies.
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Self-propagating high-temperature synthesis and solid-phase reactions
in bilayer thin films

V. G. Myagkov, V. S. Zhigalov, L. E. Bykova, and V. K. Mal’tsev
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Self-propagating high-temperature synthesis~SHS! in Al/Ni, Al/Fe, and Al/Co bilayer thin films
is investigated. It is established that SHS is achieved in thin films at initiation temperatures
300–350° lower than in powders. The mechanism of SHS in thin films is similar to the process of
explosive crystallization. It is shown that at the initial stage solid-phase reactions arising on
the contact surface of condensate films can be self-propagating high-temperature synthesis. SHS
could find application in different technologies for obtaining film components for
microelectronics. ©1998 American Institute of Physics.@S1063-7842~98!01010-1#
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Self-propagating high-temperature synthesis~SHS! is
widely used to obtain many different compounds. Ordinar
the reagents participating in SHS are in a powdered form
one reagent is in a gaseous state.1,2 Infrequently, SHS has
been studied in bimetallic systems3 and foils.4 In both cases,
the reagents were several microns in size. SHS in thin-
samples~thickness up to 200 nm! has not been investigate
at all.

The present work is devoted to the experimental study
the characteristic features of SHS in thin films and th
differences from SHS in powders.

The following pairs were chosen as the initial materi
for synthesis: Ni–Al, Fe–Al, and Co–Al. A layer of one o
the ferromagnetic metalsM5 Ni, Fe, and Co was deposite
successively by thermal evaporation and an Al layer w
deposited on top. Each layer was 30–100 nm thick. Fi
with layers of equal thickness were used for the investi
tions; this corresponds to;40% at.Al in the sample. Mica o
glass, 0.1–0.2 mm thick with linear dimensions of 5–10 m
was used as the substrate. The two-layer system obta
was placed on a tungsten heater and heated at a rate o
order of 20° per second~thermal explosion!. The vacuum
during deposition and heating was 131024 Pa. At the tem-
peratureT1i a nucleus of a phase of the reaction produ
appeared and propagated with the velocityV;0.531022

m/s until it covered the entire surface of the film. The mo
phology of the surface of the new phase changed, and
reflection from the film surface became dull and differ
sharply from the mirror surface of the initial sample, so th
the motion of the new phase was easily observed visu
~Fig. 1a!. The initiation temperatureT1i in the experiments
was not constant; it depended on the rate of heating and
ratio of the thicknesses of each film and varied in the ra
250–400 °C for the systems Co–Al and Fe–Al a
200–300 °C for Ni–Al. Ift is the characteristic reaction time
then the velocity of the front isV;Ax/t. In this time the
diffusion will extend to the thickness of the filmd;ADt.
Taking average experimental valuesV5131022 m/s,
d5131027 m, and thermal diffusivityx5102521026 m2/s
1181063-7842/98/43(10)/4/$15.00
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~Ref. 5!, we estimate the diffusion coefficient asD510212

210213 m2/s. Such values ofD are characteristic for the A
diffusion in Fe, Co, or Ni at temperature 1200–1400 K6

This temperature agrees with the results of direct meas
ments, presented below, of the temperature of an Al/Fe fi
Hence it follows that at these temperatures Al on the fron
in a liquid state, while the lower Fe, Co, or Ni layers are in
solid phase. The reaction front is convex~Fig. 1a!, because
of the fact that the heat losses at the edge of the film
greater than at the center. They decrease the front temp
ture Tf and the front velocity from center to edge. On th
other hand, the front temperature is higher than the mel
temperature of aluminumTm ~Al !. The arrow in Fig. 1a
shows the liquid zone of aluminum, bordering the react
front and possessing a high reflectance, so that it is dis
guished from the initial and reacted parts of the film. If, af
initiation, the substrate temperature is made to be less
T1i , then quenching of the reaction occurs.

The self-maintaining character of the propagation of
nucleus is determined by the fact that the reaction zone
at the interface of the initial film and the reaction produc
Intense heat release on the front appreciably raises the
perature there. As a result of the Arrhenius temperature
pendence of the diffusion coefficient the combustion proc
proceeds exclusively on the front. The proposed mechan
of SHS in thin films is similar to the process of autowa
oxidation of metals7,8 and the process of explosiv
crystallization.9,10 The main characteristics of the process
are similar in the following cases: the existence of the re
tion initiation temperatureT1i , self-maintained propagation
of the front of a new phase, high temperature of the fro
identical temperature dependences of the front propaga
velocity, and possibility of the existence of a liquid zone
the front. The process of explosive crystallization has be
well studied theoretically, so that it can be applied to t
analysis of phenomena arising during SHS in thin films a
autowave oxidation of metals. Figure 1b shows schem
cally the temperature profile on the reaction front, whic
assuming that no phase transformations occur,
9 © 1998 American Institute of Physics
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exponential.11 The front temperatureTf lies in the range
Tm(M ).Tf.T~Al !, so that a liquid phase of aluminum ex
ists at the front. Aluminum diffuses into the bottom me
layer (M5 Ni, Fe, Co!, which is in the solid phase. If the
lowest eutectic temperatureTm~Eu! of the reaction products
is less than the front temperatureTf.Tm~Eu!, then the liquid
zone should include, besides liquid aluminum~Al !, liquid
reaction products~Eu!. The width of the liquid zone depend
on the temperature profile of the reaction front~Fig. 1b!.

The magnetic momentM (Tl) of the sample was mea
sured in the experiments. It is proportional to the volume
the ferromagnetic part of the film, depending on the subst
temperature. The degree of transformationh(Tl)5(M (0)
2M (Tl))/M (0) was determined assuming all intermetal
phases of Al with Ni, Co, and Fe to be nonmagnetic. H
M (0) is the magnetic moment of the initial sample at roo
temperature andM (Tl) is the magnetic moment after th
substrate is heated to temperatureTl and held for 10 s — the
time required for the combustion wave to propagate thro
the film. Figure 2 shows the dependenceh(Tl) for the sys-
tems Ni–Al, Co–Al, and Fe–Al. From the dependen
M (Tl) follows the existence of the synthesis onset tempe
tureT1i and temperatureT2i at which the degree of transfor
mation has a maximum value. In Fig. 2 the temperaturesT1i

and T2i are marked only for Al/Ni films. Thus, at tempera

FIG. 1. Photograph, schematic illustration of SHS with a liquid alumin
zone, which is shown by the arrow, on the front~a!, and temperature profile
perpendicular to the reaction front, with a liquid aluminum zone at the fr
~b!: 1 — Al film; 2 — metal film M5 Fe, Co, Ni;3 — reaction products;
4 — liquid zone on the SHS front;5 — substrate;6 — heater at tempera-
turesT.T2i .
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tures T.T2i nickel reacts completely with aluminum, an
there is not enough time for 0–30% of the cobalt and 0–2
of the iron to react. Analysis of the surface morphology su
gests that in the temperature rangeT2i.T.T1i synthesis
does not proceed to the entire depth, but covers a thickned
at the interface of the films. The thicknessd increases rapidly
with increasing substrate temperature, and at temperatureT2i

synthesis proceeds to the entire depth. The large fractio
the surface where the reagents are in contact with one
other decreases appreciably the initiation temperatureT1i .
For the system Ni–Al this temperature is 300–350° low
than the corresponding temperature in powders.11,12 In many
technologies for obtaining thin-film coatings, the films co
down at substrate temperatures higher than the initia
temperatureT1i . This suggests that if the substrate tempe
tureTl is higher than the initiation temperatureT1i when the
multilayer films are deposited, SHS can proceed and cha
the expected phase composition and structure of the sam
To confirm this conjecture, an Al layer~;50 nm thick! at
different substrate temperatures was deposited on Co, N
films ~;50 nm thick! deposited on mica substrates. The d
greeh of transformation was determined as a function of t
substrate temperatureTl by the method presented above. Fi
ure 3 shows the dependenceh(Tl), which shows that the
SHS process is initiated during deposition of the upper la

t

FIG. 2. Degree of transformation of bilayer systems as a function of s
strate temperature:s — Al/Ni, h — Al/Fe, n — Al/Co; layer thicknesses:
Al ;60 nm,M;50 nm.

FIG. 3. Degree of transformation versus substrate temperature after de
tion of an Al layer on a filmM5 Ni, Fe, Co:s — Al/Ni, h — Al/Fe, n

— Al/Co.
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of aluminum. In addition, the initiation temperatures of t
systems Ni–Al, Fe–Al, and Co–Al are close to the cor
sponding temperatures during heating of bilayer films of
same systems~Fig. 2!.

Al/Co bilayer film systems were also investigated by t
nuclear magnetic resonance method. Figure 4 shows the
quency spectra of the nuclear spin echo~NSE! of the initial
films and of the same samples after annealing, where S
was realized. The typical Al/Co spectrum of the initi
samples is characteristic for polycrystalline Co and is form
by two of its allotropic modifications: the low-temperatu
hexagonal close-packed~hcp! a-Co phase and the high
temperature face-centered cubic~fcc! b-Co phase~thea�b
transition temperature;700 K! with central frequency 213
MHz. After passage of the SHS wave the line shape of
spectrum changes appreciably, and only the signal from
fcc phase remains. The reaction products experience
rates of cooling, which results in, specifically, stabilization
the high-temperature fcc phase of Co. Thus, taking the ris
temperature in the combustion waveDT;1000 K and the
characteristic reaction timet5x/v2;0.120.01 s we esti-
mate the cooling rate as;1042105 K/s. Such cooling rates
are sufficient not only for fixing the high-temperature pha
but also for obtaining an amorphous phase in the alloys.
absence of satellite lines in the low-frequency region of
spectrum shows that after the passage of a SHS wave a
solution of aluminum in cobalt is not formed, but rather i
termetallic compounds are formed. The area under the c
of the frequency spectrum determines the amount of co
present in the sample. The degrees of transformation, d
mined from the ratio of the areas of the spectra before
after the reaction and from magnetic measurements, a
well with one another.

The phase composition of the samples after the pas
of a SHS wave was investigated by the methods of x-
crystallographic analysis. The samples investigated had
ers of equal thicknesses, each layer being;100 nm thick.
The diffraction patterns the samples of the system Al
where SHS occurred as a result of annealing at tempera
T.T2i are completely identical to the diffraction patterns

FIG. 4. Frequency spectra of nuclear spin echo of a bilayer film sys
Al/Co: 1 — initial sample,2 — after passage of a SHS wave through t
sample.
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samples where SHS occurred with an aluminum film dep
ited on a nickel film at temperatureT.T2i . The interpreta-
tion of the diffraction patterns shows the presence of a m
phase Ni2Al3 with a small quantity of a NiAl phase an
show residual aluminum and nickel to be absent, in agr
ment with the data presented in Figs. 2 and 3. For Al
films where SHS occurred as a result of annealing the
fraction patterns show reflections from residuala-Fe as well
as the high-temperature phaseg-Fe and the intermetallic
compounds FeAl3 and Fe2Al5. The high-temperature phas
g-Fe was stabilized just asb-Co as a result of the high rate
of cooling which arise on the combustion front. Similar d
fraction patterns of Al/Co samples, just as their magne
measurements and NMR spectra, confirmed the prese
of residualb-Co. In addition, other phases, which can
identified as Al5Co2 and AlCo, are present in the sample.

The film temperature the during passage of a SHS w
was measured in the system Al/Fe. To this end, a Pd la
~50 nm thick! was deposited on the substrate and Fe and
layers~each layer 50 nm thick! were deposited successive
on the Pd layer. The Pd and Fe layers were used as the
couples. The sample was placed on a heater whose tem
ture was determined with a standard chromel–copel ther
couple and heated at rate 10 K/s. The heater was switche
at temperature 770 K, which is higher than the initiati
temperatureT1i . Figure 5 shows the dependence of t
sample temperature measured with the film thermocouple
the heater temperature. Before the temperatureT1i was
reached, both thermocouples showed the same tempera
This signified that the heater temperature was identical to
film temperature. However, aboveT1i5660 K the film tem-
perature increased rapidly to a value of the order of 1330
as a result of an exothermic reaction. This value agrees

m

FIG. 5. Temperature of a bilayer film sample Al/Fe versus the heater t
perature. The arrows show the path of the temperature as the samp
heated up to 770 K and then cooled.
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with the estimate of the front temperature made earlier. A
the passage of the SHS wave, the temperature indicate
the film thermocouple dropped. However, the reverse pat
the film temperature was different from the forward path a
was higher than the heater temperature, which indicated
tinuation of the exothermic reaction. The reaction stops o
at temperatures 300–350 K, and the film and heater temp
tures become the same.

To determine the total reaction time the electrical res
tance of the samples during the reaction at temperatureT1i

was measured. The electrical resistance increases con
ously as the temperature increases from room temperatu
T1i . This increase is typical for the temperature depende
of the resistance of metals. When the temperature reache
initiation value T1i the electrical resistance of the samp
increases rapidly — for 20 min for Al/Co systems and for
min for Al/Ni, Al/Fe film systems. Experiments to determin
the sample temperatures and electrical resistance show
after the passage of a SHS wave through the film~for the
present samples not more 10 s!, the further heat release in th
film is due to a post-combustion process. Post-combus
processes have been observed in previous works on S2

Hence it follows that the reaction process consists of t
stages. During the first stage a fast autowave combus
process occurs. It results in appreciable mixing of the reag
layers and formation of reaction products. The second s
is slower. At this stage the initial products that have n
completely reacted in the first stage undergo po
combustion. This stage can be accompanied by recrystal
tion and formation of new phases. During the second st
the combustion process is not a wave process, but rathe
reaction products are produced by a process of nuclea
and growth, whose kinetic law is described by t
Kolmogorov–Avrami–Johnson–Mehl equation.13

The low initiation temperatures of SHS in bilayer film
systems suggest that many solid-phase reactions in the in
stage at the interface of film condensates are self-propaga
high-temperature synthesis. Thus, in Ref. 14 solid-phase
actions were investigated in Ni/Al multilayer films. Similarl
to the present work, solid-phase Ni/Al reactions in multila
ers materialize both as a result of annealing and during c
bined deposition of nickel and aluminum films. The fact th
in our work and in Ref. 14 the initiation temperatures of t
reactionsT1i;500 K are the same suggests that SHS
multilayer films was also observed in the work mentione
For this reason, it should be expected that other solid-ph
reactions arising at the contact surface of film condens
can initially be self-propagating high-temperature synthe
This is the reason for the search for solid-phase reactions
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could be realized in bilayer film samples. They should oc
in systems where SHS has been obtained.1 Conversely, for
films on whose boundary solid-phase reactions arise~see, for
example, Ref. 15! SHS should be expected to occur in th
corresponding powders.

The following conclusions can be drawn on the basis
the initial experiments investigating SHS in thin films:!
SHS materializes in thin films at initiation temperatur
300–350° lower than in powders; 2! the mechanism of SHS
in thin films is similar to explosive crystallization; 3! SHS in
thin films can also be obtained on the surface of powders
second reagent in a liquid phase is present; 4! the possibility
of SHS initiation should be taken into account in existi
technologies for obtaining thin-film coatings; 5! different
solid-phase reactions observed at the interface of bilayer
multilayer films and arising at low heat-treatment tempe
tures can initially be self-propagating high-temperature s
thesis; 6! the high rates of cooling after the passage of a S
wave in bilayer film samples can stabilize high-temperat
and metastable phases; and, 7! SHS could find application in
different technologies for obtaining film components for m
croelectronics.

This work was supported by the Russian Fund
Fundamental Research, Grant No. 96-32327a/410.
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@in Russian#, Énergoatomizdat, Moscow~1991!, 1232 pp.

6V. N. Larikov and V. I. Isa�chev,Structure and Properties of Metals an
Alloys. Diffusion in Metals and Alloys@in Russian#, Naukova Dumka,
Kiev ~1987!, 511 pp.

7V. G. Miagkov, L. I. Kveglis, G. I. Frolov, and V. S. Zhigalov, J. Mate
Sci. Lett.13, 1284~1994!.

8V. G. Myagkov and N. V. Baksheev, Pis’ma Zh. Tekh. Fiz.18~6!, 14
~1992! @Sov. Tech. Phys. Lett.18~3!, 174 ~1992!#.

9V. A. Shklovski� and V. M. Kuz’menko, Usp. Fiz. Nauk157, 311 ~1989!
@Sov. Phys. Usp.32, 163 ~1989!#.

10G. H. Gilmer and H. J. Leamy, inLaser and Electron-Beam Processing o
Materials, Academic Press, New York~1980!, pp. 227–232.

11K. A. Philpoh, Z. A. Munir, and J. B. Holt, J. Mater. Sci.22, 159 ~1987!.
12C. Michaelsen, G. Lucadamo, and K. Barmak, J. Appl. Phys.80, 6689

~1996!.
13R. W. Cahn and P. Haasen@Eds.#, Physical Metallurgy, ~North-Holland,

New York, 1983, Vol. 2; Mir, Moscow, 1968!, 490 pp.
14E. O. Coldan, C. Cabral, Kotecki Jr.et al., J. Appl. Phys.77, 614 ~1995!.
15L. Persson, M. El. Bouanani, and M. Hultet al., J. Appl. Phys.80, 3347

~1996!.

Translated by M. E. Alferieff



TECHNICAL PHYSICS VOLUME 43, NUMBER 10 OCTOBER 1998
Fast nonequilibrium induction detectors based on thin superconducting films
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A new type of fast detector is proposed. The operation of the detector is based on the change
induced in the kinetic inductance of NbN and YBa2Cu3O72d superconducting films by
nonequilibrium quasiparticles produced by electromagnetic radiation. The speed of a NbN detector
is essentially temperature-independent and is less than 1 ps. A model based on the
Omen–Scalapino scheme describes well the experimental dependence of the voltage–power
sensitivity of a NbN detector on the modulation frequency of the radiation. A low equilibrium
quasiparticle density and a high quantum yield give detecting powerD* 51012W21

• cm• Hz1/2

at temperatureT54.2 K andD* 51016 W21
• cm• Hz1/2 at temperatureT51.6 K. The

time constant of the low-temperature YBaCuO induction detector is determined only by the
electron–phonon interaction timete2ph

d in the nodal regions. ©1998 American Institute
of Physics.@S1063-7842~98!01110-6#
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INTRODUCTION

The investigation and development of fast devic
whose operation is based on nonequilibrium processes oc
ring in both conventional and high-Tc superconductors
~HTSCs! is one of the important directions of modern sup
conducting electronics. Picosecond resistance detectors
sisting of low-temperature superconducting thin films w
high sensitivity operate similarly to bolometers in the ran
from millimeter wavelengths to visible light.1,2 Similar
HTSC detectors can be another order of magnitude fas
but they are less sensitive.3,4

Resistance detectors employing as the working com
nent thin films of conventional superconductors with a sh
electron mean free path are described well by a nonequ
rium two-temperature heating model.5 This model also ex-
plains the basic forms of the photoresponse of HTSCs, s
cifically, the two-component decay of the photoresponse
HTSCs has the same nature as in conventional supercon
ors with a high superconducting transition temperature.6,7

In superconducting thin films the hierarchy of charact
istic relaxation times is determined by the distribution fun
tions of the nonequilibrium quasiparticles and phonons un
the action of radiation, i.e., as quasiparticles and phon
respond to a short laser pulse.8 The response mechanism
determined by the ratio of the times of relaxation proces
determined by phonons. At low temperatures the timetes in
which phonons escape from a thin film into the substrate
shorter than the phonon–electron scattering timetph2e ,
which is a necessary condition for the appearance of a pu
nonequilibrium response.9 The ratio of tes and tph2e

changes as the working temperature increases in the r
from liquid-helium to liquid-nitrogen temperatures. Mor
over, the form of the photoresponse depends strongly on
ratio of the electron–phonon interaction timete2ph and the
phonon–electron scattering timetph2e . At liquid-helium
1191063-7842/98/43(10)/6/$15.00
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temperatureste2ph is greater thantph2e . In this case, if
tes!tph2e , then a purely nonequilibrium response with
characteristic decay timete2ph materializes, while for
tes@tph2e the response is exclusively bolometric with
corresponding decay timetes. For thin films of conventional
superconductors with a high critical temperature, the ratio
te2ph andtph2e changes atT55 –10 K, and at higher tem
peratures the response becomes multicomponent.

The development of nonequilibrium HTSC resistan
devices has now encountered fundamental difficulties. T
obstacle is the high thermal resistance at the film–subst
boundary for all substrates suitable for growing high-qua
films. As a result, the heat removal from the film is ina
equate even for ultrathin films, which makes it impossible
eliminate the bolometric component of the detector respon

The solution of the problem must be sought not in t
resistive state of the film but rather in the superconduct
state, i.e., not in the change in the resistance of the sens
element but rather in the change of the kinetic inductance
this case, not only is heat not released during the flow of
bias current, but, and most importantly, the appearance
nonequilibrium response at low temperatures in superc
ductors withs pairing decreases the detector time const
tD , while in superconductors with nodal regions, i.e., withd
pairing, it changes the hierarchy of relaxation times a
makes it possible to realize a phonon thermostat, i.e.
eliminate the bolometric effect.

Of the works concerning kinetic inductance in conve
tional superconductors, we call attention to Refs. 10–14
these works, the first attempts were made to employ the
ductance for applied purposes: radiometers, SQUID-ba
low-noise amplifiers, and so on. The authors noted that
their opinion, near the critical temperatureTc the thermal
coupling of nonequilibrium particles and the lattice is ve
good and the film is heated as a whole, i.e., the induc
response is of a purely bolometric character. Apprecia
3 © 1998 American Institute of Physics
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FIG. 1. Block-diagram of the experimental apparatus:1 — G4-151 generator~1–500 MHz!; 2 — Ya2R-74 generator~0.01–2 GHz!; 3,14— adapter;4,15
— power supply;5 — RLD-78 M20 laser diode;6 — focusing system; 7— LFDG-70 avalanche photodiode;8 — to spectrum analyzer;9 — beam splitter;
10 — 50 mm in diameter fiber-optic cable;11 — radiation power meter;12 — SKA-59 spectrum analyzer~0.01–110 MHz!; 13 — SKA-60 spectrum analyzer
~0.01–12 GHz!; 16 — liquid helium; 17 — sample;18 — transport Dewar vessel.
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below Tc the situation changes: Electromagnetic radiat
increases the temperature of only the quasiparticles with
affecting the lattice, and the response can be explained
by the nonequilibrium superconductivity.

Most research groups studying the inductive respons
HTSC films now believe that only a nonequilibrium respon
exists in the superconducting state. To explain the mec
nism of such response a theory developed a long time a15

for the deep superconducting state (T!D) of films of con-
ventional superconductors, which in principle is not app
cable to HTSC materials,16 is invoked.

Investigations of relaxation processes in thin superc
ducting films are of great general-scientific value and
tremely important for designing not only induction detecto
but also other components of superconductor electro
which operate under nonequilibrium conditions, such as
vices based on tunneling injection, superconducting tran
tors, and others.

Our objective in the present work is to study the indu
tive photoresponse of NbN and YBa2Cu3O72d thin films in
the superconducting stateT!D and to determine the basi
characteristics of nonequilibrium induction detectors.

EXPERIMENTAL SAMPLES, PROCEDURE, AND TECHNIQUE

Thin films of YBa2Cu3O72d and niobium nitride NbN
were chosen as the objects of investigation. YBaCuO fi
are the best-known HTSC materials: The fabrication techn
n
ut
ly

of
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s
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ogy is well developed, and a relatively large amount
knowledge about the main physical properties has been
cumulated in the course of investigations over many ye
Our samples on LaAlO3 substrates consisted of 50 nm thic
films with critical temperature 88 K in a structure in the for
of a single bridge or three parallel strips with a total area
10310mm. NbN films with a high critical temperature and
thickness of several tens of angstroms were needed for
experimental investigations. Our technology group solv
this problem. The result were less than 10 nm thick N
films on a sapphire substrate. The transition temperatureTc

of the films was controllable with reproducibility better tha
0.5 K in the temperature range 4.5–14.7 K.17 The NbN
samples had the structure of a meander~strip width
w51.5 mm! filling an area of 54372 mm.

A block diagram of the experimental apparatus for me
suring the frequency dependence of the signal obtained
applying to the superconducting sample amplitud
modulated near-IR electromagnetic radiation is presente
Fig. 1. A RLD-78M20 laser diode with wavelengthl5788
nm, connected through a high-frequency adapter to
power supply, served as the source of radiation. The la
had maximum radiation powerP510 mW with bias current
I 565 mA. The laser radiation, modeled by a generator
sinusoidal signals, was fed into a 50mm in diameter G1-50/
125-AXAI fiber-optic cable by means of a short-focal leng
objective lens. Another such cable brought radiation up
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the experimental sample. The cables were connected thro
an optical reducer, which made it possible to measure, u
a RIFOCS-555B power meter, the power of the radiat
brought up to the sample. A beam-splitter after the focus
system diverted part of the radiation to a LFDG-70 av
lanche photodiode with a measuring frequency band up
6 GHz, controlling the amplitude–frequency characteristic
the laser diode. The experimental sample was placed a
end of a holder placed in a liquid-helium Dewar vessel. T
signal from the sample was fed through flexible coplanar
stiff coaxial lines into the detecting apparatus, which co
sisted of the adapter of the power supply for the sample
amplifier, and SK4-59 and SK4-60 spectrum analyzers o
EGG-5202 phase-sensitive device. The latter was used w
the problem of measuring very low power signa
Ps;2150 dBm, in the band of detected frequenc
f 51 –50 MHz, arose.

Measurements of the relaxation times of the respons
thin superconducting films by the modulation method
more accurate than measurements performed by pu
methods. Signal detection occurs in a narrow band of de
tion frequencies, which depends on the stability of the g
erator of the modulation of the laser power and the minim
input band of the spectrum analyzer~or other device!. Sig-
nals with power;50310218 W have been detected in th
synchronous detection regime, while the pulsed method
made it possible to measure signals with peak power o
down to;5031029 W.18

The registration times of the impedance of the expe
mental samples were determined from the amplitud
frequency characteristics. Since the relaxation times of
response, in general, vary according to an exponential
the frequency characteristic of the signal voltage per u
intensity is similar to the transmission characteristic o
low-frequency filter

DU~ f !5U0

2p f t

A11~2p f t!2
, ~1!

whereDU( f ) is the signal level at frequencyf , U0 is the
signal level at zero frequency, andt is the characteristic
time, also called the time constant of the detector.

EXPERIMENTAL RESULTS AND DISCUSSION

a! Nonequilibrium NbN induction detector. In this sec-
tion we propose a superconducting nonequilibrium dete
whose operation is based on the radiation-induced chang
the kinetic inductance of the superconducting condens
We note that the inertial bolometer proposed previously13,19

employs the temperature dependence of the kinetic ind
tance nearTc . We shall investigate a fast detector who
operation is based on the nonequilibrium response of
films at a temperature much less thanTc . The time constant
tD of such a detector is determined by the development t
of an electron avalanche, which is much shorter thante2ph .
Moreover, the detecting power of this detector is mu
greater than that of electronic resistance bolometers w
comparable values oftD .
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Figure 2 shows the signal voltage versus the modula
frequencyf for two samples at different temperatures. T
signal amplitude is approximated well by the dependence
The values oft are marked in Fig. 2 by arrows. For a co
stant reduced temperatureT/Tc the values oft are propor-
tional to the film thickness. For each sample, at low tempe
turest is an exponential function of temperature. The sign
magnitude on the plateau of the frequency curve gro
weakly asT21/2 with decreasing temperature.

The experimental results presented can be explained
the basis of the following model, which is based on t
Omen–Scalapino scheme.20 When light with photon energy
hn greater than the gap (D) is absorbed, Cooper pairs ar
broken and quasiparticles are formed. This changes the
netic inductanceL of the film and therefore results in th
appearance of a voltage equal toIdL/dt. The rate of change
of the inductance is determined by the modulation freque
of the radiation and relaxation processes in the film. At fir
the photoexcited quasiparticles lose energy, emitt
phonons with energy greater than 2D, which in turn destroy
Cooper pairs and produce new quasiparticles. For quasi
ticle energy less than 3D, further quasiparticle multiplication
becomes impossible. Next, the nonequilibrium quasipartic
cool down, emitting low-energy phonons, and accumulate
a level with energyD. At this stage, which lasts no longe
than 1 ps, the development of the electron avalanche is c
pleted and the further, relatively slow, evolution results in
decrease of the nonequilibrium quasiparticle density. Wh
two quasiparticles recombine, a phonon with energy 2D is
emitted, and this phonon can either leave the film in a ti
tes54d/aus (us is the sound speed in the substrate anda is
the transmittance of the film–substrate boundary! or destroy
a Cooper pair in a timetB . As a result, the effective quas
particle lifetime is

FIG. 2. Inductive signalDU versus modulation frequency for 5~a! and 10
nm ~b! thick NbN films: T/Tc : 1 — 0.34,2 — 0.39,3 — 0.29,4 — 0.34,
5 — 0.4, 6 — 0.45.
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t l5tRS 11
tes

tB
D . ~2!

Following Ref. 16, the voltage–power sensitivity can
represented in the form

S5
LI exp~2D/kBT!

neqVD

2p f t l

A11~2p f t l !
2
3

1

A11~2p f t* !2
,

~3!

wheret* is the development time of an electron avalanc
We shall now estimate for the thinnest film the nume

cal values of the characteristic times appearing in Eqs.~2!
and ~3!. The recombination time at temperatures much l
thanTc can be determined in terms of the electron–phon
relaxation time at the critical temperaturete2ph(Tc):

tR~T!

te2ph~Tc!
50.1S Tc

T D 1/2

expS D

kBTD . ~4!

To estimate the recombination time we measured
escape time of nonequilibrium phonons from a 5 nmthick
NbN thin film and obtainedtes550 ps~Fig. 3b!. Since the
electron–phonon interaction time is essentially independ
of film thickness, we employed a 20 nm thick film wit
Tc56.5 K to determine it. Decreasing the working tempe
ture increased the electron–phonon interaction time, mak
it possible to measure it directly in the frequency band of
apparatus~Fig. 3a!. Taking account of the temperature d
pendencete2ph;T21.6 ~Ref. 21! for a 5 nmthick film with
Tc512.4 K we have te2ph(Tc)510 ps, which gives
tR550 ps with temperatureT54.2 K. The timetB does not
depend on temperature and can be estimated from
relation

FIG. 3. Amplitude–frequency characteristics of the photoresponse of N
thin films in the resistive state: a — 20 nm thick sample,Tc56.5 K,
DT50.4 K, T56.1 K; b — 5 nmthick sample,Tc512.4 K, T512.3 K.
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which givestB52 ps. Thereforetes/tB'20, which indi-
cates strong reabsorption of nonequilibrium high-ene
phonons by quasiparticles. The quasiparticle lifetime cal
lated from Eq.~2! using the value oftR ~Eq. ~4!! agrees well
with the experimental values oft presented in Fig. 2. We
note that strong reabsorption of phonons has a positive e
on the characteristics of the detector, since in this case
maximum quasiparticle multiplication factorK5hn/2D is
reached as a result of an electron avalanche.

We shall now discuss the parameters of a nonequi
rium induction detector. To realize the detector we propo
using the plateau of the frequency dependence in Fig
Then the detector possesses an output frequency bandD f
ranging from the reciprocal of the quasiparticle lifetime
the reciprocal of the development time of an electron a
lanche. The avalanche development time has been estim
in optical experiments according to the modulation of t
transmittance.22 They showed thatt* ,0.5 ps.

The voltage–power sensitivity on the plateau is

S5
LI exp~2D/T!

neqVD
} T21/2, ~6!

where neq is the equilibrium quasiparticle density, whic
decreases exponentially with decreasing temperature.

The main source of the detector noise is generatio
recombination noise. The corresponding detecting power

D* 5A t l

4D2neqd
. ~7!

Taking the electron density;1022cm23 we obtain the
equilibrium quasiparticle density at 4.2 Kneq'1017cm23

and correspondinglyD* equals approximately 1012 W21

• cm• Hz1/2.
b! Nonequilibrium YBa2Cu3O72d induction detector.

The difficulty of studying the electronic kinetics in HTS
materials is due primarily to the structure of the order para
eter. The existence of nodal regions, where the supercond
ing gap is small, makes the electronic scattering proces
qualitatively different from the corresponding processes
conventional superconductors. As a result, the character
times in HTSC materials are much shorter, which mak
nonequilibrium phenomena in them more complicated to
tect, but more promising for applications in fast~picosecond!
electronics.

In high-temperature superconductors at low tempe
tures the quasiparticles are concentrated in nodal region
that the recombination and relaxation times differ only by t
coherence factors and are of the same order of magnit
Both times increase only as a power law with decreas
temperature. The electronic relaxation time in the resist
state near the superconducting transition in YBaCuO fil
was determined in Ref. 23 and is.2 ps. Therefore the ex
pected characteristic electronic times are shorter than 10
even at liquid-helium temperatures. Experimental investi

N
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tions of the inductive response near a superconducting t
sition show that the kinetics of the electrons is essenti
identical to the processes occurring in the resistive sta18

Two-time relaxation is observed in this temperature ran
At these temperatures the picosecond processes are d
electron–phonon interaction, while the nanosecond p
cesses are due to the escape of phonons through the H
film–substrate boundary~bolometric effect!. The bolometric
effect can be eliminated by lowering the temperature a
using thinner films.

The results of recent experiments on the microwave
sponse, NMR, and photoemission unequivocally demonst
the existence of low-energy excitations in the nod
regions.24 Investigations of the phase coherence of cor
SQUIDs confirm the idea ofd pairing,25 and d symmetry
also occurs from a model where pairing arises as a resu
the exchange of antiferromagnetic spin fluctuations.26 On ac-
count of the presence of nodal lines, the low-temperat
behavior of a superconductor is very sensitive to impuriti
Without electron–impurity scattering the quasiparticle de
sity of states near the Fermi surface is a linear function
energy. Even low impurity concentrations lead to a const
quasiparticle density of states, which depends on
electron–impurity potential.27

Since there are no features in the density of states,
quasiparticle recombination time does not growth expon
tially at low temperatures. For this reason, the description
the photoresponse by the Omen–Scalapino model20 is not
justified. As already noted above, experiments near the t
sition show a very strong electron–electron interaction. A
suming that the electron–electron interaction prevails o
the electron–phonon interaction in the superconducting s
also, the kinetic scheme with a nonequilibrium electron te
perature can be used.

The amplitude–frequency characteristics of the ind
tive signal for two different working temperatures are sho
in Fig. 4. As one can see, at temperatureT54.2 K the am-
plitude of the experimental signal grows linearly with th
modulation frequency of the incident laser power in the
tire band of measuring frequencies~Fig. 4a!. As working
temperature increases (T525 K), a plateau appears in th
amplitude–frequency characteristic of the signal after
modulation frequency of the radiation powerf 530.8 MHz
with characteristic timet.5.2 ns~Fig. 4b!.

Low-temperature investigations of the experimen
samples, for whichtes.5260.2 ns,28 show the following: at
working temperatureT54.2 K, up to the modulation fre
quencies of the electromagnetic radiationf 550 MHz ~in-
strumental timet53.18 ns!, the amplitude–frequency cha
acteristic of the sample has a rising form, i.e., the sig
amplitude is directly proportional to the modulation fr
quency of the incident laser power. If the response had
hibited two-component relaxation, then even withf 530.8
MHz we would have observed a plateau in the AFC in o
band of measuring frequencies (D f 550 MHz!.

Our experimental results confirm that a purely noneq
librium response in HTSCs materializes at low temperatu
i.e., there is no bolometric effect at working temperatures
below the superconducting transition, and they give a b
n-
y
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for the possible development of fast nonequilibrium indu
tion detector on the basis of YBaCuO thin films.

We shall now discuss the main parameters of
YBaCuO induction detector, such as the time constanttD

and the detecting powerD* . The kinetic scheme with a non
equilibrium electron temperature in a HTSC film far from th
superconducting transition presupposes that the time c
stant of the YBaCuO detector equals the electron–pho
interaction relaxation timete2ph

d in the nodal regions. At
temperatureT54.2 K te2ph

d .15 ps.23 Then at temperature
nearT510 K the time constant of a YBaCuO nonequilib
rium induction detector istD.10 ps.

Following Ref. 16, the detecting power of a HTSC no
equilibrium induction detector is

D* 5A te2ph*

4T2cqd
, ~8!

where cq is the quasiparticle density in the nodal region
which can be estimated from the formula

cq~T!

ce~Tc!
'1.54S T

Tc
D 2

, T!D. ~9!

At temperature T510 K one has cq.431025 J
•cm23

• K21, and, accordingly, the detecting power of
YBaCuO induction detector isD* 5109 W21

•cm•Hz1/2.

CONCLUSIONS

NbN and YBaCuCo induction detectors are compa
with other superconductor detectors in Fig. 5. For a N
nonequilibrium induction detector the time constant equ
the avalanche development time, which is essentia
temperature-independent. The detecting power increa
with decreasing temperature~Eq. ~7!! and D* 51012 W21

•cm•Hz1/2 at T54.2 K andD* 51016 W21
• cm• Hz1/2 at

FIG. 4. Amplitude–frequency characteristics of the inductive signal o
YBa2Cu2O72d detector at 4.2~a! and 25 K~b!.
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T51.6 K. In Fig. 5 the left-hand boundary of the circum
scribed region corresponds to this value ofD* . At the same
time, at a fixed temperature the output frequency band
bounded below byt l

21 , which depends on temperature a
is presented in Fig. 5 by the right-hand boundary of the
cumscribed region. The top boundary corresponds to a w
ing temperature of 1 K and the bottom boundary correspon
to 4.2 K.

The time constant of a YBa2Cu3O72d low-temperature
nonequilibrium induction detector is determined only by t
electron–phonon interaction relaxation timete2ph

d in the
nodal regions. The detector has the following limiting ch
acteristics: As the working temperature decreases from 1
1 K, the time constanttD changes from 10 to 100 ps and th
detecting powerD* correspondingly improves from 109 to
431012 W21

• cm• Hz1/2 ~Fig. 5!.
To compare with nonequilibrium induction detectors w

chose a sensitive Al membrane bolometer with a reco
breaking value ofD* as well as fast Nb and NbN nonequ
librium resistance detectors operating near the transition
one can see, nonequilibrium induction detectors posse
high detecting power because of a low quasiparticle den
and record-breaking speed. The drawback of such detec

FIG. 5. Response timetD and parameterD* of superconductor detectors
1a — Al bolometer ~1 K!,29 1b — nonequilibrium Al resistance detecto
~1.7 K!,30 2a — nonequilibrium Nb resistance detector~1.7 K!,1 2b —
nonequilibrium Nb resistance detector~4.2 K!,1 3a — nonequilibrium NbN
resistance detector~10 K!,2 3b — NbN bolometer~10 K!,31 4a — nonequi-
librium YBaCuO resistance detector~90 K!,4 4b — YBaCuO bolometer
~90 K!,31 5a — nonequilibrium YBaCuO induction detector~10 K!, 5b —
nonequilibrium YBaCuO induction detector~1 K!, 6 — nonequilibrium
NbN induction detector~1.6—4.2 K!.
is

-
k-

-
to

-

s
a

ty
rs

is a low voltage–power sensitivity, which places quite str
gent restrictions on the amplifier in the detection circuit.

This work is supported by the State Program ‘‘Topic
Problems in Condensed Matter Physics’’~topic ‘‘Supercon-
ductivity’’ as part of Project No. 96128! and the Russian
Fund for Fundamental Research~Project No. 1-068/4!.
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Teor. Fiz.86, 758 ~1984! @Sov. Phys. JETP59, 442 ~1984!#.

10D. G. McDonald, Appl. Phys. Lett.50, 775 ~1987!.
11J. E. Sauvageau and D. G. McDonald, IEEE Trans. Magn. Magn. MA

25, 1331~1989!.
12J. E. Sauvageau, D. G. McDonald, and E. N. Grossman, ISN, 372~1990!.
13E. N. Grossman, D. G. McDonald, and J. E. Sauvageau, IEEE Tr

Magn. MAG-27, 2677~1991!.
14J. E. Sauvageau, D. G. McDonald, and E. N. Grossman, IEEE Tr

Magn. MAG-27 , 2757~1991!.
15S. B. Kaplan, C. C. Chi, D. N. Langenberget al., Phys. Rev. B14, 4854.

~1974!.
16A. V. Sergeev and M. Yu. Reizer, Int. J. Mod. Phys. B10, 635 ~1996!.
17B. M. Voronov, E. M. Gershenzon, L. A. Se�dmanet al., Sverkhprovodi-

most’ ~KIAE ! 7, 1097~1994!.
18G. N. Gol’tsman, P. B. Kouminov, I. G. Goghidze, and E. M. Gershenz

IEEE Trans. Appl. Supercond.AS-5, 2591~1995!.
19N. Bluzer, J. Appl. Phys.78, 7340~1995!.
20C. S. Omen and D. J. Scalapino, Phys. Rev. Lett.28, 1559~1972!.
21G. N. Gol’tsman, A. D. Semenov, V. P. Gousevet al., Semicond. Sci.

Technol.4, 453 ~1991!.
22A. S. Kazeroonion, T. K. Cheng, and S. D. Brorson, Solid State Comm

78, 95 ~1991!.
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Mathematical simulation of the technology and properties of gradient spherical lenses
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The possibilities of improving the optical characteristics of spherical lenses with an axial
refractive index gradient are analyzed. The refractive index profile obtained as a result of the
Fickian-diffusion exchange of molecules through a flat boundary of the medium is
considered. It is shown for the specific polymer system polydiallyl isophthalate plus polymethyl
methacrylate~PMMA! that the spherical aberrations can be reduced by almost an order of
magnitude in comparison to the aberrations of a homogeneous lens of the same geometric shape
made from PMMA. © 1998 American Institute of Physics.@S1063-7842~98!01210-0#
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Gradient lenses are distinguished from lenses made f
homogeneous optical materials primarily in that their opti
properties can be controlled by altering the refractive ind
profile, which provides an additional degree of freedom
designing optical systems. In this paper we propose a te
nology for fabricating spherical lenses with a refractive ind
gradient, which have better optical properties than do sim
homogeneous lenses, and we investigate the propertie
such lenses by mathematical modeling. We consider the
in which one of the surfaces~the entrance surface! of the lens
is planar and the exit surface has the shape of a sphe
radiusR. The main idea behind this study is to utilize th
properties of gradient and homogeneous lenses in a si
system.

A refractive index gradient can be created, for examp
in polymer materials by a method based on the diffus
exchange of monomers with different molecular refractio
in a prepolymer matrix followed by curing.1 If diffusion
takes place through a flat surface into a semi-infinite m
dium, and then a spherical lens is cut from the sample wi
refractive index profile obtained~Fig. 1!, the refractive index
will vary on the spherical boundary of the segment. T
circumstance can be utilized to try to reduce the spher
aberrations inherent in lenses made from a homogene
material. The refractive index profile which an aberratio
free spherical lens should have must be ascertained, m
ematical simulation of diffusion in the material of the pr
form must be performed, the method for cutting a lens fr
the preform must be selected, and the optical characteri
of the systems obtained must be calculated and comp
with the optical characteristics of a homogeneous lens.

In order to answer the question of what refractive ind
profile an ‘‘ideal’’ ~aberration-free! lens should have, we
must find the refractive index profile in a spherical lens
which all rays parallel to the optical axis that enter the lens
different heights would be focused onto a single point. Su
an ‘‘ideal’’ refractive index profile can be determined in th
following manner: 1! the entry of a ray on the flat side of th
lens and its propagation in the lens are considered; 2! the
conditions for refraction of the ray on the spherical surface
the lens and its intersection with the optical axis are form
1191063-7842/98/43(10)/4/$15.00
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lated; 3! the required profile is calculated as a function
depth and consequently on the exit~spherical! surface of the
lens on the basis of the condition that the rays are focu
onto a single point on the axis.

Let the rayL, which has entered the lens at the heighty,
propagate in it to the boundary between the media with
being refracted, and then, after it has been refracted, le
reach the focusing point on the axis~Fig. 2!. From the law of
refraction we obtain

n~x!5
n sin b

sin a
. ~1!

Heren is the refractive index of the medium surrounding t
lens~air in a particular case!, andn(x) is the refractive index
of the lens material at the point where the ray passes into
external medium.

If we take into account that the ray entry heig
y5AR22x2, then

sin a5
y

R
5

AR22x2

R
, tang5

F2x

y
5

F2x

AR22x2
.

HereF is the focal distance of the lens,x is the distance from
the flat surface of the lens, andR is the radius of the lens. We
express the angleg in terms of the anglesa andb:

g5
p

2
2b1a.

Then, after some elementary trigonometric transformatio
we can obtain

tang5
cosaA12sin2 b1sin a sin b

sin b cosa2A12sin2 b sin a
. ~2!

We isolate sinb from ~2!:

sin b5
tan g sin a1cosa

Atan2 g11
.

We substitute the expressions for sina and sinb and then
the expressions for tang into ~1!:
9 © 1998 American Institute of Physics
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n~x!5
n sin b

sin a
5

n~ tan g sin a1cosa!

sin aAtan2 g11

5

nS F2x

AR22x2
2

AR22x2

R
1

x

RD
AR22x2

R AS F2x

AR22x2D 2

11

.

As a result, after some simplification, we obtain the f
lowing refractive index profile:

n~x!5
F•n

AF222Fx1R2

~a similar expression was obtained by a somewhat diffe
method in Ref. 2!.

After normalizing all the linear dimensions to the radi
of curvatureR, we can expressx and F in dimensionless
units. Then

nS x

RD5

F

R
n

AS F

RD 2

22S F

RD S x

RD11

. ~3!

FIG. 1. Schematic representation of the fabrication of an inhomogen
spherical lens (D is the diffusion flux!.

FIG. 2. Calculation of the ‘‘ideal’’ refractive index profile.
nt

This expression is also the condition for the focusing
rays entering the lens along normals to its flat surface. It
be seen that the refractive index should increase asx/R in-
creases. In this case the refraction angles for rays ente
the lens far from the optical axis will decrease with resulta
compensation of the negative spherical aberration inheren
a homogeneous lens.

In order to ascertain the refractive index profile that c
be obtained in practice, let us consider the fairly frequen
encountered case of diffusive behavior in accordance w
Fick’s law. We shall dwell on the case of one-dimension
one-component diffusion in a semi-infinite sample having
flat boundary with constant initial and boundary conditio
and a constant diffusion coefficient. Under these conditio
the solution of Fick’s equation can be found in analytic
form:3

f S x8

R D5

CS x8

R D
C0

512erfS x8

R

2ADt

R2

D ,

whereD is the diffusion coefficient,t is the time after the
beginning of diffusion,x8 is the distance from the surface o
the semi-infinite sample,C0 is the concentration of the dif
fusant on the boundary of the semi-infinite sample,C is the
concentration of the diffusant in the layer at the distancex8
from the surface of the semi-infinite sample, andt is the
volume fraction of the diffusant at a definite point in th
matrix medium.

The refractive index profile was obtained from the co
centration profile using the Gladstone–Dale refraction f
mula

nS x8

R D5n12~n12n2! f S x8

R D
5n1S 12 f S x8

R D D1n2f S x8

R D , ~4!

wheren(x8) is the refractive index of the lens at a distan
x8 from the surface of the semi-infinite sample,n1 is the
refractive index of the matrix material~when f 50), andn2

is the refractive index of the diffusant~when f 51).
A calculation using the equations presented yields

refractive index profile for the interdiffusion of specifie
substances for any times. Thus we have the ideal refrac
index profile required to satisfy Eq.~3! ~Fig. 3! and a family
of Fickian refractive index profiles~4! obtained as a result o
diffusion for different moments in time~Fig. 4!. To create an
aberration-free lens, on any suitable Fickian curve~Fig. 3!
we must find the portion of the refractive index profile th
coincides most closely with the portion of the ideal cur
corresponding to the assigned range of variation of the
fractive index. However, the curves in Figs. 3 and 4 ha
positive and negative curvatures, respectively, over the en
range of variation of the distance from the flat surface of
lens to the boundary between the media at a given hei
Therefore, to juxtapose them, we should apparently se
segments of the curves which can be regarded as stra

us
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lines with the same slope. Comparing these dependence
should also bear in mind that in Eq.~3! for the ‘‘ideal’’
refractive index profile the coordinatex is measured from the
center of the spherical lens, while in Eq.~4! for diffusive
refractive index profiles the coordinatex8 is measured from
the flat boundary separating the diffusion components at
initial moment in time.

As an example, we construct the refractive index profi
for gradient media known from the literature.1 As the mate-
rial with a low refractive index we take methyl methacryla
~MMA !, whose refractive indexn151.494 ~after polymer-
ization!, and as the material with a high refractive index w
take diallyl isophthalate~DAIP! with n251.570~after poly-
merization!. The segments of the ‘‘ideal focusing’’ curve a
0.95R<x<R and of the diffusion curve at 0<x8<0.05R
turned out to be closest under the conditions given. T
slopes of the segments indicated practically coincide, a
illustrated in Fig. 5, in which these two curves have be
juxtaposed.

Thus, after cutting a spherical lens with radiusR from
the semi-infinite sample so that the center of the sph
would be located on the left at a distance equal to 0.9R
from the planar boundary@in this case the segment of th
‘‘Fickian’’ curve described above (0<x8<0.05R) corre-
sponds to the interval 0.95R<x<R ~Fig. 1!#, we obtain a
spherical lens with optical characteristics that are appare

FIG. 3. ‘‘Ideal’’ refractive index profile~valuesn,1 mean that a ray will
be reflected in that region!.

FIG. 4. Family of refractive index profiles obtained as a result of solv

Fick’s equation.
R

: 1 — 12, 2 — 17, 3 — 18, 4 — 20.

2ADt
we

e

s

e
is
n

re
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better than those of a spherical lens with the same geom
dimensions but without a refractive index gradient. For
exact comparison of the aberration characteristics of grad
and homogeneous lenses, we carried out a modeling of
ray paths in the inhomogeneous medium.

The trajectory of a ray in a medium with an arbitra
refractive index profile is usually found by a numerical ca
culation. The most widely employed technique is the alg
rithm described in Ref. 4, in which the ray equation

d

dSS n~r !
dr

dSD5¹n~r !; r5~x,y,z!

is transformed by a change of variables

t5E dS

n~r !
, dt5

dS

n~r !

into a form that is convenient for solving by the Runge
Kutta procedure:

d2r

dt2
5n~r !¹n~r !. ~5!

HeredS is an element of the ray trajectory;r (x,y,z) is the
radius vector of the elementdS, and n(r ) is the refractive
index at the point (x,y,z). The optical ray vector, whose
components are optical direction cosines between the tan
to the trajectory and thex, y, andz axes, has the form

T5
dr

dt
5n~r !

dr

dS
5n~r !

dx

dS
i1n~r !

dy

dS
j1n~r !

dz

dS
k

5pi1qj1 lk.

To solve Eq.~5! by the Runge–Kutta method, we intro
duce column matrices of the components of the trajectoryP,
the ray vectorT ~the trajectory slope!, and the refractive
index gradientM

FIG. 5. Segments of curves~3! and ~4! that are close to one another.
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P5S x

y

z
D ; T5S Tx

Ty

Tz

D 5n~r !S dx

dS

dy

dS

dz

dS

D ;

M5n~r !S ]n~r !

]x

]n~r !

]y

]n~r !

]z

D 5
1

2S ]2n~r !

]x

]2n~r !

]y

]2n~r !

]z

D .

Then Eq.~5! can be written in the matrix form

d2P

dt2
5M ~P!.

The values of the matrices (P1 ,T1);
(P2 ,T2); . . . ;(Pm ,Tm) are successively calculated accor
ing to the Runge–Kutta scheme with at stepDt, beginning
at the first point at which the initial values (P0 andT0) are
assigned:

Pm115Pm1DtS Tm1
1

6
~A12B! D ,

Tm115Tm1
1

6
~A14B1C!.

Here the matricesA, B, andC are defined in the follow-
ing manner:

A5DtM ~Pm!,

B5DtM S Pm1
Dt

2
Tm1

1

8
DtAD ,

C5DtM S Pm1DtTm1
1

2
DtBD .

These formulas enable us to calculate the coordinate
the point of intersection of the optical axis with a ray ent
ing the lens at any height. The optical quality of a lens
generally characterized by the magnitude of the longitud
spherical aberration, which is equal to the difference betw
the coordinates of the points of intersection of the opti
axis with an arbitrary and a paraxial ray:d(y)5F(y)
2F(0).
of
-
s
al
n
l

When the aberration characteristics of a gradient and
ordinary lens are compared, it is reasonable to employ a
fabricated from the material of one of the components of
system as the homogeneous lens. We chose the compo
with n51.494 for this purpose. The calculations showed t
rays entering such a lens with a homogeneous refractive
dex at different heightsy intersect the optical axis at point
separated from one another by a maximum distance
0.212R, while rays entering a lens with a refractive inde
gradient intersect at points separated from one another
maximum distance of 0.028R ~Fig. 6!. It is seen that the
maximum longitudinal spherical aberration is almost an
der of magnitude smaller in the gradient lens than in
homogeneous lens.

Thus, the requirements placed on the axial distribut
of the refractive index in a gradient spherical lens have b
formulated as a result of this work. A method for fabricatin
lenses with a diffusive~Fickian! refractive index profile has
been proposed with consideration of these requirements.
optical properties of a gradient lens have been analyzed
mathematical simulation, and it has been shown that
spherical aberration is reduced approximately eightfold
comparison to the analogous lens without a refractive in
gradient.

1N. B. Galimov, V. I. Kosyakov, A. Sh. Tukhvatulinet al., Opt. Spektrosk.
50, 545 ~1981! @Opt. Spectrosc.50, 295 ~1981!#.

2V. I. Tarkhanov, Opt. Mekh. Promst.55~2!, 23 ~1988! @Sov. J. Opt. Tech-
nol. 55, 91 ~1988!#.

3R. M. Barrer, Diffusion in and through Solids@Macmillan, New York
~1941!; IL, Moscow ~1948!, 504 pp.#.

4A. Sharma, D. Viziakumar, and A. K. Ghatak, Appl. Opt.21, 984~1982!.

Translated by P. Shelnitz

FIG. 6. Aberration characteristics of a homogeneous lens~2! and a lens with
a refractive index gradient~1!.
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Experimental results are presented on the achievement of single-frequency tunable lasing in ruby,
Nd-glass, and Nd:YAG lasers with electroopticQ switching of the cavity by the injection of
an external signal. An optimization of the parameters is carried out for lasers on neodymium ions
in yttrium aluminum garnet, lanthanum beryllate, chromium-doped gadolinium scandium
gallium garnet, and lanthanum hexaaluminate with passiveQ switching of the cavity by means
of lithium fluoride shutters containing F2

2 color centers. High-power single-frequency
generation of giant pulses is achieved, with the output wavelength tunable over the half-width of
the gain lines of the active media. ©1998 American Institute of Physics.
@S1063-7842~98!01310-5#
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INTRODUCTION

The rapid development of the research on ultrahi
resolution spectroscopy, the selective ionization and exc
tion of atoms and molecules, the diagnostics of plasmas
of atom and ion beams, etc. using high-power solid-s
lasers is imposing increasingly stringent requirements on
parameters of the laser radiation: the power, the spec
width, the width of the tuning range, the temporal and spa
distribution of the intensity, the stability of the spectrum, a
the time when the giant pulse appears.

Longitudinal mode selection is accomplished in las
by creating losses in the laser cavity which depend on
output wavelength and making the radiation losses as s
as possible for the modes selected. The efficiency of lon
tudinal mode selection is considerably higher in lasers w
passiveQ switching of the cavity than in lasers with activeQ
switching. This is because the time for the linear devel
ment of a giant pulse is of the order of 1ms in lasers with
passiveQ switching, while it is an order of magnitud
shorter in lasers with activeQ switching. During linear de-
velopment, various modes grow from the level of sponta
ous noise independently of one another, and the ratio
tween the mode amplitudes at the moment of nonlin
development of the giant pulse determines the modes w
participate in the lasing. The difference between loss coe
cients needed to suppress the weaker modes is inversely
portional to the number of passesk of the photons through
the cavity when the maximum laser power is achieved:

P1

P2
5F12g1

12g2
Gk

, ~1!

whereg is the radiation loss in one pass for each mode.
In the case of passiveQ switching one hask;103, and

the required difference between the losses for two mod
under which their intensities will differ by an order of ma
nitude at the end of the linear development, is (g22g1)
51023. Single-frequency lasing is achieved in a laser w
passiveQ switching under the conditions of weak discrim
nation of the longitudinal modes. In lasers with activeQ
1201063-7842/98/43(10)/6/$15.00
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switching the number of passes through the cavity is redu
to several tens. This does not permit sufficient discriminat
of the longitudinal modes by conventional selection metho
so as to obtain lasing on a single longitudinal mode.

METHODS FOR OBTAINING SINGLE-FREQUENCY LASING

1. Dispersive prisms, diffraction gratings, an
interference-polarization filters are employed as dispers
elements in lasers having active media with broad gain ba
owing to their large dispersion regions, although they do
have very high frequency selectivities for isolating individu
modes. Tuning of the output wavelength of a giant pu
with a spectral width of 0.1 nm over a 5.6-nm range can
achieved in a Nd-glass laser with passiveQ switching and a
prism dispersive cavity.1 When a compound dispersive ca
ity consisting of a holographic diffraction grating and a
uncoated resonant reflector is employed, the sing
frequency generation of a giant pulse with tuning of the o
put wavelength over a 2.2-nm range is realize2

Interference-polarization filters have been employed for
lecting longitudinal modes and tuning of the output wav
length under conditions of passiveQ switching in ruby,3

Nd:YAG,4 and Nd-glass5 lasers. Tuning of the output wave
length was accomplished by smoothly varying the to
thickness of the crystalline wedges, and its range in the
glass laser amounted to 13.4 nm with a spectral width
4.5 nm.5

2. Highly efficient longitudinal mode selection i
achieved in lasers with passiveQ switching when a resonan
reflector consisting of two or more plane-parallel plates se
rated by air spaces is employed. With a resonant reflecto
the exit mirror of the cavity it is fairly simple to achiev
single-frequency generation in ruby6,7 and Nd-glass8,9 lasers.
The output wavelength of the giant pulse is tuned by vary
the pressure in the air spaces. However, a resonant refle
without reflecting coatings has diminished selectivity, a
single-frequency lasing cannot be achieved with its use
lasers with activeQ switching even near the threshold.
3 © 1998 American Institute of Physics
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3. The time for linear development of a giant pulse c
be artificially increased in lasers with activeQ switching by
means of slow10,11 or two-step12,13 Q switching. In this case
as in a regime with passiveQ switching, single-frequency
generation of a giant pulse is achieved under the condit
of weak discrimination of the longitudinal modes in ruby11,12

and Nd:calcium tungstate13 lasers. However, when the cavit
Q factor is switched slowly, the intracavity losses increa
dramatically, and the output power of the giant pulses dro
In addition, in the case of slowQ switching it is necessary to
work near the threshold; otherwise the output contains s
eral pulses with different spectral characteristics, which a
limit the power of the giant pulse. These restrictions are
laxed somewhat when the cavityQ factor is switched in two
steps. In the firstQ-switching step the shutter is partiall
opened, and a weak single-frequency output pulse is form
during the period of linear development. At the moment c
responding to the maximum value of the pulse intensity
second voltage pulse, which completely opens the shutte
supplied to it, and the giant pulse is emitted without sign
cant power losses. However, in this case, too, it is neces
to work near the threshold.

4. In the case where exact synchronization of the ti
of appearance of the giant pulse and the process u
investigation is necessary, lasers with electroopticQ
switching of the cavity are employed. The most effecti
method for obtaining single-frequency lasing in such las
is the injection of an external signal, which was propos
and experimentally implemented with the direct involveme
of the author in Ref. 4. AfterQ switching, single-frequency
radiation from a low-power control laser is injected into t
cavity of the high-power laser. Since the time of line
development of the giant pulse is inversely proportional
the logarithm of the intensityI of the radiation in the lase
cavity,

td; log
C

I
, ~2!

in this case the radiation in the giant pulse arises not fr
spontaneous noise with a broad spectrum, but from the
ternal single-frequency radiation, whose intensity is ma
orders of magnitude greater than the intensity of the spo
neous noise. In the case of radiation trapping, the spect
of the giant pulse is completely identical to the spectrum
the external signal. The lack of any selecting elements in
cavity of the high-power laser permits the production of
ant pulses with large powers in a single-frequency regim
The gain of a weak monochromatic signal in an injecti
regime can reach;1010. The injection of an external signa
has been used in ruby15 and Nd-glass16–18 lasers with elec-
trooptic Q switching. The injection of an external signal h
found wide application not only in solid-state lasers, but a
in liquid19,20 and gas21,22 lasers.

RUBY LASER WITH ELECTROOPTIC Q SWITCHING OF THE
CAVITY

In Refs. 23–27 we thoroughly investigated the use of
injection of an external signal in solid-state lasers with el
s
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troopticQ switching of the cavity. In the three-mirror varian
of the scheme for injecting an external signal23,24 the exit
mirror of the control laser served as the semitransparent
ror of the high-power laser. A single-frequency quasistatio
ary ruby laser28 served as the control laser. In this case th
is no need for additional synchronization of the operat
regimes of the two lasers. The electrooptic shutter of
high-power laser was opened at the moment when maxim
population inversion was achieved, 0.320.5 ms after the on-
set of lasing in the control laser.

At the edge of the tuning range in the absence of rad
tion trapping of the external signal, the width of the outp
spectrum of the high-power laser was of the order of 50 p
Radiation trapping of the external signal took place in
spectral region with a width of;180 pm near the maximum
of the gain line, and the output spectrum of the giant pu
coincided completely with the output spectrum of the ext
nal signal. However, in this case the high-power laser g
erated a bifurcated giant pulse. This is due to the decreas
the reflectivity of the shared mirror as a consequence of
increase in the stored energy in the cavity of the control la
during buildup of the giant pulse intensity, which leads
increases in the losses and the self-excitation threshold o
high-power laser. The power of the giant pulse was restric
to a level of the order of 1 MW in this scheme by the res
lution of the reflecting coatings of the Fabry–Pe´rot etalon
selector in the control laser.

In order to increase the power of the giant pulse, a fo
mirror scheme for injecting an external signal was inves
gated in Refs. 23 and 27. The control laser was the sam
before, but the cavity of the high-power laser was formed
one end surface of a ruby rod and a semitransparent mi
Optical isolation between the lasers was effected by an e
trooptic shutter consisting of two Archard–Taylor prism
and a Pockels cell, which was switched to transmission
the output of the control laser for a period of the order of
ns several nanoseconds before the electrooptic shutter o
high-power laser was opened. Radiation from the giant pu
with a power>10 MW was extracted through a lateral su
face of the polarizing prism, which was often damaged wh
the power of the giant pulse was very high.

To eliminate this deficiency, a variant of the scheme
injecting an external signal with a ring cavity in the hig
power laser was investigated in Refs. 25 and 26. The ef
of the giant pulse on the control laser was eliminated in t
scheme without the need for electrooptic isolation, beca
radiation trapping of the external signal occurred not o
with respect to the spectrum but also with respect to dir
tion. This significantly simplified the experimental setu
The entry and extraction of radiation took place in the ri
laser through a prism with attenuated total internal reflecti
Generation of a 50-MW giant pulse on one longitudin
mode~Fig. 1a! was achieved with smooth tuning of the ou
put wavelength over a 250-pm range~Fig. 1c!.

Employment of a more powerful single-frequency qu
sicontinuous ruby control laser with spherical mirrors in
spectrum-inversion regime29 permitted further simplification
of the experimental setup. In this case a linear four-mir
variant of the injection scheme without electrooptic isolati
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between the lasers was used. The high intensity of the e
sion from the control laser permitted injection of its outp
into the cavity of the high-power laser through its semitra
parent mirror. In this case the back-effect of the giant pu
on the control laser was insignificant. The spherical front
the control laser was matched to the flat front of the hig
power laser using a telescope. Single-frequency genera
of a 200-MW giant pulse was achieved when a ruby w
sapphire tips of length 240/320 mm and diameter 14 mm
employed in the high-power laser. The output wavelen
was tuned by tilting the mirrors of the control laser, and
range was of the order of 120 pm.

The experimentally measured minimum value of the
tensity of the external signal at which stable radiation tr
ping of this signal was achieved at the center of the gain
for the ruby laser was of the order of 0.1 W/cm2.

Nd-GLASS AND Nd:YTTRIUM ALUMINUM GARNET LASERS
WITH ELECTROOPTIC Q SWITCHING

The schemes for injecting an external signal in Nd las
employed fairly powerful single-frequency control lase
whose output was injected into the cavities of high-pow
lasers through the semitransparent mirror of the cavity.
this case there was no longer a need for optical isola
between the lasers. A Nd:YAG control laser operating in
regime with single-frequency quasistationary generation
TEMmnq modes was used to create a high-power sing
frequency Nd:YAG laser in a scheme for injecting an ext
nal signal in Ref. 30. Single-frequency generation of
40-MW giant pulse by the Nd:YAG laser with tuning of th
output wavelength over a 0.35-nm range was obtained wi
garnet crystal of length 100 mm and diameter 6 mm in
high-power laser in a regime with radiation trapping of t
external signal.

To increase the tuning range of the output wavelen
near 1.06mm, a scheme for injecting an external signal w
a neodymium-phosphate glass~GLS-22! laser was investi-
gated. A single-frequency quasistationary Nd-glass la
served as the control laser.31 An increase in the quasistation
ary output energy of TEM00q modes in the control laser wa
achieved by using a neodymium rod in the phosphate g
with a length of 300 mm and increasing the diameter of

FIG. 1. Output parameters of a high-power single-frequency ruby laser
electroopticQ switching of the cavity: a — interferogram of the giant-pulse
output spectrum~the free spectral range of the interferometer is 1.6 pm!; b
— oscillogram of the output intensity; c — sequence of interferograms o
the giant-pulse output spectrum illustrating the tuning range of the ou
wavelength~the free spectral range of the interferometer is 240 pm!.
is-
t
-
e
f
-
on

s
h

-
-
e

s
,
r
n
n
a
f
-
-
a

a
e

h

er

ss
e

diaphragms to 3 mm for a cavity length of 230 cm. Th
made it possible to raise the single-frequency output ene
of the glass control laser to 0.5 J.

In the region with radiation trapping of the external si
nal, the output spectrum of the giant pulse was identica
the output spectrum of the external signal~Fig. 2a!. The
absence of intensity beats on the output oscillogram~Fig. 2b!
attests to generation of the giant pulse on one longitud
mode. The power of the giant pulse was 180 MW, and
tuning range of the output wavelength was 5.6 nm~Fig. 2c!.
The experimentally measured output intensity of the exter
signal needed for steady radiation trapping of this signal
the giant pulse of a Nd laser was of the order of 0.5 W/cm2.
The radiation-trapping band grew slowly as the pump ene
was increased. A sharp increase in the output intensity of
external signal did not lead to appreciable broadening of
radiation-trapping band.

The band (vs2v0) for radiation trapping of the externa
signal by the giant pulse is estimated under the assump
that the inverted population in the active medium rema
practically unchanged@]n(v,t)/]t50# during the time of
linear development of the giant pulse (td;1027 s!. Then the
spectral intensityI (v,t) obeys the equation

dI~v,t !

dt
5@sn~v!2tp

21#I ~v,t !1S~v!1tp
21U~vs!.

~3!

Heres is the cross section of the induced transition,tp is the
lifetime of a photon in the cavity,S(v) is the intensity of the
spontaneous emission,U(vs) is the intensity of the externa
signal, andn(v) is the inverted population. Since the co
tour of an inhomogeneously broadened line has a Gaus
shape with a widthG, for the inverted population and th
intensity of the spontaneous noise we have

n~v,t !5n0 expF2S v2v0

G D 2G , ~4!

S~v!5S0 expF2S v2v0

G D 2G . ~5!

Setting I (v,0)50, we obtain the solution of Eq.~3! in
the form

th

ut

FIG. 2. Output parameters of a high-power single-frequency neodymi
glass laser with electroopticQ switching of the cavity: a — interferogram of
the giant-pulse output spectrum~the free spectral range of the interferomet
is 8 pm!; b — oscillogram of the output intensity; c — sequence of inter-
ferograms of the giant-pulse output spectrum illustrating the tuning rang
the output wavelength.
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I ~v,t !5

H ~vs!1S0tp expF2S v2v0

G D 2G J
sn0tp expF2S v2v0

G D 2G21

exp@k~v!t21#,

~6!

where

k~v!5sn0 expF2S v2v0

G D 2G2tp
21

is the gain coefficient.
The order of magnitude oftd is given by the expression

td5
1

k~v!
ln@k~v!tpI d /~U1Stp!11#, ~7!

whereI d is the spectral intensity at the end of the linear sta
of development of the giant pulse.

The conditionI (vs ,td)510S(v) can serve as a criterio
for radiation trapping of the external signal. Hence, with co
sideration of~6! for the radiation-trapping band of the exte
nal signal we obtain

uvs2v0u,GF lnS sn0tp

11Qtptd
21D G 1/2

, ~8!

where

Q5 lnF11
10Sktp

U1Stp
G .

It follows from ~8! that the radiation-trapping band o
the external signal slowly grows with increasing intensity
the external signalU(vs). At the same time, the duration o
the linear development of the giant pulse falls off slowly
the intensity of the external signal rises.

Nd:YAG, Nd:LNB, Nd:Cr:GSGG, AND Nd:LNA LASERS
WITH PASSIVE Q SWITCHING BY LIF:F 2

2 SHUTTERS

The energy and spectral characteristics of the outpu
Nd:YAG ~yttrium aluminum garnet!, Nd:LNB ~lanthanum
beryllate!, Nd:Cr:GSGG~gadolinium scandium gallium gar
net!, and Nd:LNA ~lanthanum hexaaluminate! lasers with
passiveQ switching by LiF:F2

2 shutters were investigated i
Refs. 32–36.

Phototropic shutters have found broad application in
passiveQ switching of the cavities of solid-state lasers o
ing to their simplicity and convenience. However, pass
dye shutters have significant losses and do not exhibit h
stability. Strontium fluoride crystals with color centers we
first used for passiveQ switching in a ruby laser,37 but be-
cause of the lower thermal and radiation stability of the co
centers, they proved to be ineffective and have not beco
widely used. Only after the creation of F2

2 color centers that
are stable at room temperature in lithium fluoride cryst
(F2

2 :LiF!38 did crystals begin to be employed as nonline
filters39 and passive laser shutters.40 The accessibility of
lithium fluoride crystals, the simplicity of their radiation
induced coloration using Co60 g radiation, and their high
e

-

f

of

e

e
h

r
e

s
r

thermal conductivity and radiation stability have led to th
broad use as phototropic shutters for obtaining giant pu
in neodymium-ion lasers.

The absorption cross section of a phototropic F2
2 :LiF

shutter at a wavelength of 1060 nm is 1.7310217 cm22, and
the relaxation time is 90 ns.41 The thermal conductivity
equals 0.1 W/(cm•K), and the thermal strains do not excee
several percent of the strains in Nd:YAG crystals.42 The
measured absorption coefficient for a concentration of ac
centers equal to 231016 cm23 with allowance for Fresne
reflection is 0.41 cm21 ~Ref. 43!. The degradation threshol
of individual crystals is approximately equal to 2 GW/cm2

for a pulse duration of 20 ns~Ref. 43!, but in most crystals
the degradation thresholds are 425 times lower. Therefore
preliminary selection of the crystals according to this para
eter is needed. In addition, the considerable spread of im
rity compositions in the original lithium fluoride crystal
makes it difficult to obtain reproducible results.

The high thermal conductivity of F2
2 :LiF crystals per-

mits obtaining stable energy characteristics of the radia
in the giant pulses of neodymium-ion lasers at pulse rep
tion frequencies up to 100 Hz.44 Linear polarization of the
radiation in giant pulses can be achieved with F2

2 :LiF shut-
ters without a polarizer in the laser cavity.41 A review of the
early research on passive laser shutters with color cen
was given in Ref. 45.

FIG. 3. Dependence of the output energy densityEg /Vg (J/cm3) on the
transmission coefficient of the cavity exit mirrorT2 ~a! and the transmission
coefficient of the passive filterPpf ~b! for a constant pump energyEp

51.2Et of the giant pulses:L540 cm; lasers and generating volumes of t
active mediaVg , cm3: 1 — Nd:YAG, 1.24; 2 — Nd:LNB, 0.56; 3 —
Nd:Cr:GSGG, 0.5.

FIG. 4. Dependence of the relative energyEg ~1! of giant pulses and their
duration t ~2! for neodymium-ion lasers on the cavity lengthL (Ep

51.2Et).
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ENERGY AND SPECTRAL CHARACTERISTICS OF THE
LASER RADIATION

The maximum output energy of the giant pulses of las
was achieved when the transmission coefficients of the c
ity exit mirror (T2) ~Fig. 3a! and of the passive filter (Tpf)
~Fig. 3b! were optimized. The output energy was then m
sured for a single giant pulse until the appearance of a
ond pulse, whose lasing threshold was about 1.2 times
lasing threshold of a single pulse. As the pump energy w
increased, the number of giant pulses increased linearly,
the output energy grew proportionally to the output energy
a single pulse. At high pump energies the total energy of
giant pulses was of the order of the free-lasing energy.
plots of the output energy in the giant pulses versus the tr
mission coefficients of the cavity exit mirror and the pass
filter had maxima. One exception is the Nd:Cr:GSGG las
which did not produce such maxima even with the maxim
possible values for the transmission coefficients in the
periment:T250.96 andTpf50.04. Because of the very low
values of the output energy of the Nd:LNA laser, its ener
dependences are not presented in the figures. The follow
specific powers of the giant pulses were obtained in differ
lasers with optimal parameters for the cavity and the pas
filter: 18 ~Nd:Cr:GSGG!, 16 ~Nd:LNB!, 11 ~Nd:YAG!, and
0.5 MW/cm3 ~Nd:LNA!.

As the length of the planar cavity was increased,
output energy in the giant pulses decreased linearly~Fig. 4!.
Over the entire range of variation of the cavity length, t
duration of the giant pulses with a smooth symmetric sh
varied from 10 to 15 ns~Fig. 5a!. Without longitudinal mode
selection, several longitudinal modes participated in the
ing. When a resonant reflector consisting of two sapph
substrates served as the cavity exit mirror, stable sin
frequency generation of giant pulses was achieved in all
media~Fig. 5b!.

Single-frequency generation of giant pulses~Fig. 5b!
with tuning of the output wavelength in ranges of the follo
ing widths was achieved in a compound dispersive cav
0.2 ~Nd:YAG!, 0.3 ~Nd:Cr:GSGG!, 0.4 ~Nd:LNB!, and 0.5
nm ~Nd:LNA!.
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FIG. 5. Output parameters of high-power single-frequency neodymium
lasers with passiveQ switching of the cavity by LiF:F2

2 shutters: a —
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Spatial solitons in photorefractive semiconductors with the Franz–Keldysh effect
V. N. Bely , N. A. Khilo, and P. A. Khilo

Institute of Physics, Belarus Academy of Sciences, 220072 Minsk, Belarus
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The features of the nondiffractive propagation of light beams in photorefractive semiconductors
under conditions for manifestation of the Franz–Keldysh effect are investigated. It is
shown that the combined influence of electrorefraction and electroabsorption in such materials
leads to the formation of inhomogeneous spatial solitons, for which the directions of
energy propagation and the phase velocity are different. The dependence of the soliton shape on
the parameters of the photorefractive semiconductor and the external electric field strength
is established. ©1998 American Institute of Physics.@S1063-7842~98!01410-X#
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INTRODUCTION

Nonivergent light beams, or spatial solitons, are a s
ject of intensive theoretical and experimental research1–5

Spatial solitons appear as a result of nonlinear variation
the refractive index of a material, under which the diffracti
divergence of a beam is compensated exactly by the non
ear refraction. Most of the research on spatial solitons
been performed in reference to media with Kerr nonlinear
This nonlinearity directly influences the phase of the lig
field and thus also permits compensation of the phase
fraction effect. However, the nonlinear susceptibilityx3,
which is responsible for the Kerr effect, is relatively sma
therefore, light intensities>1 MW/cm2 are needed to form
nonivergent beams. In this respect the spatial solitons
cently discovered and investigated in photorefractive~PR!
crystals1–9 have considerable advantages. In contrast to
case of media with Kerr nonlinearity, the formation of so
tons by the photorefraction mechanism takes place alread
electric field strengths,1 W/cm2.

The existence of three different types of PR spatial s
tons has been established. The first type is due to the no
cal nature of the PR effect, which is manifested by a dep
dence of the perturbationdn of the refractive index on the
transverse gradient of the intensityI (r ) of the light beam:
dn}¹'I (r )/I (r ). The treatment of solitons of this type
based on utilization of the response function of two-wa
mixing as applied to each pair of plane-wave compone
comprising the beam.1 Solitons of the first type are quasist
tionary, since they exist during the temporal window fro
the moment when the PR gratings are formed to the mom
when the external electric field is shorted by the conduct
currents. In addition, quasistationary solitons exist within
strictly defined range of external electric field strengths,
parture from which leads to their destruction.1,2

The photorefractive solitons of the second type, wh
have been called screening solitons,3 are local with respect to
the mechanism for their formation and exist under station
conditions.4,5 The conduction currents play a decisive role
the formation of a screening soliton, and the contribution
the diffusion current can be neglected. Physically, the form
1201063-7842/98/43(10)/4/$15.00
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tion of a screening soliton is attributed to the fact that a be
intensity which is nonuniform over a transverse section a
excites a nonuniform concentration of charge carriers~elec-
trons!, which drift in the external electric field applied to th
crystal and are captured in deep traps. This leads to the
mation of a nonuniform space-charge field in a transve
section of the beam and, consequently, to nonuniform sh
ing of the external electric field~nonuniform screening!. Ul-
timately, a self-consistent optical waveguide is induced
the crystal as a result of the linear electrooptic effect.3

A third type of soliton exists in PR crystals with a stron
photovoltaic effect, such as lithium niobate.6,7 The light field
in these crystals induces photovoltaic currents, which ca
variation of the refractive index that coincides in function
form with the nonlinearity of the saturating absorber. Pho
voltaic solitons are sensitive to the ratioI /I d ~of the light
intensityI to the equivalent dark intensityI d). This sets them
apart from solitons of the first type, which, as was not
above, are governed by nonlinearity of the gradient type

The formation of spatial solitons of the first type in P
crystals with nonlocal nonlinearity is hampered in the ge
eral case by the transfer of energy between plane-wave c
ponents of the light beam upon diffraction on phase-shif
diffraction gratings. Therefore, in Refs. 1 and 2 spatial so
tons were investigated under conditions with suppression
the phase shift of the PR gratings by an external elec
field. However, as was shown in Refs. 8 and 9, spatial s
tons exist in PR crystals with a drift mechanism of nonli
earity even when there is a phase shift of the optical grati
and the PR gratings induced by them. In this case the ene
exchange processes lead to variation of the spatial shap
the soliton and, more specifically, to the appearance of tra
verse asymmetry.8

The types of solitons considered in Refs. 1–5 and 7
exist in PR ferroelectrics with a strong linear electroop
effect. This does not apply to the extensive class of opt
materials known as PR semiconductors, in which a two-fi
interaction is possible due to the Franz–Keldysh effect.10 If
the frequencyv of the light beam lies near the fundament
absorption edgevg of the semiconductor and if the inequa
ity v,vg holds, the space-charge fieldEsc induced by the
9 © 1998 American Institute of Physics
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interference light field forms both a refractive-index grati
~electrorefraction! and an absorption grating~electroabsorp-
tion!.

This raises the important question of the possibility
the existence of spatial solitons in PR semiconductors w
an amplitude–phase type of photoinduced diffraction g
ings. Thus, the purpose of the present work is to investig
spatial solitons in PR semiconductors under conditions
manifestation of the Franz–Keldysh effect.

BASIC EQUATIONS

Following Ref. 1, we consider the model of a tw
dimensional light beam propagating in a PR semicondu
along theZ axis and diffracting in the direction of theX axis.
We neglect the diffraction effects along theY axis. An ex-
ternal electric fieldE is applied to enhance the PR effe
along theX axis. TheXYZ coordinate system is chosen
such a manner that no linear electrooptic effect is manifes
for the assigned beam polarization and the electrorefrac
effect is wholly responsible for soliton formation. For e
ample,Zi@110#, Xi@001#, and a beam polarization coincid
ing with the @001# direction should be chosen for a cub
GaAs crystal.

The equation describing the evolution of the light field
a PR semiconductor with a nonlocal response has the fo

S ]

]z
2

i

2k0n̄

]2

]x2D A~x,z!5 ik0dn̄~x,z!A~x,z!, ~1!

where A(x,z) is the two-dimensional field amplitude,k0

52p/l, andn̄5n81 in9 is the unperturbed complex refrac
tive index.

Equation~1! with a zero right-hand side describes t
diffractive and diffusive spreading of a light beam in a line
absorbing medium. The nonlinear additiondn̄(x,z) is ob-
tained by considering the pair-mixing processes of the pla
wave beam components1,8

dn̄~x,y!5
1

uA~x,z!u2
E A~x2r,z!A*

3~x1r8,z!x~r,r8! dr dr8, ~2!

where

x~r,r8!5
1

~2p!2E x̂~q,q8!exp@ i ~qr1q8r8!# dr dr8

is the nonlinear nonlocal response function, which is de
mined by the parameters of the PR crystal, as well as by
magnitude and direction of the external electric field. T
two-dimensional Fourier transformx̂(q,q8) of the nonlocal
response function is proportional to the usually employ
photorefractive coupling constant in the theory of two-wa
mixing.

Let us switch from an integrodifferential equation to
differential equation in~1! by expanding the amplitude
A(x2r,z) andA* (x1r8,z) in series in the small displace
ments r and r8 and confining ourselves to second-ord
terms. Then
f
h
t-
te
r

r

d
n

r

e-

r-
e

e

d

r

dn̄~x,z!5E x~r,r8!drdr81
]A~x,z!

]x

1

A~x,z!

3E rx~r,r8! dr dr82
]A* ~x,z!

]x

1

A* ~x,z!

3E rx~r,r8! dr dr81
]2A~x,z!

]x2

1

2A~x,z!

3E ~r8!2x~r,r8! dr dr81
]2A* ~x,z!

]x2

3
1

2A* ~x,z!
E r2x~r,r8! dr dr82

]A~x,z!

]x

3
]A* ~x,z!

]x

1

uA~x,z!u2E rr8x~r,r8! dr dr8.

~3!

The values of the integrals appearing in~3! depend sig-
nificantly on the symmetry ofx(r,r8). To determine the
symmetry it is convenient to start out from an analysis of
Fourier componentsx̂(q,q8), which describe the nonloca
response of the crystal to the interaction of a pair of pla
waves. For the Franz–Keldysh semiconductor crystals un
consideration here, we can write11,12

x̂~q,q8!5r 8E2~q,q8!1 ir 9Em~q,q8!, ~4!

wherer 8 andr 9 are constants, which describe electrorefra
tion and electroabsorption; E(q,q8)52(E1(q,q8)
1 iE2(q,q8)); E1(q,q8) and E2(q,q8) are the strengths o
the electric fields in the crystal responsible for the format
of cophasal andp/2-shifted diffraction gratings, which de
pend on the transverse componentsq and q8 of the wave
vectors of the pair of interacting waves.

For most semiconductors the electrorefraction is q
dratic with respect to the electric field over a broad range
variation of its strength. In particular, the empirical value f
GaAs in the range of fields up to 600 kV/cm isr 8'3.45
310216exp(3/l3) in units of (cm/V)2 at the wavelengths
0.9,l,1.55 mm ~Ref. 11!. At the same time, the field de
pendence of the electroabsorption is more complicated.11 For
GaAs in the range of variation of the field from several te
of kV/cm to ;300 kV/cm the exponent in~4! varies from
m'7 to 3.

The symmetry ofx̂(q,q8) in ~4! can easily be deter
mined for any value ofm on the basis of the known symme
try properties of the fieldsE1(q,q8) andE2(q,q8):

E1~q,q8!5E1~q8,q!5E1~2q,2q8!,

E2~q,q8!5E2~q8,q!52E2~2q,2q8!. ~5!

Allowing for the relations~5!, we can representx̂(q,q8)
in the form of a sum of two terms of different symmetr
x̂(q,q8)5x̂c(q,q8)1x̂a(q,q8), where the symmetry of
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x̂c(q,q8) and x̂a(q,q8) coincides with the symmetry o
E1(q,q8) and E2(q,q8), respectively. For example, in th
case ofm53 we have

x̂c~q,q8!5r 8~E1
2~q,q8!2E2

2~q,q8!!

1 ir 9~E1
3~q,q8!23E2

2~q,q8!E1~q,q8!!,

x̂a~q,q8!5r 9~E2
3~q,q8!23E1

2~q,q8!E2~q,q8!!

12ir 8E1~q,q8!E2~q,q8!.

Returning to the coordinate representation of the
sponse, in analogy to the foregoing we obtainx(r,r8)
5xc(r,r8)1xa(r,r8), where

xc~r,r8!5~2p!22E x̂c~q,q8!cos~qr1q8r8! dq dq8,

xa~r,r8!5 i ~2p!22E x̂a~q,q8!sin~qr1q8r8! dq dq8, ~6!

Next, using~6!, we can find the values of the integra
appearing in~3! for each concrete case of the dependence
x̂(q,q8) on E(q,q8).

SOLUTION AND ANALYSIS

Moving on to the solution of Eq.~1!, we note that the
case of weak absorption is of greatest practical inter
When the characteristic length of the PR crystalL;1 cm, to
maintain an acceptable level for the output signal it must
assumed that the absorption coefficient 2k0n9<1 cm21.
Furthermore, when the characteristic transverse dimensio
the beamd;1022 cm, the influence of absorption on th
diffractive spreading can be estimated by the multiplicat
factor exp(2k0n9d2/L)'122.531025. Thus, under the typi-
cal conditions considered for the propagation of a spa
soliton, its diffusive spreading is smaller. A similar concl
sion can also be drawn regarding the influence of elect
field-induced absorption on beam propagation. On the b
of this estimate we shall henceforth neglect the imagin
parts of the integrals in~3!, which are quadratic inr andr8.
We seek a solution of Eq.~1! in the form

A~r,z!5a@~r2tan~Q!z!#exp~ igz!, ~7!

whereg5g81 ig9 is the complex soliton propagation con
stant and tan(Q) takes into account the possible dispar
between the directions of the energy flow and the phase
locity.

Substituting ~7! into ~1! and separating the real an
imaginary parts, we obtain two equations:

1

k0

]a

]r
2I 008 2S 1

2k0
2n8

1I 208 D 1

a

]2a

]r2

2
2I 018

a

]a

]r
1

I 118

a2 S ]a

]r D 2

50, ~8!

g9

k0
2I 009 1S tan~Q!

k0
12I 019 D 1

a

]a

]r
50, ~9!

where
-

f

t.

e

of

e

al

-
is
y

e-

I 005E xc~r,r8! dr dr8,

I 015E r8xa~r,r8! dr dr8,

I 205E r2xc~r,r8! dr dr8,

I 115E rr8xc~r,r8! dr dr8, ~10!

I mn8 5Re(I mn), andI mn9 5Im(I mn).
The solution of Eq.~8! has the form

a~x,z!5a0 expF P018 ~x2tan~Q!z!

2~P118 2P208 !
G

3@sech~P8~x2tan~Q!z!!#D

3exp~ ig8z2g9z!, ~11!

where

P018 52k0I 018 , P119 5k0I 118 ,

P208 5k0I 208 1
1

2k0n8
, D5

P208

P118 2P208
,

P85
1

2P208
A~P018 !214~P118 2P208 !g8,

ḡ85k0I 008 2g8. ~12!

In addition, from~9! we find the parameters for energ
absorption (g9) and drift @ tan(Q)#:

g95k0I 009 , tan~Q!52k0I 109 . ~13!

It follows from ~11! and~13! that the occurrence of elec
troabsorption leads to two features in the behavior of a s
tial soliton. First, additional damping of the soliton with th
coefficientg9 and, second, beam energy drift up to the an
arctan(2k0I109 ) to the direction of the phase velocity are in
duced. It is important here that neither of these effects, wh
influence absorption, destroy the soliton.

Let us ascertain the origin of soliton energy drift on t
physical level. For this purpose, we isolate the additiondn9
to the absorption coefficient, which is proportional toI 109 ,
from ~3!. Then, with allowance for the explicit form of th
field A(x,z) we obtain

dn9~x,z!5S P018

2~P118 2P208 !
1

P8

2~P118 2P208 !

3tanh@p8~x2z tan~Q!!# D I 019 . ~14!

It is seen from~14! thatdn9(x,z) contains a contribution
;tanh@p8(x2ztan(Q))#, which is spatially asymmetric with
respect to the beam axis. Because of this term, a decrea
the energy of the beam in one of its halves is compensa
by an increase in energy in the other. Thus, there is ene
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transfer within the beam accompanied by drift as a whole.
estimate tan(Q), from ~10! and ~6! we find I 109

5(]x̂a(q,q8)/]q)q,q850. Substituting thereinx̂a(q,q8) from
~4! and the explicit form ofE1,2(q,q8) ~see, for example
Refs. 1 and 13! and performing the differentiation, we obta
tan(Q)54pr 9E0

m11/Pl, where E0 is the external electric
field strength,P5eN/«0« r , N is the concentration of trap
in the PR crystal, and« r is the dielectric constant. Fo
GaAs:EL2 we have« r512, and we takeN51015 cm23.
Then, forE05105 V/cm we haveDn9'131024 ~Ref. 11!
and an energy drift angleQ'1°. The value of the drift angle
depends strongly on applied field. For example, alre
whenE0553104 V/cm, we obtainQ'0.01°. As we see, a
relatively low fields energy drift is insignificant and is o
interest in the investigation of the stability of a soliton t
ward small losses. In the case whereQ;1° this effect is of
practical interest for controlling the direction of soliton m
tion by varying the external field.

Returning to the solution~11!, we note that, apart from
energy drift, another characteristic feature of a spatial sol
in a PR semiconductor is its spatial asymmetry. The app
ance of asymmetry is caused by the self-interaction in
beam accompanying diffraction on the phase-shifted g
ings. Under conditions where the influence of the pha
shifted diffraction gratings can be neglected~see the experi-
mental studies in Ref. 2! P018 50, and, according to~11!, the
soliton shape is a symmetric function of the transve
coordinate.

CONCLUSIONS

We have investigated the features of the nondiffract
propagation of light beams~spatial solitons! in photorefrac-
tive semiconductors under conditions for manifestation
the Franz–Keldysh effect. We have shown that, despite
presence of absorption gratings, i.e., an amplitude–ph
character of the nonlinear nonlocal response function, e
trorefractive spatial solitons form in the semiconductor. T
occurrence of electroabsorption causes additional dam
of the soliton as a whole, as well as transverse drift of
energy flow direction. Apart from energy drift, another cha
acteristic feature of an electrorefractive soliton is its spa
o
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asymmetry, which is caused by a self-effect in the be
accompanying diffraction on the phase-shifted gratings.

Under conditions for manifestation of the Franz
Keldysh effect, solitons are efficiently formed in the near-
region of the spectrum. This is important for the optical pr
cessing of information using semiconductor lasers, sinc
expands the possibilities for the realization of optical int
connections in information-processing and communicat
systems. It should be stressed that electrorefractive soli
exist in semiconductors of arbitrary symmetry, including
extensive group of centrosymmetric crystals and polycrys
line materials, provided these materials contain traps for s
taining photoinduced space-charge fields. The other imp
tant merits of solitons in semiconductors include: a! their
high rate of formation in comparison to ferroelectric crysta
b! their electrorefractive nonlinearity, which is larger tha
the linear electrooptic effect.

1B. Crosignani, M. Segev, D. Enginet al., J. Opt. Soc. Am. B10, 446
~1993!.

2G. Duree, J. L. Shultz, G. Salamoet al., Phys. Rev. Lett.71, 533 ~1993!;
Opt. Lett.74, 1978~1995!.

3M. Segev, G. C. Valley, B. Crosignaniet al., Phys. Rev. Lett.73, 3211
~1994!.

4D. N. Christodoulides and M. I. Carvalho, J. Opt. Soc. Am. B12, 1628
~1995!.

5M. D. Iturbe Castillo, P. A. Marquez Anguilar, J. J. Sanchez-Mondrag
et al., Appl. Phys. Lett.62, 408 ~1994!.

6C. Gu, J. Hong, Hsin-Yuet al., J. Appl. Phys.69, 1167~1991!.
7G. C. Valley, M. Segev, B. Crosignaniet al., Phys. Rev. A50, R4457
~1994!.

8V. N. Bely� and N. A. Khilo, Pis’ma Zh. Tekh. Fiz.20~18!, 40 ~1994!
@Tech. Phys. Lett.20~9!, 740 ~1994!#.

9V. N. Belyi, N. S. Kazak, V. K. Pavlenkoet al., in 15th International
Conference on Coherent and Nonlinear Optics, St. Petersburg~1995!,
Vol. 1, pp. 385–386.

10A. Partovi, A. Kost, E. M. Garmireet al., Appl. Phys. Lett.56, 1089
~1990!.

11J. G. Mendoza, L. A. Coldren, A. Aplinget al., J. Lightwave Technol.6,
793 ~1983!.

12B. R. Bennett and R. A. Soref, IEEE J. Quantum Electron.QE-23, 2159
~1987!.

13M. P. Petrov, S. I. Stepanov, and A. V. Khomenko,Photosensitive Elec-
trooptic Media in Holography and Optical Information Processing@in
Russian#, Leningrad~1983!, 270 pp.

Translated by P. Shelnitz



TECHNICAL PHYSICS VOLUME 43, NUMBER 10 OCTOBER 1998
Magnetostatic analog of Love surface elastic waves
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The possibility of the existence of a magnetostatic analog of Love surface elastic waves is
predicted. They appear in situations where the conditions for the existence of magnetostatic volume
waves hold in the upper layer of a ferromagnetic bilayer, but not in the lower layer.
© 1998 American Institute of Physics.@S1063-7842~98!01510-4#
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INTRODUCTION

The existence of Love elastic waves in a solid-lay
space system was first predicted theoretically by Bromw
for the long-wavelength region,1 and a more detailed inves
tigation for arbitrary frequencies was conducted in Ref.
They have been observed experimentally3 and utilized in
acoustoelectronics.4–6 In recent years there has been rap
development of the research in the physics and technolog
microwave devices.7,8 A great deal of attention has been f
cused on the investigation of the properties of magnetos
surface waves~MSSWs! in ferromagnetic bilayer and
multilayer films containing layers with different saturatio
magnetizations for the purpose of using them in delay lin
filters, directional couplers, and nonreciprocal devices.9–13

For a long time there have been differences in opin
among researchers regarding the number of branches in
MSSW spectrum. Some investigators9,10 assumed that ther
is only one branch, the existence of one or two branch
depending on the propagation direction, was assume
Refs. 14 and 15, and the existence of two branches was d
onstrated in Refs. 16–18. There were also disputes regar
the type of wave: in Refs. 9–11 and 15 they were forwa
waves, while in Refs. 14, 16, 17, and 19 they were forw
for some wave vectorsk and backward for others. Thes
inconsistencies were eliminated in Ref. 19, where it w
shown that the number of branches in the spectrum is e
to the number of ferromagnetic layers and does not dep
on the wave propagation direction. In addition, it was sho
that the MSSWs propagating over the external surfaces
film are forward waves, while those propagating over
internal surfaces are forward waves whenuku,k0 and back-
ward waves whenuku.k0 (k0 is the limiting value of the
wave number, which equals;103 cm21). Bilayer films can
also have different magnetic anisotropy constants. This s
ation has escaped the attention of researchers, and ne
sults can naturally be expected for MSSWs in them. A d
ference between the magnetic anisotropy constants in
layers with an appropriate choice of parameters permits
principle, the realization of a case which is analogous to
conditions for the existence of Love surface elastic wav
only magnetostatic volume waves~MSVWs! can exist in the
upper layer taken separately, while they cannot exist in
lower layer taken separately. Then, magnetostatic waves
1211063-7842/98/43(10)/6/$15.00
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propagate in a film consisting of such layers in a defin
frequency range, the magnetic potential oscillating in the
per layer and decaying exponentially in the lower layer. T
MSSWs thus obtained are magnetostatic analogs of L
surface elastic waves.

STATEMENT OF THE PROBLEM AND BASIC EQUATIONS

Let us consider a ferromagnetic bilayer film with diffe
ent values of the magnetic anisotropy fieldHA j52K j /M0 j

( j 51 for 0<z<dl and j 52 for d2<z<0), whereK j is the
magnetic anisotropy constant andM0 j is the saturation mag
netization in the respective layer. We assume that the e
magnetization axes of the ferromagnets coincide and are
rected parallel to theZ axis, which is perpendicular to thei
surfaces~Fig. 1!. The external static magnetic fieldH0 is
oriented parallel to theZ axis and perpendicularly to th
surfaces of the ferromagnets. In the ground state the ma
tization vectors are inclined at an angleC0 j from the normal
n to the surface. We assume that the magnetic anisotr
field HA j,4pM0 j . Then in the weak magnetic field
H0,min(4pM012HA1 , 4pM022HA2) the state with mag-
netization vectors inclined from the easy axes by

C0 j56arccos~H0 /@4pM0 j2HA j# !, j 51,2, ~1a!

is stable, while in the strong fieldsH0>max(4pM0j2HAj)
the ground state with magnetization vectors directed al
the easy axis is stable and

C0 j50. ~1b!

The latter configuration is also observed in the case
HA j>4pM0 j andH0>0. WhenHA j>4pM0 j and the con-
dition on the strength of the external magnetic fie
max(4pM0j2HAj)<H0<0 holds, phase~1b! is metastable.
Therefore, in the latter case the results for the MSSW sp
trum are valid only if the energy of the magnetic excitatio
of the ferromagnet is small compared with the potential b
rier preventing passage of the ferromagnet into the homo
neous stable state withC05p. The exchange interaction
was not taken into account in determining the ground st
This is possible, if the dimensions of the ferromagnetic fi
are greater than the exchange length. The boundary co
tions for continuity of the tangential components of the ma
netic field and the normal components of the magne
3 © 1998 American Institute of Physics
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induction vector must hold on the contact plane (z50) be-
tween the two ferromagnetic layers. This calls for fulfillme
of the conditions

M01cosC015M02cosC02→
M01

4pM012HA1

5
M02

4pM022HA2
~2a!

for the ground states with magnetization vectors inclin
from the easy axes~1a! and

M015M025M0 ~2b!

for the ground state with magnetization vectors direc
along the easy axes~1b!. If the condition~2! does not hold,
an inhomogeneous transitional region appears in the bila
film near the contact plane between the layers, but suc
situation will not be considered.

We assume that the MSSWs propagate along theY axis;
therefore, all the variables of the problem are proportiona
exp(ivt2iky), wherev is the frequency. We shall hencefor
consider the frequency range up to several gigahertz, sin
is usually used in practice.20–23At such frequencies the wav
vector k<105 cm21. In this range the contribution of th
exchange interaction is small compared with the other te
in the magnetic energy, viz., the dipole–dipole and Zeem
terms. When magnetostatic waves are considered, it ca
disregarded. In determining the equations describing
propagation of MSSWs, we shall consider only one of
ferromagnetic layers. The derivation procedure for the ot
layer is similar, the difference being confined to the values
the magnetic anisotropy field and the magnetization. We s
out from the system of magnetostatic equations

curlHM50, div~HM14pM !50. ~3!

Here HM is the demagnetizing field. The magnetizationM
satisfies the Landau–Lifshitz equation

]M /]t52g@M•Heff#, ~4!

FIG. 1. Ferromagnetic bilayer film. It is assumed that the saturation m
netizationsM0 j of the layers lie in theZX plane; in the general case the
form an angleC0 j with a normal to the surface. The MSSWs propaga
along theY axis with the wave vectork.
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where g is the gyromagnetic ratio,Heff5H01HM

1HA(Mn)n/M0 is the effective magnetic field, andn is the
unit vector characterizing the direction of the anisotropy a
of the ferromagnetic crystal.

In the ground state the magnetization vector has
components (M0 sinC0, 0, M0 cosC0), and the demagne
tizing field has the components (0, 0,24pM0 cosC0). The
deviations of the magnetization vectorm and the demagne
tizing field h from these equilibrium values are assumed
be small. We linearize the Landau–Lifshitz equation~4!,
and, as a result, we obtain the relationship between the c
ponents ofm andh, which we write in the form

mi5x i j hj , i , j 5x,y,z, ~5!

where x i j is the high-frequency magnetic susceptibili
tensor of the ferromagnet.

Its elements have the form

xxx5GV1cos2C0 , xxy52xyx5G ivcosC0 ,

xyy5GV2 , xyz52xzy5G ivsinC0 ,

xzx5xxz52GV1cosC0sinC0 , xzz5GV1sin2C0 .

Here we have used the notation

G5gM0 /@V1V22v2#,

V15g@H0
~ i !1HAcosC0#cosC0 ,

V25g@H0
~ i !cosC01HAcos2C0#,

and H0
( i )5H024pM0cosC0 is the internal magnetic field

We note that after going over to the coordinate system w
the Z axis coinciding with the magnetization of the groun
state of the ferromagnet, we obtain the previously kno
form of the high-frequency magnetic susceptibility tensor24

After substituting~5! into the magnetostatic equations an
introducing the magnetic scalar potentialF(h52¹F), we
obtain the second-order differential equation

D2F~z!2k2Q~v!F~z!50, ~6!

where Q(v)5114pgM0V2 /@V1V22v2# is a function
which specifies the character of the solutions and is term
the spectral function andD25]2/]z2.

After calculating the frequenciesV1 and V2 for the
ground states~1!, we find that

Q~v!5@v22vvU
2 #/v2 ~7a!

for the ground state with magnetization inclined from t
easy axis~1a! and

Q~v!5@vvU
2 2v2#/@vvL

2 2v2# ~7b!

for the phase with magnetization along the easy axis~1b!.
Here vvL and vvU are the lower and upper limits of th
MSVW spectrum of a homogeneous plate. Their form d
pends on the choice of the ground state. For the ground s
with a magnetization vector inclined from the easy axis~1a!

vvL50, vvU52gusinC0uA2pM0HA, ~8a!

and for phase~1b!

vvL5V0 , vvU5AV0@V014pgM0#, ~8b!

g-
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whereV05g@H024pM01HA# is the homogeneous ferro
magnetic resonance frequency.

Let us determine the form of the boundary conditio
with consideration of two ferromagnetic layers. The va
ables referring to the upper layer are marked by a subscr
and those referring to the lower layer are labeled by a s
script 2. The lower layer will be treated below as a half spa
~i.e., ukud2@1). Then the boundary conditions of the pro
lem reduce to continuity of the normal component of t
magnetic induction and the tangential component of
magnetic field intensity on the surface of the upper la
(z5d1) and the interface (z50). This is equivalent to the
following boundary conditions on the magnetic potential:

F1~d1!5FB~d1!, F1~0!5F2~0!,

2DF1~d1!14pmz1~d1!52DFB~d1!,

2DF1~0!14pmz1~0!52DF2~0!14pmz2~0!. ~9!

Here F j (z) is the magnetic potential in thej th layer,
D5]/]z is the derivative with respect toz, FB(z) is the
magnetic potential in the vacuum region (z>d1)

FB~z!5F0exp@2uku~z2d1!#, ~10!

whereF0 is a constant.
Thus, to investigate the propagation of MSSWs in a tw

layer ferromagnetic film we must solve the second-order
ferential equation for the magnetic potential~6! with the
boundary conditions~9!.

DISPERSION RELATION FOR MSSWS

We assume that MSVWs can propagate, i.e., that
spectral functionQ1(v),0, in the upper layer and that the
cannot, i.e., thatQ2(v).0, in the lower layer. Then Eq.~6!
has the solutions

F1~z!5Acos@ uku~z2d1/2!A2Qi~v!#

1Bsin@ uku~z2d1/2!A2Qi~v!# ~11a!

for the upper layer (0<z<d1) and

F2~z!5Cexp@ ukuzAQ2~v!# ~11b!

for the lower layer (2d1<z<0). The lower layer can be
regarded here as a half space.

After substituting the solutions~11! into the boundary
conditions~9!, we obtain the dispersion relation

ukud1A2Qi~v!

5arccotH 2
Q1~v!1b1~v!@AQ2~v!1b2~v!2b1~v!#

A2Q1~v!@b2~v!1AQ2~v!#
J

1pN,

N50,1,2, ~12!

whereb j (v)5114pgM0 jssinC0j /v; j 51,2 for the upper
and lower layers, respectively, ands5sgnk.

It can be seen from~12! that there is a whole frequenc
band for waves corresponding to different modes with
numbers N. Such wave resemble Love surface elas
-
1

b-
e

e
r

-
f-

e

e
c

waves,25,26 and we shall call them magnetostatic surfa
waves. The distribution of the magnetic potential in su
MSSWs oscillates in the upper layer (0<z<d1) according
to the law

F1~z!5A$cos@ uku~z2d1/2!A2Q1~v!#

1Esin@ uku~z2d1/2!A2Q1~v!#%, ~13a!

and decays exponentially in the lower layer (2d2<z<0)
according to the law

F2~z!5A$cosa2Esina%exp@ ukuzAQ2~v!# ~13b!

and in the vacuum (z<d1) according to the law

FB~z!5A$cosa1Esina%exp@2uku~z2d1!#. ~13c!

Here

E5
A2Q1~v!sina2b1~v!cosa

A2Q1~v!cosa1b1~v!sina
,

a5uku
d1

2
A2Q1~v!.

Thus the dispersion relation~12! describes a MSSW, in
which the magnetic potential oscillates in the upper layer a
decays exponentially in the lower layer~13!. The form of the
dispersion curves depends on the choice of the ground s

MSSW SPECTRUM IN A FERROMAGNETIC BILAYER FILM
WITH MAGNETIZATION VECTORS INCLINED FROM
THE EASY AXIS

Let us assume that both layers of the film contain sta
with magnetization vectors inclined from the easy axis~1a!.
Then the real roots of the dispersion relation~12! can exist
only in the case ofvvU2,vvU1. The MSSW spectrum~Fig.
2! resembles the MSVW spectrum in a ferromagnetic pla

FIG. 2. Spectrum of the magnetostatic analog of Love waves~modes with
the numbersN50,1,2,3,4,5) when the ferromagnetic layers contain grou
states inclined from the easy axis. Film parameters:K1521.243104

erg/cm3, K2529.0073103 erg/cm3, H05100 Oe, M015140.06 G,
M025119.37 G, vvU159.84323109 Hz, vvU258.38493109 Hz,
d15231023 cm.
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the differences being confined to the low-frequency cutof
the frequencyvvU2 and the wave vectors

ukNu5
vvU2

d1AvvU1
2 2vvU2

2

3H arccotFvvU1
2 2vvU2

2 1vvU2
2 b1~vvU2!S~vvU2!

vvU2AvvU1
2 2vvU2

2 b2~vvU2!
G

1pNJ , S~v!5b1~v!2b2~v!, ~14!

as well as to the nonreciprocity.
In the short-wavelength rangeukud1@1 the dispersion

relation ~12! admits an analytical solution in the form o
MSSWs with a frequency

vS5
vvU1

A11S p@N11/2#

ukud1
D 2

~15a!

and a magnetic-potential penetration depth in the lower la

L'
vs

ukuAvS
22vvU2

2
!d1 , ~15b!

which is much smaller than the thickness of the upper lay
Thus the magnetostatic analog of Love elastic waves25,26

in a ferromagnet with a ground state inclined from the e
axis exists only if the upper limit of the MSVW spectrum
the lower layer is smaller than the corresponding value
the upper layer. The form of the MSSW spectrum resemb
the form of the MSVW spectrum of a ferromagnetic pla
The differences are confined to the low-frequency cutoff
the frequency of the upper limit of the MSVW spectrum
the lower layer and to the nonreciprocity. In the sho
wavelength range the frequency of the waves investigate
slightly less than the upper limit of the MSVW spectrum
the upper layer, and the magnetic-potential penetration d
in the lower layer is much smaller than the thickness of
upper layer.

MSSW SPECTRUM IN A FERROMAGNETIC BILAYER WITH
MAGNETIZATION VECTORS DIRECTED ALONG THE
EASY AXIS

Let us consider the MSSW spectrum in the case of
realization of ground states with magnetization vect
directed along the easy axis~1b! in both layers. Real roots o
the dispersion relation~12! can exist only in the frequenc
rangesvvL1,v,vvU1 andv,vvL2 or v.vvU2. If vvU1

,vvL2, the MSSW spectrum~Fig. 3a! resembles the MSVW
spectrum of a ferromagnetic plate. A similar picture is o
served in the case ofvvU2,vvL1. In these two situations the
dispersion relation~12! in the long-wavelength region
ukud1!1 has an analytical solution in the form of MSSW
with a frequency
t

er

r.

y

r
s

.
t

-
is

th
e

e
s

-

vS5vvL112pgM01F2pN1A~pN!214ukud1r

2r G2

,

~16a!

wherer511A@vvU2
2 2vvL1

2 #/@vvL2
2 2vvL1

2 #.
The magnetic-potential penetration depth in the low

layer

L'
1

ukuAvvL2
2 2vvL1

2

vvU2
2 2vvL1

2
.d1

is greater than the thickness of the upper layer. The solu
of the dispersion relation~12! for the short-wavelength rang
ukudl@1 consists of MSSWs with a frequency

vS5vvL1A11
4pgM01/V01

11Fp~N11/2!

ukud1
G2 ~17a!

and a magnetic-potential penetration depth in the lower la

L'
1

ukuAvvL2
2 2vS

2

vvU2
2 2vS

2
,d1 , ~17b!

which is smaller than the thickness of the upper layer. In
case ofvvL1,vvL2,vvU1 the MSSW spectrum has a high
frequency ‘‘cutoff’’ ~Fig. 3! at the frequencyv5vvL2 and
the wave vectors

ukNu5
1

d1
AvvL2

2 2vvL1
2

vvU1
2 2vvL2

2

3FarccotH 2AvvL2
2 2vvL1

2

vvU1
2 2vvL2

2 J 1pNG . ~18!

Then for the long-wavelength rangeukud1!1 the disper-
sion relation has the solution~16a! with the magnetic-
potential penetration depth in the lower layer~16b!, which is
greater than the thickness of the upper layer. IfvvU2

,vvU1, the MSSW spectrum~Fig. 3c! has a low-frequency
‘‘cutoff’’ at the frequencyv5vvU2 and the wave vectors

ukNu5
1

d1
AvvU2

2 2vvL1
2

vvU12vvU2

3FarccotHAvvU1
2 2vvU2

2

vvU2
2 2vvL1

2 J 1pNG . ~19!

In the short-wavelength rangeukud1@1 the dispersion
relation ~12! has a solution in the form of MSSWs with
frequency

vS5vvU1F12
vvU1

2 2vvL1
2

2vvU1
2 H p@N11#

ukud1
J 2G ~20!

and a magnetic-potential penetration depth in the lower la

L'
1

ukuAvvL2
2 2vS

2

vvU2
2 2vS

2
!d1 , ~21!

which is much smaller than the thickness of the upper lay
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FIG. 3. Same as in Fig. 2 for the case of the realization of states with saturation magnetization vectors directed along the easy axis in the ferromagn
a — vvU1,vvL2 ~similarly for vvU2,vvL1). Film parameters:K151.243104 erg/cm3, K2533104 erg/cm3, H051600 Oe,M 015M025M05140.06 G,
d15231023 cm; b —vvL1,vvL2,vvU1; only the valueK251.43105 erg/cm3 differs from the parameters in Fig. 3a; c —vvU2,vvU1; film parameters:
K151.63104 erg/cm3, K251.243104 erg/cm3, H051600 Oe,M 015M025M05140.06 G,d15231023 cm.
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Thus we have demonstrated that a magnetostatic an
of Love elastic waves25,26 can exist in a bilayer ferromagne
magnetized along the easy axis. We have established th
cases where the frequency regions in which MSVWs exis
the upper and lower layers do not intersect, the MSSW sp
trum resembles the MSVW spectrum of the upper lay
Then the frequencies of the MSSWs in the long-wavelen
region are somewhat greater than the frequency of the lo
limit of the MSVW spectrum, and the localization depth
the lower layer exceeds the thickness of the upper layer
the short-wavelength limit the frequencies of the MSSWs
somewhat less than the frequency of the upper limit of
MSVW spectrum, and the localization depth in the low
layer is less than the thickness of the upper layer. If
frequency of the lower limit of the MSVW spectrum of th
lower layer falls in the frequency range for the existence
MSVWs in the upper layer, the spectrum has a hig
frequency ‘‘cutoff.’’ There is a low-frequency ‘‘cutoff’’ in
og

in
n
c-
r.
h
er

In
e
e
r
e

f
-

the case where the frequency of the upper limit of t
MSVW spectrum of the lower layer falls in the frequenc
range for the existence of MSVWs in the upper layer.

CONCLUSIONS

Thus, the possibility of the existence of MSSWs in
bilayer film due to the difference between the magnetic
isotropy constants has been demonstrated. The mag
potential in the waves predicted oscillates in the upper la
and decays exponentially in the lower layer. Therefore, th
can be regarded as a magnetostatic analog of Love sur
elastic waves.25,26
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Theory of gyro devices with thin electron beams „large-orbit gyrotrons …

V. L. Bratman, Yu. K. Kalynov, and A. É. Fedotov
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It is shown for a precisely aligned electron beam of small thickness in a large-orbit gyrotron that
high cyclotron harmonics~up to s<5) can be selectively excited with an electronic
efficiency that is acceptable for some applications~1–10%!. When the quality of the electron
beam is high, the selective properties are maintained even for modes with high radial
indices, raising hopes that this method can be used to obtain coherent radiation not only in the
millimeter but also in the entire submillimeter wavelength range. A method for taking
into account the space-charge effects is developed, and it is shown that the corresponding effects
can be important at relatively small values of the electron pitch factor. The results of the
analysis and preliminary experiments reveal the possibility of creating high-power compact sources
of submillimeter radiation for the spectroscopy of various media, the diagnostics of dense
plasmas, and some other applications. ©1998 American Institute of Physics.
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INTRODUCTION

Owing to the selective mechanism of the interaction
electrons with the radio-frequency~rf! field in modern high-
power gyrotrons, spatially developed modes with very h
azimuthal and radial indices can be employed as work
modes.1,2 Such modes can be excited by hollow electr
beams of large diameter~close to the diameter of the intern
caustic of the mode!, which is many times greater than th
Larmor diameter, and consist of a continuous set of u
formly filled Larmor tubes that are uniformly distribute
over the azimuth. Along with this main topic, several stud
in the last few years have explored the possibility of empl
ing, in various modifications of the cyclotron resonance m
ser, thin beams~with a thickness of one Larmor diameter! in
which the particles circulate around a common axis coinc
ing with the axis of an axially symmetric electrodynam
system~one Larmor tube or even one Larmor helix coax
to a circular waveguide!. Because of the symmetry of such
system, only modes whose azimuthal index coincides w
the number of the resonant cyclotron harmonic can be
cited in it. Accordingly, there is additional thinning of th
spectrum, which is especially important in attempting to e
cite high cyclotron harmonics. This situation is realized
so-called large-orbit gyrotrons,3–8 where, in fact, as in an
ordinary gyrotron, the ‘‘orbit’’ of one electron coincides wit
the Larmor orbit and is large only in comparison to the re
tively small diameter of the electrodynamic system. In ad
tion, some cyclotron autoresonance masers have a sim
geometry.9,10 Helical electron beams, which are similar, b
gyrate as a whole, are also used in so-called harmo
converters,11,12 which are essentially a type of gyro mult
plier with a novel system for the simultaneous formation a
modulation of the beam.

The main mechanisms for the interaction of thin electr
beams with a rf field do not differ from those which opera
1211063-7842/98/43(10)/7/$15.00
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in ordinary gyrotrons and can be described within the gen
theory.13–19 At the same time, the spectrum of excitab
modes and the effects of the rf space charge, which are
pecially important for interactions at high cyclotron harmo
ics, have definite specific features. These problems, wh
are important for creating high-power short-wavelength
vices, have not yet found solutions in published studies
this paper we construct a general theory for a relativis
large-orbit gyrotron, which will enable us to analyze,
particular, the two problems indicated.

1. SELECTIVE EXCITATION OF CYCLOTRON HARMONICS
IN A CIRCULAR WAVEGUIDE

A gyrotron with a thin electron beam circulating aroun
the axis of an axially symmetric waveguide has enhan
selective properties in comparison to an ordinary gyrotron
which the axes of the electron trajectories do not coinc
with the axis of the waveguide. In fact, when a particle orb
the axis of a circular waveguide exactly, the field of t
azimuthally traveling TEn,p mode in its orbit is a single gy-
rating multipole (2n-pole, wheren is the azimuthal mode
index of the wave; Fig. 1!, rather than a set of field multi
poles, as in an ordinary gyrotron.15 This single multipole,
which gyrates with a frequencyv/n, where v is the fre-
quency of the mode, can interact resonantly with an elect
orbiting with the cyclotron frequencyvH at only one cyclo-
tron harmonic, whose numbers coincides with the azimutha
index of the mode (s5n) when the synchronism condition i
satisfied:

v'svH . ~1!

If the synchronism condition for another harmonic wi
the numbern8 is simultaneously satisfied in~1!, a resonant
interaction of an electron can take place at this harmo
only with a wave having the azimuthal indexn8. This prop-
9 © 1998 American Institute of Physics
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erty of cyclotron resonance masers was clear already f
the early theoretical studies,13–16 but its systematic use in
experiment began only after the publication of Ref. 3, wh
the special term ‘‘large-orbit gyrotron’’ was proposed f
this type of gyrotron.

The enhanced selectivity is clear from the followin
expression, which was derived in Ref. 13 and is well kno
in the theory of gyrotrons, for the structure factor appear
in the impedance of the interaction of a hollow beam
electrons having leading centers of the same radiusRb with
the field of a cylindrical waveguide:

G5
Jn2s

2 ~k'Rb!

~12n2/nn,p
2 !Jn

2~nn,p!
. ~2!

Here Jn is a Bessel function,nn,p5k'a is the pth positive
root of the derivative of the Bessel functionJn8(n), anda is
the radius of the waveguide. WhenRb50 and the argumen
of the Bessel function in the numerator in~2! thus vanishes,
it is easy to see thatG is nonzero only ifn5s.

In order to compose the initial representation of the p
sibility of the selective excitation of individual modes, w
take into account that the generation frequency is close to
corresponding critical frequency of the waveguide:

v'nn,pc/a. ~3!

Hence, for the resonant magnetic field we obtain

H@kOe#51.7
g

a@cm#

nn,p

s
, ~4!

whereg is the relativistic factor of the electrons.
The coincidence between the harmonic numbers and the

azimuthal mode indexn obviously greatly thins the spectrum
of the resonant values~4! and the modes corresponding
them which an electron beam is capable of exciting whe
is ideally injected into the waveguide. Owing to the noneq
distant arrangement of the rootsnn,p , the resonant values o
the magnetic field for the first harmonics have a fairly spa
distribution~Fig. 2!. For example, for modes with the radi
index 1 the values corresponding to the fourth, fifth, a
sixth harmonics differ from one another by 4 and 2.5%.

The corresponding magnetic-field resonance band ca
estimated, as usual, from the condition that the values of
drift angle (v2svH)T ~the phase shift of the cyclotron gy
ration relative to the wave occurring during the time of flig
T of electrons through the interaction space! at the edges of
the band differ from one another by a value of the order
2p:

FIG. 1. Working space of a large-orbit gyrotron.
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1

sN
, ~5!

whereN5vHT/2p is the number of gyrations of an electro
in the interaction space.

According to this estimate, the main zone for generat
of the fifth harmonic is isolated from the neighboring zon
already when the number of gyrationsN>5.

The excitation efficiency of a particular mode is dete
mined not only by the structure factorG, but also by the
so-called electron-wave coupling coefficient, which
proportional to the power of the individual emission of o
particle and varies with the number of the harmonic appro
mately asb'

2s , whereb'5v' /c is the normalized orbital
velocity of the particles. Hence it is clear that when t
orbital velocities of the particles are increased to relativis
values, the coupling with high harmonics becomes sign
cantly more effective and their excitation is marked
facilitated.

2. EQUATIONS OF A RELATIVISTIC GYROTRON

In the working space of a gyrotron electrons travel alo
helical trajectories in a homogeneous~or weakly inhomoge-
neous! magnetic fieldH05H0z0 and excite rf oscillations in
an electrodynamic system having the form of a portion o
weakly inhomogeneous cylindrical waveguide~Fig. 1!. We
shall assume that all particles entering the space for inte
tion with the rf field have identical orbital (v'0) and trans-
lational (v i0) velocities and are uniformly distributed amon
the cyclotron gyration phases. For simplicity, we also
sume that there is no spread in the positions of the lead
centers and that they all lie on the waveguide axis. Thus
the entrance to the interaction space all the particles are
cated on the surface of a single Larmor tube.

We assume that a stationary generation regime oper
and that the electrons interact with one~working! transverse-
electric mode (TEn,p)

FIG. 2. Dimensionless values of the resonant magnetic field for harmo
n51210 corresponding to modes with the radial indexp51 ~the analo-
gous modes with the radial indexp52 are also shown!.



e-
fie

d

rib
y
-
b

ro
ld

s
y
;
i

-
rs

t
t

ed
o

io

ct
r

e

-

e
nt

ies,

us
lec-
of
he
. In
hen
rgy
y

n
ce
ith
e

for
all
rce
-
of

g

r-

ed.
is
er
ex

ber

1221Tech. Phys. 43 (10), October 1998 Bratman et al.
E5Re$E0f ~z!En,pexp~ ivt !%,

H5Re$E0f ~z!Hn,pexp~ ivt !%, ~6!

whose frequencyv, on the one hand, is close to the corr
sponding critical frequency and, on the other hand, satis
the cyclotron-resonance condition~1! at thenth harmonic. In
~6! the functionf (z) describes the longitudinal structure, an
the vector functionsEn,p and Hn,p , which are expressed in
terms of a membrane function in a certain manner, desc
the transverse structure of the variable field at a frequencv
in an empty waveguide. The cavity is assumed to be highQ,
and the longitudinal structure of the field is assumed to
fixed.

The equations of motion averaged over the cyclot
oscillations for a relativistic electron in a magnetostatic fie
and the wave field~6! under resonance conditions at thenth
harmonic have the form18

du

dz
52

]

]q
Re$F f ~z!p'Jn8~np'!exp~ iq!%, ~7!

dq

dz
5D2u1

]

]u
Re$F f ~z!p'Jn8~np'!exp~ iq!%. ~8!

Here u52(12g/g0)/b'0
2 is the energy variable, which i

equal to the normalized current change in the total energ
the particle;q5(vt2nw) is its phase relative to the rf field
w is the angle characterizing the position of the electron
the cyclotron orbit; z5b'0

2 vz/2b i0c, F54eE0 /(mg0

3cvb'0
4 ), andp'5b'0g/g0 are the normalized longitudi

nal coordinate, amplitude of the cavity field, and transve
momentum of the electron;D52(12nvH0

/v)/b'0
2 is the

initial resonance mismatch between the electrons and
wave. The normalized transverse momentum is related to
energy by the expressionp'

2 'b'0
2 (12u).

For a generator excited by a preliminarily unmodulat
electron beam, the initial conditions for the equations of m
tion at the entrance to the interaction space~at z50) have
the form

u~0!50, q~0!5q0 , 0<q0,2p. ~9!

In the steady-state regime a gyrotron obeys the relat

vW

Q
5hIU , ~10!

which describes the balance between the power extra
from the cavity by the wave and the power imparted to the
field by the electron beam. HereW is the energy stored in th
cavity;

Q5
QohmQd

Qohm1Qd
~11!

is its loadedQ factor, which is determined by the diffrac
tional extraction of radiation~the diffractional quality factor
Qd) and the Ohmic losses in the cavity walls~the Ohmic
quality factor Qohm); h is the electronic efficiency of the
gyrotron; andI and U are the current and voltage of th
electron beam. The electronic efficiency can be represe
in the form of a product of two factors
s
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h5hs.ph' , ~12!

where

hs.p5
b'0

2

2~12g0
21!

and h'5^u~z5m!&Q0

are the so-called single-particle and transverse efficienc
respectively, andm5b'0

2 vL/2b i0c is the dimensionless
length of the interaction space.

For interactions at high harmonics in a homogeneo
magnetostatic field, it should be stressed that relativistic e
trons are capable of imparting only a relatively small part
their initial energy to the monochromatic wave due to t
strong dependence of the cyclotron frequency on energy
fact, an electron goes out of resonance with the wave w
the dynamic change in its drift angle caused by the ene
loss is of the order of 2p. Hence for the change in the energ
of the electron we obtain the estimate

udgu
g0

<
1

nN
. ~13!

Utilizing the small value of the energy change, we ca19

significantly simplify the equations of motion and redu
them to the standard asymptotic form for all devices w
inertial bunching of particles.20 To this end the change in th
energy of the particles on the right-hand side of Eq.~7!
should be neglected, the right-hand side of the equation
the phase~8! should be linearized with respect to the sm
energy change, and the term in it responsible for the fo
bunching of particles, which is proportional to the field am
plitude, should be discarded. As a result, the equations
motion can be written in new variables in the followin
form:19

dû

dẑ
5Im$ f ~ ẑ !exp~ iq!%, ~14!

dq

dẑ
5 d̂2û. ~15!

Here we have used the notationẑ5zAF̂, d̂5D/AF̂,

û5u/AF̂, and F̂5b'0Jn8(nb'0)F. The gyrotron efficiency
can now be expressed in the following manner:

h5
m̂ĥ'

~12g0
21!~vL/v i0!

, ĥ'5^û~m̂ !&q0
, ~16!

wherem̂5b'0
2 vLAF̂/2b i0c.

The amplitude of the rf field in the cavity~and thus the
dimensionless lengthm̂) can be adjusted by varying the cu
rent so that the maximum of the functionm̂ĥ(m̂) optimized
with respect to the frequency mismatch, would be achiev
Then, irrespective of the particle velocities, the efficiency
inversely proportional to the wave frequency. If the numb
of the harmonic and, accordingly, the azimuthal mode ind
n are increased, while the radial indexp of the working mode
is fixed, the efficiency decreases with the harmonic num
as 1/n in accordance with the estimate~13!.
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3. STATIONARY GENERATION REGIME

For simplicity in this section we shall assume that theQ
factor of the gyrotron cavity is fairly high, and we sha
accordingly neglect the space-charge effects~the next section
is devoted to a treatment of the latter!. Solving Eqs.~7! and
~8! in the small-signal approximation and using the simp
fying sinusoidal approximation

f ~z!5sinpz/m ~17!

for the longitudinal structure, we obtain18 the following ex-
pression for the start-up current of a relativistic gyrotron:

I st5
mc3

e
g0b i0

2 b'0

na2

2lL

1

QGx
. ~18!

In this expressionl52pc/v is the wavelength of the
radiation generated;

x52n~12b'0
2 !Jn8~nb'0!Jn~nb'0!f

2b'0mJn8
2~nb'0!f8 ~19!

is the susceptibility imparted to the cavity field by th
electron beam; the function

f54p2
11cosQ

~Q22p2!2
~20!

characterizes the spatial spectrum of the rf force acting
the electrons~in the present case the spectrum of one arc
the sinusoid!; andQ5Dm is the drift angle, which describe
the kinematic displacement of the electrons relative to
wave.

For the asymptotic regime of large interaction distan
and small changes in the particle energies considered a
end of the preceding section, where only the inertial bun
ing of the particles caused by nonisochronism of their cyc
tron gyration is significant, only the second term in the e
pression for the susceptibility, which is proportional to t
dimensionless lengthm, is significant:

x52b'0mJn8
2~nb'0!f. ~21!

The expression~18! for the start-up current permits
more detailed analysis than in Sec. 1 of the selective pro
ties of a gyrotron with a thin electron beam for differe
regimes, including the excitation of high harmonics, and
timation of the danger of the excitation of parasitic mod
for them. In relatively long systems (m@1), where a regime
of dominant inertial bunching of the particles is realized, t
dependence of the efficiency on beam current and on
adjustment of the magnetostatic field corresponds to the
self-excitation of auto-oscillations of individual modes. U
der the conditions of overlap of the resonance curves
interaction of the working mode with competing modes
other cyclotron harmonics, a situation of ‘‘strong’’ mod
coupling should be realized21 because of the identical long
tudinal structure of these modes. According to Ref. 21, s
conditions provide for the establishment of the stable gen
tion of a single mode, which has a small start-up current
is previously excited during application of the workin
voltage.
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It is clear from~18! that the decrease in the susceptibili
x with increasing harmonic number and, accordingly,
creasing frequency can be compensated at least partiall
the increase in the cavityQ factor with increasing frequency
of the mode. In fact, for efficient mode selection with resp
to the longitudinal index and the efficient extraction of rad
tion from the cavity, the loadedQ factor of the cavity must
be of the order of the diffractionalQ factor ~i.e., the Ohmic
losses must not be excessively large!. At the same time, the
diffractional Q factor

Qd54pS L

l D 2 1

12R
, ~22!

whereR, which is the reflectivity of the exit end of the cavit
for the wave, increases quadratically with increasi
frequency of the working mode. The OhmicQ factor

Qohm5
a

d
~12m2/nm,p

2 ! ~23!

is determined to within a factor of 1/2 by the ratio of th
effective volumepa2(12m2/nm,p

2 )L occupied by the rf field
within the cavity~between the wall and the caustic surfac!
to the volume of the skin layer 2paLd, whered is the skin
depth. For a fixed radial mode indexp, as the harmonic
number, which is equal to the azimuthal mode index,
creases, the effective volume occupied by the field decre
approximately in proportion to the volume of the skin laye
causing a weak dependence of the OhmicQ factor on the
azimuthal mode index. As the radial mode index increas
the effective volume of the field rises, and the volume of t
skin layer falls, causing a rapid rise in the OhmicQ factor
~approximately proportional top). Estimates show~see be-
low! that, owing to the large orbital velocity of the particle
the start-up currents of a relativistic gyrotron are very lar
even for small cavity lengths and reflectivities of the e
end. Under such conditions the OhmicQ factor is, as a rule,
significantly greater than the diffractionalQ factor over the
entire range of millimeter waves.

As we have already stated, the structure factorG for an
electron beam strictly encircling the cavity axis (Rb50) is
nonzero only for modes with an azimuthal index equal to
number of the resonant cyclotron harmonic. At the sa
time, real electron beams have a definite thickness, wh
leads to a spread of leading centers for the electron traje
ries. Assuming that the leading centers evenly fill a circu
area of radiusb and using the known integral of the square
a Bessel function, we can easily obtain the following expr
sion for the structure factor with consideration of the be
thickness:

G5
J0

2~kb!1J1
2~kb!

Jn
2~nn,p!~12n2/nn,p

2 !
. ~24!

It follows from this expression that even a fairly consi
erable beam thickness, for whichkb51, leads to only a 22%
decrease in the structure factor. At the same time, inex
beam alignment, under which the radius of a leading cen
satisfies the conditionkRb51, produces an almost double
effect. Both of these factors have an even greater effec
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the danger of exciting parasitic modes, primarily tho
whose azimuthal index differs from the harmonic number
unity. As an illustration, let us consider the example o
moderately relativistic electron beam with an energy of 3
keV and a pitch factorg5b' /b i51.5, where the increase i
the cavityQ factor for high harmonics already partially com
pensates the decrease in the susceptibilityx. For a fixed cav-
ity with a diameter of the cylindrical part equal to 8 mm,
length of 40 mm, and tapering and exit expansion ang
equal to 1.5 and 3°~such a cavity was used in Ref. 22
generate the fifth harmonic with a wavelength of abou
mm! the start-up currents for the first to fifth harmonics a
close to one another~Fig. 3!. The generation zones fors
5124 are adequately separated, but the zones for the
and higher harmonics overlap fairly strongly. It is notewo
thy that the generation zone of the fundamental TE1,1 mode
covers the zones for the high harmonics with the radial in
2, which correspond to essentially the same start-up curr
~a similar effect was noted in Ref. 23 for so-called gyr
harmonic converters!.

4. INFLUENCE OF THE RADIO-FREQUENCY SPACE
CHARGE ON THE START-UP CONDITIONS

For interaction spaces with relatively short lengths a
cavities with low diffractionalQ factors, where the working
currents of the gyrotrons are fairly high, the effects of the
space charge can play a significant role~see, for example
Refs. 24–29!. This circumstance is especially important f
gyrotrons with thin electron beams, where the entire curr
is concentrated within one Larmor tube or one Larmor he
For simplicity, we shall assume that in the undisturbed s
the electron beam is a uniformly filled Larmor tube with
surface charge densityI /2pr Hv i . Allowance should be
made for the specific features of a gyrotron, in which
propagates almost transversely to the electron beam and
ates disturbances in it that vary slowly with the longitudin
coordinate. Then, for calculating the space-charge field
convenient to divide the Larmor tube into gyrating filamen
consisting of electrons with the same initial phase relative

FIG. 3. Principal self-excitation zones for higher cyclotron harmonics i
large-orbit gyrotron~the effects of the rf space charge are not taken i
account!.
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the rf field ~similarly, in gyrotrons with polyhelical electron
beams, elementary sources in the form of oscillating char
planes are used to calculate the space-charge field25–27,29!. If
the energies and phases of the particles vary weakly ov
length of the order of the Larmor radius, these filaments
be considered locally straight and parallel to the exter
magnetic field. The quasistatic electric field of a straig
gyrating filament containing electrons from the interval
initial phases@q̃0 ,q̃01dq̃0# equals

E152
I

ṽ i

dq̃0

2p

r 12 r̃ 1

ur 12 r̃ 1u2
, ~25!

where the following complex combinations of transver
vector components are used:E15Ex1 iEy , r 15x1 iy , and
r̃ 15 x̃1 i ỹ . Here r 1 corresponds to the coordinates of th
observation point where the subject filament with the init
phaseq0 is located, andr̃ 1 is the coordinate of the filamen
creating the field.

Associatingr 1 and r̃ 1 with the corresponding curren
phases of the electrons in the expressionsr 15r Hexp@i(vt

2q)/n# and r̃ 15 r̃ Hexp@i(vt2q̃)/n# and summing over all
the filaments creating the field, we obtain an additional q
sistatic force acting on an electron of the subject filament
the case of dominant inertial bunching of the particles, wh
the variation of the gyroradius of the electrons can be
glected, the expression for the additional force has the fo

Fw52
S

2pE0

2p

cot
q̃2q

2n
dq̃0 , ~26!

where

S5
4eI0

mc3

1

ng0b i0b'0
4

is the space-charge parameter.
For the same currents and electron velocities, this

rameter is 2pR0 /r H times greater than the analogous qua
tity for a gyrotron with a conventional beam having th
leading-center radiusRb , where the current is distribute
over a large area. The forceFw should be added to the right
hand side of the equation for the particle energy

du

dz
5ImH F̂ f ~z!exp~ iq!2SK cot

q2q̃

2 L
q̃
J , ~27!

dq

dz
5D2u. ~28!

The start-up current of a gyrotron can be found w
consideration of the space-charge effects from Eqs.~27! and
~28! and the power-balance equation~10! by the method of
successive approximations with respect to the amplitude
the rf field F̂. Then the linear solution of Eqs.~27! and~28!,
which takes into account the space-charge effects, can
found by varying an arbitrary constant in analogy to Ref. 2
For example, for the linear correction to the electron ph
we obtainq (1)5q11q2, where

a
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q1,256
F

4qFexp@ i ~D2h!z#

D7q2h
2

exp@ i ~D1h!z#

D7q1h

2
2hexp~ iqz!

~D7q!22h2G , ~29!

h5p/m, andq5A2Q is a purely imaginary quantity.
Substituting~29! into Eq.~27! for the energy, we find the

efficiency in the small-signal approximation, and then us
the balance equation~10!, we find the start-up current of th
gyrotron. The expression found in this manner for t
start-up current differs from the analogous expression~18!
with neglect of the space-charge effects in the form of
spectral function appearing in the expression for the sus
tibility of the electron flux

x52b'0mJn8
2~nb'0!c,

c5
2p2

in S 12cos~u2p1 in!

~~u1 in!22p2!2
2

12cos~u2p2 in!

~~u2 in!22p2!2 D .

~30!

Herein5qm is the addition to the drift angle associated w
the space charge. When the space charge is vanishingly s
(S50), the functionc tends to the derivativef8.

The expression forc coincides in form with the expres
sion for the spectral function in an orotron,30 but in contrast
to the latter, in a gyrotron the change in the drift angle un
the space-charge effects is a purely imaginary quantity. T
is because the instability of the negative mass renders
eigenwave in the electron beam of gyrotron a growing an
decaying wave~a fast and a slow wave in an orotron!.

The space-charge effects become significant when
takes values appreciably exceeding unity. For example, w
n54, the minimum start-up current decreases to about
in comparison to its value in the absence of space cha
~Fig. 4!. Applying the method of successive approximatio

FIG. 4. Influence of the rf space charge on the start-up current of a la
orbit gyrotron.n: 1 — 0, 2 — 2.0,3 — 4.0; I st0

min is the minimum value of the
start-up current in the absence of space charge.
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we use the values of the start-up current~18! found in the
absence of space charge to calculaten. Then

n25
1

2nGb'0
2 Jn8

2~nb'0!Qc
. ~31!

For the example considered in Sec. 3 we obtainn'0.4,
and the influence of the space charge is small~the start-up
current at the fifth harmonic decreases by only a few perc
when the space charge is taken into account!. At the same
time, when the orbital velocity of the electrons and the len
of the interaction space are small and theQ factor is close to
the minimum diffractionalQ factor, the space charge ca
have a much stronger influence at the high harmonics.
example, when the orbital velocity of the particlesb'50.5
(g51) andL55l, we obtainn'4 for the fifth harmonic. It
can be seen from~31! that the influence of the space char
increases with the harmonic number, since the same abs
phase shift of the electrons corresponds to stronger bunc
for higher harmonics, and, in addition, higher harmon
have larger currents. It should, of course, be borne in m
that if the electrons have a positional or, even more so
velocity spread, the influence of the space charge is redu
because of the phase mixing of the particles,31 which has a
stronger effect at the high harmonics.

CONCLUSIONS

A gyrotron with a moderately relativistic, thin electro
beam encircling the axis of an axially symmetric electrod
namic system provides for the selective excitation of h
cyclotron harmonics even when conventional cavities
used and no additional methods for discriminating the pa
sitic modes are employed. In this way we can hope to ob
high-power coherent radiation not only in the millimet
wavelength range, but also in the entire submillimeter ran
although the difficulties in forming and aligning the electro
beam increase dramatically at short wavelengths. Accord
to calculations, the electronic efficiency of a large-orbit g
rotron at the harmonics with numberss&5 can reach a value
of the order of 10% when the magnetic field is uniform
distributed in the working space. When an inhomogene
magnetic field, which provides for a particle trappin
regime,32 is employed, the efficiency can be increas
severalfold.

When the density of the particles in a large-orbit gyr
tron is high and their pitch factor is relatively small, th
effects of the rf space charge, which lead, in particul
to appreciable lowering of the start-up currents play
significant role.

According to a calculation, a large-orbit gyrotron with
nanosecond pulse duration and a particle energy of 200–
keV can be created on the basis of existing, very comp
electron accelerators. Probably, generators of a short-p
magnetic field with a strength up to 300 kOe can also be
very cumbersome. This opens up possibilities for the c
ation of high-power compact sources of submillimeter rad
tion, which would be very attractive for many application
To extend the list of possible applications of such sourc
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methods should be developed for more broad-band tunin
the frequency at a fixed cyclotron harmonic than
achievable with the use of conventional gyrotron cavities
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Influence of cubic anisotropy on the temperature characteristics of magnetostatic
waves in ferrite films magnetized in the film plane
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Expressions for the temperature coefficients of frequency for magnetostatic waves in tangentially
magnetized ferrite films having cubic anisotropy are obtained and analyzed. It is shown that
in cases where the cubic axis lies in the plane of the film, temperature-induced changes in both the
magnitude and direction of the external field can be used for thermostabilization of the
frequencies. The problem of two-frequency thermostabilization is considered. The results of
experimental investigations of the temperature characteristics of magnetization waves in a
tangentially magnetized film of yttrium iron garnet with a$100% surface are presented.
© 1998 American Institute of Physics.@S1063-7842~98!01710-3#
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INTRODUCTION

Ferrite films are employed in investigations of magne
static waves~MSWs! and the creation of devices for th
superhigh-frequency range.1,2 The temperature dependen
of MSW frequencies arises as a result of temperatu
induced changes in the saturation magnetization and an
ropy fields.3 The temperature characteristics of MSWs ha
been studied most thoroughly within isotropic fil
models.4–6 In particular, explicit approximate expression
have been obtained for the temperature coefficients of
quency at any values of the wave vector.6 A cubic anisotropy
field was taken into account in the investigation of the co
ditions for thermostabilization of the uniform ferromagne
resonance~FMR! frequency in Refs. 7 and 8. As it turne
out, anisotropy can significantly influence the choice of th
mostabilization parameters. In anisotropic films the char
teristics of MSWs also depend on the orientation of the m
netization relative to the crystallographic axes.

In this paper we obtain and investigate explicit expr
sions for the temperature coefficients of frequency of MS
in tangentially magnetized ferrite films having cubic anis
ropy and$100% or $110% surfaces.

STATEMENT OF THE PROBLEM

Let us consider a ferrite film of thicknessd magnetized
tangentially to saturation by an external static magnetic fi
H. The z axis is oriented in the equilibrium direction of th
magnetization vectorM . The y axis is located on the film
surface. Thex, y, andz axes form a right-handed orthogon
coordinate system. Let the film have cubic and uniaxial m
netic anisotropy. In deriving the expression for the tempe
ture coefficient of frequency we shall take into account
influence of the anisotropy fields on the equilibrium orien
tion of the magnetization vector exactly. The calculations
simplified, if the temperature-induced changes in the dir
tion of M reduce to rotation in the plane of the film. Th
magnetization changes will clearly be of just this type, if o
1221063-7842/98/43(10)/5/$15.00
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of the cubic symmetry planes coincides with the film surfa
and the uniaxial anisotropy axis coincides with a normal. W
shall consider only these cases.

The final geometry of the problem is shown in Fig.
The vectorsM and H and the@001# axis lie on the film
surface, which coincides with either a~100! or a ~110! plane,
and the angleg between the@010# axis and the film surface
takes values of 0 andp/4, respectively. In addition,c and
fh are the angles between the@001# axis and the vectorsM
andH, respectively.

The nonzero components of the effective demagnetiz
anisotropy factor tensor9 have the form

MNxx52
3

2
Hcr ~12cos 2c!2Hu , ~1a!

MNyy52
3

8
Hc~42r !~12cos 4c!, ~1b!

MNzz52
1

8
Hc@~42r !~31cos 4c!14r cos 2c#, ~1c!

MNyz52
1

8
Hc@2r sin 2c1~42r !sin 4c#, ~1d!

wherer 5(1/2)(12cos 4g), andHc andHu are the strengths
of the cubic and uniaxial anisotropy fields, respectively.

The temperature-induced changes in the equilibrium
entation ofM are given by the derivativedc/dT (T is the
temperature!. It is calculated from the equation for th
projection of the external field onto they axis

H sin~c2ch!5MNyz . ~2!

Differentiating with respect toT, we obtain
6 © 1998 American Institute of Physics
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dc

dT
52

1

8H @2r sin 2c1~42r !sin 4c#S dHc

dT
2

Hc

H

dH

dTD
1Hz

dch

dT J H Hz1
1

2
Hc@r cos 2c1~42r !cos 4c#J 21

,

~3a!

where

Hz5H cos~c2ch!. ~3b!

The temperature derivative ofHz is needed for the cal
culations. Differentiating Eq.~3b! and allowing for~2! and
~1d!, we obtain

dHz

dT
5

Hz

H

dH

dT
1

1

8
Hc@2r sin 2c1~42r !sin 4c#

3S dc

dT
2

dch

dT D . ~4!

CALCULATION OF TEMPERATURE COEFFICIENTS OF
FREQUENCY

Let us consider an MSW with a wave vectork, which
forms an anglew with the vectorM . The dispersion relations
are derived in the zero-exchange approximation from
magnetostatic equations with consideration of the electro
namic boundary conditions on the film surface.10 Dispersion
relations of two types are obtained as a result.

Magnetostatic volume waves~MSVWs! can propagate
in a film at any anglec. The dispersion relations for them
have the form

kd5U f 22 f l
2

f 22 f t
2U1/2H LarctanF2u~ f 22 f l

2!~ f 22 f t
2!u1/2

f l
21 f t

21 f m
2 22 f 2 G

1Lp1
p

2
~12L !1npJ [Uv~ f , f l , f t , f m!, ~5!

where

f l
25g2@Hz1M ~Nxx2Nzz!14pM #@Hz1M ~Nyy2Nzz!#,

~6!

FIG. 1. Geometry of the problem.
e
y-

f t
25g2@Hz1M ~Nxx2Nzz!#

3@Hz1M ~Nyy2Nzz!14pM sin2w#, ~7!

f m54pM g sinw, ~8!

f denotes the frequencies of the wave modes with the n
bersn50,1,2,. . . ; g52.8 MHz/Oe is the gyromagnetic ra
tio; L51 if f t. f l ~magnetostatic forward volume waves —
MSFVWs!, and L521 if f t, f l ~magnetostatic backward
volume waves — MSBVWs!; p50 if 2 f 2< f l

21 f t
21 f m

2 , and
p5p when the reverse inequality holds; the continuo
branch in the arctan function with a range of values fro
2p/2 to p/2 is used; the MSVW frequencies lie in the in
terval betweenf l and f t ; and the frequencyf 5 f l corre-
sponds to uniform FMR~even whenf l5 f t).

Magnetostatic surface waves~MSSWs! exist in the
range of angles 0<w,w0, wherew0 is the root of the equa-
tion u f t

22 f l
2u5 f m

2 solved with respect tow. Here f l , f t , and
f m are defined by~6!–~8!, in which theMNqq (q5x,y,z)
depend onw according to Eqs.~1a!–~1c!, and the depen-
dence ofHz on w is specified by Eqs.~2! and ~3b!.

The dispersion relation of the MSSWs has the form

kd5
1

2U f 22 f l
2

f 22 f t
2U1/2

3 lnH 11
4@~ f 22 f l

2!~ f 22 f t
2!#1/2

f m
2 2@~ f 22 f l

2!1~ f 22 f t
2!1/2#2J

[Us~ f , f l , f t , f m!. ~9!

The MSSW frequencies lie in the interval max$fl ,ft%,f
,(1/2f m)@( f l

21 f t
21 f m

2 )224 f l
2f t

2#1/2. If f t. f l , the disper-
sion curve of the fundamental mode of the MSFVWs tra
forms smoothly into the dispersion curve of the MSSWs af t

and the wave vector valuekd52( f t
22 f l

2)/( f m
2 2 f t

21 f l
2).

The temperature coefficienta for the frequencyf corre-
sponding to an assigned value of the wave vector is defi
as a5(1/f )(d f /dT). The temperature coefficients of fre
quency of the MSVWs and MSSWs can be calculated us
the formula, which follows from the form of the dispersio
relation,

a j52
i

f 2~]U j /] f 2!
S ]U j

] f l
2

d fl
2

dT
1

]U j

] f t
2

d ft
2

dT
1

]U j

] f m
2

d fm
2

dT D .

Here j 5v,s for the MSVWs and MSSWs respectively. Fo
the sake of brevity, the arguments in the functionsU j are not
indicated. The partial derivatives ofU j are calculated from
the explicit dependences~5! and ~9!. Analytic expressions
for the temperature derivatives are obtained by different
ing ~6!–~8! and replacingdc/dT anddHz /dT according to
formulas~3a! and~4! ~with allowance for the obvious equa
ity dw/dT5dc/dt). Substitution of the expression for th
derivatives into the formula fora j yields the explicit depen-
dences of the temperature coefficient of frequency on
frequency of the MSW and on the field and film paramete
The dependence of the temperature coefficient of freque
on kd is assigned parametrically in terms off and the disper-
sion relation.
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ANALYSIS OF THE ANGULAR DEPENDENCES OF THE
TEMPERATURE COEFFICIENT OF FREQUENCY

The exact expressions for the temperature coefficien
frequency obtained by the method described above were
vestigated numerically. The formula for calculatinga j can
clearly be brought into the form

a j5Aj

d~4pM !

dT
1Bj

dHc

dT
1Cj

dHu

dT
1D j

dH

dT
1Ej

dch

dT
.

~10!

Let us first discuss the dependence of the tempera
coefficient of frequency on the anglec in the case where the
external field does not depend on temperature (dH/dT50,
dch /dT50). The film parameters in the calculations we
as follows: 4pM51750 G, Hc5242 Oe, Hu50,
d(4pM )/dT524.15 G/K, dHc /dT50.46 Oe/K,dHu /dT
50. The angular dependences were calculated for cons
values off andkd, and the values of the field projectionHz

were determined from the dispersion relation. For this p
pose, the expressions forf l , f t , and f m from Eqs.~6!–~8!
were substituted into Eq.~5! or ~9!, and the equation wa
solved in such a form forHz .

As an example, Fig. 2 presents calculated plots of
first two terms in ~10! as functions ofc for the long-
wavelength edge of the MSW spectrum (kd50, f 5 f l). The
following values of the parameters were used:f l53.10 GHz;
g50,p/4. The dependences onc are symmetric relative to
the valuesc5(p/2)n, wheren51,2,. . . , and thecurves can
easily be continued forc.p/2.

An analysis of the angular dependences reveals tha
films considered exhibit considerable anisotropy of the te
perature coefficient of frequency. The main contribution
the dependence onc is made by the second term in~10!. Its
maximum values, which are achieved nearc50, are posi-
tive and significantly influence the magnitude and sign of
temperature coefficient of frequency.

FIG. 2. Calculated plots of the angular dependence of the contribution
the temperature-induced changes in the saturation magnetization an
cubic anisotropy field to the temperature coefficient of frequency forf l53
GHz ~3,4,7,8! and 10 GHz ~1,2,5,6! and for g50 ~1,3,5,7! and p/4
~2,4,6,8!: 1–4 — dHc /dT50, 5–8 — d(4pM )/dT50.
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Let us consider the problem of compensation of t
temperature-induced changes in the MSW frequencies
temperature-induced changes in the magnetizing field.11,12

The anisotropic properties of films with a tangential cub
axis permit the use of changes in both the magnitude
direction of the external field for solving this problem. W
shall illustrate this in the example of a film with a$100%
surface.

Each of the four curves in Fig. 3 was obtained from
calculation and shows the dependence of the frequenc
the long-wavelength edge of the MSW spectrum on the an
between the external field and the@001# axis. This depen-
dence is obtained from Eqs.~2! and ~6! in parametric form
with parameterc. Curve1 was calculated for the following
initial values of the parameters: 4pM51750 G,Hc5242
Oe, andH52826 Oe. Curves2–4 were obtained for 4pM
51646.25 G andHc5230.5 Oe, which correspond to th
changes in the original values for a 25 K rise in temperat
when d(4pM )/dT524.15 G/K anddHc /dT50.46 Oe/K.
The external field strengths were 2826, 2860, and 2888.5
for curves2–4, respectively. All the curves pass through t
frequency valuef 510 GHz, which is marked in the figure
by a straight line. It can be seen that thermal compensa
can be achieved at this frequency by altering the magnit
~curve3!, the direction~curve2!, or both the magnitude and
direction ~curve 4! of the external field. The last two tech
niques clearly stem from the angular dependence of the
quency displayed when the cubic anisotropy is taken i
account. The frequency range on this dependence for yttr
iron garnet~YIG! films with a tangential cubic axis amoun
to hundreds of megahertz, while the range for the wid
used YIG$111% films amounts to only a few megahertz, an
thermostabilization of the frequencies in them by turning
magnetizing field is possible only for slight temperatu
changes.

In the example considered thermostabilization of the f
quency could be accomplished using different pairs of val
of dH/dT and dch /dT. To uniquely specify these param
eters, two conditions, rather than one, must be imposed

of
the
FIG. 3.



o
c
b

tw

e
x-

Th
n

cie

or
. W
th

Hz
o

-

r

he

t
em
o

an
ive

ed
ture
he
led

uc-
e
is-
The

cir-

ntial
tor
ting
ere
aid
ea-
fre-

s.
ith
e

the
e-
e-

s of
the

of
-

are
It
u-
sot-
he

a-

1229Tech. Phys. 43 (10), October 1998 V. V. Shagaev
the temperature coefficient of frequency. We assign the c
ditions for a vanishing temperature coefficient of frequen
at two frequency values from the MSW spectrum. This pro
lem corresponds to a system of two equations with the
unknownsdH/dT anddch /dT:

a j~ f 1 ,Hz ,dH/dT,dch /dT!50,

a i~ f 2 ,Hz ,dH/dT,dch /dT!50. ~11!

Here j 5n,s and i 5n,s. The functional dependences on th
left-hand sides of the equations follow from the explicit e
pressions for the temperature coefficient of frequency:f 1 and
f 2 are the assigned values of the MSW frequencies.
value ofHz is calculated from the dispersion relation for a
assigned value of the wave vector and one of the frequen

It follows from expression~10! that the equations of the
system~11! are linear with respect todH/dT and dch /dT
and that solutions can be obtained in an explicit form. W
present an example of the solution of the system~11!. We
consider a film with a$100% surface and the same values f
the magnetic parameters as in the preceding examples
choose the frequencies of the beginning and end of
MSSW spectrum for the anglesc5p/2 andc5p/8 as the
frequencies being thermostabilized. WhenHz5520 Oe, the
spectrum lies in the frequency range from 3 to 3.818 G
and whenHz52826 Oe, it lies in the range from 10 t
10.275 GHz. In the former case the solutions aredH/dT
54.6 Oe/K and (dch /dT)(180/p)520.741 K21, and in
the latter case they aredH/dT54.611 Oe/K and (dch /dT)
3(180/p)520.781 K21. Figure 4 shows plots of the tem
perature coefficient of frequency as a function ofkd for both
cases: curves1 and2 are for 3 and 10 GHz, respectively. Fo
comparison, the figure includes curves3 and4, which were
calculated for an isotropic film (Hc50, dHc /dT50). For
curve3, Hz5508.3 Oe, and the MSSW spectrum lies in t
frequency range from 3 to 3.873 GHz. For curve4, Hz

52802 Oe, and the spectrum lies in the range from 10
10.296 GHz. It is seen that the absolute values of the t
perature coefficient of frequency on the curves with tw

FIG. 4. Dependence of the temperature coefficient of frequency onkd for
an isotropic film~3,4! and for a film with cubic anisotropy and thermost
bilized frequencies at the beginning and end of the MSSW spectrum~1,2!.
n-
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frequency thermostabilization are significantly smaller th
those on the curves for an isotropic film in the respect
frequency ranges.

EXPERIMENT

The anisotropic properties of a tangentially magnetiz
YIG film associated with the dependence of the tempera
coefficients of frequency of MSWs on the orientation of t
magnetization vector relative to the cubic axes were revea
in the experiment described below.

A YIG film of thickness 9.8 mm on a$100% gadolinium
gallium garnet substrate measuring 13313 was used. The
magnetic parameters were as follows~at T5273 K!:
4pMeff54pM2Hu51863 G, Hc5259 Oe,
d(4pMeff)/dT524.1 G/K, dHc /dT50.44 Oe/K. The
MSWs were excited and received using microstrip transd
ers~antennas! in analogy to Ref. 13. The interference of th
signals received in two identical antennas at different d
tances from identical transmitting antennas was used.
antennas were fabricated on a Polikor~crystalline leucosap-
phire! substrate and connected to microstrip summing
cuits. This design permits construction of thef (kd) curve
from the amplitude-frequency characteristic.13 The film was
placed between the poles of an electromagnet in a tange
magnetic field. The orientation of the magnetization vec
relative to the tangential cubic axes was assigned by rota
the film about a normal. The temperature changes w
caused by cooling in nitrogen vapor and heating with the
of a flat heating element. A thermocouple was used to m
sure the temperature. The temperature coefficients of
quency for the assigned values ofkd were calculated from
the f (kd) dispersion curves using the formula

a~kd!5@1/f e~kd!#@ f 2~kd!2 f 1~kd!#/~T22T1!,

where

f e~kd!5@ f 1~kd!1 f 2~kd!#/2,

and the frequenciesf 1(kd) and f 2(kd) correspond toT1

andT2.
Measurements were performed for two film orientation

In one case the direction of the magnetization coincided w
the ^100& axis, and in the other case it coincided with th
^110& axis. These orientations were achieved by rotating
film about a normal and monitoring the position of the fr
quency range of the MSW spectrum on the amplitud
frequency characteristic. The smallest and largest value
the MSW frequencies are achieved when the direction of
magnetization vector coincides with the^100& and ^110&
axes, respectively.

Figure 5 presents experimental and theoretical plots
f (kd) anda(kd) ~at T5273 K!. It was assumed in the cal
culations thatHu50 anddHu /dT50. The observed differ-
ences for the two directions of the magnetization vector
clearly attributable to the cubic anisotropy of the film.
follows from the calculations that the values of the contrib
tion of the temperature-induced changes in the cubic ani
ropy field to the temperature coefficient of frequency for t
directions considered differ significantly@the values on curve
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7 ~Fig. 2! at c50 andp/4 differ similarly#. The contribu-
tions of the temperature-induced changes in the magne
tion differ only slightly @as do the values on curve3 ~Fig. 2!
at the same values ofc#.

CONCLUSION

The cubic anisotropy of a ferrite film can have a sign
cant influence on the temperature characteristics of M
devices. Doped YIG films can be used to both enhance
weaken its influence. The methods that have been develo

FIG. 5. Plots off (kd) ~1,2,5,6! and a(kd) ~3,4,7,8! in a YIG$100% film:
1,3,6,7— M i@001#; 2,4,5,8— M i@011#. Solid curves — theory.
a-

nd
ed

for theoretically analyzing the temperature coefficient
frequency are applicable in this case, too, since they take
account the cubic anisotropy field exactly regardless of
magnitude. The anisotropic properties of tangentially mag
tized films with a cubic axis lying on the surface can be us
to design MSW instruments with assigned temperat
characteristics.

We thank A. V. Maryakhin for preparing the YIG film
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Photostimulated diffusion of Na atoms in the alloy NaAu. I. Kinetic characteristics
M. V. Knat’ko, V. I. Paleev, and M. N. Lapushkin

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted November 18, 1997!
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The results of an investigation of the photoactivation of the diffusion of Na atoms in the
subsurface region of heated gold are presented. The dependences of the rate of this process on
substrate temperature and the concentration of alkali-metal atoms in the adlayer and in
the subsurface layer of gold are obtained. The kinetic characteristics of photostimulated diffusion
are found. It is shown that this process is caused by the action of light on the alloy NaAu,
which leads to an increase in the rate of the diffusive motion of Na atoms in the subsurface layer
of the solid. © 1998 American Institute of Physics.@S1063-7842~98!01810-8#
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INTRODUCTION

The adsorption of alkali-metal atoms on a gold substr
at room or elevated temperatures is accompanied by the
mation of the alloy AuM~M is an alkali-metal atom! in the
subsurface layer. The compounds formed have prope
which differ significantly from the properties of the meta
comprising the alloy. For example, the Cs–Au alloy is
semiconductor with a 2.6 eV band gap.1 A semiconductor
electronic structure has also been predicted for equiato
alloys of gold with rubidium.2

An investigation of photochemical reactions involvin
alkali-metal and halogen atoms on a polycrystalline gold s
face at high temperatures revealed that irradiation of the
face by low-intensity visible light leads to an increase in t
rate of the diffusive transport of the alkali-metal atoms.3 It
was shown that the irradiation of a gold ribbon by light wi
hn.2.6 eV stimulates the emergence of Cs, Na, and K
purity atoms implanted in the subsurface region of the so
on its surface and that, conversely, at high surface cover
of gold with an alkali metal illumination causes the passa
of M atoms from the surface into the bulk of the metal.

This paper presents the results of further investigati
of the effect of light on the diffusion of atoms in the subsu
face layers of gold when sodium serves as an adsorbate
in Ref. 3, a method based on surface-ionization detectio
the alkali-metal atoms was employed. The current of N1

ions in the flow of particles thermodesorbed from the surf
was measured. Since the fraction of ions in the flow of
sorbed particles of the same chemical composition du
surface ionization at a constant emitter temperatureT, a
stable work functionw, and low surface concentrations o
the adsorbate was determined unequivocally, the variatio
the concentration of particles on the emitter surfacenc can
be traced by monitoring the variation of the ion current. T
surface-ionization detection of alkali-metal atoms hav
low ionization energies can be performed with very hi
efficiency and has been widely used4 since the discovery o
this phenomenon. In this case the source of supply of
particles being ionized to the emitter surface does not p
1231063-7842/98/43(10)/4/$15.00
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any role. This method is applicable both for detecting intr
sic thermionic emission and for detecting particles suppl
from without.

EXPERIMENTAL PROCEDURE

The mass-spectrometric system used in the experim
to investigate the photostimulation of diffusion was pre
ously described in Ref. 5; the gold samples were preclea
just as in Ref. 3.

The kinetics of the formation of the alloy NaAu in th
subsurface region of a heated gold substrate when Na a
are adsorbed on it, as well as the removal of an alkali-m
impurity, were considered in detail in Ref. 6.

Gold emitters prepared in two ways were used to stu
the effect of light on the diffusion of Na in gold. In som
experiments a flow of Na atoms with a density at the surf
i 5101221013 cm22s21 was directed onto a cleaned go
surface, and the ribbon was held at a constant temperatuT
in the range 600,T,1200 K. The deposition of Na wa
continued under these conditions for 24 h, and then the fl
of the alkali metal onto the surface was stopped, and
ribbon was annealed for 223 h at 1150,T,1250 K. After
such treatment of the ribbon, the intrinsic thermionic em
sion of Na1, which is a consequence of the emergence
implanted Na atoms from the bulk on the surface, was
corded. The value of the dark ion currentI b gradually de-
creased in accordance with the variation of the bulk conc
tration of the alkali-metal impurity in the gold, but after
150-h anneal, the emission of Na1 ions did not cease
completely.

In another series of experiments a flow of Na atoms w
directed onto a heated gold ribbon freed of alkali-metal i
purities. The value of the dark current for the surface ioni
tion of Na (I b) depended on the emitter temperatureT, the
work functionw, and the flux density of Na impinging on th
surface, as well as on the rates of the diffusive exchang
sodium between the surface and subsurface layers of
substrate.

Photostimulation of the diffusive emergence of N
atoms on the surface~or of their passage from the substra
1 © 1998 American Institute of Physics
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FIG. 1. Dependence of the current of Na1 ions on the
exposure time of a gold ribbon preliminarily doped wit
sodium and then annealed.T51150 K, hn53.52 eV.
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surface into the subsurface region! was determined from the
change in currentDI 5uI 2I bu, whereI is the current of Na1

ions when the substrate is illuminated.
As an example, Fig. 1 shows the characteristic form

the dependence of the current of Na1 ions on exposure time
during irradiation of a heated gold ribbon preliminari
doped with sodium and then annealed in the absence o
external flow of Na by monochromatic light with an intensi
,10 mW/cm2. In order to cause a similar increase in intri
sic thermionic emission by heating the ribbon, its tempe
ture would have to be raised byDT545250°, which would
require a large expenditure of energy and would be ea
determined pyrometrically. In the case under considera
the increase inT as a consequence of radiation heati
amounted toDT!I 0 and could not have a measurab
influence onDI .

As the emitter temperatureT is increased, the value o
DI /I b , which characterizes the efficiency of the photoactiv
tion of the diffusive emergence of Na on the surfac
decreases monotonically over the entire temperature ra
investigated 1000,T,1200 K, as is shown in Fig. 2.

The measured dependence of the photostimulated d
sion of Na on the concentration of these atoms in the s
surface region of gold has a complicated character.
change in currentDI is associated with the photoinduce
changes in the surface concentration of Na atoms on
substrate. The diffusive flux density of the atoms is det
mined by their concentration gradient between the surf
and the subsurface region, as well as by the diffusion co
ficient, which is related to the height of the energy barrier
the surface of the solid. The structure of the surface bar
and the thermionic-emission properties of the adsorption
tem depend both on the concentration of sodium in the s
surface region and on the density of Na on the subst
surface.

In the case of gold preliminarily saturated with sodiu
and partially freed of the alkali-metal impurity by a high
temperature anneal, photostimulation of the emergence o
f
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on the surface followed by its desorption is clearly record
~Fig. 1!. In the case where a fluxi of Na atoms is directed
from an evaporator onto the gold surface, the surface c
centration of sodium is determined not only by the supply
these atoms from without, but also by their diffusiv
exchange between the surface and subsurface layers.

By varying the external flux densityi of Na we can
influence the magnitude and direction of the concentrat
gradient of these atoms between the upper and subba
layers of the substrate and thereby alter the magnitude
direction of the diffusive flux. A plot of the variation of the
photostimulated part of the diffusive flux of Na atoms b
tween the adlayer and the interior of the gold sample a
function of the intensity of the atomic flow impinging on th
surface asi systematically increases is plotted on a logari
mic scale in Fig. 3.

The fraction of particles in the photostimulated flow f
which the deposited Na is responsible was defined here

FIG. 2. Temperature dependence of the efficiency of the photoactivatio
diffusion in a gold ribbon preliminarily doped with sodium and the
annealed.hn53.52 eV.
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g5u~DI p2DI 0!/DI 0u,

whereDI p is the photoresponse of the ion current when
flow of Na is supplied andDI 0 is the photoresponse whe
the flow is stopped.

At some fairly large values ofi illumination causes a
decrease innc for sodium due to the stimulation of it
passage from the surface into the bulk of the solid.

The plot shown has a hysteretic character, and hi
temperature annealing of the gold is needed to restore
original value ofg.

Figure 4 shows the variation of the current of Na1 ions
with time after illumination of the surface is switched on
switched off in the case where the resultant diffusive flux
directed into the interior of the substrate. The form of t
I (t) curve in Fig. 4 is determined by the kinetics of th
variation of the coverage of the substrate surface with
dium, which, in turn, reflects the variation of the diffusiv
fluxes of the alkali-metal atoms determiningnc .

FIG. 3. Dependence ofg on the flux density of Na being deposited.

FIG. 4. Dependence of the current of Na1 ions on the exposure time durin
the deposition of Na atoms on gold.T51150 K, hn53.52 eV,
i 51012 cm22s21.
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-
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Several conclusions regarding the reasons for
appearance of the photostimulated diffusion of Na atoms
gold and the parameters of the process can be drawn on
basis of the experimental results presented.

DISCUSSION OF EXPERIMENTAL RESULTS

The photostimulated diffusion of Na atoms in heat
gold requires the preliminary creation of a concentration
the alkali metal sufficient for forming the alloy NaAu in th
subsurface region of metallic gold. This is indicated by t
absence of photoactivation of the diffusion of microscop
alkali-metal impurities in pure gold. On the other hand, ph
tostimulation of the diffusion of alkali-metal atoms appea
simultaneously with a decrease in the rate of sublimation
Au,7 which shows that a layer differing in chemical behavi
from the pure metal is formed on the gold surface. Thus,
process observed is associated with the primary effec
light on AuNa accompanied by the diffusion of Na atoms
this compound. As Fig. 1 shows, exposure of the alloy
light significantly increases the rate of diffusion in compa
son to the dark rate.

Since in the absence of illumination only an insignifica
portion of the flow of atoms directed at the surface pas
into the substrate, it can be assumed that at low subs
coverages, which do not alterw, the value ofnc is directly
proportional to i . As follows from the plot of logg
5f(log i) in Fig. 3, the light-induced diffusive flux of Na is
related tonc by the expressiong5Cnc

1.32. It can be pre-
sumed that this power law is specified by such factors as
variation of the diffusion coefficient of Na in NaAu and th
variation of the optical characteristics of the alloy with vari
tion of the Na concentration, as well as, possibly, with var
tion of the phase composition of NaxAuy . Additional inves-
tigations are needed to ascertain which of these factors p
the leading role. However, several conclusions can be dr
from a comparison of the fronts of the photoinduced curr
changeDI for the two substrate states represented in Fig
and 4.

The kinetics of the growth and decline ofDI depend on
the rate of the slowest of the processes determining the va
tion of the concentrationnc when illumination of the sub-
strate is switched on and switched off. These processes
the diffusion of Na~to the surface from the interior of th
substrate or in the reverse direction! and the thermal desorp
tion of these atoms accompanied by surface ionization.

Let us consider the case represented in Fig. 1, wh
shows the effect of light on the rate of the desorption of
from preliminarily doped and annealed gold. In the abse
of light there is a slow decrease inI . Periodic illumination of
the surface causes modulation of the current with the t
constants for increases and decreasesthn5t050.1 s, re-
spectively. For all practical purposes, these values oft coin-
cide with the lifetime of Na atoms on the surface of a go
substrate atT51130 K if the activation energy for the de
sorption of Na from a gold surface obtained in Ref.
l 5230 kJ/mol, is used to calculate it. Therefore, the rate
the photoactivated diffusion of Na in the subsurface layers
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a ribbon partially depleted of alkali-metal atoms is not t
rate-limiting factor in the observed kinetics of the desorpt
of Na1 ions.

In the case represented in Fig. 4 a surface of strongly
doped Au is supplied with a flow of atoms that maintains
concentrationnc , which is sufficient for growth of the alloy
into the interior of the substrate as a result of the diffusion
Na from the surface, at the same values ofT. When light is
switched on, the time constant of the drop inI as a result of
photoactivation of the diffusion of Na from the surfacethn

54.2 s, and when the illumination is disrupted, the char
teristic time for the restoration ofI to the stationary value fo
dark emissiont0555 s.

In our opinion, one possible explanation for the observ
differences in the effect of light and its relaxation in th
cases of weakly and strongly doped Au is as follows.
estimates from experimental data6 show, the activation ener
gies for the diffusion of Na atoms in NaAu and in metal
gold differ and amount toDE(NaAu)53.1523.20 eV and
DE(Au)55.1 eV, respectively.

During the annealing of a ribbon, there is significa
depletion of alkali-metal atoms from its surface layer, whi
results in ‘‘conservation’’ of the alloy in the low-lying sub
surface layers. Thermal decomposition of the alloy is acco
panied by the weak dark emission of alkali-metal ato
which have succeeded in crossing the layer depleted of
alloy. Light causes degradation of the alloy, which is acco
panied by an increase in the concentration of free Na on
boundary near the surface and a corresponding increas
the flux of these particles onto the surface. On the basi
the fact that the rate-limiting step of the observed photop
cess is thermodesorption of the particles, it can be assu
that Na is supplied to the surface through a narrow deple
layer as a result of 1–2 jumps.

In the case of gold strongly doped with sodium, the a
tivation energy for the diffusion of Na in NaAu is apparent
smaller than the activation energy in annealed gold and
pends on the concentration of Na in the subsurface region
f
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this case exposure to light causes an increase in the tran
of Na into the interior of the substrate toward the react
zone for formation of the alloy. Since the photoactivati
efficiency decreases with the penetration depth of light i
the solid and since the alloy formed extends to a grea
depth, the resultant influence of illumination on the variati
of the diffusive flux of Na in the subsurface layer, whic
determines the concentration of these atoms on the subs
surface, is complicated and affects a large number of lay
In this case the recorded rates of growth of the effect
exposure to light and of its decline after the illumination
disrupted are determined by the kinetics of the diffusion p
cesses in the alloy and the rate of restoration of the distr
tion of the Na concentration after illumination.

As the investigations have shown, the photostimulat
of diffusion is associated with excitation of the electron
system of the alkali-metal/gold alloy, and this question w
be the subject of our forthcoming publications.9
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Photostimulated diffusion of Na atoms in the alloy NaAu. II. Spectral and polarization
dependences

M. V. Knat’ko, M. N. Lapushkin, and V. I. Paleev

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted November 18, 1997!
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The results of an investigation of the spectral and polarization dependences of the photostimulated
diffusion of sodium in heated gold are presented. It is shown that the light-induced increase
in the diffusion rate is associated with optical excitation of the electronic structure of the alloy
NaAu, which forms in the subsurface layer of gold during the adsorption of the alkali-
metal atoms. The semiconductor properties of this alloy are revealed, and the gap width is
estimated. ©1998 American Institute of Physics.@S1063-7842~98!01910-2#
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INTRODUCTION

Our study of the effect of light on chemical reactio
involving alkali-metal atoms on metal surfaces revealed1 that
the irradiation of a gold surface by photons wi
hn.2.6 eV causes acceleration of the diffusive exchange
Cs, K, and Na atoms between the adlayer on the surface
the subsurface region of the gold substrate. The photosti
lated diffusion of alkali-metal atoms~M! was recorded using
surface-ionization detection of the alkali-metal atoms
measuring the change in the current of thermodesorbed1

ions upon irradiation of the surface with low-intensity ligh
which does not lead to appreciable heating of the solid
was found1 that the irradiation of a gold substrate prelim
narily doped with M atoms leads to an increase in the em
sion of M1 ions in comparison to the dark level as a result
the photostimulated diffusion of M atoms to the emitter s
face and their surface ionization upon thermodesorpt
When flows of M of large flux density are supplied to th
gold surface from an external source, illumination of t
gold causes the photostimulated diffusion of adatoms
the interior of the substrate. As a result, the surface conc
tration of M atoms decreases in comparison to the d
value, and the current due to their surface ionization con
quently decreases. As was shown in Ref. 2, photostimula
diffusion is associated with the presence of an MxAuy alloy
in the subsurface region of metallic gold. The formation
such a coating dramatically alters the absorption spectrum
visible light by the surface layer1 and alters the work func
tion of the solid. In addition, the evaporation rate of A
decreases significantly in comparison to the rate for the p
metal.3

The interaction of a gold adsorbent with adsorbed alk
metal atoms is known to lead to reconstruction of the surf
of single-crystal gold and the appearance of MxAuy alloys in
the subsurface region even for adsorbent temperat
T,300 K.4–6 The calculations in Ref. 7 showed that th
alloys CsAu and RbAu should have semiconductor prop
ties and that the compounds of Au with K, Na, and Li shou
have metallic properties if these compounds have a cry
structure similar to CsCl. The experiments in Ref. 8 show
1231063-7842/98/43(10)/4/$15.00
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that the alloy CsAu does, in fact, have semiconduc
properties.

In Ref. 1 we attributed the appearance of the photost
ulated diffusion of alkali-metal atoms in gold to features
the interatomic bond in M1Au2 molecules, which is broken
when light is absorbed. The question of the properties of
system which cause photostimulated diffusion, howev
calls for additional study.

This paper presents the results of investigations of
changes in the optical properties of gold caused by
adsorption of Na on its surface and characterized by the
pearance of photostimulated diffusion of Na atoms.

EXPERIMENTAL TECHNIQUES AND MEASUREMENT
METHODS

The experimental techniques that we used to investig
photostimulated diffusion, the procedure of the prelimina
preparation of the gold ribbon adsorbent, and the meth
for forming an alloy on its surface were described in Ref.
The methods used to obtain the optical characteristics of
surface are considered in greater detail below.

The investigations were carried out in the energy ran
2.0,hn,3.6 eV. A beam of monochromatized light from
high-pressure mercury and xenon arc lamps was directed
ward the ribbon surface at the anglea574°. The intensity of
the light at the surface did not exceed 50 mW/cm2.

The optical absorption coefficientA of the substrate was
determined calorimetrically from the change in the resista
of long, thin ribbons caused by their illumination. A bridg
setup, which makes it possible to detect relative change
the resistance of a ribbon at the level ofDR/R.1025, was
employed for this purpose. By comparing the changes in
resistance of a ribbon caused by illumination in the case
clean surface and after holding the ribbon in a flow of N
atoms, we could find the changes inA associated with the
formation of NaAu in the subsurface region of Au if th
light-irradiation intensities are identical. Known data on t
spectral dependence of the absorption of pure metallic g
AAu(hn) ~Ref. 9! were used.
5 © 1998 American Institute of Physics
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The effects of light on sodium-doped gold for two met
ods of forming NaAu were compared. In one of them pu
gold heated toT57002800 K was subjected to prolonge
exposure to a flow of Na atoms with a flux dens
i 51013 cm22s21 at the surface. Then the ribbon was a
nealed atT5115021250 K, and the characteristics of th
interaction of light with the adsorbent were measured
different annealing times. The variation of the efficiency
the photostimulated diffusive emergence of Na atoms on
substrate surface was monitored. In the other method
optical characteristics of the surface and the effect of light
the diffusion of Na were obtained during the deposition
Na with i 510921013 cm22s21. To determine the optica
properties of the substrate, the flow of Na was stopped,
the ribbon was cooled toT5300 K.

The efficiency of the photostimulation of diffusion wa
determined from the difference between the surfa
ionization currents accompanying the thermal desorption
Na from the surfaceDI 5I 2I b , where I is the current of
Na1 ions when the surface is illuminated, andI b is the dark
emission current of these ions.

RESULTS AND DISCUSSION

Figure 1 shows the spectral dependence of the efficie
of the photostimulation of the diffusion of Na atoms for th
case of a ribbon preliminarily doped with the alkali me
and then annealed. It is seen that the form of theDI (hn)
curve does not vary with the annealing time and is de
mined by the presence of the alloy phase in the subsur
region of the substrate. A similar dependence of photostim
lation is observed in the case of the deposition of Na o
heated gold surface, where the diffusive passage of Na at
from the substrate surface into its subsurface region
stimulated.

FIG. 1. Spectral dependence of the yield of Na1 ions from a ribbon doped
with sodium and then annealed for various annealing times.
T51200 K: h — 2-h anneal,s — 120-h anneal. The absolute values
the currents have been shifted into coincidence.
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The form of theA(hn) curves varies with the extent o
doping of Au by Na atoms, as was shown in Ref. 1, since
measured values ofA are determined by the superposition
the spectral dependences of the absorption of metallic
and the NaAu film on its surface. The thickness of this fi
depends on the intensity and duration of the deposition of
and on the substrate temperatureT. Figure 2 shows the dif-
ference between the absorption spectraDA(hn) of doped
and pure gold~curve1!, as well as Au preliminarily doped
but annealed and the pure metal~curve 2!. These curves
reflect the absorption of light by the subsurface alloy. It c
be seen that the saturation of gold with sodium increases
absorption of light and that raising the Na concentrat
leads to the appearance of an absorption band in the
energy region of the spectrum athn,2.8 eV.

Since photostimulated diffusion is displayed when Au
doped with Na, K, and Cs and it is known that CsAu is
semiconductor, there is basis to theorize that NaAu also
a semiconductor structure. It is confirmed by the signific
increase in the resistivity of the ribbon during formation
the alloy.3 In this case we can use the approximation of t
spectral dependenceDA(hn) for a semiconductor with a
band gapEg , as was proposed in Ref. 10, by the express

DA~hn!•~hn!5C~hn2Eg!b, ~1!

whereC is a coefficient andb is a parameter, which reflect
the character of the optical transitions~for direct allowed
transitionsb50.5, for direct forbidden transitionsb51.5,
for indirect allowed transitionsb52.0, and for indirect
forbidden transitionsb53.0).

After replotting the DA(hn) spectral dependence i
„DA(hn)…1/b versushn coordinates and adjustingb so that
this dependence would be linearized, we can find the va
of Eg . In the range ofhn of interest to us, in the case of a
annealed sample~curve2 in Fig. 2! the plot of ~1! is linear-
ized in the range of photon energies 2.8,hn,3.5 eV when
b52.0 andEg52.8 eV; in the case of a strongly doped su
strate it is linearized for the photon energies 2.8,hn,3.6
eV whenb51.5 andEg52.7 eV.

Since the rate of photoinduced diffusion depends l
early on the radiant flux density,1 it can be assumed tha

t

FIG. 2. Variation of the spectral dependence of the absorption of gold du
doping with sodium: 1 — 10-sec anneal,2 — 120-h anneal at
T51200 K.
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stimulation of this process occurs as a result of the prim
absorption of photons by the electronic structure of the so
In this case theDI (hn) curve reflects the dependence of t
absorption of light which causes photostimulated desorpt
and the approximation considered above is capable of rev
ing the optical transitions responsible for stimulation of th
process. In fact, an analysis for an annealed sample sho
thatEg52.8 eV and that the values of the coefficients of t
optical transitions amount tob52 in the range 2.9,hn
,3.5 eV. For a sample strongly doped by the prolong
deposition of Na we foundEg52.7 eV andb51.5, probably
due to the alteration of the properties of the alloy in t
presence of an excess quantity of Na. Thus, the optical
sorption and photostimulated desorption spectra corresp
to one another and show that photoexcitation of the bulk
the alloy NaAu, which has a semiconductor structure,
responsible for stimulating the diffusion process.

The fact that the light which stimulates the diffusio
process is absorbed in the bulk of the alloy is confirmed
measurements of the dependence of the optical absorp
coefficient and the efficiency of photostimulated diffusion
the polarization vector of the electric field of the light wav
As an example, Figure 3 shows plots ofDI andA as func-
tions of the orientation of the electric field vector of the lig
wave, which is specified by the anglew between a normal to
the ribbon surface and the plane of polarization of the e
tromagnetic radiation. The anglew50 corresponds top po-
larization of the light wave, andw590° corresponds tos
polarization. Since light impinges on the surface at an an
a574° in the experimental setup,w50 was not achieved in
the experiments. It follows from Fig. 3 that in the case
gold doped with sodium and then annealed,s-polarized light
most efficiently causes the emergence of Na on the sur
from the bulk. The ratio between the efficiencies of the
tion of s- and p-polarized lightDI s /DI p51.5. Conversely,
the polarization dependence of the absorption coefficienA
exhibits greater efficiency for the absorption ofp-polarized

FIG. 3. Dependence ofDI 1 and A on cos2(w) for a photon energy
hn53.54 eV.
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light. For example, atT5300 K we haveAs /Ap50.40
20.45 for the sample investigated. Raising the ribbon te
perature toT51150 K givesAs /Ap50.30. This value is
equal to the ratioAs /Ap calculated from the Fresnel formul
for pure Au using the known value of the dielectric consta
« ~from Ref. 9! for a574°.

These results support the conclusion drawn in Ref. 11
the basis of measurements of the kinetics of the diffusion
in NaAu that a high-temperature anneal of Na-doped g
produces a narrow~1–2 lattice constants! region depleted of
the alkali metal between the surface and the alloy lay
which conserves the alloy within the substrate. WhenT is
lowered, Na is redistributed in the subsurface region with
increase in its concentration on the surface.

The lack of correspondence between theDI (w) and
A(w) curves can probably be explained in the followin
manner. Photostimulated diffusion is associated with the
sorption of light in the bulk of the alloy, i.e., is determine
by the superposition of the polarization dependences of
optical permeability of the subsurface region of the solid a
the photoprocess. TheA(w) curve is determined mainly by
the reflection of light from the solid/vacuum interface. In th
geometry used in this work for illuminating the object,
which light impinges on the plane of the surface at a gla
ing angle,s-polarized light is reflected from the surface to
greater degree than isp-polarized light, in good agreemen
with the measured values of the ratioAs /Ap . It is possible
that the light refracted in the substrate is subsequently
flected from the deep layers and that the value of« of the
medium varies with depth as a function of the Na concen
tion in the alloy. For example, it can be theorized that t
ratio DI s /DI p is determined by the features of the propag
tion of light from a medium with a higher optical densit
~gold depleted of sodium! to a medium with a lower density
~NaAu! in the case of the glancing incidence of light onto t
surface. The fact that the Na concentration on the surf
significantly alters the optical parameters of the substrat
confirmed by the polarization dependences of the photos
ulated diffusion of Na into the bulk of the alloy when Na
deposited on the Au surface. After prolonged holding o
ribbon atT51150 K in a flow with i 51012 cm22s21, we
obtainedDI s /DI p50.80. A comparison with the measure
value of this ratio for an annealed sample reveals signific
changes in the optical permeability of the alloy and the
flection coefficients for light of different polarization as th
concentration of the alkali-metal atoms near the surfa
vacuum interface varies.

Thus these investigations of the optical characteristics
the photostimulation of the diffusion of Na atoms in go
indicate that this process is caused by the growth of a Na
film having semiconductor properties on the gold surfa
The optical characteristics of the alloy vary with the conce
tration of Na in the gold.

This work was performed with the support of th
Russian Fund for Fundamental Research~Project No.
96-02-16908! and the ‘‘Surface Atomic Structures’’ Stat
Program of the Ministry of Science and Technology of t
Russian Federation~Project No. 95-02.13!.
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Determination of the dynamic characteristics of aerogels in the energy-release zone
of a high-power electron beam

B. A. Demidov, V. P. Efremov, M. V. Ivkin, I. A. Ivonin, V. A. Petrov, and V. E. Fortov

Kurchatov Institute Russian Science Center, 123182 Moscow, Russia
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The dynamics of the interaction of a high-current electron beam with SiO2 aerogels of different
density and porosity are investigated by optical methods. A model for describing highly
porous materials is developed on the basis of the information obtained regarding the unloading
of aerogels in the energy-release zone of an electron beam, as well as the measured energy-
release profiles. A corresponding nonlinear self-consistent equation of state is obtained which
reflects the fractal properties of aerogels and permits determination of the thermodynamic
characteristics of aerogels as the porosity varies tens of times. The influence of electric space
charge on the energy-absorption profile of a high-power electron beam in aerogels of
different density is discussed. ©1998 American Institute of Physics.@S1063-7842~98!02010-8#
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INTRODUCTION

Porous condensed media are promising materials
damping short-lived single shock loads by converting
translational energy into heat. Therefore, the study of
action of intense energy fluxes on porous materials is of c
rent interest. Such investigations would enable us to de
mine the thermodynamic properties of a porous medium
to predict the response of the material to intensive dyna
loads. Silica aerogels obtained by supercritical thermal ex
sion of colloidal solutions of silicic acid are unique poro
materials. They are transparent insulators, which have a c
ter structure, a low density, and a small charge numbeZ.
The interest in aerogels as a new class of materials
grown dramatically in the last few years.1 This is due both to
refinement of the technology for preparing them2 and new
possibilities for employing them.

Silica aerogels have been used to study the thermo
namics of a weakly ionized plasma obtained as a resul
shock-wave compression3 and the influence of electric spac
charge on the formation of the energy-release zone o
pulsed electron beam.4 In optics aerogels have been used
spectroscopic investigations of large organic molecules
bedded in an aerogel matrix.5 The behavior of porous mate
rials has previously been described using a non-s
consistent equation of state, which takes into account
internal structure of the material.6

The high transparency of aerogels permits the use
optical methods to experimentally investigate the penetra
and bulk absorption of electromagnetic and corpuscular
diation. The experimental conditions are simplified if
electron beam, which has a fairly large penetration depth
accurately predictable ranges for electrons in materials
used. In this case the energy-release profile of the elec
beam can be determined, time-resolved information reg
ing the unloading of the aerogel in the energy-release z
can be obtained, and the equation of state of the aeroge
be investigated in portions of the phase diagram that
1231063-7842/98/43(10)/8/$15.00
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inaccessible in the case of ordinary shock loading.
The purpose of the present work is to perform expe

ments on the interaction of a pulsed high-current elect
beam with aerogels, whose density varies over a broad ra
from 0.36 to 0.03 g/cm3 and whose porosity increases from
to 80, and to devise a correct model of the equation of s
of this class of materials, which are distinguished by an
tremely low density and a complicated internal structure,
the basis of the experimental data obtained. The conventi
models for describing porous media do not take into acco
the variation of the internal structure of aerogels in respo
to variation of the external conditions. A nonlinear regim
appears under practically any load. Therefore, the deve
ment of a nonlinear self-consistent equation of state for ae
gels, which reflects their fractal properties, is needed.

Another purpose of the present work is to investigate
induced high-energy conductivity of aerogels, which appe
when they are irradiated by pulsed electron flows. The p
formance of such an investigation is important not only
solving practical problems, but also for understanding
nature of the relationship between the internal structure
aerogels and their dielectric properties. A theoretical inve
gation of the influence of electric space charge on the form
tion of the energy-release zone of electron beams was s
ied numerically in the constant-conductivity approximati
in Refs. 7 and 8. The theory of high-energy induced cond
tivity developed in Ref. 9 does not describe prebreakdo
regimes. The weak influence of electric space charge on
formation of the energy-release zone of a pulsed elec
beam with a current densityJ0.103 A/cm2 in an aerogel
with r050.36 g/cm3 was noted in Ref. 4. However, the situ
ation can change when the density of the aerogel is dim
ished, and additional investigations are required.

DESCRIPTION OF THE EXPERIMENT

The experimental setup for investigating the dynamics
the interaction of a pulsed high-current electron beam~the
9 © 1998 American Institute of Physics
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electron energyU05270 keV, the currentI 510 kA, and the
pulse duration at half maximumt5150 ns! with SiO2 aero-
gels having densities of 0.03, 0.14, and 0.36 g/cm3 is shown
in Fig. 1. The outlet portion of the Kal’mar accelerator10

which includes housing1, output transformer2, insulating
separating diaphragm3, and cathode4, was connected to
vacuum chamber8 and control detector9. Electron beam6
passed through aluminum foil5 of thickness 10mm and
impinged on the aerogel sample under investigation7. Irra-
diation of the aerogel sample by the electron beam produ
a flash of light, which passed through transparent acr
~PMMA! plate10 and lens12 and impinged on prism system
13, which rotated the image of the energy-release zone of
electron beam by 90° in the horizontal and vertical plan
The image was focused by lens14 onto vertical inlet slit15
of photochronometric unit16, 17, a FÉR-7 streak camera
affording a high linearity of the transmission of the aerog
luminescence. For the most part a 0.25ms/cm sweep with an
inlet slit thickness of 0.2 mm was used in the experiments
contact detector, which measures the time of flight of
aerogel fragments~particles! from the rear side of the targe
was placed in the end wall of the vacuum chamber. T
cameras11 with different angles of sight photographed th
dispersal pattern of the aerogel fragments~particles! in
vacuum chamber8 with a length of 0.35 m in an integra
regime. Aerogel samples measuring 20320 mm with pol-
ished walls and a thickness which, for the most part,
ceeded the presumed range of electrons with an energ
270 keV in the aerogels studied were investigated. An e
tron beam with a diameter of about 10 mm struck on
aerogel sample, which was placed on a grounded met
substrate. The vacuum gap between the aluminum foil5 and
the aerogel sample7 measured 3 or 5 mm for aerogels
different density. The aerogel luminescence within t
energy-release zone is characterized by a weak inten
Therefore, in order to determine the depth of the ener
release zone more exactly, the aerogel samples were pl
tightly against the aluminum foil and a 0.75ms/cm sweep
was used in separate experiments.

The system consisting of lenses12 and14 provided for
magnification~reduction! in the optical system which would

FIG. 1. Experimental setup.
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cause the image of the energy-release zone and the vac
gap between the aerogel and the aluminum foil to comple
fill the height of the FE´ R-7 entrance slit, which measured 1
mm. The optical spatial resolution, which was verified by
marker placed in the region of the aerogel, permitted de
mination of the depth of the energy-release zone to wit
5%. The photochronograms~streak photographs! obtained in
the experiments were processed on an IFO-451 microp
tometer. The dependence of the blackening of the pho
graphic film on the exposure time was determined using
optical wedge. Because of the restricted number of aero
samples investigated, PMMA targets of similar dimensio
were used to adjust the optical system and to synchronize
triggering of the FE´ R-7 unit.

EXPERIMENTAL RESULTS

A typical photochronogram, which illustrates the d
namics of the interaction of a high-current electron be
with an aerogel is shown in Fig. 2a. In this case the curr
densityJ0510 kA/cm2, the electron energyU05270 keV,
and the aerogel densityr050.14 g/cm3. It can be seen in
Fig. 2a that the depth of the energy-release zone incre
with time, reaching 3 mm in the region of the maximu
accelerating voltage. The dispersal velocity of the alumin
foil is 9 km/s, and the dispersal velocity of the aerog
counter to the direction of the electron beam is 3.3 km/s.
comparison Fig. 2b presents the analogous photochronog
obtained under the same conditions but with a PMMA targ
In this case the depth of the energy-release zone is less
1 mm, and the dispersal velocity of PMMA equals 4.2 km

The depth of the energy-release zone of the elect
beam was determined more accurately in experiments
which the aerogel sample was placed on an aluminum f
and slower sweeping by the FE´ R-7 unit was used. Figure 3

FIG. 2. Photochronograms~streak photographs! of the interaction of the
electron beam with an aerogel~a! and with PMMA ~b!.
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shows the photochronogram of the interaction of an elec
beam (J0510 kA/cm2, U05270 keV! with the aerogel hav-
ing a densityr050.03 g/cm3.

Figure 4 presents the results of the microphotome
measurements of the photochronogram in Fig. 3, which sh
the dependence of the aerogel luminescence intensity on
distance into the interior of the target. It follows from th
data presented that the depth of the energy-release zon
proaches 15 mm in the aerogel withr050.03 g/cm3.

Figures 5 and 6 show the results of the processing of
photochronograms of the aerogels with densities of 0
0.14, and 0.36 g/cm3. Figure 5 illustrates the dependence
the depth of the energy-release zone of the electron beam
the density of the aerogel. In this case, as was shown in
4, it was assumed that the aerogel luminescence intensi
the interior of the target is proportional to the energy
leased by the electron beam. The dashed line is the resu
a calculation without consideration of the space-charge
fects.

In Fig. 6 the crosses show the dispersal velocities
aerogels of various density counter to the electron beam
regime withJ0510 kA/cm2 andU05270 keV. A dispersal
velocity of 7 km/s was previously obtained in Ref. 4 for a
aerogel withr050.36 g/cm3 and an electron beam with th
parametersJ0514 kA/cm2 and U05290 keV. The circles
are the results of numerical simulation, and the details of
models are described below.

Figure 7 shows photographs of the dispersal of partic
from the rear side of the aerogel withr050.03 g/cm3 ~in
order to observe the flight of particles a hole of diame
10 mm was made in the metallic substrate: a — general
dispersal pattern of aerogel fragments in the vacuum ch
ber, b — dispersal of particles in the immediate vicinity

FIG. 3. Photochronogram of the interaction of the electron beam with
aerogel. The aerogel sample is right on the aluminum foil.

FIG. 4. Dependence of the luminescence intensity of an aerogel on
distance into the interior of the target.
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the aerogel. Both photographs were taken during a sin
experiment. The trajectories of the particles and their refl
tion from the chamber walls are clearly seen. Some of
trajectories display modulation of the luminescence brig
ness along their course, and some trajectories have an e
form. Figure 7b shows an aerogel target measur
.20315 mm ~the thickness of the target is 15 mm!.

The negatives of the photographs shown in Fig. 7 hav
large depth of focus and good acutance, since they w
obtained by objective lenses with relative apertures of 1:
This permitted estimation of the dimensions of the dispers
particles from the photographs, which lie in the ran
0.121.0 mm. Attempts to directly measure the dispersal
locity of fragments were unsuccessful, since the particles
not pierce the outer layer of the time-of-flight detecto
which consisted of a 10-mm aluminum foil and a 10-mm
insulator, in these experiments.

DISCUSSION OF EXPERIMENTAL RESULTS

It was shown in Ref. 4 that, with allowance for the di
fraction effects, the plot of the aerogel luminescence int
sity as a function of the distance into the interior of the tar
coincides well with the calculated energy-release profile
the electron beam. Therefore, it can be assumed that
curve in Fig. 4 describes the energy-release profile of

FIG. 5. Dependence of the depth of the energy-release zone of the ele
beam on the density of the aerogel: crosses — experimental results.

FIG. 6. Dependence on the dispersal velocity of an aerogel counter to
electron beam on the density of the aerogel.
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electron beam in the aerogel with a density of 0.03 g/cm3.
The smoother growth of the luminescence intensity~Fig. 4!
in comparison to the calculated absorption profile of the e
ergy of a beam of monoelectrons in matter is probably attr
utable to the bulk unloading of the aerogel during irradiatio

It should, however, be noted that the measured value
14 mm for the depth of the energy-release zone differs s
nificantly from the calculated value~which equals 20 mm!.
For the aerogel withr050.14 g/cm3 the difference between
the measured value of 3 mm and the calculated value
4.2 mm is also significant.

However, the difference for the aerogel withr050.36
g/cm3 is insignificant. Figure 5 presents calculated values
the depth of the energy-release zone without consideration
the influence of the electric space charge for aerogels of v
ous density~dashed line!. A comparison of the experimenta
and theoretical values reveals that the agreement is uns
factory for the aerogels with a low densityr0,0.2 g/cm3.
We attribute this to the space-charge effects. The potentia
the electric field in the energy-release zone becomes com
rable to the initial energy of the electrons in the beam. Co
sideration of this effect leads to agreement between the c
culated and experimental estimates of the depth of
energy-release zone.

It can be seen from Fig. 6 that the measured disper
velocities of the aerogels counter to the electron bea
~crosses! increase nonmonotonically with the density. This
due to two counteractive effects. On the one hand, as
porosity of the aerogel increases, the effective Gru¨neisen co-

FIG. 7. Dispersal of aerogel particles from the rear side of the sample.
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efficient and the dynamic stiffness decrease, causing a d
in the dispersal velocity. On the other hand, as the poro
increases, the depth of the energy-release zone increases
unloading of the aerogel does not manage to occur du
irradiation. This situation leads to a rapid rise in pressure
an increase in the dispersal velocity. This hypothesis is s
ported by the hydrodynamic calculations performed. The
sults of the calculations are indicated by circles in Fig.
satisfactory agreement between the experimental and the
ical results can be noted.

Let us examine the photographs of the dispersal of ae
gel particles from the rear side of a target shown in Fig.
The trajectories of the particles are very bright and clear.
the particles glow themselves or are they illuminated by
plasma in the cathode–anode gap of the diode chambe
the accelerator? It is known that the electron-accelera
phase in accelerators of high-current electron beams, w
lasts t.1027 s, is followed by the onset of a so-calle
‘‘short-circuiting’’ regime, which is characterized by an o
cillating current of large amplitude and a very small accel
ating voltage~the accelerator operates across an induc
load!. In this regime the luminescence intensity of the diod
chamber plasma varies in time with twice the frequency
the current. In this case the modulation of the particle traj
tories can be attributed to illumination by the plasma, and
velocity of the particles can be estimated using the stro
scopic effect. Under this assumption it follows from Fig.
that the velocity of individual aerogel particles reach
10 km/s. However, such particles should break through
outer layer of the contact detector and activate it. Estima
of the voltages appearing in the aluminum layer show t
the dispersal velocity of particles from the aerogel w
r050.03 g/cm3 do not exceed 4 km/s. These estimates co
cide with the energy estimates with consideration of
small thickness of the outer layer of the contact detecto
comparison to the characteristic dimensions of the aero
particles.

On the other hand, the time of flight of the particle
along the vacuum chamber should exceed 35ms. Additional
experiments performed with the aid of a photoelectron m
tiplier and the FE´ R-7 unit showed that the luminescence i
tensity of the plasma is weak, that the luminescence tim
less than 30ms, and that the short-circuit current decay tim
does not exceed 25ms. This means that the illumination o
the aerogel particles by the plasma is insignificant. The
fore, the particles themselves clearly glow due to the h
temperature and their luminescence during their entire fli
along the vacuum chamber. The modulation of the traject
luminescence is attributed to rotation of the particles ab
their own axes during motion. Some particles may have
shape of a dumbbell, which leads to the characteristic fo
of the trajectories of such particles.

NUMERICAL SIMULATION

In order to determine the dynamic characteristics of
aerogels and to compare them with experiment, we p
formed numerical calculations of the unloading of the ae
gels during irradiation by the electron beam of the Kal’m



a
tio
io
t-
e

ro
to
m

tio
n
nd
r’’
a

-
.6
te
th
t-
to
lly
o
v

d
u

oe
a
itia
e

te

he
e
te
th
o

ig

in
el

th
i
r

n

ase

an

lso
one

he

ape
lec-

las
he

of
and
an
en-
1.5
of

also
ss of
rgy-
the
The

e
ogel
be
tion

bed

he

ron

1243Tech. Phys. 43 (10), October 1998 Demidov et al.
accelerator. The specific energy input from the electron be
as a function of the Lagrangian coordinate of the absorp
depth and the irradiation time was calculated in the diffus
approximation11 with consideration of real current and vol
age oscillograms of the Kal’mar accelerator and the dep
dence of the depth range of electrons on their energy f
Ref. 12. To obtain additional information on the accelera
operating regime and determine the influence of the alu
num foil ~10 mm! placed in front of the aerogel~Fig. 1! on
the release of energy, we performed a numerical simula
of the unloading of PMMA with a definitely known equatio
of state.13 The unloading was calculated using a seco
order one-dimensional Lagrangian ‘‘predictor-correcto
scheme. The calculations for the irradiation of PMMA in
regime with a peak electron beam energyU05270 keV, a
peak current densityJ0510 kA/cm2, and a current pulse
duration at half maximumtb5150 ns, showed that the dis
persal velocities of the foil and PMMA were 7.2 and 4
km/s, respectively. These velocities are perfectly consis
with the experimentally measured values of 8–9 km/s for
dispersal velocity of the foil and 4.2 km/s for PMMA, attes
ing to the faithfulness of the description of the accelera
operating regime. In addition, it was confirmed numerica
that a thin Al foil with a thickness equal to less than 5%
the mass energy-release depth of 270-keV electrons has
tually no influence on the unloading of PMMA. This allowe
us to neglect the presence of the foil in the numerical sim
lation of the unloading of the aerogels.

It was shown in Ref. 14 that electric space charge d
not have any influence on the formation of the energy-rele
zone of a pulsed electron beam in the aerogel with an in
densityr050.36 g/cm3. This was substantiated, first, by th
high mobility of high-energy electrons9 and, second, by the
low strength of the breakdown fields in highly porous ma
rials. In fact, as was shown in Ref. 9, for energiesE of
high-energy electrons lying in the range$\v0 ,T%!E<Eg

(\v0, T, andEg are the energy of the optical phonons, t
temperature, and the gap width of the insulator, resp
tively!, there is an energy-loss minimum, which is associa
with the low probability of the interaction of an electron wi
optical phonons and the impossibility of the generation
electron–hole pairs. Just these electrons provide for h
energy breakdown and leakage of the excess charge from
insulator irradiated by a pulsed electron beam. Follow
Ref. 9, we can estimate the value of this breakdown fi
Ebr as

Ebr.2p
\v0

Eg

v0

em
~me\v0!1/2/~11P!1/3

.200/~11P!1/3@kV/cm#, ~1!

when\v0 /Eg.m2, Eg.15 eV, andm.0.1.
In this estimate, which was obtained on the basis of

condition that there is no cooling of high-energy electrons
the electric fieldEbr , m is a small dimensionless paramete
and the multiplier 1/(11P)1/3 is a correction to the porosity
P of the aerogel. It can be seen from~1! that the value ofEbr

for any porosityP exceeds.200 kV/cm. According to Ref.
12, the specific depthR0 for the release of the energy of a
m
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accelerator electron beam with a peak energyU05290 keV
in an aerogel isR0.0.07 g/cm2. Therefore, the maximum
change in the energy of an electron in the energy-rele
zone in the aerogel withr050.36 g/cm2 (P0.6) does not
exceed 20 keV, which is an order of magnitude smaller th
U0. For the aerogel withr050.14 g/cm3 (P0.16) the en-
ergy change amounts to no more than 40 keV, which a
weakly influences the formation of the energy-release z
of an electron beam withU05270 keV. The situation is
different for the aerogel withr050.03 g/cm3 (P0.80). In
this case, despite the weakness of the breakdown field~1!,
Ebr.50 kV/cm, the electrostatic energy of an electron in t
energy-release zone can be fairly high,.100 keV. This
leads to considerable distortion of the dimensions and sh
of the energy-release zone in experiments employing an e
tron beam withU05270 keV,J0510 kA/cm2, andtb5150
ns in comparison to the values calculated using the formu
from Ref. 11. For comparison, Fig. 8 shows plots of t
specific energy input from the electron beam as a function
the Lagrangian coordinate of the penetration depth with
without consideration of the internal electric fields. As c
be seen, when electrification is taken into account, the p
etration depth of the beam electrons decreases from 2 to
cm and coincides with the experimentally obtained depth
the aerogel luminescence zone~Fig. 4!. When electrification
is taken into account, the coordinatesxmax.0.4 cm of the
maxima of the luminescence and energy-release zones
coincide. Such correspondence attests to the correctne
the estimates of the electrostatic fields induced in the ene
release zone of the aerogel and of their influence on
shaping of the energy-release zone in the calculations.
differences between the forms of the luminescence~Fig. 4!
and energy-release~Fig. 2! curves at the beginning of th
energy-release zone are due to the unloading of the aer
during irradiation. For the further discussion it must also
noted that the mechanical pressures caused by electrifica
of the aerogel are extremely small~<0.1 atm! and were dis-
regarded in the present calculations.

The mechanical behavior of the aerogels was descri
using the plastic differential equation of stateP(r,Q,b) of
a porous medium with self-consistent variation of t
Grüneisen coefficient̂G& and the bulk moduluŝK& as func-
tions of the porosity4,6,14

FIG. 8. Comparison of the integral specific energy input from the elect
beam in the aerogel with an initial densityr050.03 g/cm3: 1 — energy
release without consideration of the internal electric fields;2 — energy
release with consideration of the internal electric fields.



1244 Tech. Phys. 43 (10), October 1998 Demidov et al.
TABLE I.

Aerogel dispersal
Displacement of

Peak beam Peak current Initial
velocity, km/s

aerogel surface at the
energer, keV density, kA/cm2 density, g/cm3 exp. calc. end of the pulse, mm

270 10 0.03 2 2.0 0.15
270 10 0.14 3.3 4.2 0.36
270 10 0.36 4.5 4.2 0.2
290 14 0.36 728 6.5 0.31
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dP5^K&
dr

r
1r^G& dQ,

dPi5Ki

dr i

r i
1r iG i dQ, G i5G i~r i !, Ki5Ki~r i !,

dP5dPi ,

^K&5Kib
g, ^G&5G ib

g21, b[
r

r i
, P[

12b

b
. ~2!

The first and second equations in this system are
Mie–Grüneisen differential equations of state of an aero
and its SiO2 skeleton (i ). The third equation is the conditio
of thermodynamic equalization of pressure on scales of
order of the pore size. This equation reconciles the quas
tionary variation of the porosity of the aerogel with the var
tion of its density and internal energy. The condition of su
quasistationary equalization is perfectly natural for a fin
porous material such as a transparent aerogel and holds
ing characteristic times<1 ns. Finally, the last equations i
system~2! are the percolation-cluster relationships betwe
the characteristics of an aerogel and the characteristics o
skeleton. The power-law dependence of the elastic chara
istics of porous materials on their porosity, which follow
from the percolation-cluster model,6,14 has been confirmed
experimentally for many classes of highly porous materia
For example, numerous experimental data on the spee
sound in porous bodies~Al, Fe, Cu, W, polystyrene foam
and polyurethane foam! were assembled in Ref. 4. It wa
concluded as a result that the speed of sound has alm
power-law dependence onr/r i and that the exponent is es
sentially identical for all the materials considered. In Re
15 and 16 it was shown, in addition, that the shock adiaba
porous bodies does not depend on the size of the struc
element~the pore size varied by an order of magnitude!. All
this indicates the satisfactory applicability of the percolat
model ~2! to the description of porous bodies.

The percolation coefficientg depends on many factors
but primarily on the type of interaction between th
atoms.6,14 For example, for an isotropic interaction man
fested by a small shear modulusg51.7. For a central inter-
action with the maximum possible shear modu
e
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.
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^G&53/4̂ K& we haveg54.4. The crossover from an isotro
pic to a central interaction was investigated in Ref. 6, an
was shown that the percolation coefficient does not exc
the range 1.724.4.

It is noteworthy that the percolation coefficientg is the
only free coefficient in the model~2!. All the other coeffi-
cients refer to the skeleton of the porous material and
generally unknown. In our case the following parameters
ordinary glass were used in the numerical experiments in
model ~1!:17 r i

052.4 g/cm3, G i
052.5, CSi

0 52.0 km/s. Since

the glassy skeleton softens and the shear modulus tend
zero when the temperature is raised to only 400°C, it w
natural to try taking the percolation coefficient for the isotr
pic interaction model, i.e.,g51.7. In fact, the numerical ex
periments showed the best agreement with the experime
results for just this choice. The rapid softening of the aero
skeleton also justifies the applicability of the hydrodynam
model used.

In our experiments the internal energy of the aerog
~i.e., the specific energy input minus the work of the press
forces! did not exceed the heat of sublimation of its glas
skeleton~Fig. 8!. Therefore, there was no need to ‘‘match
the system~2! to the equation of state of the gaseous phas
the calculations, although doing so does not present any
damental difficulties.

A proportional dependence of the differential bu
modulus and an inversely proportional dependence of
Grüneisen coefficient on the density of the aerogel skele
were chosen in the numerical experiments. The relat
Ki(r i)}r i ensures constancy of the speed of sound in
aerogel at large compressions. The relationG i(r i)}1/r i usu-
ally holds for metals and an extensive class of polymer a
crystalline materials. These relations are not fundamenta
the model~2! under consideration and can easily be replac
by more correct relations.

A numerical calculation of the unloading of the aeroge
with the initial densitiesr050.03, 0.14, and 0.36 g/cm3 was
performed for an electron accelerator operating regime w
the voltage and current density amplitudesU05270 kV and
J0510 kA/cm2, respectively. The irradiation time wa
tb5150 ns at half maximum of the current pulse. The resu
of the numerical calculations of the dispersal velocities of
aerogels and a comparison of with the experimental res
are presented in Table I. To complete the picture, the ta
also presents the values of the dispersal velocities of aero
with an initial densityr050.36 g/cm3 obtained in Ref. 4 for
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an accelerator operating regime with the voltage and cur
density amplitudesU05290 kV andJ0510 and 14 kA/cm2,
respectively. The results of a comparison of the calcula
and experimental dispersal velocities of the aerogels in Ta
I attest to the satisfactory suitability of the percolatio
cluster equation of state~2! for describing highly porous ma
terials with initial porosities differing by more than an ord
of magnitude. The nonmonotonic dependence of the
placement of the surface~see Table I! of the irradiated aero-
gels on their initial porosity is noteworthy. In fact, in th
samples with the maximum initial density (r050.36 g/cm3)
the linear depth of the energy-release zone is minim
(.1.7 mm!, and the central energy-release region begins
effectively unload long before the end of energy release. T
ensures smaller peak compression of the samples
r050.36 g/cm3 in comparison to the second sample, whi
is approximately two times greater in size than the ener
release zone.

To illustrate the need for self-consistent allowance
the variation of the porosity during the loading of high
porous materials, Fig. 9 presents isolines of the poro
P(x,t) of the aerogel withr050.14 g/cm3, which corre-
spond to the numerical experiment. It is seen that the po
ity of the aerogel undergoes a nearly sevenfold decre
which corresponds to an.15-fold increase in the bulk
modulus, by the end of the irradiation period. Accounting
such strong nonlinear effects is difficult in the convention
models for describing porous materials, but is natural in
proposed model~2!.

To conclude this section it should be noted that, des
the differential character of the equation of state~2! of a
highly porous material, integral estimates can be obtai
using~2!. For example, ifKi(r i)}const andG i(r i)}1/r i , it
is easy to obtain the integral Hugoniot shock adiabat. In f
substituting the internal energy

dQ52dH P

2 S 1

r
2

1

r0
D J

FIG. 9. Isolines of the porosityP(x,t) for the unloading of an aerogel with
r050.14 g/cm3.
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into ~2!, we obtain a system of two algebraic equation
which specify the variation of the density and the porosity
a material on a shock-wave front of amplitudePH :

PH5Ki /g ln
12b0

g

12bg
, $r0 ,P0%→$r,P%,

1

g
lnH bg~12b0

g!

bg~12bg!
J 5 lnH r

r0
J 2

PH

2 H 1

r
2

1

r0
J r iG i

Ki
,

P[
12b

b
. ~3!

Substitution of the adiabatic increment of the intern
energydQ52Pd(1/r) into ~2! leads to a differential equa
tion, which relates the density and porosity increments on
Pa adiabat:

Pa5Ki /g ln
12b0

g

12bg
,

dr

db
5

r2

b~12bg!
Y H r1

r iG i

Ki
Pa~b!J ,

P[
12b

b
. ~4!

Finally, a zero increment of the internal energy (dQ
50), which corresponds to the curve for cold compress
Px , also permits explicit integration of the system~2!:

Px5Ki /g ln
12b0

g

12bg
,

rg

r0
g

5
bg~12b0

g!

b0
g~12bg!

, P[
12b

b
. ~5!

In Fig. 10 curves1–3 correspond to the cold compres
sion curve~5!, the adiabat~4!, and the Hugoniot shock adia
bat ~3! in the coordinates$1/r,P% for the initial aerogel den-
sity r050.14 g/cm3.

It can be seen that, as expected, these adiabats coin
at low pressures. However, atP.5 kbar the Hugoniot adia-
bat becomes anomalous due to the high porosity. It is n

FIG. 10. Cold compression curve~1!, adiabat~2!, and Hugoniot shock adia-
bat ~3!.
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worthy that the anomalous part of the adiabat asymptotic
emerges from the point with a specific volume equal
2.5 cm3/g. This value is.6 times greater than the specifi
volume of the SiO2 skeleton, which is used for these pu
poses in the ordinarily employed model of poro
materials.18

CONCLUSION

We have investigated by optical methods the dynam
of the interaction of a high-current electron beam with Si2

aerogels of various density from 0.03 to 0.36 g/cm3. We
have studied the evolution of the luminescence of
energy-release zone, as well as the dispersal of the ae
counter to the electron beam. On the basis of the experim
tal data we have developed a model for describing hig
porous materials. We obtained a corresponding nonlin
self-consistent equation of state that reflects the propertie
aerogels. This equation of state permits the correct dete
nation of the thermodynamic characteristics of aerogels
the porosity is varied by tens of times. The percolation co
ficient of the aerogelsg51.7, which indicates that the aero
gels belong to the class of materials with a predominan
isotropic interaction, has been determined. We have sh
that the influence of electric space charge on the formatio
the energy-release zone of a pulsed high-current elec
beam cannot be neglected at low aerogel densities (r0<0.2
g/cm3). This charge can be calculated correctly using
model of the high-energy pulsed conductivity of insulators
Ref. 9 supplemented with allowance for the nonlinear infl
ence of the electric fields. Allowance for their influence
especially important for electrons with energies of the or
of the band gap, which provide for the high-energy bre
down of an insulator. A comparison of the calculated a
experimental depths of the energy-release zone in the ae
with r050.03 g/cm3 has enabled us to estimate the hig
energy breakdown electric fieldEbr.50 kV/cm, which is
two orders of magnitude less than the usual value.
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Application of a double insulated probe for the investigation of charged-particle beams
in plasmas
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It is shown that the existence of a current in the external circuit of a double insulated probe
without electrical bias between its electrodes is evidence of the presence of a stream~beam! of
charged particles in a plasma. The species of particles forming a beam in a plasma, the
direction and divergence of the beam, and information on the distribution of the current density
over the beam cross section in the plasma can be obtained by determining the direction
and strength of the current in the external circuit of the probe as it is positioned at various sites
in the investigated system. ©1998 American Institute of Physics.@S1063-7842~98!02110-2#
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The application of a double insulated probe to determ
electron temperature and plasma concentration is w
known.1 Here we reveal the capabilities of such a probe
the investigation of charged-particle beams in a plasma.

We have previously investigated the behavior of an
sulated electrode immersed in a quasineutral plas
electron-beam system. If this electrode is divided into t
sections in such a way that the beam is incident on
section only, a current will flow between the sections wh
they are interconnected through an external electrical cir
and the total~net! current is zero. We inquire what informa
tion about the charged-particle beam can be obtained f
measurements of the current in the external circuit.

We conditionally designate the first electrode as the s
tion of the electrode section on which the electron beam
incident, and we call the other section the second electr
The balance equations for the currents onto the first and
ond electrodes can be written in the form

i ip12 i ep12 i eb~12s!1 i 50, ~1!

i ip22 i ep22 i 50, ~2!

wherei ip1 and i ep1 are the currents of plasma~thermal! ions
and electrons incident onto the first electrode,i ip2 and i ep2

are the analogous currents onto the second electrode,i eb is
the current of beam electrons hitting the first electrode,s is
the secondary emission coefficient, andi is the current in the
external circuit.

Taking Eqs.~1! and ~2! into account, we can write an
expression for the current in the external circuit in the fo

i 5
1

2
@ i ip22 i ep22 i ip11 i ep11 i eb~12s!#. ~3!

Applying similar reasoning to a plasma/ion-beam system,
obtain
1241063-7842/98/43(10)/3/$15.00
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i 5
1

2
@ i ip22 i ep22 i ip11 i ep12 i ib~11g!#, ~4!

where i ib is the current of beam ions hitting the first ele
trode, andg is the ion–electron emission coefficient.

The current in the external circuit therefore depends
the currents onto both electrodes and, as shown in Re
they are governed by the parameters of the plasma, the b
and the material of the electrodes. Without the beam (i eb

50 or i ib50! the sum of the remaining components of t
current in the external circuit is also equal to zero, beca
for electrodes situated in a quasineutral plasma under a fl
ing potential we havei ip15 i ep1 and i ip25 i ep2. It follows
from this result that the very existence of a current in t
external circuit is evidence of a stream of charged partic
flowing in the plasma.

If the plasma concentration near equal-size electro
were the same in the presence of a beam, the current in
external circuit would be equal to

i 5
1

2
i eb~12s! ~5!

or

i 52
1

2
i ib~11g!, ~6!

sincei ip15 i ip2 and i ep15 i ep2.
In reality, owing to ionization of the gas by the beam

the plasma concentration near the first electrode can ex
the concentration near the second electrode, and it there
follows from Eqs.~3! and~4! that the current in the externa
circuit can be lower in absolute value than the values giv
by Eq.~5! or ~6!. However, the direction of the current in th
external circuit remains the same, and this fact can be
ploited to determine the sign of the charge of the partic
forming the beam. Figure 1 shows the direction of the c
7 © 1998 American Institute of Physics
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rent in the external circuit for an electron beam in a plasm
The currenti is in the opposite direction for a beam of pos
tive ions in a plasma.

If the species and energy of the particles forming
beam are not knowna priori, the electrodes must be made
a material for which the maximum secondary emission co
ficient is smaller than unity. Otherwise the currenti for an
electron beam in a plasma can reverse direction as a resu
the secondary-emission current exceeding the currenti eb @the
sign of the coefficient (12s) in Eq. ~5! changes#, an event
that can be misinterpreted as the existence of an ion bea
the plasma.

It is important to note that an increase in the beam c
rent density causes the current to increase in the exte
circuit; however, the maximum of the current density s
corresponds to the maximum of the current in the exter
circuit. This fact can be used to investigate the distribution
the current density over the cross section of a beam i
plasma. Moreover, the current in the external circuit depe
on the position of the probe relative to the direction of prop
gation of the beam. The currenti is a maximum when the
beam is incident only on one electrode~Fig. 1, and it is equal
to zero when the beam particles incident on the probe
distributed uniformly between both electrodes. To achie
the latter situation, the double probe shown in Fig. 1 mus
rotated 90° about an axis perpendicular to the direction
propagation of the beam. This fact can be used to determ
the direction and divergence of a charged-particle beam
plasma.

For experimental verification we used a double pro
comprising two 333-mm silvered plates separated by a c
ramic insulator. The probe was placed in the beam forme~a
metal tube of inner diameter 2r 05110 mm! of an electron
gun.3 The plasma in the beam former was generated b
divergent beam of electrons injected through an orifice
diameter 4 mm from a reflex discharge with a hollow catho
along the beam-former axis. The probe was set a distanc
5 cm from the injection orifice and could be moved in t
radial direction, the planes of its electrodes perpendicula
the beam-former axis. The air pressure in the beam for
was ;1022 Pa, the plasma concentration on the axis w
;108 cm23, the energy of the injected electrons w
;100 eV, and the beam current was 0.4 times the disch
current I d , which varied from 100 mA to 200 mA in ou

FIG. 1. Diagram of the double insulated probe.
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experiments. Here the currenti in the external circuit of the
double probe attained several tens of microamperes on
beam-former axis.

Figure 2 shows graphs of the normalized current in
external circuit of the probe as a function of the radial po
tion of the probe in the beam former. They indicate a no
uniform distribution of the current density over the bea
current, with a maximum on the beam-former axis. An
crease in the discharge current causes the beam diame
increase form 3 cm to 6 cm in the plane of the measurem
as a result of an increase in the divergence of the beam.
information obtained in these experiments about an elec
beam in a plasma concur with the results of earlier inve
gations in the same system by other methods.4,5

The current i 50 in the region between the electro
beam and the walls of the beam former~Fig. 2!. To prove
that a plasma exists in this region, but not an electron be
we recorded the current–voltage~I–V! curves of the indi-
vidual probes, which in this case were the first and sec
electrodes of the double probe. The probe I–V curves of
first and second electrodes included the electronic and io
branches and coincided exactly forI d5100 mA in the case
r .1.5 cm and forI d5200 mA in the caser .3 cm. For
shorter distances from the axis the electron and ion curr
onto the upper electrode, i.e., the electrode facing injec
of the beam, exceeded the corresponding currents onto
second electrode.

In summary, the species of particles forming a beam i
plasma, the direction and divergence of the beam, and in
mation on the distribution of the current density over t
beam cross section in the plasma can be obtained by d
mining the direction and strength of the current in the ext
nal circuit of a double probe positioned at various sites in
investigated system. In addition, the energy of the beam
be estimated from the probe potential.2 The proposed inves
tigations have all the inherent advantages of an insula
probe: minimal perturbation of the investigated syste
thanks to the smallness of the tapped currents, and the ab
to function in a nonstationary plasma.

FIG. 2. Current in the external circuit of a double insulated probe ver
radial position of the probe in the beam former.1! I d5100 mA; 2! I d

5200 mA.
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The probe can be used to detect a stream of cha
particles in a plasma by measuring its parameters and in
tigating the dynamics of the beam as it interacts with the
and the plasma.
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An approximate relation is obtained for the distribution of the surface current density on two
ideally diamagnetic cylinders in which currents of arbitrary strengths are flowing. The
relation is highly accurate and valid over a wide range of variation of the gap between cylinders.
© 1998 American Institute of Physics.@S1063-7842~98!02210-7#
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An important factor in the investigation of separate pa
of radiators or several radiators in close proximity,1 in dia-
magnetic suspension,2 and in connection with superconduc
ing solenoids is the redistribution of the current density
the individual elements under the influence of other nea
parts.3 In this paper we investigate the same influence i
system of two parallel, ideally diamagnetic cylinders
equal radiusr 0 , which carry currentsI 1 andI 2 and are sepa
rated by a center-to-center distance 2H ~see Fig. 1!.

An exact relation for the distribution of the surface cu
rent densityJi(w i) on one of the cylinders can be written
the form4

Ji~w i !5
1

2pr 0

h2cosu i

Ah221
H I i1~ I 11I 2!FK

p
dnS Ku i

p
umD2

1

2G J ,

~1!

h5coshS pK8

K D , h5
H

r 0
,

u i5arccos
12h cosw i

h2cosw i
, i 51,2, ~2!

where 0,w i,p (p.u i.0) is the polar angle of one of th
cylinders relative to the line joining the centers of the cyl
ders,K andK8 are complete elliptic integrals of the first kin
with direct and supplementary parametersm and m151
2m, and dn is a Jacobian elliptic function.5

The value of the parameterm for elliptic integrals is
given by the first equation~2!.

For calculations it is more convenient to use element
functions rather than the special functions appearing in
~1!. From Eq.~1! we obtain an approximate expression f
Ji(w i), which is valid for closely spaced cylinders. In th
limit h→1 the elliptic integralK tends to`, and m→1
(m1→0). Expanding the first equation~2! in a series up to
and including terms to the fourth power, invoking the rep
sentationm1;0, K85p/2, K5 ln(4/m1

1/2), and solving the
resulting equation form1 by means of the formula fo
dn(yum) (y<K) ~formula 16.15.3 in Ref. 5!, after suitable
manipulations we can write the density distribution on,
example, the first cylinder in the form
1251063-7842/98/43(10)/2/$15.00
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J1~w1!

J01
5

h2cosu1

Ah221
H 1

2S 12
I 2

I 1
D1S 11

I 2

I 1
D a

p

3F 1

cosh~au1 /p!
14e22asinhS au1

p D G J ,

a5
p2

2A6F F11
2

3
~h21!G1/2

21G1/2, J015
I 1

2pr 0
, ~3!

and then on the second cylinder by interchanging the ind
1↔2. The solid curves in Fig. 1 represent the functio
J1(w i)/J01 ~curve 1! and J2(w2)/J02 ~curve 2! (J0i denotes
the surface current density when it is distributed uniform
over the surface of theith cylinder!, calculated from Eq.~1!
for a current ratioI 2 /I 152; also shown in the figure is th

FIG. 1. Normalized current densities on the surfaces of the first~1! and
second~2! cylinders for currentsI 2 /I 152 and on one of the cylinders fo
I 2 /I 151 ~3!.
0 © 1998 American Institute of Physics
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function J(w)/J0 ~curve 3! on one of the cylinders for
I 2 /I 151. The relative gap isj52(h21)55.14. The dashed
curves represent the corresponding functions calculated f
Eq. ~3!. For a gap 5r 0 the maximum error of deviation of th
second term in Eq.~3! from the corresponding term in~1!
does not exceed 4%. This error is even smaller for sma
gaps. Equation~3! is therefore highly accurate and valid ov
a wide range of variation of the gap between the cylinders
can be used fairly easily in calculating the distribution
current densities for two closely spaced cylinders.
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A two-dimensional lens consisting of three pairs of plates is investigated. Expressions are given
for the magnification of the lens in crossover-to-crossover conversion. Invariant-focusing
regimes that preserve a constant crossover position against variation of the beam energy are
determined for this lens. The influence of the angular and linear beam dimensions on
the crossover position is analyzed in detail in the example of a particular lens configuration.
© 1998 American Institute of Physics.@S1063-7842~98!02310-1#
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An invariant-focusing, axisymmetric lens consisting
three diaphragms or three cylinders has been investigate
detail;1–3 the lens is designed to produce a finite-emittan
beam. Two-dimensional lenses are widely used in mass s
trometers, in velocity analyzers, and in a number of ot
instruments. The invariant-focusing, two-dimensional, thr
electrode lens maintains the resulting crossover in a fi
position as the beam energy varies. The results of sim
calculations for zero-emittance beams have been publis
in a book,4 but none have been carried out for finit
emittance beams.

In this paper we investigate a two-dimensional lens c
sisting of three pairs of plates extending along they axis. The
lens is shown schematically in Fig. 1. The distance betw
each pair of plates isH, and the distances between pairs
equal to 0.1H. The length of the middle electrode
A50.5H. The particle energy in the beam is varied by va
ing the ratio of the potentials on the third and first pairs
electrodesV3 /V1 . Operating regimes in which a variation o
V3 /V1 does not cause displacement of the lens-formed cr
over are selected by varying the ratio of the potentials on
second and first pairs of electrodesV2 /V1 . The reference
plane from which is measured the distances to the cross
at the input and output coincides with the middle of the le
(z50, Fig. 1!.

In practice the most commonly encountered bound
phase contours at the input to the system are well appr
mated by the expressions

S x0

X0
D k

1S x08

X08
D k

51, S y0

Y0
D k

1S y08

Y08
D k

51, ~1!

wherek52m/(2n21), m and n are integers, andX0 , Y0 ,
X08 , andY08 are the maximum values ofx0 , y0 , x08 , andy08 ,
respectively; fork52 the boundary phase contours are
lipses.

In an electrostatic two-dimensional lens there is no fo
component acting on the charged particles along they axis. It
therefore makes sense to find the system-generated cros
only in the direction of thex axis. For contours of the form
~1! the crossover of a paraxial beam coincides with the m
1251063-7842/98/43(10)/3/$15.00
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mum of the projection of the envelope onto thexzplane. An
expression describing crossover-to-crossover conversion
been derived in Ref. 5:

f 2x

qx
1

f 1x

px1B
51, ~2!

whereB5wk(px2 f 1x)
(12k), w5X0 /X08 , f 1x and f 2x are the

focal lengths of the object and image spaces, respectivelypx

is the distance from the input crossover to the principal pla
in the object space, andqx is the distance from the outpu
crossover to the principal plane in the image space.

Substituting px5Px2F1x1 f 1x and qx5Qx2F2x1 f 2x

into Eq. ~2!, we obtain

f 1xf 2x5~Px1B2F1x!~Qx2F2x!, ~3!

where B5wk(Px2F1x)
12k, Px.F1x , Qx.F2x , F1x and

F2x are the distances from the reference plane to the foc
the object and image spaces, respectively,Px is the distance
from the input crossover to the middle of the lens, andQx is
the distance from the output crossover to the same plan

Using previously published4 values of the cardinal ele
ments of a three-electrode, two-dimensional lens, we ca
late the required interrelationships of the potentials on
lens electrodes to ensure the satisfaction of Eq.~3! for given
Px , Qx , andw. Figure 2 shows the potential ratiosV2 /V1 as
functions of the ratiosV3 /V1 for various values of the pa
rameterw, Px5Qx56H, andk52. Curve1 coincides with
the zero-emittance curve. As the parameterw is increased,
i.e., as the width of the beam in the input crossoverX0 is
increased or the initial angular spreadX08 is decreased, the
upper branch of the curve shifts downward, and the low
branch shifts upward, so that the curves lie inside curve1.
This effect becomes more pronounced asw is increased.

Figure 3 shows the potential ratiosV2 /V1 as functions
of V3 /V1 for distances from the input and output crossov
to the reference planePx54H andQx56H, k52. This case
corresponds to high lens magnifications. A departure of
curves characterizing crossover-to-crossover conver
from the zero-emittance curves begins to show up for sma
values of the parameterw. Curve1, calculated forw50.1,
essentially coincides with the corresponding curve for a ze
emittance beam. Curve2 corresponds tow50.6 and already
2 © 1998 American Institute of Physics
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exhibits an appreciable departure from curve1. It is closed
and lies inside the region bounded by curve1. With a further
increase inw only the lower part of the curve remains intac
Curve 3 is calculated forw51. The upper part of curve1
differs from the lower part in that for each given ratioV3 /V1

and large values ofV2 /V1 the principal plane and the foca
plane of the object space are shifted closer to the object
w is increased, the resulting crossover moves from the im
position forw50 to the focal plane of the lens. To mainta
it in a fixed position, the force of the lens must be increas
For F1x>Px the lens does not form a crossover. With
increase inw<1 for a given value ofPx54H, it is impos-
sible to form crossover for a distanceQx56H from the
middle of the lens.

An expression for the lens magnification required
crossover-to-crossover conversion has been der
previously:5

Mx5H FX08pxS 12
qx

gx
D kG1FX0S 12

qx

f 2x
D GkJ 1/k

X80
21 ,

~4!

whereqx andgx are the distances from the principal plane

FIG. 1. Two-dimensional, three-electrode lens.

FIG. 2. Interdependence of the ratios of the potentials on the lens electr
for Px5Qx56H. 1! w50.1; 2! w51; 3! w52.
s
ge

.

r
d

f

the image space to the resulting crossover and to the im
respectively, andpx is the distance from the input crossov
to the principal plane of the object space.

Equation~4! can be somewhat simplified:

Mx5Fpx
kS 12

qx

gx
D k

1wkS 12
qx

f 2x
D kG1/k

. ~5!

We now write expressions for the magnification as
function of the parametersPx , Qx , F1x , andF2x relative to
the reference plane. Substituting the quantitiespx5Px

2F1x1 f 1x and qx5Qx2F1x1 f 2x and making use of Eq
~2! together with Newton’s equation relating the foc
lengths f 1x and f 2x to the positions of the source and th
image, we obtain

Mx5~Qx2F2x!~Bk1wk!1/k/ f 2x . ~6!

We have assumed here that the input crossover is in
same position as the object.

To compare with elliptical phase contours in one regim
we calculate the potentials on the electrodes fork54 for the
lower branch of the curve. For equal armsPx5Qx56H,
w51, andV3 /V152 the quantitiesV2 /V1 and Mx change
insignificantly and have the valuesV2 /V150.312 andMx

50.938~for k52, V2 /V150.361 andMx51.14).
The following conclusions can be drawn from the calc

lations and a comparison with the results of Refs. 1–3. Fo
two-dimensional lens and also for a three-electrode axis
metric lens the interdependence of the electrode poten
exhibits a complex behavior as the parameterw5X0 /X08 is
varied. As w is decreased, the variations of the potenti
approach the curves for a zero-emittance beam. Asw is in-
creased, the curves shift in such a way as to fall within
same curves for smaller values ofw. With a further increase
in w the curves spread out more, the upper part vanishin
es

FIG. 3. Interdependence of the ratios of the potentials on the lens electr
for Px54H andQx56H. 1! w50.1; 2! w50.6; 3! w51.
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first. An increase in the emittance by virtue of an increase
the angular spread and an increase in the dimensions o
beam is manifested by a reversal in the behavior of
curves. The influence of an increase in the beam width~or a
decrease in its angular dimensions! becomes stronger as th
output armGx increases relative to the input armPx .

It is instructive to calculate how the electrode potenti
of a two-dimensional lens should vary not only to mainta
the generated crossover in a fixed position, but also to
serve a constant magnification. At least four electrodes
needed to meet these conditions. Data are extremely sc
for such systems, even for a zero-emittance beam, and
n
he
e

s

e-
re
rce
al-

culations of this kind are nonexistent for a finite-emittan
beam.
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Experimental data are given on a prototype short-circuit current limiter utilizing a polycrystalline
high-Tc superconductor of composition Y1Ba2Cu3O72d . The limiter comprises a series-
connected dc circuit element immersed in liquid nitrogen. To improve the efficiency, a
polycrystalline high-Tc superconductor having anS-shaped current–voltage characteristic
is used as the current limiter. ©1998 American Institute of Physics.@S1063-7842~98!02410-6#
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The protection of electrical circuits against catastrop
extremes in short-circuit regimes poses a timely problem
view of the nonexistence of 100% reliable protection e
ments. The conceptual possibility of employing superc
ducting in shutdown devices~cryotrons! has been known for
some time.1 The advent of high-temperature~high-Tc) super-
conductors has led to reports of the design feasibility of c
rent limiters operating at liquid-nitrogen temperature.2,3 It
has been proposed4 that a single-crystal high-Tc supercon-
ductor be used as the active element of a cryotron, ther
affording the possibility of exploiting anisotropy to separa
the control current and the working current. The develo
ment of a 2.2-kA cryotron with a control winding made fro
a bismuth high-Tc superconductor has been reported.5

Here we give the results of measurements of the par
eters of a polycrystalline~ceramic! high-Tc superconducting
device, which is not connected into a cryotron configurati
but functions as a series circuit component. In the ideal s
nario this type of ballast resistance is equal to zero fo
below-critical (Jc) transport current, but in the event of a
emergency excess with the current exceedingJc , it connects
into the circuit and limits the current at a safe level. In t
practical implementation of the limiter it is necessary
solve a number of technical problems, foremost of which
our opinion, are the problem of contacts in the high-Tc su-
perconductor, the removal of heat from the high-Tc super-
conducting protective element in the short-circuit-protect
regime ~when the high-Tc superconductor remains the so
user!, and the corollary problem of matching the volta
drop across the high-Tc superconducting element in the r
sistive state with the voltage of the protected circuit; t
matching problem dictates the geometry of the element
its power release per unit volume.

The samples used for the measurements were mad
1251063-7842/98/43(10)/2/$15.00
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FIG. 1. Circuit variables~the currentI in the circuit formed by the series
connected battery, superconductor, and load resistanceRr ; the voltage drop
Ur acrossRr ; the voltage dropUsc across the superconductor; the powerPr

released inRr , and the powerPsc released in the superconductor! versus
load resistanceRr .
5 © 1998 American Institute of Physics
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pressing from previously prepared high-Tc superconducting
Y1Ba2Cu3O72d powder. Silver contact patches for the cu
rent leads were formed on the end faces of the sample.
samples had typical dimensions of 237344 mm. To maxi-
mize the contact area, the current contacts were coated
an In–Ga eutectic. The assembled device was placed
liquid-nitrogen tank. Owing to the smallness of the cont
resistance, the difference in the voltage drops measure
two-contact and four-contact techniques was significa
two-probe data are given here. The current source was
ST-132 battery with its six elements connected in parallel
Fig. 1 all the curves for one series of measured samples
plotted as functions of the load resistanceRr , in this case a
step rheostat.

It is evident from the figure that asRr is decreased, the
current in the circuit forI .20 A begins to deviate from the
hyperbolic lawI 5U/Rr ; at Rr50.01V the current attains
its maximum value;60 A and then spontaneously decreas
to ;35 A. We attribute this behavior to the transition of th
current–voltage~I–V! curve into a branch having a highe
differential resistance, a phenomenon that we have obse
previously.6 The figure shows how the voltage drops acro
the superconductorUsc and across the loadUr are redistrib-
uted.

Clearly, a protection effect is observed at the minimu
attained load resistance, where specifically the voltage d
across the load is lower than that across the supercondu
The variations of the power releases in the loadPr and in the
superconductorPsc are also shown in the figure. It is evide
that when the load is a minimum, the power released in
only ;20 W, as opposed to;400 W without the high-Tc
he
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by
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superconductor~in the first approximationPr5U2 /Rr , and
the indicated value is obtained forU52 V and Rr

50.01V). The power in the superconductor does not exce
70 W in this case and is effectively removed by the liqu
nitrogen.

Consequently, a high-Tc superconducting sample havin
an S-shaped I–V curve can be used to achieve a switch
effect and to construct an alternative to the cryotron curr
limiter.

Although these results imply that the parameters of
current limiter utilizing a high-Tc superconductor are fa
from perfect, we are hopeful that a detailed study of t
hysteresis feature of the I–V curves of polycrystalline hig
Tc superconductors with a view toward the practical expl
tation of this hysteresis will set the stage for the design o
protection element with parameters closely approach
practical requirements.
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Temperature Superconductivity@in Russian#, Vol. 2 ~Sverdlovsk, 1987!,
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on Materials and Mechanisms of Superconductivity and Hig
Temperature Superconductors~Beijing, China, 1997!, pp. 305–306.

4A. Yu. Volkov, Pis’ma Zh. Tekh. Fiz.16~4!, 11 ~1990! @Sov. Tech. Phys.
Lett. 16~2!, 128 ~1990!#.

5G. B. Lubkin, Phys. Today49, No. 3, 48~1996!.
6M. I. Petrov, S. N. Krivomazov, B. P. Khrustalev, and K. S. Aleksandro
Solid State Commun.82, 453 ~1992!.
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Silicon diffused diodes with nearly ideal current–voltage characteristics
N. S. Boltovets, K. A. Isma lov, R. V. Konakova, and M. B. Tagaev

Institute of Semiconductor Physics, National Academy of Sciences of Ukraine, 252650 Kiev, Ukraine
~Submitted July 9, 1997!
Zh. Tekh. Fiz.68, 131–132~October 1998!

It is shown that nearly ideal current–voltage characteristics (I –V curves! can be obtained for
small-area, shallow silicon diffusedp–n junctions irradiated with60Co gamma rays in
the dose range 103253105 Gy. In the irradiated diodes the current transfer mechanism is
observed to shift from generation–recombination to diffusion. The nonideality factor on the
forward branch of theI –V curve decreases from 1.68 in the unirradiated diode to 1.17 in
a diode irradiated to a dose of 53105 Gy. A saturation current is observed on the reverse branch
of the I –V curves of irradiated diodes at room temperature. ©1998 American Institute of
Physics.@S1063-7842~98!02510-0#
na
ili

a-
ic

by
h
o

si
ea
o

io

rl

,

di

-

t-
de

3
e
-

,

ual
s
fter

e
de-
di-
17
po-

i-
ls:

ed
s,
r an
e of
ith

ent
-
ted
in
tion

er-
to 5
It is common knowledge that generation and recombi
tion constitute the typical current transfer mechanism in s
con diffusedp–n junctions over a wide range of temper
tures, including room temperature. This mechanism, wh
was proposed by Sah, Noyse, and Schockley1 and which was
later confirmed by many authors and incorporated into
number of papers,2–6 remained essentially unchallenged
anyone prior to 1980. During 1980–84 V. V. Tuchkevic
et al. succeeded in showing that a diffusion mechanism
current transfer can be realized at room temperature in
con p–n junctions that have been subjected to special h
treatment regimes,7 in p–n junctions configured so as t
eliminate the influence of the surface,8 and inp–n junctions
between polycrystalline and single-crystal silicon.9,10 The
cited studies employed nontrivial techniques for fabricat
and fabrication and processing of thep–n junction before the
contacts were applied to the device structure.

Here we demonstrate the feasibility of obtaining a nea
ideal I –V curve for small-area silicon diffusedp–n junctions
of the kind used in the fabrication of IMPATT~impact ava-
lanche and transit-time! diodes. In contrast with Refs. 7–10
we achieve this end by exposing encapsulated diodes to60Co
gamma rays in the dose range 103253105 Gy ~irradiation
intensity 3 Gy/s; the temperature in the irradiated zone
not exceed150 °C).

Silicon diffusedp–n junctions were prepared by diffus
ing boron from the gaseous phase at a temperature
1050 °C into a silicon epitaxialn–n1 structure for 30–
45 min. The depth of thep–n junction was 0.6mm. The
dopant concentrations were 1020cm23 ~boron! in the p1

layer, 331016cm23 ~phosphorus! in the n layer, and
1019cm23 in the n1 substrate, and the thicknesses ofn and
n1 regions were 1.5mm and 300mm, respectively. Diodes
of diameters of 30mm were fabricated by an integrated hea
sinking technology and were mounted in an IMPATT dio
casing.11

The forward and reverse branches of theI –V curves of
the diodes were measured in the temperature range
2370 K before and after60Co gamma irradiation in the dos
range 103253105 Gy. Irradiation of the samples in the in
1251063-7842/98/43(10)/2/$15.00
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terval 1032104 Gy scarcely altered theI –V curves at all.
Figure 1a shows the forward branches of theI –V curves

of one of the investigated diodes before~curve1! and after
irradiation to doses of 105 Gy, 23105 Gy, and 53105 Gy
~curves 2–4, respectively!. The initial I –V curve is de-
scribed by the equation

I 5I 0@exp~eV/nkT!21#,

whereI 0 is the saturation current,e is the elementary charge
n is a nonideality factor,k is Boltzmann’s constant,T is the
temperature, andV is the applied voltage.

In the unirradiated sample the nonideality factor is eq
to 1.68, and the initial part of theI –V curve has an exces
leakage current. The nonideality factor drops to 1.5 a
60Co gamma irradiation to a dose of 105 Gy and to 1.17 after
a irradiation to 53105 Gy. In the latter case the leakag
current essentially vanishes, and the saturation current
creases by two orders of magnitude relative to the unirra
ated sample. The lowering of the nonideality factor to 1.
indicates a nearly total absence of a recombination com
nent of the forward current.

Typical reverse branches of theI –V curves before and
after 60Co gamma irradiation are shown in Fig. 1b. The in
tial I –V curves of the unirradiated diode have two interva
a thermal generation interval withI op'AVop and a break-
down interval. As the gamma irradiation dose is increas
from 105 Gy to 53105 Gy, the reverse current decrease
and the reverse current is independent of the voltage ove
interval of increasing length. The temperature dependenc
the current in the latter interval maintains a single slope w
activation energyEa;1.1 eV, indicating that the diffusion
current is predominant over the thermal generation curr
~Fig. 2, curves1–4!. A significant attribute of the tempera
ture dependence of the reverse current of the unirradia
sample is its segregation into two parts: a diffusion part
the high-temperature range and a generation–recombina
part in the temperature interval 3002370 K. For irradiation
to 105 Gy the length of the generation–recombination int
val decreases, and when the dose is further increased
7 © 1998 American Institute of Physics
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3105 Gy, the temperature dependence of the reverse cur
is governed by a single predominant current transfer mec
nism: diffusion.

Our investigations have thus shown that diodes with

FIG. 1. a! Forward branches of theI –V curves of a silicon diffusedp–n
junction of diameter 30mm: 1! unirradiated diode;2–4! after 60Co
g-irradiation to doses of 105 Gy, 23105 Gy, and 53105 Gy, respectively.
b! Reverse branches of theI –V curves of a silicon diffusedp–n junction of
diameter 30mm: 1! unirradiated diode;2–4! after 60Co g-irradiation to
doses of 105 Gy, 23105 Gy, and 53105 Gy, respectively.
nt
a-

l-

most ideal room-temperatureI –V curves can be obtained b
irradiating encapsulated small-area silicon diffused dio
with gamma rays in the dose range 105253105 Gy.

This work has been supported by the Ukrainian Scie
and Technology Center, Project No. 464.
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FIG. 2. Temperature dependence of the reverse current of a siliconp–n
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2–4! after 60Co g irradiation to doses of 105 Gy, 23105 Gy, and 5
3105 Gy, respectively.
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Method and device for the nonperturbative diagnostics of a high-current beam
of low-energy neutral particles using photoionization electrons

A. S. Artemov
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~Submitted September 10, 1997!
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A diagnostic method is proposed wherein the momentum distribution of electrons emanating
essentially in a single plane from a photoionization zone of small geometrical dimensions is
measured at two different angles relative to the beam axis. To implement the method for a
high-current beam of low-energy neutral particles~tens to hundreds of kiloelectron-volts for
hydrogen or deuterium atoms!, a device is proposed which is capable of real-time,
nonperturbative measurement of the distributions of the particles with respect to momentum,
over the beam cross section, and in transverse phase space. ©1998 American Institute of Physics.
@S1063-7842~98!02610-5#
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High-current beams of low-energy~tens or hundreds o
kiloelectron-volts! hydrogen or deuterium atoms are wide
used for heating a plasma to thermonuclear temperatures
for noninductive current maintenance in existing and p
jected tokamaks.1 A beam of this type carrying a current i
the tens of amperes and having a pulse duration of sev
seconds is generated from individual elementary beam
positive or negative ions by means of charge transfer o
gas with subsequent separation in a magnetic field. The
ergy flux density of the beam at the tokamak input can
varied over a wide range~from a state of maximum concen
tration to a uniform distribution over a large surface! by
regulating the angles of divergence of the elementary be
and profiling the emission surfaces. To monitor the form
tion of such high-current neutral beams, it is necessary
develop nonperturbative methods utilizing secondary p
ticles or photons. A possible technique is proposed bel
based on the detection of electrons generated in the ph
ionization of a negligibly small fraction of the atoms in th
beam.

In the low-energy range the correspondence between
distribution of hydrogen~or deuterium! atoms and the distri-
bution of ionization electrons on a diagnostic corpuscular
photon target is very imprecise.2 Nonetheless, the highly
monochromatic state of the laser beam used to form the p
ton target and the two-particle character of the particle de
during the production of electrons on the photon target op
up additional diagnostic possibilities in this case. Figure
shows a kinematic diagram of the generation of an elec
in theYZ plane after the absorption of a photon by a nonr
ativistic particleA0 with momentumP0. It is assumed here
that the axis of the beam coincides with the axis of the tra
port channel~Z8 axis!. The electron momentum (Pe) in the
rest frame of the decaying particle depends on the ene
(\v) of the absorbed photon and the photoionization thre
old («n) of the active quantum state:Pe5A2me(\v2«n). It
is readily shown that if two analyzers aimed at the pho
targetO have sufficient angular resolution (du) and momen-
1251063-7842/98/43(10)/3/$15.00
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tum resolution (dPe /Pe) and if u0!Due/2, the characteris-
tics DP0 /P0 andDu0 of the beam particles in the vicinity o
the diagnostic target are determined from the values (Pe1

and Pe2) and spreads (DPe1.0 andDPe2.0) of the elec-
tron momenta at the corresponding angles of measurem
u1 andu2 relative to theZ axis (u0!u2,u1,Due/2):

DP0 /P05u@ tanu1•D f e~u2!

2tanu2•D f e~u1!#/~ tanu12tanu2!u, ~1!

Du05u@D f e~u2!2D f e~u1!#/~ tanu12tanu2!u, ~2!

where D f e(u)5@DPe1(u)1DPe2(u)#/@Pe1(u)1Pe2(u)#;
P05M0•@Pe1(u)1Pe2(u)#/(me2 cosu) is the average mo-
mentum of the incident particles,u5u1 or u2, andM0 and
me are the neutral-particle and electron masses, respectiv

A schematic of the device used to measure the parti
beam distributions with respect to the momentumP0, in the
XY cross section, and in theY8Y phase plane is shown in
Fig. 1b. The directions and acceptances of the analyzersA1
andA2 are chosen so as to detect photoelectrons emana
only from the focused region of the target 0 and in a nearYZ
median plane (Dwe!1). The beam is scanned over the cro
section by shifting the lensE with the analyzers along theX
axis with the mirror~M! fixed in space and also by displacin
all these elements as a unit whole along theY axis. If the
power of the photon target~which governs the photoioniza
tion probability! is monitored, these beam characteristics c
be reproduced by means of Eqs.~1! and ~2! from the mea-
sured electron momentum distribution as a function of
position of the target focus in theXY plane. Unobstructed
beam transmission and nonperturbative beam diagnostic
achieved in this arrangement at neutral-particle energ
(E0) given by the expression

AM0

me

~\v2«n!

E0
Le>db , ~3!
9 © 1998 American Institute of Physics
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wheredb andLe are the transverse width of the beam in t
Y direction and the transit base line of electrons from
target to the analyzer, respectively.

The neutral-particle quantum state to be used for
measurements is determined from the condition for its se
tive photoionization. The best choice forH0(D0) atoms is
their metastable 2s state. In contrast with the diagnost
method discussed in Ref. 3, the optimum for our case is
maximum possible value of\v2«n . The required average
and pulse energy flux densities of the laser~LS! for perform-
ing measurements are determined by the condition for
extraction of information from the total flux of electrons ge
erated on the diagnostic target and in the residual gas an
the required duty cycle of the device.

We now examine the capabilities of the diagnos
method in the example of a high-current beam of hydrog
atoms of energyE05400 keV, db'4 cm, and particle cur-
rent densityj 0'1 A/cm2. The percent content of the meta
stable 2s quantum state in the generation of such a beam
estimated asd02'5% ~Ref. 4!. The selective photoionization
of this state can be achieved, for example, by means
fourth-harmonic beam from a Nd13 : YAG laser with \v
54.66 eV~Ref. 3!. The corresponding cross section of inte
action with H(2s) atoms is s i u2s'7310218cm2, and a
photoionization coefficient close to unity is attained in t
vicinity of the focused target at a target power

Pg'107AE0•dg f , ~4!

wherePg andE0 are expressed in W and keV, respective
dg f' f •ag is the minimum transverse width of the foc

FIG. 1. a! Kinematic diagram of the generation of detected photoelectro
b! schematic of the device for nonperturbative diagnostics of a neu
particle beamA0.
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region of the target in theXY plane,f is the focal length of
the lens~cm!, andag is the angular divergence of the las
beam~rad!.

For f 530 cm andag'1023 rad we obtainPg'6 MW.
This quantity falls well within the standard range of puls
lasing power for the given type of laser. If we use electr
analyzers withdu'531024 rad anddPe /Pe'1024 ~e.g.,
of the Hughes–Rojansky type!, canted in theYZ plane to
satisfy the relationu12u2'u2'Due/6, from Eqs.~1!–~3!
we obtainLe'60 cm and the following estimates of the err
of measurement of the beam characteristics:

dP0

P0
'3

dPe

Pe
'331024;

dY8[du0'6A meE0

M0~\v2«n!

dPe

Pe
'831023 rad. ~5!

The prospects for improving these accuracy ratings
primarily on the possibility of decreasingdPe /Pe with
allowance for the spreading of the bunch of electrons to
detected en route to and inside the analyzer on account o
space charge.

The current of photoelectrons detected, for example,
analyzerA2 from the focal region of the target over th
duration of the laser pulse forDwe'0.1 rad is estimated as

I e2'0.2• j o•d02•dg f•Lg f•~du3Dwe /Due!'1027 A,
~6!

whereLg f'ag• f 2/Dg is the depth of the waist of the lase
beam in the focal region at the level of a 10% increase in
transverse size as compared todg f , andDg is the diameter
of the photon beam before it enters the lens.

In Eq. ~6! it is assumed thatDg'1 cm and that the di-
mensions of the target zone viewed by the analyzer along
X and Y coordinates coincide withLg f'10 mm anddg f

'0.3 mm, respectively. The value obtained forI e2 is more
than two orders of magnitude greater than the backgro
electron current at a residual gas pressurePb'1024 torr.
Here the average photoelectron energy isEe'220 eV, and
the interval between the maxima of the corresponding dis
bution is uEeumax1(u2)2Eeumax2(u2)u'2Ee3Due'65 eV.

En route to the analyzer the ribbonlike stream of ele
trons to be detected spreads out in the transverse direc
under the influence of its own space charge. This effect p
duces losses, increases the angular spread of electrons
analyzer input slit, and leads to a loss of resolution. T
degree to which these effects are manifested is characte
by the quantity Ddg f /dg f'53104I e @A#
•(Ee @eV#)21.5Le

2/(Lg f•dg f)'0.2, and they can be disre
garded in the given situation. The influence of the spa
charge of the electrons on the dispersion properties of
given analyzer is characterized by the quantityQa

5I e /(dg f3Lg f3Ee
1.5) and is perceptible for values 1027

21026 A•cm22eV21.5 ~Ref. 5!. For the case analyzed her
we haveQa'1029 A•cm22eV21.5, which is more than two
orders of magnitude smaller than the above-indicated thre
old.

The duration of the essentially constant pulse amplitu
of the given laser can be equal totg'10 ns. For the gener
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ated photoelectron current this time is sufficient for perfor
ing the necessary measurements with the analyzers oper
in the electron-momentum scanning regime on a sele
part of the beam cross section. The time required for obt
ing complete information depends on the speed of mech
cal movement of the corresponding elements of the de
along theX andY coordinates within the limits of the beam
of hydrogen atoms. With a laser firing frequency greater th
or of the order of 10 Hz, detailed information about the ch
acteristics of the investigated beam can be obtained ove
duration of the quasicontinuous pulse~a few seconds!.
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Influence of the doping profile on the collector junction breakdown voltages in planar
n2p 2n transistors
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Planarn–p–n transistors are fabricated with various profiles of the base impurity distribution,
and their electrical parameters are investigated. An equation for calculating the breakdown
voltage of the collector–base junction is proposed on the basis of an experimental data analysis.
It is shown that the use of a planarp–n junction raises the collector junction breakdown
voltages of planarn–p–n transistors. ©1998 American Institute of Physics.
@S1063-7842~98!02710-X#
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The operational reliability of bipolar transistors, inclu
ing planar configurations, depends on the maximum allow
~breakdown! voltagesUem.b.0, Uc.b.0, andUc.em.0. The inter-
relationship ofUc.em.0 and the breakdown voltageUc.b.0 of
the collector junction by the cascade breakdown mechan
is given by the equation1

Uc.em.05
Uc.b.0

AmBN11
, ~1!

whereBN is the current gain of the transistor connected in
a circuit with a common emitter, andm54 for n–p–n tran-
sistors.

In transistor design the radius of curvature of the dif
sion region is taken into account in calculating the bre
down voltages.2 If this radius is set equal to the depth of th
collector p–n juncti on, the equation for calculating th
breakdown voltage of a planar collector–base junction
cylindrical shape assumes the form

Uc.b.05
Unn•xj s

Zpn
@A2Zpn /xj s11 21#. ~2!

HereUnn is the breakdown voltage of the plane part of t
p–n junction due to the resistivity of the high-resistivity pa
of the collector atU5Unn .

The voltageUc.b.0 can be raised by any of several indu
trial design techniques: the application of a guard ring,3 an
extended base contact, mesa structures, divider rings,4 etc. In
particular, the character of the dopant distribution during
formation of thep–n junction has a significant influence o
the value of the breakdown voltage.

To establish the dependence of the breakdown volt
Uc.b.0 on the method of fabrication of the collectorp–n junc-
tion, we have synthesized transistor structures from th
nominal types ofn–n1 epitaxial structures having differen
thicknesses and resistivities of the epitaxial lay
(r52.4 V•cm, d512 mm; r53.5 V•cm, d516 mm;
r54.5 V•cm, d520 mm). The structures were grown b
vapor-phase epitaxy on~111!-oriented 350 E´ KÉS 0.01 sub-
strates using monosilane~SiH4) as the silicon-containing
reactant~hydride process!. The dopant source was phosphi
1261063-7842/98/43(10)/2/$15.00
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(PH3). In contrast with the conventional hydride process d
scribed in detail in Ref. 5, in our process a high-resistiv
layer of thickness 0.520.6 mm, grown atT51180 °C, was
used to block self-diffusion from the substrate. The tempe
ture was then lowered, and a doped layer of prescribed th
ness was overgrown atT5104021060 °C. This approach
enabled us to achieve a uniform distribution of the impur
along the thickness of the epitaxial layers of the final rep
sentative structures.

The base region was formed by boron implantation a
dose of 450mC/cm2 for the creation of a sharp junction, an
an implantation dose of 4mC/cm2 was used to create
gradedp–n junction.With allowance for the dependence
Uc.b.0 on the depth of the collector junction@Eq. ~2!#, the
technological parameters of the dispersion process have
calculated with a view toward establishing an identical va
of xj s for both the sharp and the gradedp–n junctions. The
emitter regions in every case were formed by phospho
diffusion at a temperature of 1040 °C. The gainsBN and the
breakdown voltagesUc.em.0 were determined on an L2-5
instrument, which is designed to measure the characteris
of semiconductor devices. The voltageUc.b.0 was calculated
from experimentally determined values ofBN and Uc.em.0

according to Eq.~1!. This approach is based on from the fa
thatthe space-charge region of the collector for gradedp–n
junction s is much broader than for sharp junctions, and
directly measured value ofUc.b.0 can be attributed, not to
avalanche breakdown but to breakdown associated with
collector space-charge region coming into contact with
low-resistance substrate.2 The experimental data and the ca
culated@from Eq. ~2!# values are given in Table I.

Not only do the tabulated data reveal good agreem
between the calculated and experimental results for the
of sharpp–n junctions , but they also indicate an increase
the experimentally observed values ofUc.b.0 above the values
calculated from Eq.~2! for gradedp–n junctions. The dis-
crepancy of the experimentally determined values ofUc.b.0

relative to the values calculated from Eq.~2! in the case of
gradedp–n junctions is attributable to the fact that Eq.~2!,
generally speaking, does not contain any parameters des
2 © 1998 American Institute of Physics
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TABLE I. Experimental parameters and calculated values ofUc.b.0 for the collector–base junctions of plana
n–p–n transistors.

Epitaxial layer Implantation Depth ofp–n Values ofUc.b.0,
resistivity,V•cm dose,mC/cm2 junction xj s calculated experimental Factor¸

4.5 450 4.25 117.5 1232126 1.029
4 4.25 117.5 2262231 1.92

3.5 450 4.1 98.7 1002104 1.013
4 4.1 98.7 1902194 1.93

2.4 450 4.05 89.9 93295 1.03
4 3.95 89.8 1732178 1.93
o
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ing the graded junction, i.e., the nature of the distribution
the base impurity. Consequently, Eq.~2! is valid for the cal-
culations ofUc.b.0 for sharp junctions.We introduce a corre
tion factor¸ and rewrite~2! in the form

Uc.b.05
¸•Unn•xj s

Zpn
@A2Zpn /xj s11 21#, ~3!

where ¸ is the breakdown voltage enhancement fact
which is equal to the ratio of the experimentally determin
value ofUc.b.0 to the value calculated from Eq.~2!.

The values of̧ are also given in Table I. It is obviou
that ¸'1 in the case of sharpp–n junctions, and Eq.,~3!
coincides with ~2!. The factor ¸ remains constant in the
range of resistivities of the epitaxial layer 2.424.5V•cm
and is independent of the thickness of the particular epita
layer in the interval of thicknesses 12220 mm.
f

r,
d

al

These results show that gradedp–n junctions can be
used to raise the breakdown voltagesUc.b.0 of bipolar planar
transistors.Additional investigations will be needed to det
mine the interrelationship between the breakdown volta
enhancement factoŗ and other parameters ofn–p–n tran-
sistors.

1A. V. Greben, Design of Analog Integrated Circuits@in Russian#
~Énergiya, Moscow, 1976!, 435 pp.

2S. M. Sze and G. Gibbons, Solid-State Electron.9, 831 ~1966!.
3A. Goetzberger, B. McDonald, R. H. Haitz, and R. M. Scarlett, J. Ap
Phys.34, 1591~1963!.

4L. C. Kao and E. D. Wolley, Proc. IEEE55, 1409~1967!.
5V. V. Kharchenko,Production of Epitaxial Silicon Structures with a Con
trolled Impurity Profile@in Russian# ~FAN, Tashkent, 1989!, 168 pp.

Translated by James S. Wood
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Focusing of charged-particle beams with energy–angular correlation in a plane-parallel
capacitor

S. Ya. Yavor

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted January 13, 1998!
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The focusing condition is determined for beams having energy–angular correlation with the
source and the detector situated on the lower plate of a plane-parallel capacitor. Expressions are
given for the second-order spherical aberration and the dispersion. ©1998 American
Institute of Physics.@S1063-7842~98!02810-4#
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It has been noted previously1 that the use of crosse
beams in ion–ion collisions gives rise to charged-parti
fluxes that manifest an ordered energy distribution across
beam cross section. In Ref. 1 we discussed the distinc
character of the focusing of beams having a linear ene
distribution over a cross section in various types of elec
static and magnetic deflectors. We now examine this pr
lem in the case of a plane-parallel capacitor.

We establish thez axis in the lower plate of a plane
parallel capacitor and orient they axis perpendicular to it
~see Fig. 1!. We direct the trajectory of the beam at an ang
u relative to the lower plate. The trajectory equation is th
written in the form

y52
eV

4Eg cos2 u
z21z tan u. ~1!

Heree is the particle charge,E is its initial energy, which has
the valueE50.5mv0

2, V is the potential difference on th
capacitor plates, andg is the distance between them. Th
coordinates at which the trajectory reaches its highest p
are

ymax5
Eg

eV
sin2 u, z5

Eg

eV
sin 2u. ~2!

We denote byzm the coordinate of the point where th
trajectory crosses the lower plate of the capacitor. It is eq
to

zm5
2Eg

eV
sin 2u. ~3!

We denote byu0 the angle corresponding to an axi
beam trajectory,u06a are the angles corresponding to ed
beam trajectories,E0 is the energy of an axial particle, an
E5E0(16ka) are the energies of edge particles, wherek is
the energy–angular correlation coefficient. Here, up to
includinga2, the coordinateszm of the edge trajectories ca
have the form

zm5
2E0g

eV
@sin 2u06a~2 cos 2u01k sin 2u0!

12a2~2sin 2u01k cos 2u0!#. ~4!
1261063-7842/98/43(10)/2/$15.00
e
he
e
y
-

b-

n

nt

al

d

Here the first term corresponds to the point at which an a
beam trajectory turns back at the lower plate; the focus
condition stipulates that the coefficient of the first power
a be equal to zero. From this condition we deduce the ini
angle of inclination of an axial trajectoryu0 f at which a
particle beam with linear energy–angular correlation is
cused onto the lower plate:

tan 2u0 f522/k. ~5!

It follows from Eq.~5! that such focusing is feasible an
is governed by the correlation coefficient.

Let us consider a numerical example. We set the ini
angle of opening of the beam equal to 2a50.04 and set the
relative energy increment over the cross section equal to
The coefficientk then has the valuek560.5, the plus or
minus sign signifying that the energy increases or decrea
respectively, as the angle increases. Substituting these va
of k into Eq.,~5!, we find that the focusing angle is equal
u0 f'52° in the first case andu0 f'38° in the second case
Hence it follows thatzm is smaller than in the focusing of
monochromatic beam, and in both cases it is given by
expressionzm'0.97eV/(2E0g). The value ofymax increases

FIG. 1. Trajectories of charged particles in a plane-parallel capacitor f
monochromatic beam (k50, solid curves!, for a beam whose energy in
creases as the angle of opening increases (k50.5 dashed curve!, and for a
beam whose energy decreases as the angle increases (k50.5 dot-dash
curves!. The curves are plotted on a scale of (eV)/(2E0g).
4 © 1998 American Institute of Physics



e

on
r
n
th
gy
p
f
th

itor

he
The

-

itor
rgy
the

1265Tech. Phys. 43 (10), October 1998 S. Ya. Yavor
in the first case,ymax'0.621eV/(E0g), and decreases in th
second case,ymax'0.379eV/(E0g) ~see Fig. 1!.

The coefficient of a2 in Eq.,~5! characterizes the
second-order spherical aberrationC2 of a beam with
energy–angular correlation. Taking~5! into account, we ob-
tain

C252
4E0g

eV
sin 2u0 f~112 cot2 2u0 f !. ~6!

The first term in parentheses corresponds to the sec
order spherical aberration of a monochromatic beam. Mo
over, the aberration coefficient has acquired an additio
term having the same sign. It is evident, therefore, that
spherical aberration increases for a beam with ener
angular correlation. In both cases of our numerical exam
we haveC2521.09eV/(4E0g), i.e., the absolute value o
the coefficientC2 increases by 9% regardless of whether
energy increases or decreases with increasing angle.
d-
e-
al
e
–
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e

The dispersion equation for a plane-parallel capac
has the form

D5E
]zm

]E
5

2Eg

eV
sin 2u0 f . ~7!

The dispersion is lower than in the usual situation; t
amount of the decrease in our numerical example is 3%.
specific dispersion, equal tod5D/C2a2, is also lowered, by
virtue of a decrease inD and an 11% increase in the coeffi
cient C2 .

We note that the parameters of a plane-parallel capac
can be calculated similarly for beams having a linear ene
distribution over a cross section when the source and
detector lie outside the boundaries of the lower plate.

1S. Ya. Yavor, Zh. Tekh. Fiz.67~12!, 50 ~1997! @Tech. Phys.42, 1417
~1997!#.

Translated by James S. Wood
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Influence of defects on the temperature dependence of the density of electrons in the
two-dimensional and doped channels of selectively doped Al xGa12xAs/GaAs
heterostructures

S. G. Dmitriev and K. I. Spiridonov
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Moscow District, Russia
~Submitted February 2, 1998!
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The densities of electrons in the two-dimensional and doped channels of selectively doped
AlGaAs/GaAs heterostructures are calculated. It is shown that traps and surface states in the
AlGaAs layer can change the sign of the temperature dependence of the electron density
in the two-dimensional channel. ©1998 American Institute of Physics.@S1063-7842~98!02910-9#
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The densities~and mobilities! of electrons in the two-
dimensional~2D! (ns) and doped~AlGaAs layer! ~n! chan-
nels of selectively doped heterostructures are traditio
characteristics of their quality. It is difficult to measure the
parameters directly in the individual channel, and more in
rect methods have been proposed in the literature,1 along
with calculations. Here we intend to show that the prese
of traps and surface states in the AlGaAs layer influence
temperature dependence of the electron densities in the c
nels and can cause the temperature dependence ofns to
change sign.

In calculations the doping impurity in the AlGaAs laye
~or so-calledDX centers2! is treated on the basis of th
U2-center model~a doubly charged center with negativ
electron correlation energy! ~Ref. 3!; the two-dimensional
electron gas is treated in a model with two size-quantiza
levels;1 the method of calculation is described in Ref. 4. T
parameters of the heterostructure are as follows: thickne
of the spacer~d! and the doped region~l! in Al xGa12xAs:
30 Å and 500 Å~or 350 Å!, respectively;x50.3; the dopant
~silicon! concentration corresponds to that found in stru
tures used in technology:Nd51018cm23.

The temperature dependence of the static dielec
constant5,6 is approximated by quadratic splines; the disco
tinuity of the conduction band at the boundary of the hete
junction isDEc50.60DEg ~Ref. 7!, whereDEg is the differ-
ence in the temperature-dependent6 band gaps of
Al xGa12xAs and GaAs; the distances from the minima of t
L and X valleys to the minimum of theG valley areDELG

50.28420.605x and DEXG50.47621.122x10.143x2

~Ref. 8!; the effective masses of the density of states for
G, L, and X valleys aremG50.066510.0835x, mL50.56
10.22x, andmX50.8520.06x,6 respectively; the depths o
the shallow~neutral! and deep~negatively charged! levels of
the dopant ~DX center! are «0510 meV ~Ref. 3! and
«15120 meV ~Ref. 9!, respectively; the degeneracies a
g151, g052, andg254. These values of the paramete
are consistent with experimental data in the cited papers

Figure 1 shows the results of calculations of the te
perature dependences of the two-dimensional electron de
1261063-7842/98/43(10)/3/$15.00
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ties in the 2D channelns(T) ~curve1!, in theG valley ~curve
2!, and in theG, L, andX valleys ~curve3! of the AlGaAs
layer, along with the total electron density in the AlGaA
conduction band and in the dopant shallow leveln(T) for the
case of a free~not metallized! AlGaAs surface with an ef-
fective fixed surface-state charge densityNs5331012cm22

~in units of the electron charge!; at this density of surface
states the height of the barrier at the outer surface of
AlGaAs layer relative to the Fermi level is of the order
0.8 eV. The situation here is one in which the exchange
electrons between surface states~all states of the GaAs cap
layer on the AlGaAs surface! and the AlGaAs conduction
band is impeded by the presence of the barrier, and the
face states are ‘‘frozen out.’’ Here~and in other figures! the
dashed curve describes the ‘‘freezing out’’ atT5120 K of
charges at the deep level of aDX center.2,3,9 For comparison
the inset shows a plot ofns(T) for an ordinary shallow
doping impurity.

FIG. 1. Temperature dependence of the density of electrons in the 2Dns(T)
and dopedn(T) channels of a selectively doped heterostructure,d530 Å,
x50.3, l 5500 Å,Nd51018 cm23, Ns5331012 cm22 . 1! ns(T); 2! density
of electrons in the AlGaAsG valley; 3! density of electrons in the AlGaAs
G, L, andX valleys;4! total density of electrons in the conduction band a
in the shallow dopant level in the AlGaAs layer; the dashed curve co
sponds to the ’’freezing out’’ of charges at the deep level of aDX center at
T5120 K. Inset:ns(T) for an ordinary shallow impurity.
6 © 1998 American Institute of Physics
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FIG. 2. Influence of traps and surface states in the AlGa
layer on the temperature dependencens(T) and the density of
electrons in the 2D channel of a selectively doped hete
structure,d530 Å, x50.3,Nd51018 cm23, « t5200 meV. a!
Influence of traps on ns(T), l 5500 Å: 1! Ns53
31012 cm22, Nt5531017 cm23; 2! Ns5431012 cm22,
Nt5231017 cm23; 3! Ns5331012 cm22, Nt53
31017 cm23. b! Influence of surface states onns(T),
l 5350 Å, Nt50: 1! fixed barrier heightV51 eV at the
outer surface of the AlGaAs layer;2! Ns5331012 cm22; the
dashed curve corresponds to the ‘‘freezing out’’ of charges
the deep level of aDX center atT5120 K.
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The figure illustrates the stability of the sign of the fun
tion ns(T) against various factors: the presence of a d
donor level, the ‘‘freezing out’’ of charges there~due to the
high, ;300 meV, barrier for electron trapping2!, etc. This
property is associated with the stronger~at a constant density
of electrons in the layer! temperature dependence of th
Fermi level in the AlGaAs layer than in the 2D channel. He
electrons are transported both from the conduction band
from impurity levels.

The situation changes with the onset of additional tra
fer channels: traps~density Nt) and surface state levels
Figure 2a illustrates the influence of a trap (« t5200 meV!
on the behavior ofns(T) for ‘‘frozen-out’’ charges at a sur-
face state. In these structures traps are often associated
native defects~or defect clusters!.6,10 It is seen that the sign
of ns(T) changes and that the magnitude of the effect
pends onNt andNs ~along with other factors!.

The influence of surface states on the functionns(T) for
a shorter structure,l 5350 Å, for which this influence is
p

nd

-

ith

-

especially pronounced, is shown in Fig. 2b. The barr
height~relative to the Fermi level! on the outer surface of the
AlGaAs layer is equal toV51 eV and is fixed~correspond-
ing to the case of contact with a metal!. A similar phenom-
enon is obviously observed when the exchange of cha
with surface states is ‘‘turned on.’’ Also shown here f
comparison is a graph with ‘‘frozen-out’’ surface state
Ns5331012cm22.

We note that for realistic dopant densities the conduct
band ‘‘merges’’ with the impurity band, and a Mott trans
tion takes place6 ~within the framework of the given mode
the total electron density in the conduction band and in
shallow level is represented by curve4 in Fig. 1!. In this
case, owing to the presence of an electron mobility thresh
in the conduction band, an activation-type process can oc
in the AlGaAs layer.

The existence of such a threshold can be observed in
relaxation processes following the pumping of electrons i
the AlGaAs channel,11 while masking effects associated wit
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impurity charge transfer in the active GaAs layer are usu
slower.12

In closing, we note that the temperature variation of
density of electrons in the 2D channel of a selectively dop
heterostructure is relatively small — of the order of a fe
percent. The density normally increases as the temperatu
lowered, but the presence of defects and surface states i
AlGaAs layer can cause this temperature dependenc
change sign.

1M. Shur, GaAs Devices and Circuits~Plenum Press, New York, 1987
Mir, Moscow, 1991!, 632 pp.

2P. M. Mooney, J. Appl. Phys.67, R1 ~1990!.
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4S. G. Dmitriev et al., Pis’ma Zh. Tekh. Fiz.22~11!, 13 ~1996! @Tech.
Phys. Lett.22~6!, 436 ~1996!#.

5G. A. Samara, Phys. Rev. B27, 3494~1983!.
6L. Pavesi and M. Guzzi, J. Appl. Phys.75, 4779~1994!.
7S. R. Smithet al., J. Appl. Phys.75, 1010~1994!.
8S. Adachi, J. Appl. Phys.58, R1 ~1985!.
9G. Oelgartet al., Semicond. Sci. Technol. No. 5, 894~1990!.

10P. Krispinet al., J. Appl. Phys.77, 5773~1995!.
11V. I. Borisov, S. G. Dmitriev, V. E. Lyubchenkoet al., Fiz. Tekh.

Poluprovodn.28, 1199~1994! @Semiconductors28, 683 ~1994!#.
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