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The Korringa—Kohn—Rostoker method with Green’s function averaged over the atomic
configurations in a complex Ising lattice and a muffin-tin potential was used to calculate the
electronic-band structure in lithium containing vacancies sind, andd impurities. It is shown

that substantial changes in the profile of the Fermi surface do not lead to necking, as was
postulated previously, but cause splitting of the electronic states at the face of the Brillouin zone.
This is attributed to the reduced symmetry of the crystal lattice with impurity excitation of

the electronic-subsystem. @998 American Institute of Physid$$1063-783408)00107-5

Lithium is probably the most popular material for re- in all the calculations. The Fermi ener§y was determined
search into the physics of metals. The abundance of experirumerically using an expression
mental and theoretical data on lithium offers extensive scope 1 1 Er—E
for using this material to check out newly developed research N(Eg)= J > + p arctarE ZT) ] d3k (@h)
techniques. At the same time, intensive testing of new meth-
ods using lithium has occasionally resulted in the discoveryor the number of electron-filled states. Hdte= E(K) is the
of unexpected properties of this material. Some of these, energy of the single-electron state dnef I'(k) is the width
especially the properties of the Fermi surfice,have of the broadening of this state obtained as a result of search-
formed the subject of active discussion for decades. ing for a self-consistent solution. Integration in HA) is

In the author’s opinion, the problem of the shape of thePerformed over the Brillouin zone whose irreducible part is
Fermi surface of lithium, formulated back in 1970 in Ref. 5, Shown schematically in Fig. 1. The cross sections of the
has still not been settled despite the apparently unambiguodermi surface on the faces of the irreducible part of the Bril-
conclusion reached in the fundamental study reported in RefoUin zone for high-purity metallic lithium are shown in Fig.
7, that this surface is close to spherical with a maximum?: I this case, the Fermi surface consists of near-spherical
deviation of 4.6- 1.0%. This is confirmed by all known the- segments. The dpwano_ns from sphencallln our calculat|9ns
oretical studies aimed at calculating the shape of the Fernfl'® almost 1.5 times bigger than those in other theoretical

. 0 . i
surface. Thus, the present paper attempts to identify, at |ea§{u¢es, although they do not exceed 6%. The deviations re
main almost unchanged after small quantities of vacancies

n principle, the f.atlztors which could cause substantial deVlaémd impurities are introduced into the lithium. The shape of
tions from sphericity and then assess them.

The first assumption made was that the shape of the
Fermi surface in lithium may undergo considerable changes
as a result of thermal excitation. This assumption was based R/
on the fact that the electron—phonon interaction in this ma-
terial is fairly strong and the sample becomes intensely hot
during an experimerftHowever, a thorough analysis of the
temperature dependence of the band structure of lithiem
vealed that thermal action cannot be responsible for such 7
substantial changes in the shape of the Fermi surface which
lead to necking or at least contact with the face of the Bril-
louin zone.

The next step was to study the shape of the Fermi sur-
face as a function of the lithium vacancies and impurities.
For this purpose the Korringa—Kohn—Rostoker mefidd X
was used with the Green’s functinaveraged over the b4
atomic configurations in a complex Ising lattice. The muffin-
tin potential was constructed as in Ref. 12. The conséant M
=6.597 a.u. of the body-centered cubic latfiees the same  FIG. 1. Irreducible part of the Brillouin zone of a simple cubic lattice.
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FIG. 2. Cross section of the Fermi surface with faces of the irreducible parFIG. 4. Cross sections of the Fermi surface of lithium containing 0.1 at. %
of the Brillouin zone in high-purity lithium. sodium impurities.

Iqlucing only 0.04 at. % iron. However, these concentrations
of such a commonly used metal as iron are encountered ex-

ting of states reaching théMR face of the Brillouin zone. tremely rargly in lithium samples intended for research pur-
The cross sections of the Fermi surface, shown in Fig. 3 &2°S€S- Sodium and potassium are the most commonly occur-

the faces of the irreducible part of the Brillouin zone are"Nd impurities with concentrations frequently exceeding

shown in Fig. 4. In this case, the shape of the Fermi surfacg'l%' Unfortunately, the quantitative impurity composition
is almost independent of whether vacanciesop, andd IS not given in those experimental studies which indicate that

impurities are introduced into the material. It changesthe Fermi surface of lithium deviates substantially from

sharply with increasing concentration, above certain criticaﬁphe”gal' Attennon is merely drav_vn_ to the fact t_h_at samples
values. For vacancies this critical value is 0.1%. However'including single-crystal onesontaining below-critical con-

under normal conditions lithium contains significantly fewer ceNtrations of sodium and potassium impurities, not only ex-

vacancies. Thus, there is no reason to assume that vacanciggt,’It no necking at the Fermi surface but also reveal no con-

and vacancies alone, may influence the shape of the Ferrfict Of the face of the Brillouin zone.
surface in lithium. To conclude, a substantial change in the shape of the

When 0.1% sodium or potassium impurities are intro-Fermi surface does not lead to necking, as has been postu-

duced into lithium, the states undergo splitting at the surfacel,""ted in various studies, but causes splitting of the electronic
as shown in Fig. 3. This splitting may be achieved by intro-States at the face of the Brillouin zone. This is attributed to

the reduced symmetry of the crystal lattice with impurity
excitation of the electron subsystem.

the Fermi surface is only severely distorted above certai
critical values of the concentratioriBig. 3) caused by split-
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Results of an electrochemical experiment are used to calculate the concentration dependences of
the chemical potential and entropy of silver in Agre,. It is shown that the electronic

contribution to the thermodynamic functions must be taken into account in any explanation. The
thermodynamic functions are modeled and the density of states in the conduction band is

refined. It is confirmed that a band of localized states exists near the Fermi level, as was
hypothesized previously to explain kinetic experiments. Various mechanisms are

considered for the formation of these localized states.1998 American Institute of Physics.
[S1063-783@8)00207-X

The influence of intercalation on the properties of lay-mentally determined concentration dependences of the
ered transition-metal dichalcogenides is conventionally dethermodynamic functions are plotted in Figs. 1 and 2.
scribed using a “rigid-band” model in which the entire in-
fluence of intercalation is reduced to increased filling of the2, MODELING OF THERMODYNAMIC FUNCTIONS
conduction band of the initial compound. This model accu-
rately describes intercalation compounds of Iayeredb
transition-metal dichalcogenides with alkali metals but for €
intercalated transition metals and silver, the picture is not s
simple. Various authots® have suggested that intercalation e
leads to carrier localization to explain the electronic proper- — Hag= Me™ Hi, Sag=Set S, Se= _( T ) - @
ties. This assumption explains the experimental data but can- X
not identify the nature of the localization. In Ref. 6, for ex- The ion entropy may be obtained as the sum of the configu-
ample, localization was attributed to the appearance of afational and vibrational components
energy gap as a result of modulation of the Fermi surface by _ ,

. . . . . . Si - Sconf+ Svlbr . (2)
intercalant ions. In other studies localization was attributed

to trapping of the Fermi level by a band of localized states  In the Einstein model, the concentration dependence of
formed either by screening of the intercalant Coulomb pothe vibrational entropy can be neglectednd the configura-
tential by conduction electrons and the formation of virtualtional contributionS.,¢ can be calculated with allowance for
bound states in the conduction baithr by the formation of ~ the structural characteristi¢s.The difference between the
covalent Ti—-Ag—Ti centerd*’ The need to use a large num- experimental and ionic thermodynamic functions corre-
ber of previously unknown parameters to determine the elecsPonds to the electron contribution to the thermodynamic
tronic structure from results of kinetic experiments makesSystem.

this approach rather unattractive to determine the nature of
the carrier localization in intercalated materials based on lay-
ered transition-metal dichalcogenides. Thus, in the presen i
study we attempted to solve this problem by using data or g 45}~
the concentration dependence of the thermodynamic paran
eters of a typical material which demonstrates carrier local-
ization as a result of intercalation — AGTe,. ?E' 010

According to Ref. 9, the thermodynamic functions may
represented as the sum of the electron and the ion contri-
utions

5,

1. EXPERIMENT Q05

The material used to prepare the samples was obtaine -
by ampoule synthesis from the elements. The procedure use ol
to prepare and characterize the samples was described

i 1 1 1 i 1 1 1 |
detail in Ref. 4. The electrochemical measurements were 0.66 0.70 0.7

made using polycrystalline samples with an Agl solid elec- =
trolyte at temperatures be.twee_n 450 and 620 K. The EXPErkIG. 1. Theoretically calculated entropy of silver atoms and ions igTig
mental method was described in detail in Ref. 8. The experiversus silver content. Dots show experimental values.

L

!
0.76
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positions for the silver atoms. Since the coefficient of filling
of the octahedral positions in the van der Waals gap by silver
atoms isx, the probabilities of the formation of these centers
are X(1—x), x3, and (1-x)?, respectively’ An analysis of

the concentration dependence showed that only Ti—Ag—Ti
centers contribute to the localized state band whereas the
states of the other titanium atoms forming Ti—vacancy—Ti
and Ag-Ti—Ag centers remain band stat&he expressions

| for the different contributions to the density of statespres-
Fion sion (4)) then have the form

] ] L } 1 I Plz[(l_x)2+X2]Po, (6)
0.7 0.76

FIG. 2. Theoretically calculated chemical potential of silver atoms and ionswhere Ap(¢g) is the function describing the profile of the
in Ag,TiS, versus silver content. Dots show experimental values. localized state band.

-

L !
0.66 0.76

The electron contribution was modeled to allow for the3. RESULTS AND DISCUSSION

three possible influences of intercalation on the electron )

structure described above. The concentration dependencesggfand S; calculated
For the case where a gap is formed, the behavior of thél§ing the structural datare plotted in Figs. 1 and 2 together

thermodynamic functions is determined by the ion contribu-With the experimental curves. It can be seen that the concen-
ration dependence of the ion entropy is the direct opposite

tions since the number of electrons in the Fermi level ist

small and the electron contribution can thus be neglected. ©f the experimental curve while the dependence of the
To model the other two situations, the electron chemicafhemical potential does not reveal any change in slope. Thus,

potential was calculated from the equation of electroneutralth® 9ap formation model cannot be applied to this class of
materials and will not be considered subsequently.

it
Y To calculate the electron chemical potential, it was as-
J‘” (2)f(e)de=py+N 3) sumed that the triply degenerate maximum of the valence
0 P VoD band is located at the poitht and the conduction band has

h i< the hol tration in th | baNd.i three equivalent minima at pointd and L which overlap
wherepy 1S the nole concentration In the vaience g."s with the valence band AEr =0.63 eV, AEry=0.3eV)
the donor(silver atom concentration, with the density of (Ref. 1

states in the conduction band given as the sum The profile of the localized state band for the center

ple)=pi(e)+pye), (4) model was determined from the concentration dependence of
the activation energy for semiconducting conductivity ob-
éained by recalculating the results of Refs. 4 and 7. In these
Studies the concentration dependences of the kinetic proper-
eties of AgTiTe, were described assuming thattype con-
auctivity is achieved by excitation of electrons from the lo-
calized state band to the conduction band. In this case, the
conduction activation energy may be related to the energy
gap between the Fermi level and the upper edge of the local-

wherep, is the “band” density of states and, is the addi-
tional density of states associated with the band of localize
states, whose explicit form depends on its nature.

For the case of virtual bound states the localized stat
are “added” to the band states, whepg=p,~&*? is the
density of states in the initial Titbe and p, is the “addi-
tional” density of states having a Lorentzian cul¥e

XNpA ized state bandboundary of mobility. The concentration
p2= > o 5 dependence of the activation energy is close to a Lorentzian
(e —Ey)°+A“} .
curve (Fig. 3.

where x is the silver contentNy; is the concentration of Thus, the virtual-bound-states model and the center
titanium atomsE, is the position of the localized state band model have four parameters: the effective electnog)(and
measured from the bottom of the conduction band, &rid  hole (m;) masses, the position of the localized state band
its width. (Eq), and its width A), which were determined from opti-

It was postulated in Ref. 3 that Ti—-Ag—Ti centers aremized concentration dependences of the thermodynamic
formed by the hybridization odi§ orbitals of titanium atoms functions. In the virtual-bound-states model, for all values of
(forming the conduction band of Titk and thes-states of the parameters no abrupt increase in entropy was observed
silver. Thus, thed? orbitals of the titanium atoms forming for x>0.74. The parameters obtained for the center model
the center are “extracted” from the conduction band andare given in Table I. The theoretical curves in Figs. 1 and 2
“switched” to the localized state band. In this case, threeare plotted for the values of the parameters given in Table I.
types of centers may be formed: Ti—Ag-Ti, Ag—Ti—Ag, and The rms deviation of the theoretical curves from the experi-
Ti—vacancy—Ti. Their concentration may be calculated usingnental ones does not exceed 0.013 eV for the chemical po-
the gas approximation assuming randomly filled availablgential and 0.03 meV for the entropy.



Phys. Solid State 40 (7), July 1998 A. N. Titov and A. V. Dolgoshein 1083

i which we can obtain the characteristic width of this band
(A~KT). The parameters thus estimated are also given in
Table I. It can be seen that satisfactory agreement is ob-
served between the estimated and calculated parameters of
the electronic spectrum.

It thus has been found that, of the three possible models
of localization, only the center model satisfactorily describes
the experimental results. For the gap model, the experimental
pattern was the direct opposite, and for the virtual-bound-
states model it was impossible to select parameters which
gave accurate agreement between experiment and theory al-

z
0.7
0.69

0.67

0.65 \ . . . 1 ' though this model was used successfully for an Ag-TiS
0 30 60 a0 system. In AgTiS,, however, the localized-state band is
Eact ,meV above the Fermi level and begins to be filled with electrons

at silver concentrations close to the maximum possible in
FIG. 3. Result of approximating the concentration dependence of the actiAg, TiS,. Even for compositions in equilibrium with metallic
vation energy fon-type semiconducting conductivity of AgiTe,. Solid silver, the degree of filing of the localized-state band in
curve — Lorentzian curve. ) .. . . . .
Ag,TiS, is insufficient to make a choice between the virtual-
bound-states model and the center model. If the degree of
filling varies widely, as in AgTiTe,, it can be appreciated

On the other hand, the parameters of the electron strughat |ocalization is caused by the formation of Ti—Ag-Ti
ture can be estimated from independent experiments. Theanters.

average carrier mass was determined in Ref. 3 and it was This work was supported by the Russian Fund for Fun-
noted that the hole conduction exhibited activation-type begamental ReseardiGrant No. 97-03-33615a
havior with an activation energy of0.12 eV, which was

. . . 1
attributed to the excitation of electrons from the valence g- i— gaﬁitfferh C\/\'/: : n\za?oﬁruggﬁg'r rﬁér:Na%SH R#;fj?ﬁgfeorgh Cs- HRa:\?,
band to the localized-state band. This means that the energy; »q 6797(1933/;9_ - vyrom, B ' ’ P TS, RV

position of the band can be estimated as the sum of thém. inoue, M. Koyano, H. Negishi, Y. Ueda, and H. Sato, Phys. Status
activation energy and the band overlap. In the same study it Solidi B 132, 295(1985.

“ » 3A. N. Titov and S. G. Titova, J. Alloys Compounds, in pré$897.
was noted that the electrons were “frozen out” at 80 K from " \"-r o0 C Toerd Telst. Petersburgds, 3126(1996 [Phys. Solid

State38, 1709(1996].
SA. N. Titov and Kh. M. Bikkin, Fiz. Tverd. Tel&St. Petersbupg34, 3593
TABLE |. Effective-carrier massesng, and my) in free-electron masses, (1992 [Phys. Solid Stat@4, 1924(1992].
position E4) and width () of localized-state band determined experimen- °J. I. Meakin, P. C. Klipstein, and R. H. Friend, J. Phy2@ 271(1987).
tally and calculated theoretically using the model of Ti—Ag—Ti localization 'A. N. Titov, Neorg. Mater33, 534 (1997).

centers. 8A. N. Titov and Kh. M. Bikkin, Fiz. Tverd. TelgLeningrad 33, 1876

(199 [Sov. Phys. Solid Stat83, 1054(1997)].
Parameters Calculations Experiment 1ZC- Wagner, Z. Electrochem. B_O’(YA), 364(1934. )

V. N. Chebotin and M. V. Perfil'evElectrochemistry of Solids and Elec-
me /Mg 0.1 Me+my trons[in Russian, Khimiya, Moscow(1978.
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Variations in the temperature behavior of resistivigyT), in theab plane of the anisotropic
single-crystal highF. superconductor BiSrCu@201 phasghave been observed at the
insulator-metalIM) transition. At low temperatures, as one approaches the transition, the Mott
relation for two dimensions, IpcT~Y3, changes to Ip= T~ Y2 which corresponds to

hopping conduction with a Coulomb gap in the density of states. Negative temperature slopes
were revealed in the samples near the transition. Estimates suggest that superconductivity

in these samples sets in from the Anderson insulator state. The behavior of the width of the
superconducting transition and of the temperature of its ofisgf, at the IM transition

has been studied from measurements of the ac magnetic susceptibility. It is shown that in the
vicinity of the IM transition the superconducting transition becomes broader, and the

onset of the transitioff ., shifts toward higher temperatures. This behavior is attributed to
nonuniform superconductivity resulting from formation in the crystal of superconducting droplets
with different values ofT ., which is caused by fluctuations in the local density of states

due to the inherent disorder in the crystal. In these conditions, superconductivity has a percolation
character. ©1998 American Institute of Physids$$1063-783498)00307-4

Among the problems to be solved on the way to a bettetiferromagnetic insulators with the conduction band split by
understanding of the nature of high-superconductivity is strong electron correlatiofthe Hubbard bands The insu-
the significance of disorder in the superconducting materiallating gap separates the filled lowest band, caused by the
Single-crystal BiSrCuO phase 2201 is a convenient modedverlap of 2 oxygen orbitals in the CuQplanes, from the
object for such studies. This is the simplest bismuth-base@mpty 3(Cu) band. Excess oxygen acts as an acceptor and
high-T. compound containing one Cy®lane in the unit electrons transfer from the filled band to oxygen levels, with
cell. Our data place the superconducting transition temperdioles forming in the lowest band. The trivalent®Biin
ture T, in these crystals within the interval 2—13 K, thus BISrCuO crystals acts as a compensating impurity, and the
making it possible to study their transport nonsuperconductb()'e concentration decreases with increasing Bi concentra-
ing properties down to low temperatures, where the effect ofOn-

disorder-induced random fields becomes essential. The tech- 1h€ band diagram of this material resembles that of a
nology for growing of these single crystals has reached &€9enerate, heavily doped and strongly compensaigge

very high level: One succeeds in obtaining samples Whichsemiconductoi‘.ln the case of high random fields and low

are homogeneous both from x-ray diffraction and microcom0le concentrations the Fermi level crosses the hills of the

position measurements, practically do not degrade with tim%p(q) band potential relief, and ;tate; with enefgyare .
: ) . ocalized. As the hole concentration increases, the Fermi
and do not change their properties under thermal cycling.

The chemical formula of the compound is frequentlyIeveI moves downward and approaches the hole mobility

. . : : V.. Th i he Fermi level of th ili
written in the form[Blz,yCuy][Srz,(Hy)B|x+y]CuOZ,2 o edgeV, e crossing by the Fermi level of the mobility

: Ty . edge initiates the IM transition, which is known as the
stress that copper present in excess of stoichiometric COMPQ derson transition in Fermi glasses
sition can occupy the bismuth sites, and an excess of bis- '
muth, the strontium sites. Bi, Sr, Cu, and O atoms are in the

Bi®", ST, CU*", and G ionic states. An increase in the 1. RESULTS OF MEASUREMENTS

content of bismuth cations should be accompanied by that of \ye studied temperature dependences of the resistivity
Oxygen anions to form double B|'O |ayerS. ThIS giVeS I’ise top(T) Of our Sing|e Crysta's from room to helium tempera_
the “superstructural” incommensurate modulation in #8  tyres. As all other high. cuprates, BiSrCuO single crystals
plane along the Cufsheets. Because the superlattice andare strongly anisotropic. We are presenting here results of
the host lattice are incommensurate, even crystals with a pemeasurements made in ta® plane. The linear dimensions
fect substructure contain random fields generated by randoin the ab plane were~1x1 mm, and the sample thickness
variations in the superlattice parameter. This internal strucacross theb plane, i.e., along the axis, was 3—5um. The
tural disorder does not depend on the degree of perfectiotechnology used to grow the single crystals is described
with which the crystals were grown. elsewheré. The closeness to the Anderson transition can be
It is known that stoichiometric high- cuprates are an- conveniently characterized by the room-temperature resistiv-

1063-7834/98/40(7)/4/$15.00 1084 © 1998 American Institute of Physics
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FIG. 1. Temperature dependenceRy, of sample2, pyge=8 mQ-cm.
FIG. 2. InRy, vs T 2 relation for samplel, pye0=25 mQ-cm, Ty=1.4
X 10° K, and for sample2, p,go=8 mQ-cm, To=4x10° K.

ity p»g0.° By choosing properly samples with different room-
temperature resistivities, we could vary the hole concentra-  The quantity T, in Eq. (1) is related to the two-
tion from sample to sample and follow the variation of gimensional density of statedl(F) at the Fermi level
conductivity at the IM transition. throughf
Figures 1 and 2 show temperature dependences of the )
resistanceR,,(T) for samplesl and 2 with low hole con- To=13.8[kN(F)Rjo], (©)
centrations, withp,go=25 and 8 nf-cm, respectively. The \yhere R, is the hole localization length. Assumirg.
Rap vs T relations exhibit semiconducting behavidRyy, ~%l(ym*)¥27 where v is the random-potential swing,
grows rapidly with decreasing temperatuf&g. 1). In the  \yhich in order of magnitude is equal to, andm* is the
low-temperature domain these relations are fitted best of ajlgle effective mass, we obtain for sampke N(F)~7
by the Mott law for hopping conduction in two dimensions s 1?7 erg~2 cm™2. This value is considerably smaller than
(Fig. 2: the density of states calculated within the free-electron
p~exp(To/T)H3, (1)  model. Thus the values df, indicate that the Fermi level in
samplesl and 2 lie deep in the density-of-states tail.

For sample 1 which has a larger value @fy, the linear For samples3—7 (Fig. 3, paos<4 mQ-cm. The Fermi

dependence of IR,, on T~? (Fig. 2 starts from room
temperatures. For this samplB;=1.4x10° K. As the pa-
rameterp,qq decreases, the transition to hopping conduction 2.0
occurs at progressively lower temperaturég)( For sample
2, T,=50 K, To=4000 K.

The inset to Fig. 1 plots th&®,, vs 1/T relation for

sample2 on a semi-log scale. We readily see that the initial 1.6

portion of the plot, within the room-temperature region, ex-

hibits an activated behavior o
p~expe/kT), ) §1.2

wheree,;=F—V,. This change in the temperature depen- i

dence with decreasing parameteg, is explained as due to E

N
@

the Fermi level approaching the mobility edge. Thermal ac-
tivation of holes from théd- level to V. at high temperatures
turns out to be more favorable in this case than tunneling
under the potential hills. The activation energy is not 04
constant and decreases with decreasing temperature, simi-

larly to the way it occurs in extrinsic semiconductors with

random field$. The activation energy decreases alsoFas A T A
approache¥, (i.e., with decreasing,qy). The magnitude of 0 50 100 %50
g, determined in our samples from the slope of the initial T.K

portion of the InRab vs 1/T plot Val‘.led from_ ?,’4 meV for FIG. 3. Temperature dependences of sample resistance iakthglane
sample2 to 0.3 meV for sample, with Ty, shifting toward  normalized to the resistance at 150 K. The resistiyityo of samples

low temperatures. 1-7 (mQ-cm): 25, 8, 3.7, 3.5, 2.5, 1.8, and 0.35.
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FIG. 4. Inp,, vs T~ 2 dependence for samp® p,g=3.7 m2-cm. Posi-

tion of contacts irnp,, measurements is shown. FIG. 5. Increase of the superconducting transition width with the shift of the

onset of transition toward higher temperatures because of nonuniform su-
perconductivity. Inset shows the method of determiniipg, andAT. .

level in these samples is located closer to the mobility edge.
The value ofe,, which is approximately equal ®—Vc, IS \when the parametep,qo, was reduced(i.e., the F level
small, but at not too low temperatures the inequakly  gpitteq into the region of delocalized statethe T, tem-
> ¢, holds. In these conditions, the potential relief does notperature in the samples fell from 13 to 2 K. The transition
affect the conduction, and the hole concentration is practi\-Nidth also depended on paramefes,. Figure 5 presents
cally temperature independent. TRe,(T) relation is domi- o jependence of transition widthT, on T, for the
nated in this region by the mobility of the holes rather thansamples under study. The relation clearly follows a corre-
by their concentration. The characteristic linear course of thTated behavior. Samples with a high,, exhibit broad tran-
relation,R,,xT, is accounted for by elastic carrier scattering sitions. There Were no samples WithorF\igh valued gf, and

. n

from phonons. As the temperature decreases, an activatgdqition widths less than 4 K. Narrow transitions, less than
behavior becomes evident in samples 3 and 4, which trangs 5 K are usually observed in samples with a Gy
. ’ n-

forms to hopping conduction with a Coulomb gap present in
the density of states at the Fermi level:

p~exp(Ty/T)M ) The temperature dependences presented in Fig. 3 are
Observation of the dependen¢4), accounted for by the normalized to the sample resistarRat 150 K® The point
Coulomb gap, is in itself an argument for the closeness of thd =150 K was chosen arbitrarily in the high-temperature re-
F level toV,. For sample3, T;=170 K (Fig. 4. The tem-  gion, where no features associated with the IM transition are
perature T, decreases with decreasinggy; indeed, for observed. We readily see that the graph with a negative tem-
sample4 we obtainedl ;=6 K. perature coefficient for sample fits well into the general

As parametep,qq is reduced still more, the samples be- pattern of R(T) evolution observed as one approaches the
come superconductinfcurves5—7 in Fig. 3. A negative transition. The negative slope exhibited by this supercon-
slope in theR,, vs T plot appears in sampl®& (p,q9 ducting sample is due to the fact that, as the temperature
=2.5 m)-cm). We believe that this sample becomes superdecreases, single-particle tunneling through the potential
conducting from the Anderson insulator state with decreashills becomes progressively more difficult, but at the same
ing temperature. Note that negative temperature coefficientsme two-particle Josephson tunneling of Cooper pairs be-
were observed earlier in high; cuprate$:® In sample?, comes possible. The conditions under which this phenom-
p29o=0.35 m)-cm. The Fermi level here is still closer to the enon can be observed are specified in the review Ref. 10:
mobility edge, and th&,;, vs Trelation is practically linear. 1) The transition to localization takes place on
An activated behavior is seen only in the slight sloping of theconductivity scales of the order of the minimum metallic
plot at low temperatures nedy, . conductivity o.. For quasi-two-dimensional highs super-

In studies of the effect of random fields on superconducconductors,o,~1x10° Q@ *cm L. For sample5, o,~6
tivity it is important to specify the way in which the tempera- X 10? Q' cm ™! near the superconducting transition.
ture and width of the superconducting transition were mea- 2) For localized superconductivity to set in, the super-
sured. In superconducting samples we determined thesmnducting gap & should considerably exceed the energy
guantities from the temperature dependences of ac magnetseparationSE between the levels of the carriers localized
susceptibilityy. These measurements permitted us to derivevithin a region with dimension®R,,.(E). For quasi-two-
the temperature of the onset of the superconducting transdimensional highF. superconductors, 2~7T., and &g
tion T, (from the decrease of by 10% and the transition m[wRﬁ,cN(F)]‘l. The measured temperatufg for sample
width AT, (from the interval of decrease by 10 and 90% 5 is 10 K. The density of stateN(F) for sample5 can be

2. DISCUSSION
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estimated from measurements on a nonsuperconductirgnd an increase of transition wid¢Rig. 5). In a simply con-
sampled close in properties to it, where the Coulomb gap innected region, the effect of statistical fluctuations becomes
the density of states is observed. The temperafyran Eq.  unessential a¥.—F increases, the droplets disappear, and
(4) is related toN(F) in the two-dimensional case through the transitions become narrowT.~0.5 K. In such samples
T,=6.6[47kN(F)R2_].*1°SinceT,=6 K for sample4, we  the F level crossed/, while still remaining in the density-
obtain 2A~206¢ . of-states tail. The lowl ., temperatures+£2 K) are caused

3) In order for superconductivity to set in throughout the by random-field-induced degradation of superconductivity.
crystal, the coherence lenggh, must exceed the width, of . .
the potential barriers separating the superconducting regions, '€ authors are grateful to N. N. Sibel'din for fruitful
The magnitude of ; can be estimated from measurements ofdlscu55|ons and valuable prltlplsms, and to S. I. Vedeneev,
the R(T) relation for nonsuperconducting samples close toY Y- I Gorina, V. P. Martovitski V. V. Stepanov, and G. A.
the IM transition. Indeed, the transition from activated to<@lyuzhnaya for helpful cooperation.

hopping conduction should occur at a temperafyeefined Support of the “Superconductivity” PrograniGrant
by conditiorf 96081 is gratefully acknowledged.

I (KTp) = (m* ) g /1. ©)

Here, the right-hand part is the argument of the exponentiallé- 'c-j_GO\r/inzy gt- A Ka'i“Sh(;‘aSiavl \\// Id K“mfo‘g \l/"dZtNtlar(t:OVit?;y'rﬁ\isV'
describing the probability of tunneling through a potential (1%9'3’ A Stepanov, and 5. . Vedeneev, Solid State Comiis
barrier of heighty and widthrg, and the left-hand part co- 2r. M. Fleming, S. A. Sunshine, L. F. Schneemeyer, R. B. Van Dover,
incides in order of magnitude with that in E®). For sample R. J. Cava, P. M. Marsh, J. V. Waszczak, S. H. Glarum, and S. M.
2, whose Fermi level lies deep in the density-of-states tail,,Znurak, Physica a73 37 (1991. .

~34meV. T.=50 K. and. accordinalvr.—46 A. For G. Yu, C. H. Lee, D. Mihailovic, A. J. Heeger, C. Fincher, N. Herron, and
Y v Th ; , glyrs A E. M. McCarron, Phys. Rev. B8, 7545(1993.
sample 4,8,~0.3 meV, Ty=13 K, and, accordinglysg 4B. I. Shklovski and A. L. Efros,Electronic Properties of Doped Semi-
~17 A. It is known that for cuprate higfi; superconduct- _conductorgSpringer, Berlin, 1984; Nauka, Moscow, 1979, 416]pp.

5 ! . . .
ors ~30 A, which means that for sample and sampl& N. F._Mott and E. A. Davis Electronic Progesses in Non-Crystalline
Sab P Materials[Clarendon Press, Oxford, 1979; Mir, Moscow, 1982, 658.pp.

close to i.t in properties, the inequali§,,>rs holds. A_” _ ®A.V. Mitin, G. M. Kuz'micheva, V. V. Murashov, and E. P. Khlybov, Zh.

these estimates show that we observe superconductivity inEksp. Teor. Fiz107, 1943(1995 [JETP80, 1075(1995].

the Anderson insulator. We note also that throughout the’B. I. Shklovski, Fi]l Tekh. Poluprovodrz, 112(1973 [Sov. Phys. Semi-
. : cond.7, 83(1973].

whole range 0fp290 Varl_atl,on covered we did not observe 8C. Quitmann, P. Almeras, Jian Ma, R. J. Kelley, H. Berger, G. Margari-

samples with characteristics of a normal metal. ' tondo, and M. Onellion, J. Supercorg.635(1995.

As a result of spatial fluctuations in the local density of °v. F. Gantmakher, V. N. Zverev, V. M. TeplingkiG. E Tsydynzhapov,
states induced by random fields, superconductivity becomes?fggg]- |. Barkalov, Zh. Esp. Teor. Fiz104 3217(1993 [JETP77, 513
s_patlally nonuniform in the vicinity of the_: An_derson transi- 1oy, Sadovski, SverkhprovodimostiKIAE) 8, 337 (1995.
tion. As the temperature decreases but is still abbyesu- 1y, F, Gantmakher, V. N. Zverev, V. M. Teplingkiand O. I. Barkalov,
perconducting droplets with local transition temperatures ap—ZZh. Eksp. Teor. Fiz103 1460(1993 [JETP76, 714(1993],

. 1 H
pear in the normal phatk(see also Refs. 11 and 12 é_- Aiciog’?altfggg'[IE-T;/%K%F;T(‘;’Q‘;%? I V. Tokatly, Zhkgp. Teor.
Experimentally this phenomenon manifests itself in a shift of 1z ’ '

the transition onset point ., toward higher temperatures, Translated by G. Skrebtsov



PHYSICS OF THE SOLID STATE VOLUME 40, NUMBER 7 JULY 1998
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An experimental study is reported of the effect of an electric fiedd120 MV/m and of
temperatureT on the critical currentl, and I-V characteristics of yttrium-based high-
superconducting ceramics. The materials studied were copper-deficient ceramics,
YBa,Cu; O, (D sampleg and YBaCu;_,O,/Ag, ceramicy S samples with silver present in
amounts equal to the copper deficiency(¥<0.4)]. It has been established thatln

samples at 77 K, the electric field increasggnd reduces substantialyfor 1>1., whereas in

S samples no field effect is observed. Measurements of {1 dependence near the

critical temperature showed that they can be described for all samples by a relation of the type
| .=const(:T/Ty)* wherea~1 for theD samples, and~2 for the S samples. The

results obtained suggest that the electric-field effect correlates with the existence in the ceramic
of SIStype weak links at grain boundaries. €98 American Institute of Physics.
[S1063-78348)00407-9

An earlier study in the electrode-insulator-supercon- cal currentl, near the critical temperatufe.. The materials
ductor system detected a reversible effect in an external elestudied were copper-deficient YRau; ,O, ceramics and
tric field E on thel -V characteristics of the highi; ceramic ~ YBa,Cu;,O, /Ag, ceramics with silver contents equal to
YBa,Cu;0, (Y-123). Later investigatiorfs® showed this the copper deficiency @x=<0.4). The experiments lead to
field effect to depend markedly on the composition anda conclusion that the electric-field effect correlates with the
preparation method produced of the ceramic. In particularpresence in the ceramic of we&{Stype grain-boundary
doping the Y-123 ceramic with silver specific features in thislinks.
effect®® The physical nature of the field effect in high-
ceramics remains unfortunately unclear, although it was
conjectured that it is connected primarily with possible in- 1. EXPERIMENTAL TECHNIQUE
fluence of the field on the weak links at grain boundaries.

An analysis of the electric-field effect in Y-123 and Y-
123/Ag and its comparison with the data reported in Refs. 6
7 led the authors of Ref. 3 to conclude that the field effec

arises in the presence in the ceramic of w&&type links o hnique, first the nitrates of yttrium, barium, copper, and
(superconductor-insulator-supercondugtdrhe fact is that  gjer were dissolved in doubly distilled water and mixed in

doping the Y-123 ceramic with silver changes the weak-linkine desired ratio. Next, citric acid was added to the solution
type fromSISto SNS(superconductor—normal-metal— SUper-in an amount of one-gram equivalent of acid per one-gram

conducto),” and after such doping either the field effect gquivalent of the metals, followed by ethylenediamine added
disappears® or thel -V characteristic exhibits a specific hys- dropwise untilpH=6 was reached. After this, water was
teresis, with the field effect observed only within the uppereyaporated at 80 °C to obtain viscous dark-blue gel. Further
branch of the characteristic. The above conclusion on thﬂeating to 150—200 °C resulted in spontaneous combustion
change of the weak-link type in the Y-123 ceramic dopedof the gel with formation of a very lightweight powder with
with silver was basedon the temperature dependence of thegrain size less than 0.@m. This metal-organic precursor
grain-boundary critical current close to the grain-boundarywas annealed fo2 h at 500 °C, to beubsequently calcined
critical temperature. Silver was directly observed to segretwo times in air flow at 840 °C for 15 h, with the powder
gate at grain boundaries in silver-doped dysprosium-baseground in an agate mortar in between. The resulting powder
high-T. ceramic$ was extremely uniform, with grains of submicron size, which
This work reports special experiments where the saméacilitated its further sintering. It was thereafter ground once
high-T. ceramic samples were used to study both the elecmore in an agate mortar and pressed in}7X7-mm pel-
tric-field effect and the temperature dependence of the crititets, which were sintered in air flow for 100 h at 940 °C.

We studied copper-deficient YBau;_,O, high-T. ce-
ramics (D sample and similar ceramics doped with silver,
YBa,Cu;_,O,/Ag, (S sampley with 0=<x<0.4. The ce-
tamics were prepared by the citrate sol-gel technitjmethis

1063-7834/98/40(7)/3/$15.00 1088 © 1998 American Institute of Physics
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Finally the pellets were annealedrfd h at 910 °C in an
oxygen ambient, followed by cooling to room temperature
during 10 h.

The structure of the samples thus obtained was studied
previously® by x-ray diffractometry, as well as with a scan-
ning and a transmission electron microscope equipped with
attachments for chemical analysis.

The samples used to measure the superconducting char-
acteristics(I-V curves and temperature dependence of the
resistanceR) were approximately 182X4 mm in size,
with four indium contacts deposited on theix2-mm side
faces. Before contact deposition, a layer about 0.2-mm thick
was removed from the sample surface.

The experiments on the effect of external electric field
were carried out in the elect.rOQe-insuIator-super'conductOﬁG. 1.1-V characteristics of YBWO, (1, 1'), YBaCus_,0, (2, 2), and
system at 77 K, i.e., af<T, similarly to the way this was YBa,Cus_, 0, /Ag, (3, 3') obtained forx=0.4 and different values of
done in Ref. 1. A high negative voltag#(U ,,—=6 kV) was  (Mv/im): 1-3—0; 1'-3'—120; T=77 K.
applied to the metallic electrode, which was insulated from
the sample by a teflon filh=50 wum thick. Transport cur-

200

>
2.

> 100

0

rentl was passed through the current contacts, and vollage

was measured across the potential contacts. The critical cu

rent was determined by thedV/mm criterion.

When measuring the electric-field effect, the field could
be turned on both before the experiment and in duting
measurements at the desired current

The temperature dependences of the critical current wer

obtained close tdl,. The point is that forSIStype weak
links these dependences can be presented approximately
the form*12

I(T)=const{T.—T), 1
while for the SNSlinks
I(T)=constT,—T)2. 2)

Thus the experimental data obtained should permit judgment
to a certain degree on the character of weak links in ceramii_

samples. The fact that it is the weak links that dominate
the D and S samples under study was shown by a study o
the magnetic-field dependence lgf. 1°

2. RESULTS AND DISCUSSION

Measurements of the temperature dependence of electri-

cal resistance showed that the critical temperaiiyréor D
andS samples within the interval9x=<0.2 practically does
not change and is 91.7 KR=0), with a transition width
AT=<1.5 K. The value off . is observed to shift slightly only
for x=0.4, namely,T,~91 K for D and S samples for the
sameAT.

The effect of electric field on thé-V curves for the
Y-123, YBaCu;_,Oy, and YBgCu;_,O,/Ag, ceramics
(x=0.4) is illustrated by Fig. 1. We readily see that in the
Y-123 samplesX=0) the field increases the critical current
and reduces substantially the resistaRder | > 1 (curvesl
and1’). A similar effect is observed also b samples with
x=0.4 (curves2 and 2’). At the same time in the silver-
doped cerami¢S samplesx=0.4) no field effect is observed
within experimental errofcurves3 and3’). Similar phenom-

ena are seen iR=0.2 samples, namely\) samples feel the
Llectric field, whereas it samples no field effect is ob-
served.

Figure 2 demonstrates the variation of voltagén the
I-V curves for Y-123, as well as for thB and S samples
Q(ZO'Z) with the electric field turned on and off fdr

const. We see that application of a fidid=120 MV/m

reducesV in the undoped ceramics, whereas in $xeample
fere is again no field effect. For smai] a sample can be
converted from resistive to superconducting state by applica-
tion of electric-field(curve 1. The observed field effect is
reversible.

Figure 3 shows the dependences on electric field of the
critical currentl . and voltageV in the |-V characteristics for
| =const inD samples x=0.4).
Figure 4 displays the dependenced pbn the quantity
T/T. in the vicinity of T, for different ceramics. The

Tresults are plotted in lof-log(1-T/T.) coordinates to per-

mit one to determine the exponent in the expression

190

t,s

FIG. 2. Change in voltag® in the |-V curves, with an electric fielde
=120 MV/m turned on(|) and off (1), obtained on samples ¢1) Y-123,
(2) YBayCu; O, , and(3) YBa,Cu; 4O, /Ag, for x=0.2 andT=77 K.
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in samples withSNSweak links. It is reasonable to assume
that the observed changes in the field effect and the character
of weak links in a silver-doped material are due to the cor-
responding changes at grain boundaries in the ceramics un-
der study.

Indeed, an earlier study of the microstructure of the
YBa,Cu; O, and YBagCu;_,O,/Ag, ceramics led to the
following conclusiont? First, both types of samples revealed
segregation of the nonsuperconducting phasg@aZuQ,
BaCuQ, and CuO forx=0.2. The content of Ag in the

0 20 20 120 Iattice_ was always smaller than its nominal concentrakon
£ ,MV/m and did not exceed 0.03 even for0.4. Silver was found to

segregate primarily in the form of precipitates distributed

FIG. 3. Critical current, and voltageV vs E obtained at =4.7 Aon the  uniformly through the bulk of the sample. The doped
YBa,Cus <O, ceramic (=0.4) atT=77 K. samples(S) exhibited also a larger fraction of clean inter-
faces(compared toD samples A local chemical analysis

performed with the EDX attachment directly in the TEM

lc=const1—-T/T.)" revealed an enhanced concentration of Ag at some of these

The dashed straight lines correspond to the valued and Poundaries. Moreover, fok=0.4 one observed at clean
2. As evident from Fig. 4, for the Y-123 and YBau;_,O, grain boundaries or in their immediate vicinity specific Ag
ceramicsx=0, 0.2, and 0.4the experimental points fit onto Precipitates 2—5 nm in size and with an average separation of
the straight lines corresponding ¢&o~ 1, while in the case of about 30 nm. It is apparently the percolation pattern of the

YBa,Cu;_,O,/Agy (x=0.1 and 0.2the straight line through transport current through such “clean” boundaries that ac-
these points yields:~ 2. counts for theSNSbehavior of theS samples.

In other words, the temperature behaviorlgffor sto- To conclude, our experimental data demonstrate a corre-
ichiometric or copper-deficient yttrium-based ceramics is inlation between the type of weak links and the presence of the
agreement with Eq(1) corresponding toSIStype weak electric-field effect. The latter appears to be connected with
links. On the other hand, for ceramics doped with silver inthe influence of the field on thelStype weak links. If this is
amounts equal to the copper deficiency, theT) relations SO then the disappearance of the field effectits manifes-
nearT, are described by Eq2), which is characteristic of tation in a specific hysteresis in theV characteristic¥ in
SNStype links. As already pointed out, a similar effect was Silver-doped yttrium-based ceramics is most likely due to a
observed on a silver-doped Y-123 cerarhic. strong decreasg@isappearangeof such links and formation

Let us compare now the data on the electric-field effecOf predominantlySNStype links. It is only natural to assume
with the1(T) relations obtained on the same samples in thdhat the effect of the field in the presence of insulating layers
vicinity of T.. It turns out that the external electric field at grain boundaries should be more pronounced than in the
influences the-V curves by changing the critical current and case of metal interfaces.
resistanceR for | >1. only if SIStype weak links are present
in the sample. By contrast, no electric-field effect is observeqi on

Special thanks are due to Yu. P. Stepanov for prepara-
of the ceramic samples.
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Measurements of the magnetostriction of the isotropic high-temperature superconductor

Bay d<0.3Bi0; revealed an effect of the order of 1Dwhich exceeds that for conventional
superconductors but is not as high as the giant magnetostriction of cuprate high-temperature
superconductors. A thermodynamic analysis of the results enables comparison with the

results of numerical calculations of effects induced by magnetic flux pinning19@8 American
Institute of Physics.S1063-783%8)00507-3

Like the similar effect in magnets, the change in theno two-dimensional metal—oxygen planes, which are consid-
dimensions of superconductors accompanying a normalered to be an important factor determining the high-
superconductingNS) transition in a magnetic field, which temperature superconductivity. It has no magnetic moments,
corresponds to the thermodynamics of the superconductinghich eliminates magnetic pairing mechanisms. Various ex-
state, is called magnetostriction. The description of the effegperimental evidencéespecially the observation of a strong
in these two types of ordered media differs in terms of thesotope effect and measurements of the superconducting gap
dimensionality of the order paramet@ne-dimensional for a suggests that a phonon mechanism is responsible for the su-
superconductor and three-dimensional for magnethe perconductivity of BaBiKO. Moreover, as in cuprate HTSCs,
magnitude of the effect in ordinary superconductors does ndhe superconductivity in this compound only occurs near the
exceed~10 . In high-temperature superconductors with ametal—insulator transition in the cubic phase>0.3) and
high current-carrying capacity, giant-(L0~ %) magnetostric- disappears as a result of a phase transition to the semicon-
tion effects are observed which depend nonmonotonically oductor phase as the potassium content decreases. In view of
temperature and fiel:> An explanation of this effect based this, we used the cubic modification of BaBiKO to investi-
on the magnetic field pressure which causes the magnetfgate magnetostriction and we compared these data with re-
flux to migrate over a sample with strong pinning has foundsults of similar measurements for high-temperature and con-
convincing experimental confirmation in studies reported byventional superconductors using established ideas on the
different authors, and is consistent with the critical-stateinfluence of the magnetic field on the dimensions of a super-
model of a superconductdrThe correlation between the conductor.
magnetic and strictional characteristics of these materials in a
mixed superconducting state is §at|sfactorlly described using GNETOSTRICTION COMPONENTS OF A
concepts developed for conventional metal superconductor
However, giant magnetostriction effects were not observe
in ordinary superconductors having equally high critical cur-  In a magnetic field the change in the dimensions of a
rents and therefore pinning. Thus, an analysis of how thaample below the superconducting transition temperature is
characteristics of the structural and superconducting states determined by the thermodynamic contributions to the
high-temperature superconductatdTSC9 influence their Meissner superconducting state and by the influence of mag-
behavior in a magnetic field is required to fully identify the netic flux redistribution as the field penetrates into the
mechanisms responsible for the effect. A convenient objecsample.
to identify the importance of the contributions of these char- A thermodynamic analysis of the mechanical effects in a
acteristics to the formation of the superconducting statesuperconductor takes into account the volume change ac-
and the characteristics of HTSCs is the compounccompanying a superconducting transition and the depen-
Ba, _,K,BiO;(BaBiKO) (Refs. 6—12 which does not have dence of the thermodynamic critical fieit, on the pressure
some of the distinguishing features of cuprate HTSCs, buand temperature. The volumé, of the sample at tempera-
has the highest superconducting transition temperaldge  tures belowT gy is considered to be a function of the external
~30 K of the non-cuprate superconductors, close to that ofmagnetic fieldH.. In fieldsH.<H, the difference between
LaSrCuO. Unlike cuprate HTSCs, this compound containghe free energies in the normal and superconducting states is

UPERCONDUCTOR
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Vs

2_Rp2
GHE and the change in volumé= (d®/dp)1 y in a mag- o(X)=— Be— B (X ’

2
netic field in the superconducting region is obtained by dif- _ Ho o .
ferentiating the corresponding change in the Helmholz enwhereB, is the magnetic induction at the surface of a sample

@

ergy with respect to pressdfe in an external fieldH., He, B(X)=®yn(x) is the local mag-
netic flux density, andb, is a magnetic flux quantum. We
then have
HefdHe\  HefdVs ;
vN—vs<0>=vs—(—) +—(— - @ Ak EJ”O‘W 10
m\ dP |, 8m| P |, C |-—|/2de 1074, 3)

where E is Young’s modulus. If the distributioB(x) is
Thus, an analysis is made of two thermodynamic compoknown, for example, modelifg can be used to obtain the
nents(neglecting the penetration of the field into the sample magnetostriction curve. In our previous sttilwe reported
of the superconductor magnetostriction. The componentesults of a numerical simulation of the magnetic field de-
pendence of pinning-induced magnetostriction taking into
account the magnetic flux distribution in the sample using
sample, is associated with the magnetic field pressure on thhe model described above. Analytic expressions were ob-
superconductor in the Meissner state. By analogy with magtained for the change in length in a magnetic field for
netics, it is called induced magnetostriction. The inducedsamples in the form of an infinitely long ribbon. The results
magnetostriction is negative and always compresses thsere used to construct magnetostriction hysteresis loops over
sample so that the reduction in its volume compensates fax wide range of variation of the parameters
the increase in magnetic energy. The component associated 11
with the pressure dependence of the thermodynamic critical — = _J' a(n)dn,
field (spontaneous magnetostrict)onfg'(aM/o?P)dH is EJo
caused by changes in the electronic structure near the Fermi .2
) AL 1 popjcLd

surface, the phonon spectrum, and electron—phonon interac- —— — — ¢
tion. Estimates of these two components for ordinary super- L E
conductors gives an order of magnitude-o10™ . K2 K2

When the field penetrates into the superconductor, addi- —kmarctam{ M)
tional stress components,, are createtf which act on the ks
superconductor in the magnetic field, thereby producing ad- \/ﬁ
ditional magnetostriction components. Penetration of the +k§arctan>€¥ + F(km,kl)}, %)
magnetic field may be caused by the demagnetization factor Kmky
associated with the sample geometry, circulation of excesghere »=y/L, h=H/j.d, hn,=H/j.d, Hy is the maxi-
currents in the surface layer, and by characteristics of thenum field in an irreversible magnetization cychb,is the
mixed state of a type-Il superconductor. The component assample thicknessh;=H,,—H¢/2j.d, kn=cosh(@h,), k;
sociated with the demagnetization factor which is determined= cosh i(rh;), kn=+1—k3=tanh(zh,), k,=\1-k2
by the sample geometry does not usually exceed 1Ref. =tanh(rh,),
15). The component associated with the excess currents cir-
culating in the surface lay¥tis of the order of 107. The F(k,ky)=2/m
experimentally measured magnetostrictions of low- me
temperature superconductors did not exceed’1@h com-
plete agreement with the reasoning put forward in Ref. 8.

1
v(aV/aP)T,Hfg'MdH, whereM is the magnetization of the

T Ky
5 (Kn=k)hy+—=h

k
KM (Ko, kg, x=Ky)— f "M (K, kg, x)dX
Km

This expression yielded satisfactory qualitative agreement
with the results of measurements of the field dependences of

di tl'rl; t?e "_"Xf’dt Sé?ti 0(1; a rs}upercor(njc_iuc;ncf;r, a ;Eagne?c flu e magnetostriction for the high-temperature superconduct-
istribution is established whose gradient from the surface of g compound LagSt 1:Cu0, (Ref. 17. Here, these rela-

the sample is determl_ned by_the balance between the PINNINEhns will be used to make a guantitative comparison with
forces of the magnetic flux lines at defects and the Lorent ; :
) e Z?Xperlmental data for BaBiKO.

force. We shall subsequently use the simplest description o
this state in terms of the Bean motfain which the critical

o X 2. EXPERIMENT
current densityj . is assumed to be independent of the mag-
netic field. An abundance of experimental data has now been The measurements were made using single-crystal
accumulated to support the validity of the Bean model forBa, &K 3Bi0O; samples prepared by electrochemical depo-
HTSCs?® In this model, as the field increases, a compressivaition from a KOH flux(see Ref. 7 and the literature cijed
force acts on the crystal since vortex migration is impededrhe superconducting transition temperature of these single
by the flux pinning effect. As the field decreases, a tensilerystals was 32.5 K. The temperature dependences of the lat-
force acts by the same mechanism. In zero fields, trappetice parameters and the structural deformations in the mag-
vortices create tension. Simple reasonifmyt forward in  netic field were measured in an x-ray diffractometer with a
Ref. 1, for instanceallows us to derive an expression for the low-temperature attachment at fields between 0 and 5 T. The
local internal stress in a sample in the mixed state magnetostriction was measured using strain gauges in the
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101
. R
S
3 ak FIG. 1. Results of magnetostriction mea-
}’ surements for BgeKo3BiO; single
< crystals.

-1.0 1 1 I | 1 | 1 ] ] ] S
~17 -§ 0 & 3

[100] crystallographic direction, perpendicular to the appliedUsing the Ehrenfest equation, this term becomes
magnetic field in the range between 0 and 12 T with the field~ — 1.86(\/S)I(TSN)(Hﬁ)/(47r)3a(T)T/C(T), where C is
varied at a constant rate of 1 T/min. The field dependence dhe specific heat and is the linear coefficient of thermal
the sample magnetization was measured at the same time bBypansion. The second term is given by

a ballistic method. The critical current density, 2 2

: - H2( oV HZ 3
in zero fields was 1X10° A/m? at 4.2K and 0.67 _°<_S ~Vgot =,
X108 A/m? at 10 K. The results of measurements of the 87\ dp /) 8w E

magnetostriction in fields up to 12 T are plotted in Fig. 1 at

temperatures of 4.2 and 10 K. This clearly shows that thél’hen we have

field dependence of the magnetostriction is irreversible and AV AL Hﬁ
correlates with the irreversibility of the magnetization. The \/_SZ3Tz 8
absolute values are-10"°, and are an order of magnitude

lower than those measured for cuprate superconddctors

and an order of magnitude higher than those for low-

temperature superconductdrs.

3aT 3}

On the basis of data given in Ref. 18, we can estintife
~10 J/mol. An estimate of the specific heat using data from
Ref. 18 gives C=0.5J/mol. X-ray data givea=0.9

X 107®. Thus, forT/Tgy=0.31 we obtain

L
~ — 6
3. DISCUSSION OF RESULTS T"'sx 1077,

It has been shown that the main contributions to thewhich is slightly higher than the magnetostriction values ob-
magnetostriction of superconductors are determined by thgerved experimentallgFig. 1).
magnetic field pressure on the sample below the NS transi-
tion temperature and the pressure dependencd ofWe  2) pinning-induced magnetostriction

shall estimate these contributions for the compound under , . . ,
This component was estimated using E4). Young's

study. modulusE of a cubic crystal, which appears in E@) is
1) Thermodynamic contribution given by*®
Estimates using formulgl) are made forT=10 K 1 ci+cC, 1 2
which corresponds tq.Z—N=O.31 for this compound. Using E  (c1t2c)(c1—¢y) (C_s_ 01_C2>
the thermodynamic expressions and the temperature deriva- X (nZnZ+ngnZ+nin?), (5)

tives of the main superconductivity parameters obtained b

YWhere n is the unit vector in the direction of strai
varying the Eliashberg functidfy for the first term in for- 1

H = N xxxxs c2=)\xxyy_, 03=>\X¥Xy (Njxm are the tensor compo-
mula (1) we obtain by substitutingdH./dT)p=—1.86-—  nents of the elastic moduli _ _
SN Here we used values of the elastic moduli calculated
H.[dH, Vs HZ(aT from the dispersion curves using the results of inelastic neu-
SE( ﬁ) = L0007 — E( ﬁ) . tron scattering measuremenRtsThe calculations are given in
T SN He the Appendix. The reciprocal Young's modulus for the strain
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sured values are half the calculated ones.TAt10 K, the
measured values exceed the calculated ones |Byf
<2.5T. The difference between the calculated values and
the real dependence of the magnetostriction on the external
field as the temperature increases can be attributed to the fact
that the model does not contain the temperature as an inde-
pendent variable. An increase By, increases the region of
penetration of the magnetic field into the sample and inten-
‘ 12 8,,T sifies its inhomogeneity along thé axis, which is neglected

in the model.

Thus, the measured field dependences of the magneto-
striction of a non-cuprate isotropic HTSC have an irrevers-
ible property which corresponds to the irreversibility of the
magnetization curves. The values of the magnetostriction are
substantially(more than an order of magnitudeigher than
those for low-temperature metal superconductors. However,
the giant magnetostriction effect typical of layered cuprate
superconductors was not observed. In a comparison between

hY

z

| LU LA

-10

FIG. 2. Results of calculations of the magnetostriction fog B8, 3Bi0;:

1 — T=42K (j.=1.7x1°Am?, 2 — T=10K (j,=0.67 the experimental results and the numerical calculations, at-
x 1P A/m?). Solid curves — calculations using E@), dashed curves —  tention is drawn to the exaggerated estimate of the thermo-
using Eq.(6). dynamic contribution. This is because the estimate was made

assuming that the sample is completely transferred to the
superconducting state after the magnetic field is switched off.
in the (100 plane corresponding to the experimental geom-n a real situation, the value &f5 appearing in the thermo-
ety was calculated using Eq.(5): 1/E=0.912 dynamic relation used only describes that part of the sample
X 10~ m?/N. volume which undergoes a superconducting transition after
An analysis of the terms in E¢4) shows that for fairly  flux trapping. The relative volume of the sample occupied by
high values of the reduced magnetic fielth=H/jcd  the trapped flux and not undergoing an NS transition may be
~10, the termF(ky,,k) becomes vanishingly small and the estimated from the experimental curB¢H) as the ratio of
main contribution taAL/L for various values of the external the trapped magnetic flux to the vallg,, which corre-
magnetic fieldH, is made by one of the first two terms. In sponds to the upper critical field. As a result, a comparison
this case, over a wide range of external fielts€0.9H,)  between the experimental results and the calculated thermo-
the values ofk;=k;(hy,h) and k,=kn(hy), which does  dynamic components reveals satisfactory agreement. This
not depend on the external field, are almost one. Thus, thgiso applies to the results of the numerical simulation of the
first term in EqQ.(4) 7/2(ky,—k1)hy, vanishes for this range pinning-induced magnetostriction. Thus, the results of mac-
of fields He whereas the second termrk;)/(2) h is linear  roscopic investigations cannot identify the determining con-
with respect to the external field. As the external magnetigripution to the effect. The results also indicate that both
field approachesly,, this causes a sharp drop in the valuestypes of components reflect contributions associated with the
of ki(hm,h) and thus, decreases the second term and inmagnetic field pressure and induced by magnetic flux pin-
creases the first term in E(4), which ceases to depend on ning. This last factor is responsible for the irreversible be-
the external field. At external fields for which,,—h/hy,  havior of the field dependence of the magnetostriction. The
~107'%, the absolute value of the negligibly small gifference between these results and the data for low-
term kparctanh/ki—ki/k;) begins to increase, which re- temperature superconductors can be attributed to the higher
ducesAL/L for He=H, to the same negative value as for pressure sensitivity ofl, for this compound. An analysis at
He=—Hp. the microscopic level is required to explain the difference
Thus, for high valuedH,, (H,=30j.d) the hysteresis between the results and the measurements for cuprate HTSCs
loop AL/L comprises two symmetrically positioned isosce-and the absence of giant magnetostriction.
les triangles whose apexes are in contact at the origin and are
formed by two sloping line segments
AL polca Ho 8
2E

and by the vertical line segmerl&s = =B, (Fig. 2). In Fig.

2 the solid lines give the results of the numerical calculation
of the magnetostriction of this compound using form(#a
The dashed lines give the calculations using the approximate 1

analytic formula(6). The calculated absolute values of the Pw1,2:§k2{01+ (%]
magnetostriction agree satisfactorily with the experimental
data forT=4.2 K, |B.|<5T. In stronger fields the mea- +\(c;—c3)?—4(c—Cy)(C— Cp— 2¢5)Sirf dcogd},

APPENDIX

B 6 . . . . :
© © The dispersion laws for elastic waves in a cubic crystal

are given as follows® the wave vectok lies in the XOX
é:)lane (¥ is the angle betweek and the abscissa is the
crystal density.
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pw5=C3k?, (A1)

in particular, ford=0 (the wave propagates along the four-
fold axi9

pw§=clk2,

pwi=pwi=cik?, (A2)

for 9= w/4 (the wave propagates along the diagonal of the

side face of the cube

,C1+Ca+2¢C3
2 1

2_
pwi=

C1—C,
2 y

pwz=k

pwi=csk>. (A3)
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Effect of low-level Ge additions on the superconducting transition in PbTe:TlI
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A study is reported of the effect of low-level germanium addition®.01-0.1 at. % on the
parameters of the superconducting transition, viz. the critical tempergtyrthe second

critical magnetic fieldH,, and|dH62/dT|TﬂTc in PbTe doped with 2 at. % TI, which are derived
from the dependence of the electrical resistivity of a sample on tempeifétdre4.2 K and

magnetic field0-1.3 T). The discontinuity revealed by experimental data is related to the onset of
a Ge-induced structural phase transition. 1898 American Institute of Physics.
[S1063-78348)00607-9

Introduction of an isovalent Ge impurity into lead tellu- a technology similar to that used in Refs. 3-7.
ride is known(see, e.g., Refs. 1,)20 induce a structural Consider the experimental data obtained. As seen in
phase transitioriPT). The PT temperaturé,, depends sub- Figs. 1 and 2, the samples exhibit typically a nonmonotonic
stantially on germanium contentin the Ph_,Ge,Te solid  dependence of the superconducting transition parameters on
solution. Extrapolation of the experimental dependencé>e content in the batch. The composition dependencég of
Tp(X) to low Ge concentrationgx of the order of a few —and|dHc,/dT|r_reveal a discontinuity at a Ge content of
tenths of an at. % gives helium temperatures for the PT 0.05 at. %. Note that this deviation from monotonic behavior
point. is observed against the background of a small scatter in the

Thallium-doped PbTe ceramic samples exhibit inhole concentratiorp=(7—12)x 10 cm™2 [the hole con-
the same temperature regignlose to 1 K bulk super- centrationp was determined from Hall measurements at 77
conductivity’ induced by the filling of Tl impurity resonant K using the relationp=(eR;;) ", whereR;; is the Hall
statesh® coefficieni. The Fermi-level position in the samples and the

It thus appears of interest to study the effect of a strucenergies of the Tl impurity states remain practically un-
tural PT on the parameters of the superconducting transitioghanged with Ge added up to 0.3 at. %.
in Pb,_,GeTe:Tl. The break in the composition dependencesTgfand

The effect of Ge additions on the properties of PbTe:TIldHc2/dT|r_ observed at Ge contents0.05 at. % can be
samples was studied earlfef.It was established that low- assigned to the existence of a gap in the spectrum of thallium
level additions of Ge influence strongly the superconducting
characteristics of the material. In particular, it was pointed

out that when Ge is added in amounts of a few fractions of 14 -//' a
an at. % to PbTe:Tl, no superconductivity is observed above y
T=1K.° It was shown that Ge contents of the order of a few -
tenths of an at. % do indeed reduce the critical temperature x 1.0: . /———L\
T. down b 1 K and even lowet.One did not, however, O pd N
succeed in establishing the effect of the structural PT in- 08 B e N,
duced by introduction of the off-center impurity Ge on the Tk
superconducting transition in Pb,Ge Te:Tl. i

This work reports on a comprehensive study of the effect 0.2 L 1 !
of low-level Ge additions on the parameters of the supercon- 20 ., b
ducting transition in PbTe:TI. The onset of the superconduct- '?E K 9 E"‘_.——':‘———-—‘;————&_
ing transition was established from measurements of the s 7r *
temperature dependence of sample resistpffly,H) in zero R~ ‘7:
and dc magnetic fieldsl of up to 1.3 T. The parameters of 10" l L i

o1 0.2 0.3
Z,, at.%

<

the superconducting transition, viz. the critical temperature
T. and the second magnetic fiel.,, were determined at

the level Pf 0.5y (py is the normal‘Stat_e sample resistiVity  ri. 1. (3 Critical temperaturd ;. and(b) hole concentratiop at 77 K vs
The studies were performed on ceramic samples prepared ggrmanium contentg, in (Pb,_,Ge)o sTlo.0sTe solid-solution samples.

1063-7834/98/40(7)/2/$15.00 1096 © 1998 American Institute of Physics
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i ated with the onset of a structural phase transition in
§ - Pb, _,GegTe:Tl. The matter is that the parameters of the su-
[ _ - perconducting transition in IV-VI semiconductors with reso-
- nant Tl levels are dominated by the density of states at the
_ Fermi level? which, in its turn, depends on the position of
N Ve the Tl impurity band relative to the edges of the degendrate
andZ bands. A structural transition from the cubic to rhom-
bic phase driven by the temperature dropping belgymay
create features in the density of states due to the lifting of
| . ) degeneracy at thie and3 points of the Brillouin zone. Thus
0 a1 0.2 0.3 the critical temperaturd . and the second critical magnetic
“’o,,,at( % field H., of Pb,_,Ge Te:Tl samples with Ge contents below
0.05 at. % correspond to the cubic phase, and thos&dor
FIG. 2. Derivative [dHc,/dT|r 7, vs germanium contentxse in  >0.05 at. %, to the rhombohedral phase.
(Pb,_,Ge)o.98Tlp.0oT€ Solid-solution samples.

&
T
\
\

~dff ,/dT . ,k0e/K
0
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Effect of phonon scattering from neutral and charged impurity centers on the lattice
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Experimental data on the effect of thallium and sodium impurities on the lattice heat

conductivity of PbTe at room temperature are reported. Because the lattice of lead chalcogenides
is strongly polarized near charged impurities, the effect of impurities on the lattice heat
conductivity depends substantially on their charge state. This property of the material has been
used to determine the charge state of the thallium impurity in PbTe. The results obtained

argue for a model of quasi-local thallium-impurity states which assumes low electron-correlation
energy at an impurity center. @998 American Institute of Physid§1063-783@8)00707-2

Doping PbTe with thallium produces a band of impurity measured the Hall coefficielR, Seebeck coefficierw, and
resonance states within the valence bahodoping lead electrical conductivitys, which were thereafter used to cal-
telluride, in addition to thallium with an electrically active culate the electronic component of heat conductivity
impurity, for example, with Na acceptor, permits one to vary=(k,/€)?LoT, whereL is the Lorentz number. The electri-
within a broad range the filling of Tl impurity states, in other cal conductivity coefficient was measured to not worse than
words, their charge stafe. These codoping experiments on 5%. Control measurements af in PbTe:Na samples with
PbTe suggest that the Tl impurity band has two states perole concentrations p=1.25<10?° and 5x10®¥cm™3
impurity atom. showed a good agreement with available G4math on the

At the same time the ratio of energies of the one- ancheat conductivity and lattice resistivityW,=», *=(x
two-electron states at a Tl impurity center, i.e. the sign—x.) L. The error in determiningV, can be slightly larger
and magnitude of the correlation energy, remains controvesecause of inaccuracies in the measurement of electrical con-
sial. 124 To explain the sharp drop of mobility at 4.2 K in ductivity and in calculation of the Lorentz number, but still it
PbTe:TI single crystals with Fermi level lying within the does not exceed, from our estimates, 10—15% for most of the
impurity band, it is assumed, in particular, that the cor-samples studied, and 20% for samples with high hole con-
relation energy of electrons at a Tl impurity center is verycentrations and with a large contribution of the electronic
small?>® Resonant scattering of holes into one-electron im-component to total heat conductivityy,=(0.5—0.7)x.
purity states results in this case in the relaxation time becomwhen calculatinge., the Lorentz number was taken equal to
ing eneegy dependent, a reduction of mobility, and a changiés value for degenerate statistids= w2/3=3.29. We did
in the relative magnitude of the transport coefficients. this based on the following considerations: first, the concen-

Additional information on the impurity charge state in tration of free carriers, i.e. holes, in the samples was high
PbTe can be extracted from data on its effect on the latticép=1x10?°cm3), and second, the contribution of the
component of heat conductivity. It is known that the ef-light-hole band tox, was found to dominate that due to the
fective phonon scattering cross sectidnfrom a charged heavy-hole band.
impurity in lead telluride exceeds a few times that from neu-  Consider the results obtained. As seen from curve
tral impurities® This was used to study the charge state ofFig. 1, the total heat conductivity of PbTe:TI samples re-
the In impurity in PbTé. mains practically constant with the thallium dopant increas-

This work reports a study of the room-temperature heatng from 0 to 2 at. %, and is 20 m\&m-K), as in PbTe:In
conductivity » of PbTe samples doped with Tl and Na. The (Ref. 6. The total heat conductivity of PbTe:Tl codoped
thallium contentNy; was constant and equal to 2 at. %, andwith sodium within the range €Ny,<2.0 at. % was also
the content of sodiumi\l,, was varied from 0 to 2.5 at. %. found to be practically constant.

The composition of the samples studied and their electro- Of most interest are data on the additional lattice resis-
physical parameters are listed in Table I. The samples wergvity. Throughout the thallium concentration range studied
prepared by conventional ceramic technology, including ho{curve2 in Fig. 1), AW=f(Ny) is a linear relation. Codop-
mogenization anneal at 650 °C for 100 h. The sample coming PbTe samples containing 2 at. % Tl with sodi(sarve2
position and uniformity of impurity distribution were moni- in Fig. 2) produced the following results. As the Na concen-
tored by x-ray microprobe analysis. tration was varied from 0 to 1.2 at. %, the lattice resistivity

Heat conductivity measurements were carried out aw, practically did not change, and fdfy,=0 was close in
room temperature. Besides the heat conductivity itself, weabsolute magnitude to the value\df for PbTe doped with 2

1063-7834/98/40(7)/3/$15.00 1098 © 1998 American Institute of Physics
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TABLE I. Electrophysical characteristics of samples.

Matrix Dopant p-107 cm2 o, Q7 l.emt  x, mWIecmK)  a, uVIK
composition concentration, at. % (77 K) (300 K) (300 K) (300 K)
PbTe Tl
0.3 2.0 210 16
1.0 7.74 20.6
2.0 10.0 460 17 103
Phy ogTlo.02Te Na
0 10.0 460 17 103
0.25 10.0 470 18.4 108
0.60 9.1 406 18.9 -
0.90 8.0 454 19.1 -
1.20 6.7 412 19.3 -
1.50 5.7 646 19.6 130
2.0 7.8 730 20.0 122
2.5 13.0 1250 20.2 113

at. % TI. ForNy,>1.2 at. %,W, increases rapidly, with the (curvelin Fig. 3). When sodium is codoped into PbTe:®,
growth being noticeably in excess of experimental error. ~ first decreases, to begin again to increase starting fim

Let us consider thaV,=f(Ny,) relation obtained. We =1.2 at. %.
shall assume the variation @, to be due to specific features As already pointed out, our discussion of the results will
of phonon scattering in PbTe codoped with Tl and Na. Therbe based on the assumption that the phonon scattering cross
one can use loffe’s express%’m estimate the phonon scat- Section is dominated by the polarizing distortion of the crys-
tering cross sectiod from heat conductivity data: tal lattice by a charged impurifyIf one calculates the aver-

aged phonon-scattering cross section in the eNa

xlxo=W1/Wo=1+(N/No)@(lo/a), (1) sssten? using the reIatign roena)
whereN is the impurity concentratior), is the number of -
atoms per 1cr a is the separation t?etween neighboring D= (PN PNy (N7 Niva) 2
atoms,l is the phonon mean free path in an impurity-freethen, in the region where the phonon-scattering cross section
crystal, ® is the coefficient in the expressi@®= ®a? (Sis  from thallium atoms®y does not depend oNy, concen-
the cross section of phonon scattering from the impurity tration, ® is found to grow monotonically withN,. In par-
and x and o, W, and W, are the lattice heat conductivity ticular, curve2 in Fig. 3 shows graphically thé(Ny,) re-
and thermal lattice resistivity of the crystal with impurity and |ation for ®,,=4, which is close to the phonon scattering
without it, respectively. cross section from any charged impurity in PbTand &

It was found that with only one dopant present, thallium, =1 .9 (the value chosen by usThus one has to assume that
the phonon scattering cross sectibriecreases with increas- the scattering cross section from thallium atoms depends on
ing Tl content in PbTe. This decrease is small, and one mayodium concentration because of the change in the ratio of
assumedr=1.9. As for the dependence of the scatteringcharged to neutral thallium atoms induced by the codoping.
cross section on sodium content in PbTe: Tl samples contain-  To explain this feature, consider the model of quasi-local
ing Nna=2at. %, it exhibits a nonmonotonic behavior impurity states. As already pointed out, doping with thallium
which substitutes for lead creates an impurity level below the
valence-band top, and this level is substantially broadened,

430
o i/
3o

E 20 = -130
< g S
N 8 20 —H20>
g N g
K 10 £ 110 S

® 10 H0 3

1.0 2.0
M2 &5 %

FIG. 1. Dependence of heat conductivity(1) and additional lattice resis- FIG. 2. Dependence of heat conductivity(1) and additional lattice resis-
tivity AW, (2, 3) on thallium concentratioy, in PbTe at 300 K.(2) tivity AW, (2, 3) on sodium concentratioNy, in PbTe:Tl at 300 K.Nq,
calculated fromAW,= (xpyrer) 1= (%byrd "% (3 AW, introduced by a =2 at. % in all samples(2) AW, = (spyretingd 1= (*porer) 5 (3 AW,
charged impurity(1).® introduced by a charged impurity).®
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4 where the plugminus sign is taken folNy,<p (Nna>P), P
is the hole concentration in the valence bade, is the
phonon scattering cross section from the neutral Tl impurity,
and®S!'is that from charged Tl atoms. The cross section of
scattering by neutral thallium atoms calculated from the data
in Fig. 3 using Eq(3) was found to bab$=0.74, and that
for charged atomspS'=4.7, which is in a good agreement
with the assumption of the polarizing distortion of the lattice
by a charged impurity providing a dominant contribution to
the phonon-scattering cross section. Using the obtained val-
ues of®% and <" and assumingb$=3.7, we calculated
7 2 the d =f(Ny,) relation(curve3in Fig. 3. It is seen to be in
”n yab.% qualitative agreement with experiment.

* To conclude, the available experimental data on heat
FIG. 3. Phonon-scattering cross sectidnvs sodium concentration in conductivity in PbTeTI, Na) can be explained by assuming
PbTe(Tl, Na). (1)—calculation using loffe’s equatich(2, 3)—averaged  that part of TI atoms, which depends on the concentration of
cross sectionb calculated from Eqs(2) and(3), respectively. the codopant Na, is in neutral state. This means that the
model with negative Hubbard enefyig inapplicable to the
Tl impurity in PbTe.

primarily by resonant scatterirlef. The impurity band was
experimentally establishédo contain two electronic states
per each impurity atom.
In PbTe samples doped only with Tl, most of Tl atoms 1. Kaid d Yu. 1. Ravich, Usp. Fiz. Nadke§ 51 (1985 [sid
. . . . . . Kaiganov an u. I. Ravich, Usp. Fiz. Nal SIC|.
are in the neutral state, WIFh .a part of the impurity atoms 2y. 1. Kaidanov, S. A. Nemov, and Yu. |. Ravich, Fiz. Tekh. Poluprovodn.
equal to the hole concentrati@rin the valence band charged 26, 201 (1992 [Sov. Phys. Semicon@6, 113 (1992)].
negatively. Introduction of a small amount of a codopant, Na®V. I. Kaidanov, S. A. Nemov, and A. M. Zmev, Fiz. Tekh. Poluprovodn.
(Nna<p), reduces the fraction of charged atoms. For high 19 268(1985 [Sov. Phys. Semicond9, 165(1989].
tent f th d NC> Tl at b . I. A. Drabkin and B. Ya. Mizhes, Fiz. Tekh. Poluprovodr5, 625
contents of the codopant,>p) Tl atoms become posi-  (1gg1) [Sov. Phys. Semiconds, 357 (1981)].
tively charged. SYu. I. Ravich, B. A. Efimova, and I. A. Smirnowlethods of Semicon-
In other words, codoping with a donor or acceptor im- ductor In\_/estigati_on as Applied to the Lead Chalcogenides PbTe, PbSe,
purity changes the filling of Tl quasi-local statesp to a eandKPgi[iIt?nsR;;;;a%h:allilzegahrfg\?ccS)WAlgl\jsfrﬁov and A. B. Nuromski
total depletion or band filling by electronsecause of the i, Tyerd. TelaLeningrad 33, 1597(1991) [Sov. Phys. Solid Stata3
thallium impurity states in PbTe being amphoteric. This 901 (1991)].
changes the ratio of the charged to neutral impurity centers’E. D. Devyatkova and I. A. Smirnov, Fiz. Tverd. Télzeningrad 3, 2298

: : (1961 [Sov. Phys. Solid Statg, 1666(1961)].
The average cross sectidnwill now be 81. A. Smirnov, M. N. Vinogradova, N. V. Kolomoets, and L. M. Sysoeva,

5: [CI)%NTIi(DTI(NNa_ p)iCI)%h(p— Nia) ;)27.41;\132%]7'ela(Leningrad 9, 2638(1967 [Sov. Phys. Solid Stat6,

+ q)ﬁlgNNa]/( N7+ Nna), (3) Translated by G. Skrebtsov
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Additive contributions to the Seebeck and Peltier coefficients made by nonequilibrium

longitudinal optical phonons have been calculated. The results obtained are valid for any
temperature and applicable to polar nondegenerate semiconductors with low carrier concentrations.
The calculated components of the thermoelectric coefficients are exponentially small in the
low-temperature domain and reach a maximunkgi~7# wg. In materials with a large carrier

mass and strong electron-phonon coupling the contribution of optical phonons to the

Seebeck coefficient can exceed 1 mV/K. 1®98 American Institute of Physics.
[S1063-783%8)00807-1

Both the carrier drag by acoustic phonons and the re- We are going to use in the calculation isotropic parabolic
verse process are well studied at present. It is these phenorspectra of carriers and longitudinal optical vibrations
ena that dominate frequently at low temperatures the See- £ 2K2
beck and Peltier effects, respectively. In polar = ——,
semiconductors, carrier interaction with elastic optical vibra- 2m
tions is considerably stronger than that with acoustic onesHeremis the effective carrier mass. Paramedatetermines
Therefore, despite the lower group velocity of optical phonon dispersion.
phonons, their deviations from equilibrium state should be  The conservation laws allow an electron with wave vec-
taken into account when considering transport phenomena ifor k to interact with a quasi-particle witlg ~ maxk,«},
these materials. where is the abscissa of the point where specirainter-
Various versions of quasi-particle drag involving non- sect. Therefore, if the carriers in semiconductors are not too
equilibrium optical phonons were studied in Refs. I(sBe hea\/y, they entrain only |ong_Wave|ength phonons, for
also references in Refs. 2 angl Because of the inelasticity which the termag? is small compared to the limiting fre-
of electron scattering, the calculations were performed in thguencyw,. One cannot, however, neglect dispersidbth-
low- and high-temperature limits allowing the use of theerwise the group velocity of optical phonons will become
relaxation-time approximation. The contribution of drag tozero, and, hence, the heat flux carried by them will also
transport phenomena is maximum, howeverkgf ~#% wg vanish.
(wo is the limiting frequency of longitudinal optical In the approximation linear in parametar the phonon

phonong. Only in this case the number of quasi-particles incorrection to the Peltier coefficient can be written
the phonon subsystem is large enough, and their deviation

from equilibrium state is not too small. : )
This work makes use of a simple model to calculate the P e Pe

corrections to the Peltier and Seebeck coefficients in a po'%herewp andj are the densities, respectively, of the heat
semiconductor at an arbitrary temperature, due to a deviatiofyx transported by longitudinal optical phonons and of the
of longitudinal optical phonons from equilibrium. To sim- gjectric currentg is the carrier chargéor electronsge<0),

plify the calculations, we assumed that the coupling Withpp and P, are the total quasi-momenta of the phonon and
acoustic vibrations is the strongest of all the interactions ingjectron subsystems, and

volving optical phonons. This approximation is valid for low

wg=wot aqg?. (1)

:Vﬁ: hAw E

carrier concentrations. Aw—ar? 2= 2Ma 3)
1 h .
All the above vectors are parallel to the electric field, and
1. MAIN EQUATIONS only their moduli are used in the scalar coeffici€axt

It is well known that the coefficients of Seebe&,and In t_he problem_ considered here, the (_j|str|but|on func_t|_0n
of longitudinal optical phonons is determined by nonequilib-

Peltier,I1, are related throughl=TS. It is therefore suffi- .
. . .rium processes in the electron subsystem. It would be useful
cient to calculate one of them. We shall consider the contri-

. o . . to exclude it from our analysis. To do this, we invoke the
bution of nonequilibrium optical phonons to the Peltier ef- .
) o rphonon equation of Boltzmann
fect, because the isothermal processes underlying it are
simpler and more revealing. 0=Syet Spa: (4

1063-7834/98/40(7)/6/$15.00 1101 © 1998 American Institute of Physics



1102 Phys. Solid State 40 (7), July 1998 Ivanov et al.

whereS,; andS,, are the collisional integrals of longitudi- where 7,(q) = (vpat vpe)‘l. This inequality permits us to
nal optical phonons with carriers and acoustic vibrations, retransform the quasi-momentuf, in the starting equation
spectively. The left-hand side of the equation vanishes be2) to the form

cause of the Peltier effect being isothermal. The inte§gal 3

can be presented in the form of a sum Pp:ﬁf kef(K)ny(K) Pt (13)
Spe=Sho+ She, 5
P e S © where
where
SPe=— vpe( AN (0), (6) f(k)=271k72f To(W(A){ (9%~ &*)[No(@o)
+n )18(ex— &t g+ Frwg) + (9% + «2)
S,‘ie:w(q)f N (KH[1+No(wo) —No(ex—q)] Pk 1Ae™ B TR0 (A7
X[1+Ng(wg) —No(ek-q)]
X &(eg—ex—q—Tiwg) =[No(wo) +No(&x+q)] dq
2d%k ><5(8k—8k—q_hwo)}(27)3, (14
X 8(ex—exiqthwg)} 2m3 ()

andkg is the projection of the wave vector onto the direction
no(gk) and NO(wO) are, respectively, the Fermi and Planck of the electric fieldE. The pl’OdUCtﬁkf(k) may be consid-
functions,n;(k) andN,(q) are the anisotropic parts of the €red as the average contribution of an electron with wave
distribution functions which are linear in electric field. The vector k to the total quasi-momentum of the dragged
collisional frequency of phonons with equilibrium carriers phonons. For low carrier concentrations

Vpa>ma)( Vpe(Q)): (15
el @) =) | [ng(es) (e )] | , | |
and integral(14) is solved in elementary functiorisee Ap-
2d%k pendix.
X d(ex—ekrqthiog) 53, (8 The triple integrals determining the quasi-momeRia
(27) . g .
and P, can be readily reduced to single ones by expanding
and the function n,(k) in spherical harmonics
w(q) =87k awik g2 9
(@=8mhawye g O 0= ) Yin(9.0). 16

determining the probability of three-body collisions in polar
semiconductofs depend on the dimensionless electron-The polar angled is reckoned from the electric-field direc-
phonon coupling constart. Each of the terms in the linear- tion. Becausd depends only on the modulus kf andkg
ized collisional integral(5) describes the processes where«Y,,, Eq.(13) transforms to
only one of the interacting subsystems is nonequilibrium.
The superscript refers to this subsystem. h ® g

The major nonelectronic channel of nonequilibrium P= 1275 fo K°F (k)nyo(k)dk, (17
optical-vibration relaxation is apparently the decay into two
acoustic phonon&:*° At temperatureksT ~7 w, the acous-  where F(k)=f(k) for quasi-momentunP,, and F(k)=1
tic subsystem is close to equilibrium. Therefore the colli-for Pe.

sional integralS;, in Eq. (4) can be recast in the relaxation- To calculate coefficiemo(k) in expansion16), we use
time approximation the electronic equation of Boltzmann in the form
Spa= — vpaN1(0). (10 N1(k)=n2(K) + 7ed(K) Sep, (18

The frequency of long-wavelength quasi-particle deegy  where
can be writter® 5 "
n erT
0 _ _0 _ ed
ﬂ” ni(k)=—*% 08kuk, u o

E. (19)

1+2N (11
o\ 2

_ 0
Vpa= Vpa

It is assumed that besides the interaction of carriers with
Its temperature behavior is dominated by the factor in theoptical phonons described by the collisional integ8al,
brackets. Besides, this frequency is practically independerthere is an additional scattering mechanism for which the
of the quasi-particle wave vectot3Therefore paramete}r‘;a relaxation-time approximation is valid. We shall refer to it

may be considered constant. conventionally as electron interaction with “defects.” We
We can now readily expre$¢;(q) throughn,(k). Sub- assume also that the relaxation time corresponding to this
stituting Eqgs.(5), (6), and(10) in (4), we come to process obeys a power law dependencéon

N1(0)=75(0) Sfe. (12) Ted K) = Tox?", (20)
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where x=k/ k. For instance, for scattering from acoustical To derive the equation for coefficien(x),% multiply

phonons = —1/2, and for scattering from ionized impurities (18) by Y;o(7,¢) and integrate it over angle taking into ac-

r=3/2. count the orthogonality of the spherical harmonics. We fi-
The collisional integrabB,, can be conveniently divided nally come to

into two parts
Sep=SE,+ 2y 21) b1 (X)N1o( VX“= 1)+ by(X)N1g(X) +ba(X)N1o( VX“+1)
=nig(x), (26)

The termS‘:;p depends only on the electron distribution func-

tion ny(k) and describes collisions with equilibrium where

phonons. The terrﬁgptakes into account the nonequilibrium

state of phonons and is responsible for the reverse carrier bl(x)=—aworngoa(x—l)xz“l

drag by phonons. It is very difficult to cglculate the contri- o1

bution due to mutual drag of quasi-particlés thermoelec- X" e

tric effects. Let us consider a semiconductor with a low car- X{ th’](x-l- x=1) l] ' @7

rier concentration satisfying inequalit{5). In this limiting

case the tern§;, may be neglected compared $§,. b2(X) =1+ Teq(X) vep(X), (28
The relation of inequality(15) to the smallness of the

reverse drag allows a straightforward explanation. In normal  ba(X) = — @wqrag(Ng+1)x? 1

scattering processes, the quasi-momentum is conserved. o241

Therefore, for any distribution function, the rate of transfer X T

of quasi-momentum from one subsystem is exactly equal but X{ Xy/X2+ 1 InGct yx+1) l} ' 9

opposite in sign to that of its reception by the other sub-

system. In the case being considered here, this statement re- n9y(x)=Cro x> " exp(— 7x?), (30

duces to the following equalities
n=hwyl/kgT, andC is a factor which does not depend »n

U AKSe 2d% :Uﬁqse d°q (22) and cancels when one calculates the r&jdP..
eP(2m)° Pe(2m)3 We shall consider variable as a fixed parameter. Then
ER dq coefficientnyo(x) will _correspond_to a carrier with energy
U ﬁksgp_s :‘ f ﬁqsge_3 ) (23) e=hwx?, and the linear equatiof26) relates the coeffi-
(2m) (27) cient to be found with two others corresponding to the ener-
If both relation(15) and Eqs(4), (6), and(10) are met, then giesfiwy(x?*1). It is to these levels that the carrier trans-
the right-hand side of equality2?) will be substantially ~fers upon interaction with an optical phonon. Equati@f)
larger than that of23). Hence the left-hand sides of equali- iS valid for an arbitrary. Therefore one can consider a set of
ties (22) and (23) are in the same relation to one another. Inequidistant leveldi wo(x*+i) and write for each of them a
other words, only an insignificant part of the quasi-relation of the type(26). We shall obtain in this way an
momentum imparted to phonons returns back to the elednfinite set of linear equations
tronic subsystem. Note also that we have nowhere fixed the
distribution functions in an explicit form, with the relations .0, 7 .
used specifying only their connection. Therefore the integral JZO CyMao X+ =Ny X7+, 1=0,1,2, ..,
on the left-hand side of Eq23) should be small for any (31
function N4(q) determining it. This is possible if the inte-
grand itself is small. Thus the inequalitgt | <|Sc,| is in-

where only the coefficients

deed upheld at any point in phase space. =Dl (X i =bo(VX2+i
The remaining term in Eq(21) can be written in our -1 =Py, G =ba(VXHD,
approximation Cii+1=ba(VX?+i) (32

SE = —ve(k)Nng(k . . . . .
P epll)N1(K) are nonzero. In the form it is written, this system is valid for

) x<1. This does not restrict the generality of the approach,
+fw(k —K){Nod(s— & —fiwo) since the solution of the system is a set of relations
nio(VX2+i) whose regions of definition cover the whole
(24) range of carrier energy variation.
(2m)*®’ The distribution function decreases exponentially with
increasing energy, and therefore one can always truncate the

3kr
+(No+ 1)5(8k_8kr+ﬁw0)}n1(k,)

where
set(31) at thelth equation by replacing in it;o( VXx?+1+1)
Vep(K)=2awex ™ H{Ng IN(x+ yX*+ 1)+ 6(x—1) with ndy(\Vx?+1+1), or by dropping altogether the term
TS containing this function. The number of retained equations
X (No+D)In(x+Vx"—1)}, 29 depends on temperature. For example,4&f1 one can re-

No=Ng(wg), and functiond(t) vanishes fort<0 and is tain two or three equations. In this case one will easily find
equal to one fot=0. an analytic solution to the system.
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2. DRAG THERMOPOWER

We have been dealing until now with calculation of the
Peltier coefficient(2). In practice one most frequently uses
the Seebeck coefficient. In order to determine the contribu-
tion of nonequilibrium optical phonons to the Seebeck effect,
it is sufficient to divide(2) by temperature. Taking into ac-

count the explicit form of functiori(k) in the approximation =
of low carrier concentratiofAl), we obtain ;;
ksaAw
So=———o—D(mnir,s), (33
€Vpa
where
Py
D(mir,s)=n5, (34)
Pe

s=awyTey, and P, differs from P, in the absence of the
factor awolvga in f(k). Function(34) is always positive.
Therefore the sign of thermopower depends on that of pa-
rametera in the phonon spectrum and the carrier type. If
a>0, the sign ofS; coincides with that of the diffusion-
induced thermopower.

The dimensionless parametgrdetermines the relative
significance of carrier interactions with optical phonons and

Ivanov et al.

“defects.” Two limiting cases here are of interesi. -0 FIG. 1. D, () relations for different values d&) r and(b) D(7).

and 9 s—o,
In the first case,72d<(awo)*l, and, hence, one may

neglect electron-phonon coupling when calculating functior}:3/2. Each of these relations can be identified with a fixed

D. In these conditionsg,; in Eq. (31) turns out to be an
identity matrix

Nyo(X) = Njg(X), (35)

which simplifies considerably the calculation of the
D(%;r,0)=D,(#) relation. In some cases one succeeds i
expressingD,(#n) through modified Bessel functionsee
Appendix. The family of theD,(#) curves is displayed in
Fig. la.

In the second case-,gd>(awo)*1, and therefore only

value ofs. For some relaxation processes this parameter can
itself be a function ofy.

We readily see that the temperature dependencs, of
similarly to the case of carrier drag by acoustic phonons, has
a clearly pronounced maximum. The high-temperature re-

ngion is characterized by a power-law falloff &, and Il

with increasing temperatufsee Eq(A5)]. Particularly slow
is the variation of the Peltier coefficient. The decrease of the

electron-phonon interaction account for the carrier quasi-

momentum relaxation. One may drop the additive ones in the 7.0+

diagonal elements of matrig;;, and divide after that all
equations of set31) by awqreq(VX2+i). This procedure
will exclude from the equations the factors containing,
and the solution will become proportional teg,) ~*. The
latter parameter combination does not affect the rafiP.. .
Of all the arguments in th®(#;r,)=D(7%) relation only
the reciprocal reduced temperatuyevill be retained. Func-
tion D( %) is shown graphically in Fig. 1b.

The temperature dependence of the Seebeck coefficient

(33) is dominated by functio®. The actual curve from the

family displayed in Fig. 1 is chosen in accordance with the
operative relaxation mechanism of the electronic subsystem.

The quantityS; is determined by factoIKBaAw/evga. The

maxima of the curves in Fig. 1 acquire the heights of order
unity. Therefore, this factor allows easy estimation of the

phonon contribution to the Seebeck coefficient.

In a general case, aincreases, th®,(#») curves trans-
form gradually intoD(#). Figure 2 presents by way of il-
lustration a family of such intermediate relations for

0 2 3 10

FIG. 2. D(#;r,s) function for several values afand a fixedr = 3/2.
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phonon relaxation time is partially compensated by the in-Substitution of the above values of the parameters reduces
crease in their number. inequality(38) to a still simpler formn<10"3«>. The value

In contrast to the acoustic-phonon drag, in the low-of «* may vary within a broad range, but it can be readily
temperature domain one observes an exponential variation cflculated for any given material.
the relationsS,(7) andII,(7) [see Eq.(A4)]. The reason It is extremely difficult to investigate the range of ap-
for this is actually quite simple, namely, carriers in the pas-plicability of Eq. (9) to processes involving long-wavelength
sive region €,<fwg) can impart their momenturfwe have  quasi-particles wittg~k~ . Crude estimates can be made
in mind here the Peltier effeconly through scattering from using a theory* developed for short-wavelength phonons. It
the already available optical phonons, whose number foturns out that, for concentrations satisfying relati88), one
n>1 is exponentially small. The probability of phonon may neglect polarization-field screening. Thus it is the in-
emission by electrons in the active regien£fiwg) is prac-  equality (38) that determines the carrier concentration range
tically independent of the presence of elastic excitations. Thavithin which our results are correct.
number of carriers with such energy is, however, also expo- This calculation was based also on two other simplifying

nentially small. assumptions
Somewhat unexpected is the decrease of funddiavith
. . o o b Aw
increasing role of electron-phonon coupliffgig. 2). A simi- K< =, <1. (39
lar shift of theD, (%) curves down is observed to occur with 2 @Wo

decreasing parameter(Fig. 1a. These two features have a Hereb is the length of the smallest reciprocal-lattice vector.
common origin. As shown in the Appendix, as a result of theThe product A« determines the characteristic quasi-
nonphonon carrier scattering dominating even at low temmomentum of the phonons interacting with carriers. There-
peratures, the major contribution to the Peltier effect comesore the first inequality has permitted us to restrict ourselves
from electrons in the active region. A decrease tauses a to a parabolic elastic-excitation spectrh). Due to the sec-
decrease in the relaxation time of these carriers, of functiomnd relation we retained in E¢2) only the term linear in
ni(k) in this energy region, and, hence, of the total phonom . As already pointed out, however, the calculated coef-
quasi-momentum determining relatid84) as well. Simi- ficients I1, and S, are exponentially small in the low-
larly, inclusion of electron-phonon coupling becomes manitemperature domain. Therefore the higher-order terms disre-
fest in a rapidly decreasing deviation from equilibrium of garded here may turn out to be significant and even dominant
carriers withe =% w, through creation of optical phonons. for »>1.
Inequalities(39) break down in materials with very large
effective carrier masses. This follows directly from the defi-
3. APPLICABILITY RANGE OF THE CALCULATION nitions (3). Besides, the Boltzmann equation formalism em-
The most essential limitation on the generality of thePl0yed here is inapplicable to semiconductors with strong
above calculations is imposed by the assumption of low car€!€ctron-phonon coupling. Foe~1, the quantum uncer-
rier concentration. To be more exact, we have used in thiinty of electron energy is comparable to the scate,
calculation relation(15), assumed the carriers to be nonde-Ccharacteristic of the problem considered here.

generate, and did not take into account in Bj.the screen- At the same time it is for the materials with sufficiently
ing by electrons of the polarization fields. largeam and « that phonon contributions to the thermoelec-

Consider limitation(15). In the absence of degeneracy, tfic coefficients may become dominant. Fo&~0.1w, and

the integral in Eq(8) is easily taken to yield a~0.5, Eq.(33) may be used apparently for crude estimates.
In this case the maximum value &, is ~3 mV/K. For

vpe(q)=2awee’ 7~ sin 7,3 exp — 2( 21 y-2) comparison, the electronic contributf%tn the Seebeck co-
peld 0= 2y gy ’ efficient for u~—8 [the chosen value of the chemical poten-
(36) tial satisfies conditior{37)] does not exceed 1 mV/K.
where u is the chemical potential in units d€zT, and Support of the Russian Fundamental Research Founda-

y=a/«. Substitution of this relation reduces inequaliyg) ~ tion (Grant 95-02-04103as gratefully acknowledged.
to

VD> aweetn tg(n), (37)  APPENDIX: FUNCTIONS f(k) AND D,(7)

whereg(#n) is a function close to unity in the temperature If inequality (15) is satisfied,r, in Eq. (14) is deter-
region of interest to us here. For the typical valu‘egs:1 mined only by frequency,, and does not depend an
~10 3wy, a~0.1, and7< 10, the necessary condition Besides, the carriers are not degenerate in this case and,
for inequality (37) to be met is nondegeneracy of the carrierstherefore, one may dropg(ei-+4) in Eq. (14). In this ap-
(e*<1). proximation, integration is performed easily to yield for

It is more convenient to use carrier concentratioiman  function f (k)
the chemical potential. Expressing” through this

_ -1,-3 2 _ 2
concentratiorf, and droppingg(7), we obtain in place of F(k) = aworpa X {No[x X+ 1= In(x+ yx“+ 1)]
Eq. (37) +0(x—1)(Ng+ 1)[xyx2—1+In(x+ yx*—1)]}.

n< VgaK3/4’lT3/2a won*?. (39 (A1)
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12 }, el dominate at any rate the Peltier effect at any temperdthee
R . processes responsible for the Seebeck effect were not con-
9=10 sidered in this work
. It is appropriate now to analyze the asymptotic behavior
: of functionD,( 7). For >2
0.8 :
~ : 2 V7
s T e e e T
N Y rt24—7
8
0.3
and for n<<2
Lr+2) ,
Dr(ﬁ)ﬂmﬂ : (A5)
\ | . The last relation yields, in particular, a very slow decrease of
0 1 2 3 the Peltier coefficient with increasing temperaturH ,(
@2 o 771/2)_

FIG. 3. Reduced electronic contribution to phonon quasi-momentum as a If the scattering parameter is a positive int_e'ger, the
function of reduced electron wave number calculated for three valugs of integral (A3) can be expressed through modified Bessel

functions. For instance

The first term in braces is due to carrier scattering from lon- | ()= le<2 , (A6)
gitudinal optical phonons, and the second, to creation of the 7 2
latter by electrons in the active region.

As already pointed outikf(k) is the average contribu- | Tk n . EK n (A7)
tion of an electron with a wave vectdt to the quasi- 1(7) n| %2 N2/

momentum of the dragged phonons. Figure 3 shows graphi-
cally a family of xf’(k) relations. Functionf’(k) differs  In a general case relatioDd,(#) can be calculated by nu-
from f(k) in the absence of factcwiolvga. We readily see merical technigues.
that each carrier in the active region drags phonons much
more effectively than that in the passive one.
If nonphonon scattering is dominant in the electronic
subsystemg—0), the ra’[ioP,’)/Pe can be easily calculated.
Using Egs.(17), (30), (35), and(Al), one can write function  Ywe shall not consider acousto-optical dfdg,which optical phonons only

(34) in the form transfer the quasi-momentum obtained from electrons to acoustic vibra-
tions and can have no dispersion at all.
77r+7/2|r(77) 2In place ofn;o(x) we should have writtem;,(x)=n,o(kx). We have
D,(n)= (A2) dropped the prime hoping that this would not give rise to any confusion
16[(r +5/2)cost(7/4) thereafter
where
* . n . z
I ()= f dzsinhz ex;{ -3 coshz)[smhzr(z)
0
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Studies were made of the low-temperature optical and photoelectric properties offéd e
crystals &=0.0038) which provided information on the optical quality of these crystals

and the nature of their inhomogeneity, and also revealed de€pifgurity centers and singly
charged acceptor complexes. It was established that these complexes, which include

doubly charged cadmium vacancies and ionized donors, are anisotropic. It was shown that their
anisotropy is determined by the nature of the donor atom and its position in the crystal

lattice (at a cationic or anionic sijeSince these crystals contain real deep impurity centers and
acceptor complexes, a mechanism is proposed for the photorefractive effect in these
crystals. It was observed for the first time that the photorefractive properties of CdTe crystals
containing impurity 8 elements may exhibit anisotropy unrelated to that of the

electrooptic effect. ©1998 American Institute of Physid$S1063-783%8)00907-]

Semiconductor CdTe crystals doped with elements ofn these materials but also to select the optimum crystal ori-
iron-group transition metals (B elements are among the entation for this recording.
most promising photorefractive materials for the near infra- It has been showfr' that an efficient method of obtaining
red. For instance, the electrooptic coefficients of CdTe arghis information for CdTe crystals containingd &lements
three times higher and the sensitivity twice as high as thénvolves complex low-temperature investigations of their op-
corresponding values for GaAs and InP crystakhis en- tical properties and photogalvanic current spectra. In this last
hancement of the parameters becomes quadratic in the di¢ase, differently oriented noncubic centers present in the
fraction efficiency of the photorefractive grating. An addi- crystals will be excited differently by a directional light
tional advantage of these materials compared with BgTiObea"f. Thu;, the intensities of_ the bands of photoion?zation
and LiNbO; oxide crystals whose photorefractive propertiestransitions in the photogalv_amc current spectra for different
have now been studied fairly comprehensively, is that theydrUPS of centers should differ. This means that these mea-
have a much faster response time because of the high mobfid'éments can be used to detect and study noncubic impurity
ity of photoexcited carriers in semiconductor crystals. How-centers and complex intrinsic defects in cubic CdTe crystals.

ever, studies of the photorefractive properties of these mate- Here we report low-temperature studies of the optical

rials have neglected their optical quality, the presence of reaefnd photoelectric properties of (-0FeTe crystals 1o obtain

. . o .Jnformation on the optical quality of these crystals and to
deep impurity centers and intrinsic structural defects, their : Y .
. establish the nature of their inhomogeneity, and also to de-

nature, and their energy and crystal structure. Thus, the mi- . L ; T
ect anisotropic impurity complexes and intrinsic structural

cr%rpeir(]:ir:]an;m Iforrnthri prrl]otoref;atc tl\ée ecjfetCtrrI:ir?(:jTew%?l itaillsdefects, and to determine their nature and the position of the
co .":1 bl 9 | ee de s has ye ho he de ff b © t ¢ tsenergy levels. The results are used to propose for the first
Inevitably slowing down research aimed at fabricaling matey; o 5 mechanism for the appearance of the photorefractive

rials Wlth specific c_:ontrollable photor_efractlve properties.  otact and its anisotropy caused by the presence of aniso-
The |ncor_porat|on Ofa elements in CdTe _cry_stal_s leads tropic centers in CdTe crystals containind 8lements.
to the formation of deep impurity levefsPhotoionization of

these impurity centers results in the formation of free carriers
whose diffusion creates a space-charge field and therefore EXPERIMENTAL METHOD
changes the refractive index as a result of the eIectroopti&'

effect. At the same time, ionized deep-impurity centers may  The Cd_,FeTe crystals were grown by the Bridgman
function as traps for photoexcited carriers. Hence, the impumethod. During the growth process a suitable quantity of
rity states of 3l elements play a decisive role in the appear-te|lurium atoms was added together with iron atoh¥&he
ance of the photorefractive properties of semiconductor Mampurity concentration was determined using an MS-46
terials. Therefore, the acquisition of the most comprehensivg-ray microanalyzer and was=0.0038. The samples were
information on the energy and crystal structure of deeporiented by x-ray diffraction.

impurity centers and structural defects with allowance forthe  The absorption and photogalvanic current spectra were
possible formation of various anisotropic complexes in cubianeasured with a KSVU-23 device. For the low-temperature
CdTe crystals is important not only to determine the micro-studies the crystals were placed in a cryostat whose tempera-
mechanism for the photorefractive recording of informationture was kept constant to within 0.1 K. The photogalvanic

1063-7834/98/40(7)/5/$15.00 1107 © 1998 American Institute of Physics
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current spectra were excited using a KGM-250 lamp with a
stabilized power supply and were recorded with a V7-30 #
voltmeter-electrometer.

The photogalvanic current spectra were measured usin
plane-parallel samples whose thickndssatisfied the condi-
tion kd>1, i.e., the light was absorbed at the front surface of 451
the crystal. Grid electrodes were deposited on the naturat
cleaved faces of the crystalthe front and rear facg¢per- 5“
pendicular to the direction of propagation of the light and ™
their ohmicity was checked. As a result of the nonuniform
depth distribution of excess minority carriers in the crystal, o
illumination of the samples produces a diffusion current per-
pendicular to the crystal surfageince the cross section of
the incident light was uniform, this eliminated carrier diffu-
sion perpendicular to the direction of propagation of the L ! L L L
light). As a result of the establishment of equilibrium in an & o 8\1,'5 15
isolated sample, a potential difference is created between the ’
illuminated and dark surfaces of the crystal, which is responFIG. 1. Absorption spectrum of GdgsF& gossle Crystals all =4.5(1) and
sible for the Dember photoemf. In our measurements thé%0 K (.
input resistance of the electrometer was much lower than the

resistivity of the samples so that in these experiments W?h . o . - .
e - at exciton excitations are highly sensitive to various types
measured a diffusion current close to the short-circuit cur-

N : . ; .~ of defects and impurities in crystals. Thus, the fact that low-
rent. The direction of this current is determined by the direc- . . .
. : : . . .~ temperature exciton reflection and photoluminescence spec-
tion of the carrier concentration gradient, i.e., by the direc-

. . ; tra are observedFig. 2) indicates that the samples are of
tion of light propagation. The samples were exposed t(}airl o0od optical qualit

unpolarized monochromatic light so that we could ignore the i‘g analypsis ofqthe ){).bserved photoluminescence spec-
polarization of the exciting light when a monochromator "8trum reveals an exciton emission line from a shallow accep-
used. The polarity of the photogalvar{ghotodiffusion cur-

O . . . .
rent was determined by the polarity of the charge observed é?r ('.A‘ X line) which is a complex, singly charged center

the front(illuminated surface of the sample and was oppo- 002;'5?ngofi;egogggoih[ggedi c;adr:L(Jvrg_vaB%n)\lﬁci)n?enig
site that of the excited carriers. Thus, in this case measure: gly lomzec AR j
ments of the photogalvanic current allowed us to determing haracteristics in the form of mﬂectgons., V'S'.ble. at the long-
not only the energy but also the type of phototransitions. Th nd short-wavelength wings of the’X line, indicate that

photogalvanic current spectra were normalized to the sam .dl*XFP“Te crystgls contal_n other shallow acceptor levels
number of incident photons. with different binding energies. The spectrum also reveals an

: . ission lin ign Xciton n neutral donor
The photoluminescence spectra were measured using gh1Ssio e assigned to excitons bound at neutral donors

SDL-1 spectrometer. An LGN-404 argon laser was used for

excitation, together with an RE62 photodetector. /\/
2

2. EXPERIMENTAL RESULTS AND DISCUSSION

1
&
-

It can be seen from Fig. 1 that, at liquid-helium tempera-
ture, background absorption of 2.0 this observed in the
transparency region of a Gd,FeTe crystal (around
1.0 eV). According to Ref. 3, absorption in the 1€%
<1.25 eV range is caused by the following photoionization
transition:

FE"+ho—Fet +e.

The absorption band &=4.5 K (curvelin Fig. 1) near the l L
absorption edge (1.25E<1.48 eV) depends on the impu-
rity concentration and corresponds to intracenter absorption
between the’E°D-°T,(3H)-states of the Fe& impurity
ion At T=300 K (curve 2 in Fig. 1) the band is strongly
broadened and overlaps with the fundamental absorption P T U WY SRS
edge of the CdTe crystal. 760 775
It should be noted that the background absorption is A,nm

mainly attributable to light scattering by crystal inhomoge-gig. 2. photoluminescencél) and exciton reflection spectrur(®) of
neities formed as a result of the CdTe doping. It is KnDWN Cdy gesF €, cosgTe Crystals aff = 4.5 K.

B aaad

I,arb. units

'e J
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(D°X lines). It should be noted that the shallow donor and
acceptor states observed in the emission spectra of bound l
excitons strongly influence the electrical properties of CdTe 4
crystals’ Thus, theA°X- and D°X emission lines may be

taken as indicators of the electrical properties of the crystals 3 1 N2
and their intensities are proportional to the concentration of
shallow acceptors and donors, respectively. It can be seen -
from Fig. 2 that theD®X line is broadened as a result of its
overlap with the shorter-wavelength emission line of exci-

. units
to
)
\.
hN

o SN
tons trapped at potential fluctuations of the crystal lattice é}, m._. < j\
(M°X line) which appear as a result of the nonuniform dis- "~ OF——=73 VYR R T Ip—y
tribution of iron impurity centers in CdTe crystals. A conse- \ O he,ev
guence of this disordering is some broadening of the exciton N e~
reflection band compared with the undoped crystal. Another i 1\ /Y '\ 4
factor responsible for broadening of the exciton reflection v \V./g

band is the scattering of excitons at the impurity potefitial.
The observed short-wavelengiitompared with undoped
CdT@ shift of the exciton reflection bandaround 5 me\)’ FIG. 3. Photogalvanic cu_rrent spectr_um of Gk e gozsT € crystals afl
indicates that semiconductor solid-substitution solutions ar§78 K. 1-3 — propagation of light in the(110-, (100-, and (111)-
irections, respectlvely.

formed — semimagnetic Gd,Fe Te semiconductors.

The nonuniform distribution of iron impurity atoms in
these crystals is to some extent attributable to the formatiod.485 and 1.585 eV. The high-energy band is caused by ex-
of magnetically ordered clusters. This conclusion followsciton dissociation and indicat@stype conductivity when the
from the results of measurements of the low-temperature operystal is excited in the(110) direction. The band near
tical spectra, the magnetic susceptibility, and its aniso1.500 eV was observed previously in CdTe crystals doped
tropy3° The formation of these clusters depends on the conwith other & elements(V, Ni, and Te in Refs. 10, 11, and
centration of iron atoms. For example, when the concentral2, respectively This indicates that this band is caused by
tion is Np<2x10"cm 3 (x=0.0013), the Fe ions are the presence of intrinsic structural defects in the crystal while
mainly contained in CdTe crystals as isolated doublyit polarity indicates photoionization of electrons from the
charged ions. The magnetic susceptibility of these crystals iacceptor level to the conduction band. Since the high-
described by the Curie—Weiss law and the samples are magitensity 1.485 eV band is only observed for {0y direc-
netically isotropic. When the concentration Ng>2  tion, this acceptor level belongs to an anisotropic center
x 10'° cm™3, the temperature dependence of the paramagwhose axis coincides with thi10) direction in the crystal.
netic component of the susceptibility deviates from theln studies of the photoluminescence spectra of bound exci-
Curie—Weiss law and some magnetic anisotropy appearsons, whose results were presented above, it was established
These changes are caused by the formation of magneticalthat in these Cd ,FeTe crystals the majority shallow ac-
ordered clusters in Gd,FeTe crystals which are also ceptor is a singly chargedxléa—Dﬂ center. It should be
present in the crystals studied since the concentration of ironoted that in an earlier stutfelectroabsorption revealed the
atoms isx=0.0038. At these concentrations the iron impu-existence of a complex center involving a cadmium vacancy
rity ions may be in other charge states as well as doublyand a donor bound to a chlorine impurity. Since chlorine
charged® atoms replace tellurium vacancies, the orientation of this

Thus, these low-temperature studies of the optical propeomplex corresponded to tki@11) direction. In our case, the
erties of Cd_,FegTe crystals have yielded information on ionized donors are evidently accidental impurities of group
the homogeneity of the crystals, on the presence of deebl atoms (Ga, In, or A) positioned at cationic sites in the
impurity levels of F&" ions, and also on shallow acceptor (110 direction. Thus, the 1.485 eV band is caused by pho-
and donor defects, which are primarily responsible for theoionizing transitions involving this anisotropic center.
electrical properties of these crystals. Information on the en- It can be seen from Fig. 3 that regardless of the direction
ergy position of the levels of these impurity centers and in-of propagation of light, the photogalvanic-current spectrum
trinsic defects relative to the crystal energy bands may beeveals a broad positive band with a peak near 1.330 eV
obtained by measuring the photogalvanic-current spétfra. whose energy position matches that of the intracenter ab-

In the photogalvanic-current spectra of these crystalsorption band between tR&(°D) and®T,(3H) states of the
(Fig. 3) the positive bands are caused by photoionizing tranFe?* ion Since the direct photoionization energy of’Fe
sitions of electrons from impurity or defect levels to the con-ions is 1.08 eV, this impurity-center excited state is in reso-
duction band, while the negative bands are attributed to theance with the conduction band. The appearance of a
excitation of valence-band electrons to discrete levels posiphotogalvanic-current signal in this part of the spectrum is
tioned in the crystal band gdphotoionization of holes from caused by auto-ionization of electrons from an excited impu-
impurity levels to the valence bap@iWhen light propagates rity level to the conduction band. A consequence of this reso-
in the (110) direction, the photogalvanic current spectrum nance is the observation of a broad structureless asymmetric
consists of two positive bands whose peaks correspond tiotracenter absorption ban@urve 1 in Fig. 1). Since the
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1.330 eV band is observed for different directions of propaimpurity centers. The absorption of laser light by the crystal,
gation of the light, it is clearly associated with the excitationwhich varies in space during the formation of a photorefrac-
of isolated iron impurity ions. It can be seen from Fig. 3 tive grating, leads to the formation of a periodic distribution
(curve3) that the photogalvanic-current spectrum also exhib-of free electrons. These electrons diffuse from regions of
its a broad band near 1.400 eV which may be assigned to drigh concentrations to regions of low concentrations and
anisotropic center whose axis is in thl1) direction. This  then recombine with F& centers to form neutral B& cen-
center may be a complex incorporating an iron ion and ders. Thus, in the regions of the crystal corresponding to the
donor positioned at an anionic site, whose formation may b@eaks of the diffraction grating, the concentration of Fe
attributed to the presence of accidental chlorine atoms in theenters is higher than that required to compensate for the
crystal. negatively charged acceptor centers. In other regions of the
It can be seen from Fig. 3 that the negative 1.495 e\crystal some distance from the peaks of the diffraction pat-
band observed in the photogalvanic-current spectrum, whet@rn, there is an excess of singly charged acceptors as a result
light propagates in thé111) direction, is complex. The long- of trapping of electrons by Pé centers. The excess ionized
wavelength wing reveals a kinfindicated by the arrow on deep donor F& centers near the diffraction pattern peaks
curve 3) whose energy position matches that of the positiveand the excess uncompensated acceptors in other parts of the
1.485 eV band for th¢110) direction. It should be noted that crystal result in the formation of a periodic space charge field
in this last case such a feature is observed on the shortvhich modulates the refractive index and thus produces the
wavelength wing of the high-intensity batiddicated by the ~photorefractive effect. It has been shown that different aniso-
arrow on curvel). This indicates that the photogalvanic- tropic acceptor centers having different orientations are ob-
current band in the range 1.48—1.50 eV is complex and iserved in these crystals. This has the result that, depending
attributable to the appearance of various photoionizing tranon the direction of the exciting light, particular centers un-
sitions in the spectrum. Specifically, the 1.495 eV band maylergo photoionization so that they cannot participate in com-
be assigned to transitions from the valence band to a levdlensating ionized deep donorFecenters. Thus, assuming
with the energyE.—0.10 eV which corresponds to a com- that the crystal contains different concentrations of particular
plex center comprising cadmium vacancies and chlorine at@nisotropic centers having different orientations, the magni-
oms in place of tellurium. Such an anisotropic center is ori-tude of the photorefractive effect should depend on the mag-
ented in the(111) direction. When light propagates in the nitude of the photorefractive effect relative to the direction of
(100 direction, a negative band is observed at 1.505 eV. It$he exciting light(in addition to the dependence arising from
appearance is attributed to the presence of another Eevel differences in the electrooptic effect for different directions
—0.09 eV which is formed as a result of the presence of an the crystal. It should be noted that when a C4FeTe
complex incorporating a cadmium vacancy and group IIl atCrystal is excited by neodymium laser radiation &t
oms positioned at a cationic site in th&00) direction. The =300 K, singly charged acceptor centers may undergo
1.54 eV band is assigned to transitions involving the levePhotoionization as a result of optical transitions involving the
E.—0.05 eV. A positive 1.45 eV band is also observed forabsorption of many longitudinal optical phonons. We are of
the (100 direction. The energy position of this band indi- the opinion that, in its general form, the proposed model for
cates that an acceptor level with,+0.14 eV also partici- the formation of the photorefractive effect and its anisotropy
pates in the photoionizing transition, which according to Refalso applies to other @ impurity elements, especially for
14, corresponds to an ionized interstitial tellurium atom orvanadium-doped CdTe crystals which are the most promis-
the complex (lagVe). The appearance of the 1.45 eV banding photorefractive materials for the near infrafed:*® To
for the (100 direction is evidently attributable to the in- conclude, it should also be noted that these investigations of
volvement of this anisotropic acceptor complex whereas fothe photogalvanic current spectra for different directions of
the other directions it is attributed to an isolated acceptoPropagation of light indicate that these measurements are a
center. fairly effective method of detecting anisotropic centers in
Thus, studies of the photogalvanic current spectra ofubic photorefractive crystals, of determining their photoion-
these crystals revealed the photoionization of deep levels irization energies and orientation in the crystal, and also for
volving FE€" ions, causing their charge transfer to thé Fe optimizing the orientation of the crystals when these are used
state. It should be noted that for CdTe crystals containings photorefractive elements.
iron impurity atoms, ESR also revealed the presence of iron
ions in the stable Fé state. In this case, the positive charge IR B. Bvisma. P. M. Bridenbauah. b. H. Olson. and A. M. Glass. Apol
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tion in the dark should correspond to that of the’ Féons. Babii, Fiz. Tekh. Poluprovodr27, 1650(1993 [Semiconductor27, 906
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mechanism for the appearance of the photorefractive effech- A. Kaplyanski, Opt. Spectroscl, 614 (1969. _ '
in these crystals. When Ga,FeTe arysals are excited by 1,7, STEike AUl At o octrs Dserfonson
Nd laser radiation, the photorefractive effect may occur as &g seto, A. Tanaka, Y. Masa, S. Dairaku, and M. Kawashima, Appl. Phys.
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By analyzing the signal formed by the photoacoustic effect as a function of the light modulation
frequency, it is shown that this effect may be used to determine the thermal conductivity

of diamond materials. The method is checked experimentally for two types of polycrystalline
diamond films grown by chemical vapor deposition with the gaseous medium activated

by a dc discharge and a microwave discharge. The data obtained on the thermal conductivity of
the films are discussed with reference to the results of an investigation of the optical

absorption, Raman light scattering, and cathodoluminescence of similar films. It is shown that
the thermal conductivity of polycrystalline diamond films depends on the structural
characteristics, which are determined by the deposition conditions1998 American Institute

of Physics[S1063-783%8)01007-7

Following the development of relatively simple methodsthe specific hea€), and also on the density and geometric
of obtaining diamond films by chemical vapor depositiondimensions of the sampfe® The dependence of the signal
(CVD), there has recently been an upsurge of interest in thamplitude ork opens up the fundamental possibility of using
study and practical application of diamond materials. Dia-the photoacoustic method to determine the thermal conduc-
mond CVD films are usually polycrystalline, which meanstivity of materials, including diamond films.
that their properties have various characteristic features com- A theoretical analysis of the photoacoustic effect can
pared with single crystals. Some of these characteristics igield a general expression for the acoustic wave amplftitfde
the light absorption spectra were identified by us in an earliebut this is fairly cumbersome and difficult to interpret. In
study using a method based on the photoacoustic éffect.some cases of practical importance, this expression may be
Here we show that the photoacoustic effect may also be useximplified appreciably. For instance, if the sample thickness
to study another important parameter of diamond films —is substantially larger than the effective depth of absorption
the thermal conductivity. This problem is topical because, irof light | 8 (where 8 is the absorption coefficientwhich in
view of its fundamental characteristics, diamond has thdurn is smaller than the characteristic thermal diffusion
highest thermal conductivity yet recorded compared withiength u (u=(2k/pCw)¥? wherep is the density of the
other materials, which makes this property of considerablenaterial andw is the light modulation frequengythe am-
interest from the point of view of practical applications but atplitude q of the acoustic wave may be written as
the same time, creates appreciable problems for the measure- v kU2, 2G-112,1 1
ment of this parameter in polycrystalline CVD fil3. q=YiK 7p @ - @)

If the depth of penetration of light exceeds the thermal dif-

i >
1. DEPENDENCE OF THE AMPLITUDE OF THE fusion length (18> u), then

PHOTOACOUSTIC SIGNAL ON THE THERMAL q=Y2,8p_lC_1w_3/2 )

CONDUCTIVITY ' _ _ _
whereY; andY, are constants which consist of a combina-

The photoaCOUStiC effect involves the formation of aNtijon of parameters determined by the experimenta| condi-
acoustic wave in a gaseous medium surrounding an objegfons, the properties of the gas filling the measuring cell, and
when the latter is heated by absorption of periodicallythe base material on which the sample is placed in the mea-
intensity-modulated ligtt-® The dependence of the ampli- syring cell.
tude of the photoacoustic signéle., the amplitude of the It then follows from Egs(1) and (2), that, if the mea-
acoustic wave recorded using a microphone placed with thgurements are made at the same light modulation frequency
sample in a hermetically sealed measuring)aafl the coef-  for two identically shaped samples, the corresponding ampli-

ficient of absorption of light can be used to obtain the correydes of the photoacoustic signaj;(andqs,) will be related
sponding spectral characteristicat the same time, the pho- by

toacoustic signal also depends on the thermophysical 1 i1
parameters of the materiéhe thermal conductivitk and d1/d2=(kap2Coky "py "Cy 7) 7%, 3

1063-7834/98/40(7)/5/$15.00 1112 © 1998 American Institute of Physics
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if the depth of light absorption is smaller than the thermalsures the phase and the amplitude of the photoacoustic signal
diffusion length, and by whereas methods based on the mirage effect generally only
measure the phase of the signal.
01 /0o=B1B2 'paCapy 'C1 @

if the thermal diffusion lengthu is less than 18. 2. EXPERIMENTAL RESULTS AND DISCUSSION

It can then be seen from Eg®8) and(4) that, by making
measurements at the same frequencin different spectral
ranges for which the depth of light absorption is less tfen
wavelength\ ;) or larger thanfor \,) the thermal diffusion
length, we obtain

For the experimental investigation we used samples of
diamond films grown by CVD. One batch of samples was
prepared in a plasma activated with a dc discharge and an-
other batch was prepared in a microwave discharge plasma
using an ASTeX machine. The aim was to determine not
only the parameters of each film but also to obtain data to
compare the deposition methods.

In both cases, polished silicon substrates were used. The
deposition conditions were approximately the same and typi-

k1:kz(ﬁzlﬂl)xz(%/%)xz(%/Q1)ila 5

where the subscripts; and \, indicate the wavelength at

which the quantity in parenthesis is measured. cal of this type of process: substrate temperatu@50 °C,

Equation (5) can be used to determine the relative it 100 T d ratio of
change in the thermal conductivity in different sections of aJas Mixture pressure- orT, and rafio ot gas compo-

diamond film or different samples having similar dimensionsrlesnts (/:#f:H?[: 2(;98& TP]e growr:glgate lohffthethfllm_s was
and ratios of thermal diffusion length to depth of light ab- pmih Tor Ine dc discharge a pm/hior e Mmicro-

sorption. The absolute value of the thermal conductikity wave discharge. The prepared samples exhibited typical

can be determined if we have a sample with known heat[norphology for diamond polycrystalline films with charac-

conducting propertiek,, such as a diamond single crystal, teristic well-defined faceting of randomly oriented crystal-

In addition to the amplitudes of the photoacoustic SignalIltes. A portion of the films was removed from the substrates

measured in two spectral ranges, we also need to know thtéy 'etchlng the silicon using a mixture of hydrofiuoric and

coefficients of light absorption of the calibration sample andnItrIC acids.

the film (8, and 8,) in the range of comparatively weak The photoacoustl_c measurements were mao!e using an
absorption of light 8> 1/u2). Assuming that the amplitude updated photoacoustic spectrometer made by Princeton Ap-

of the photoacoustic signal depends linearly on the absorpf?“ed Research Corp_oraudrh/lodel 6003. T_he_ light source
tion coefficient §~ 8) (Refs. 4—6 over a fairly wide range, was a 150 W deuterium lamp whose radiation was focused

L . onto the sample which was inside an air-filled, hermetically
Eq. (5) may be simplified substantially sealed, measuring chamber. The light was modulated by a
ki =ka(02/q0)7 . (6)  Mmechanical chopper in the frequency range between 20 and
1 5000 Hz. The size of the light spot on the sample was ap-

gProximately 3<3 mm. All the measurements were made at

Note that(6) is derived assuming that the investigate
oom temperature.

and calibration samples have fairly similar geometric dimen” : . .
sions(thicknes3 and optical and heat-conducting properties. 't i Well known that the radiation from a deuterium

In addition, the light modulation frequency should ensureIamp lies mainly in the ultraviolet, which corresponds to in-
that the following condition is satisfied in both cases terband absorption in diamond. This ensures fulfillment of

one of the two conditions for which the initial relatiofi¥)

w=(2klpCw)¥2<]. (7) and(2) and the final Eq(6) are valid. Another important

condition which must be satisfied to ensure that these rela-

Substituting into(7) tabulated values for single-crystal dia- tions are valid, is the ratio between the thermal diffusion
mond which are evidently limiting values for polycrystalline length and the sample thickneésee condition(7)). Note
films (k=25 W-cm 1. K™, p=35gcm 3 C=6.19Jg that, if the thermal diffusion length exceeds the sample thick-
-K™1) (Ref. 7), we find that conditior{7) will be satisfied in  ness(i.e., condition(7) is not satisfiedl the amplitude of the
10-um thick diamond for a modulation frequency higher photoacoustic signal will be determined by the properties of
than 20 000 rad/s and for a thickness of 0@, which is  the base material on which the sample is located. In our case,
close to the realistic value in heat sinks, the modulation frethis is silicon, for films not detached from the substrate, and
guency should be at least 800 rad/s. This estimate shows thstiainless steel for the detached films.
the proposed method may be implemented in relatively Thus, with a suitable choice of modulation frequency
simple experiments at light modulation frequencies attain{w>2k/pCI?), the absolute value of the thermal conductiv-
able using conventional mechanical choppers. ity of the diamond film can be determined using Eg).if we

An important factor is that the photoacoustic method carhave a sample with known heat-conducting properties. For
give the thermal conductivity and not the thermal diffusionthis calibration sample we used single crystals of type Ib
length as in the widely used method based on the so-calleslynthetic diamond measuring X3 0.3 mm (Sumitomo
mirage effect where a probe laser beam is refracted in &lectric Corp) for which the thermal conductivity is between
gaseous medium surrounding the sample while the latter i§5—20 W.cm™ - K1, according to Ref. 7.
heated by modulated light® This difference between the To determine the light modulation frequency for which
two methods arises because the photoacoustic method mezendition (7) could be considered valid, we measured the
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Tog v diamond single crystal.

FIG. 1. Frequency dependences of the normalized amplitude of the photoa-
coustic signal for a diamond single crysta), diamond films of thickness Lo . . . . .
~20 (2, 4 and 150um (3, 5 obtained in a CVD reactor using a dc dis- Satisfied at lower frequencies for films deposited in a micro-

charge(2, 3), and a microwave plasnm@, 5). wave discharge compared to those grown using a dc dis-
charge. These relationships show that the thermal conductiv-
ity of the polycrystalline films is lower than that of the
frequency dependences of the photoacoustic signal ampldiamond single crystal and the thermal conductivity of films
tude. The photoacoustic signal from the samples was normagirown in a dc discharge is substantially lower than that of the
ized to the amplitude of the signal recorded from a carborfilms deposited in a microwave discharge.
black standard under similar conditions, for which the fre-  The increase in the normalized amplitude of the photoa-
guency dependence of the photoacoustic signal as given lpoustic signal observed for all the samples at modulation
formula (1) can be considered to be reliably establisfiéd. frequencies higher than 2700 HEig. 1) is clearly a conse-
This normalization allowed us to take into account the fre-quence of the procedure used to normalize to the signal from
guency characteristics of the system, such as the sensitivigarbon black. As the modulation frequency increases, the
of the microphone and the frequency response of the amplivalue of this signal decreaséthe frequency dependence of
fiers. the photoacoustic signal is given by E@)] and at a certain
Figure 1 gives a log—log plot of the experimentally de- frequency becomes comparable or even smaller than the am-
termined dependence of the normalized photoacoustic signalitude of the acoustic noise, whereas the signal from the
amplitude on the light modulation frequency= w/27) for ~ carbon black continues to vary asw . As a result of
a diamond single crystdll) and samples of polycrystalline normalizing to the frequency characteristic determined using
films of different thickness obtained using a dc discha@je the carbon black signal, some distortion appears in the fre-
3) and a microwave dischardd, 5). It can be seen that the quency dependences for diamond materials. This factor de-
frequency dependences for the diamond single crystal arermines the minimum thickness of diamond films whose
described by relatioril) for modulation frequencies higher thermal conductivity can be established by photoacoustic
than~500 Hz, which agrees with the estimate made earliermeasurements.
At lower frequencies, some deviation from the dependence This qualitative estimate of the thermal conductivity re-
~w~ ! is observed, evidently because of the already notedationship between the various samples given above can be
influence of the measuring cell materi@tainless steglor  supplemented by a quantitative estimate using (y. By
the silicon substrate, which possess relatively low thermalay of example, Fig. 2 gives the frequency dependence of
conductivity. The frequency dependences obtained for théhe amplitude ratio of the photoacoustic signais /q,) for
polycrystalline films are similar, although the modulation relatively thick diamond films 150um). It has been
frequency at which the amplitude of the photoacoustic signahoted that at low modulation frequencies the amplitude of
is proportional tow ! i.e., condition(1) is satisfied, depends the photoacoustic signal depends on the substrate parameters
on the type of film and its thickness: as the film thicknessand thus, the ratio of the photoacoustic signal amplitudes
increases, the corresponding frequency range begins at lowbecomes unity, regardless of the type of substrate. At high
frequencies. For films of the same thickness, this condition isnodulation frequenciegabove 2700 Hg the signals are
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FIG. 4. Spectral dependences of the amplitude of the photoacoustic signal

FIG. 3. Raman spectra of diamond films obtained in a dc disch@jgend ~ for films obtained in a dc dischardé) and in a microwave dischard@).

in a microwave discharge?).

A characteristic feature of the films grown in a micro-

again equalizedtheir ratio becomes close to unjtgince wave discharge, which distinguished them from the films
their value is determined by the acoustic noise. With thes@btained with a dc discharge, was an intense photolumines-
factors in mind, the photoacoustic measurement data otsence band centered around 740 (fig. 5 (excited by the
tained at a modulation frequency of 2000 Hz were used t®33 nm helium—neon laser linewhich evidences the pres-
calculate the thermal conductivity using formul@). This  ence of inclusions in the diamond crystal latti@é? When
gave thermal conductivities of 10 W-cm 1. K~ for films ~ luminescence was excited by an electron beam, the lumines-
grown in a dc discharge plasma ardl W-cm 1-K~! for ~ cence(cathodoluminescengepectra in the visible were al-
films deposited in a microwave discharge. This relativelymost identical for both types of films and contained two
low thermal conductivity may be explained by comparingbands(400 and 600 nmassigned to nitrogen impuritiés?
these results with other properties of the samples. When scanning cathodoluminescence was used, it was

The Raman light scattering spectra of both types ofobserved that the diamond crystallites in films deposited in a
films, recorded using the 633 nm line of a helium—neon la-microwave discharge emit uniform luminescence over the
ser, contained the 1332 crhdiamond line with a full width ~ surface in the 400 or 600 nm bands whereas the films ob-
at half maximum of around 8 cit and two bands centered
around 1350 and 1500 cm corresponding to “nondiamond
carbon” (Fig. 3). A “diamond” line of this width is typical
of polycrystalline films with low thermal conductivity and
also of the presence of nondiamond carBon.

The relative intensity of the 1350 and 1500 chRaman
lines, which may serve as a measure of the content of non-
diamond carbon phase in a CVD film, was significantly
higher for the films deposited in a dc discharge. For these
samples the optical absorption spectra obtained by photoa-
coustic spectroscopy using a technique described in Ref. 1
were typical of polycrystalline CVD filmgFig. 4) with a dip
in the ultraviolet caused by reflection from the faces of dia-
mond crystallites, and a broad structureless absorption band
in the visible, assigned to amorphous carbofhus, both N
Raman spectroscopy and photoacoustic spectroscopy indi-
cate a relatively higher content of nondiamond carbon in the
films obtained using a dc discharge but whose thermal con- ) 1
ductivity was nevertheless an order of magnitude higher than 720 730 740
that of the other type of films. This result indicates that the A, Wm
phase composition is not the only factor determining therig. 5. Photoluminescence spectra of diamond films deposited in a dc dis-
heat-conducting properties of diamond films. charge plasmél) and a microwave discharg®); \ is the wavelength.

Intensity , rel. units

750 760
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Time-resolved pulsed spectroscopy was used to measure the luminescence spectra of calcium
fluoride. Characteristic features of the luminescence of self-trapped excitons are

discussed. It is shown that various configurations of self-trapped excitons incorporating hole
nuclei of a more complex structure, may be formed in Cafystals. © 1998 American Institute

of Physics[S1063-783%8)01107-1

Self-trapped excitons are efficiently formed in fluorite- known parameters of Se|f-trapped excitons in géHFefS 1,
structure crystals exposed to ionizing radiation at roomp, and 5. For instance, decay components of AS/(~97%)
temperaturé:®> The optical absorption and Iuminescenceand 34us were observed in Ref. 1 at room temperature. We
spectra of these self-trapped excitons are usually broagiso found that~95% of the intensity of the 4.2 eV lumi-
bands. However, it was recently establishéuat the tran-  nescence at 295 K is described by the fast component al-
sient absorption in CaFhas a complex spectral-kinetic com- though the time constant differed, varying between 0.8 and
position. The aim of the present paper is to study the struci.3 us over the spectrum with an error of less than @sl
ture of the luminescence spectrum assigned to the radiative By way of example, Fig. 2 shows the spectra obtained by
annihilation of self-trapped excitons from triplet states. expanding the fast component of the luminescence decay in

The method of time-resolved pulsed spectroscopy wagak, at 295 K using the Alentsev—Fok methbdt was
described in Ref. 4 and the technique used for the precisiofbund that the luminescence spectrum has a complex struc-
measurements was similar to that described in Ref. 3. Thgure and consists of several ban@sith a half-width of
accelerator parameters were as follovs=0.26 MeV,t  ~0.2 eV) with different decay times. The bands character-
=12 ns, andV=0.2 J/cnd The Caf; crystals were grown by ized by the same luminescence intensity decay coefficients
the Stockbarger method and had a residual impurity concerare combined into separate groups. The positions of the band
tration of ~10™° mol %. The samples were thermostatically maxima are indicated by the arrows in Fig. 2. Typically no
controlled since the efficiency of self-trapped exciton forma-preferential spectral distribution of the time components is
tion depends on temperaturd.The pulse repetition fre- observed at 10 KRef. 1) or at 295 K(Fig. 2).

quency was 10° Hz and the spectra were not corrected. It is assumetithat the transient optical absorption and
The luminescence spectra measured at 295 K with dif-

ferent delays after the end of the electron pulse are shown in

Fig. 1. The spectral-kinetic characteristics — the character- f )
istic decay time at 295 K and the position of the dominant
luminescence pealenvelope — agree qualitatively with the
1
wn
’ 2
|10 1 1
2 o ¥ }
3 5
3 3
4
i 2
S
[l ) J
5.0 4.0 3.0
1 I 1 I E, eV
4.0 4.5 4.0 3.5
£E,eV FIG. 2. Derivatives of the CgHuminescence spectrum obtained by expand-

ing the integrated luminescence spectrum shown in Fig. 1 using the
FIG. 1. Luminescence spectra of a Gaffystal measured at 295 K, 10 ns Alentsev—Fok methogcurve 1). Curve2 gives the spectral composition of
(1) and 0.5us (2) after the end of the accelerated electron pulse. the slower decay components.

1063-7834/98/40(7)/2/$15.00 1117 © 1998 American Institute of Physics
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short-lived luminescence in fluorite-structure crystals are at- ¥

tributable to the same energy states of self-trapped excitons.
These self-trapped excitons usually comprise a closely b 7
spaced pair oF andH centers’® On the basis of an analysis
of the spectral-kinetic characteristics of transient absorption, a
in Ref. 3 we postulated that different configurations of self-
Brmin dn dma.:n

trapped excitons may be formed in Gagtystals, including

hole nuclei having a more complex structure. The data ob-
tained in the present study should be taken as additional
support of these conclusions. FIG. 3. Generalized pattern to explain the origin of the low-temperature

. . limit for the reaction rate constant of self-trapped exciton transitions in
It can be seen from the da_ta plotteq m_ Fig. 2 that thlFegluorite—structure crystalsd, ., and d,,, are the Fr)li)aximum and minimum
groups of bands make the major contribution to the overalhmpiitudes of the vibrations in &,H pair along the arbitrary coordinate
luminescence spectrum of self-trapped excitons in ;CaF relative to the equilibrium distance, for a specific self-trapped exciton
This is qualitatively consistent with the expansion of the ab-configuration, a and b are the potential curves for theand F centers,
sorption spectrum of self-trapped excitons in GaF295 K~ "espectively.
(Ref. 3 (in Ref. 9, three groups of bands were also identified

in the absorption by self-trapped excitons in Sef 10 K).

x

Thus, the characteristic lifetime of a self-trapped exciton
s determined by the electron residence time in the taapn

Thus, correspondence may be established between the spe-: i th i Soue
cific configuration of self-trapped excitons and the system ofNion vacancy in the self-trapped excitoiRecombination
luminescence occurs when electrons undergo thermal tunnel-

transitions in both the optical absorption and in the lumines- ¢ he hol | fih ) h del
cence. The two-band structure in the luminescence spectf49 from traps to the hole nucleus of the exciton. The mode

(Fig. 2 shows good agreement with the doublet splitting of®! @ radiative center in the formH+e ") has already been

the hole components of the self-trapped exciton absorption if{S€d 1© explain the radilaltzive annihilationfefandH centers
a specific configuratiod. in alkali halide crystals®

At low temperature €10 K) the relaxation of the in- We also observed a complex structure in the lumines-

duced absorption and the decay of the luminescence in flug:S"Ce SPectra of self-trapped excitons in;SaRd Bak crys-

rites are described by a set of exponential relationships.ta S
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Nanosecond-resolution absorption spectroscopy at room temperature was used to study the laws
governing the creation and evolution of the primary defect structure in,C&F,, and

BaF, crystals exposed to an accelerated electron pulse. It is shown that the spectral-kinetic
characteristics of self-trapped excitons created in undamaged parts of the crystal lattice are
qualitatively similar. Partial polarization of the absorption of self-trapped excitons is

observed in Caf: The structure of the transient absorption spectra becomes more complex in the
sequence Cak SrF,, BaF, because of the formation of excitons trapped in phase inclusions

of homologous cationic impurities. The spectral characteristics of excitons trapped in undamaged
parts of the Cajand Srk lattice and in their phase inclusions in Ba&re the same

although the latter have a considerably shorter relaxation time. Short-livedlQ0 ng absorption

of unknown defects was observed in the spectral ramgecV. © 1998 American Institute

of Physics[S1063-783M8)01207-9

Exposure of alkaline-earth metal fluorides (GabrF, pulse(curren} duration was 12 ns, the energy density 0.103
BaF,) to ionizing radiation at temperatures below room tem-J/cnf, and the time resolution 7 ns. In order to eliminate
perature results in the efficient creation of self-trapped excidistortions introduced into the measured spectra by multiple
tons which usually comprise pairs of closely spaEeandH irradiation, the samples were bleached with unfiltered light
centers:=* However, there is some dispute over the structurérom a high-pressure mercury lamp. The pulse repetition fre-
of these self-trapped excitons: whereas the model of selfguency was~10"3 Hz. Control measurements were made
trapped excitons as a single configuratiorFoH pairs with  on parallel cleaved surfaces of freshly prepared samples.
three triplet sublevels was considered more suitable foBince the self-trapped exciton formation efficiency depends
CaF,, the possible formation of different configurations with strongly on the crystal temperatuté/ the samples were
their own lifetime has not been eliminated for Sdhd Bak  thermostatically controlled during irradiation.

(Ref. 1.

A Qetallle.d analysis of transpnt absorpthn. in GaB- Ly bERIMENTAL RESULTS
cently identified the spectral-kinetic characteristics of at least
three configurations of self-trapped excitorand showed Figures 1a—1c present the transient absorption spectra of
that these vary regularly as a function of the spacing betweefiuorite crystals measured at 295 K with different delays after
the components of thE, H pair. It was also suggested that the end of the electron pulse. The typical profile of our mea-
self-trapped excitons may include other structural defectssured spectrgband envelopeagrees qualitatively with that
especially complex hole nuclei. obtained in Ref. 1 at 10 K. The electron and hole compo-

Unfortunately, a similar analysis has not yet been madéents of the self-trapped exciton absorption can usually be
for other crystals having a fluorite lattice. The aim of theidentified in the spectrhthese being shifted toward lower
present paper is to study the spectral-kinetic characteristicgnd higher photon energies, respectively, relative to the spec-
of the transient absorption of Sr&nd BaF, crystals exposed tral positions of the peaks of the spatially separdteahdH
at room temperature to a pulse of accelerated electrons. \\eenters? However, this separation is extremely arbitrary
shall then show that the laws governing the creation angince at 10 K(Ref. 1) and at 295 K(Fig. 1) the absorption
evolution of the primary defect structure observed in CaF increases appreciably in the spectral range between these
(Ref. 5 are also typical of Srf-and Bak. components in the order CaFSrF,, BaF,. In fact, the tran-
sient absorption can only be represented as a set of two
bands for Cak (Fig. 1a while the spectra for SgFand Bak
(Figs. 1b and 1cshow a more developed structure.

Nominally pure Cak, Srk, and Bak crystals were The intensity of the induced absorption for the electron
grown by V. M. Réterov at the State Optical Instituf&t.  components decreases in the order £a&iF,, BaF, al-
Petersburgusing the Stockbarger method. The pulsed specthough the band profiles remain approximately the same. For
troscopic method was described in Ref. 6 and the precisiothe hole components, a spectrally selective increase in inten-
measurements were made as in Ref. 5. The maximum energjty is accompanied by distinct broadening of the bands from
of the accelerated electrons was 0.28 MeV, the half-height-1.5 eV in Cak to ~2.5 eV in Bak (compare curveg in

1. EXPERIMENT

1063-7834/98/40(7)/6/$15.00 1119 © 1998 American Institute of Physics
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FIG. 2. Spectral distribution of the time components in the relaxation of the
transient absorption in BaFinduced at 295 K by a pulse of accelerated
electrons(energy density~0.2 J/cn?). 1 — integrated spectrum measured
10 ns after the end of the puls®;4 — components with averaged constants
of 60, 250, and 400 ns, respectively.

varies between 0.8 and L& in Cak, between 0.38 and

0.45us in Srk, and between 0.20 and 0.3 in Bak.
Since the bands overlgpee curved and?2 in Figs. la—1§
it is difficult to investigate the relaxation of the transient
absorption in Sriand Bak at 295 K. To decipher the struc-
ture of the spectra by analogy with Ref. 5 we used the decay
coefficients K) of the induced absorption at a fixed time
after the end of the electron pulse: 300 ns in,SaRd 150 ns
in BaF,. All the crystals revealed an abrupt change in kkhe
values in the spectral range between the maxima of the elec-
tron and hole components of the self-trapped exciton absorp-
tion. However, whereas these changes in LQaEre mainly
observed in a relatively narrow range of overlap of the ab-
sorption bands of these componehts, StF, and Bak they
were observed on the low-energy decay section of the hole
components.
5 4 3 2 A graphical analysis showed that the relaxation of the
£,ev ' induced absorption in BaFn the hole component cannot be
, _ described by an exponential dependence with a single aver-
Eryetals measured at 295 K 11, 500(56) 30020, and 180 ngo0 after  aged constant, as in CaBind Srf. Thus, we made an addi-
the end of the accelerated electron pulse. tional study of the spectral distribution of the various time
components which are given by the envelopes plotted in Fig.
2 neglecting the fine structure. The initial absorption spec-
Figs. 1a—1¢ For BaF, the intensity of the hole component is trum (curve 1) was measured 10 ns after the end of irradia-
higher than that of the electron componéRig. 19. Thus, tion at a pulse energy density 6f0.2 J/cm 2. A comparison
the structure of the transient absorption spectra becomasith the data plotted in Fig. 1¢ shows that an increase in the
more complex in the order CaFSrF, BaF, as a result of energy density of the exciting electron pulse is accompanied
changes taking place in the range of the hole componentsy a change in the intensity ratio of the various bands. The
and in the part of the spectrum between the maxima of thepectral distribution of the averaged constant 250 ns
electron and hole components. Whereas the 4-5 eV rangeurve 3 in Fig. 2) in BaF, resembles the distribution of the
corresponds to hole transitions in Bakand in Cak and  electron and hole components of the self-trapped excitons in
SrF,, the 2—-3 eV range corresponds to electron transitions it€aF, and Srk (curvesl in Figs. 1a and 1b Its contribution
CaF, and Srk but to hole transitions in BgHsee curved  to the hole component of the self-trapped exciton absorption
in Figs.la—1t in BaF;, as in Cak and Srk, is lower than that for the
At room temperature the relaxation of the self-trappedelectron component. A similar conclusion was reached in
exciton absorption in fluorites is usually described by an exRef. 1 in which three time components were identified in the
ponential dependence with a single time constaft’ How-  relaxation of the self-trapped exciton absorption at 10 K in
ever, in Cak (Ref. 5, and in Sri and Bak, this constantis CakF, and Srk and four were identified in BgkA compari-
“averaged.” For instance, in the range of electron compo-son between the data obtained at 295 K in the present study
nents of the self-trapped exciton absorption, this constantFigs. 1 and 2and at 10 K in Ref. 1 suggests that no thermal
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FIG. 4. 3 Angular dependences of the optical density of the transient ab-
sorption in Cak measured in polarized light at fixed wavelengths 10 ns after
the end of the electron pulse at 299 KgV): 1 — 2.75,2 — 2.9,3 —
1 . ! 2.675,4 — 2.475,5 — 3.8,6 — 3.95, ¢ — angle between the plane of
&0 4.0 20 2.0

polarization of the light and th€l10 plane of the crystal positioned at an
angle of 35° to the plane of rotation of the electric field vector of the light

) ) ) ) ) wave. b Derivatives of the spectrum obtained by expanding by the
FIG. 3. Optical absorption spectra of fI_uonte crystals obtained by using théjantsev—Fok method the initial absorption spectra of Cafeasured at
Alentsev—Fok method to expand the difference speldE0 n9-D (0.5 us) 295 K 10 ns after the end of the electron pulse for two angles of orientation
in Cak, (a), D(10n9-D(300 ng in SrF, (b), and D(10 n9-D(150 ng in of the electric field strength vector of the light wave, 15 and 45°.
BaF, (c), measured at 295 Kt — after subtracting the slow components
from the difference spectrun2 — after subtracting the spectra shown in
Figs. 1-1c from the difference spectra.

E,ev

10 in the short-wavelength part of the spectrum g eV)

whose relaxation was faster< 100 ng than that in the elec-
mixing of time components takes place in the fluorite seriestron components of the self-trapped exciton absorption. The

The spectral distribution of the “averaged” componentsintensity of this induced short-lived absorption depends on

60 ns and 408 50 ns in Bak agrees qualitatively with the the crystal prehistofy and increases in the order GaSrF,,
distribution of the electron and hole components of the selfBak.
trapped exciton absorption in Cand Srk (see curve® 3) Satisfactory agreement is observed between the spec-
and4 in Fig. 2 and curve® in Figs. 1a and 1b, respectively tral positions of the peaks of various isolated bands from the
except that in the nominally pure crystals the intensity of theelectron components of the self-trapped exciton absorption in
induced absorption on the low- and high-energy decayingCaF, and Srk and the peaks from the hole range in BaF
sections of the electron components is appreciably lowersee curved and?2 in Figs. 3a—3¢

However, even in nominally pure Cafhe intensity of this 4) When the initial spectra of the transient absorption are
absorption depends not only on the temper4ttibeit also on  expanded into band components, a “red” shift(.1 e\) of
the prehistory? the band peaks is observed for all the fluoritesmpare

The results of an expansion of the initial spectra of thecurves1 and 2 in Figs. 3a—3g with the exception of the
transient absorption in SgFand Bak (curvesl in Figs. 1b  low-energy part of the spectrum in BaF-ig. 30, which is
and 1¢ into band components using the generalizedpossibly attributable to the larger measurement error in this
Alentsev—Fok methatiare plotted in Fig. 3. Also plotted for range.

comparison are similar data for Caffom Ref. 5(Fig. 3a. It should be noted that the transient absorption in fluo-
An analysis of the data plotted in Figs. 1-3 reveals the fol+ites is partially polarized. Previous reports had merely noted
lowing regularities. the photoinduced dichroism of self-trapped exciton absorp-

1) The results of the spectral-kinetic measurements ation in SrF, (Ref. 11) and the partiakr polarization of the
295 K (curvesl and2 in Figs. 1a—1gunambiguously indi- self-trapped exciton luminescence-(.05) in Cak and
cate that the spectra not only of the electron but also of thé~0.1) in Srk (Ref. 1).
hole components of the self-trapped exciton absorption in  Figure 4a shows typical angular dependences of the op-
fluorites exhibit a complex structure. In the latter case, thidical density measured in a Calerystal at 295 K at fixed
has usually been assigned to measurement &ifbe half-  wavelengths 10 ns after the end of a pulse of accelerated
width of the individual absorption bands at 295 K is not electrons. The electric field strength vector of the light wave
more than 0.1 eV. was rotated in the plane positioned at an angle-@&5° to

2) All the crystals studied revealed absorptigilgs. 1a— the (110) plane parallel to which the sample was cut. The



1122 Phys. Solid State 40 (7), July 1998 V. F. Shtan’ko and E. P. Chinkov

data plotted in Fig. 4a clearly show that there is a qualitativedby A andB (as in Ref. 5. It is difficult to identify similar
difference between the angular dependences for transitiorgroups of bands in the BaFabsorption spectrum for the
from the range of the electron and hole components of théollowing reasons.

self-trapped exciton absorption in CaPespite the fact that First, the hole component of the self-trapped exciton ab-
the angular dependences are severely distorted by the spewrption is strongly broadened in the initial Bapectrum
tral overlap of the absorption bands, the results directly indi{Fig. 19. This suggests either strong splitting of the energy
cate different degrees of polarization of the absorption withinsublevels or a more diffuse distribution of charge at the hole
a single self-trapped exciton component. To check the spegmcleus of a self-trapped exciton in BaGompared to CafF
tral position of the bands, we measured the initial spectra aind Srf;. However, it is assumédn fluorites that a hole is
the end of the electron pulse for two polarization angles ofrapped at the nucleus of a self-trapped exciton preferentially
the light wave(15 and 45°) for which the maximum degree 4 interstitial fluorine (-70%), i.e., at arH center'? In ad-

of polarization of the absorption~0.13) was achieved in ition, theD andE parameters characterizing the deviation
the selected measurement system. The derivatives of thg ihe self-trapped exciton neighborhood from cubic symme-
spectrum obtained by expanding the initial spectra by thgy iy the spin Hamiltonian are of the same order of magni-
Alentsev—Fok method are plotted in Fig. 4b. An analysis of;,4a in fluorite13-15

these data not only confirms that the absorption spectrum of Second, unlike CaFand Srf, the intensity of the in-

self-trapped excitons in Cgfhas a complex structitdut duced absorption in the integrated spectrum is higher in the

also reveals satisfactory agreement between the spectral PR o
o : = Mole component range of a self-trapped exciton in Badm-
sitions of the peaks of various bands detected by polarlzatloBared witrr)n the elect?on rand€ig 1gp Moreover, the spec-

measurements in CakFig. 40 and kinetic measurements in tral distribution of the time component describing no less

CaBHOS\I;EZ\;e?n‘iOBn?E (Eglr%ja;it_ls:s ersist. The data plotte éhan 95% of the decay of the optical density in the electron
N ' . Persist. L P component in Bag(curve 3 in Fig. 2) differs from the usual

in Fig. 4b (curvesl and2) uniquely indicate that the initial ~~. " . . .

absorption spectrum of self-trapped excitons in Cafe., division of the transient absorption spectrum into electron
that measured at the end of the accelerated electron puls%'?d_n?lz c?‘mponentsl. . f the ab ion band K
exhibits isolated bands. Since the absorption is polarized, in Ird, the spectra pos.|t|on of the absorption )and peaks
the time-resolved spectra of Cafeurvesl and?2 in Fig. 13, of the closely spaced.e., in the self-trapped excitprand

these bands should appear with the same weighting factorgPatially separated alndH centers in fluorite crystals obeys
which is at variance with the observation of a red shiftte Mollvo—Aivi rule.” Moreover, the energy of the electron

(curvesl and2 in Fig. 3. This red shift of the band peaks transitions exhibits a gtronger dependence on the Iatti_ge pa-
may be caused by the different thermal stability of the deJ@meter compared with the energy of the hole transitions.
fects. It has already been noted that the valuek @hange Th|s_ rule is \_/veII satisfied when additional groups of bands
abruptly in Cak (Ref. 5 and in Srg and Ba. Moreover, ~aré isolated in the electron and hole components of the self-
the data plotted in Fig. Zcurves2—4) clearly show that the trapped exciton absorption in fluorites. However, for B&F
spectral distribution of the time components in Bag dif- ~ Must be assumed, as in Ref. 1, that transitions with the pho-
ferent. However, in CaFand Srk a red shift is observed by ton energyhv>3.2 eV are associated with the hole absorp-
expanding the electron components into band componen@n of self-trapped excitons. This conclusion also follows
(Figs. 3a and 3bin which the relaxation of the induced directly from an analysis of the spectral distribution of the

absorption, as in BaF is also described by averaged con-time components in BgHFig. 2.
stants. In our previous studi/we showed that the spectral-

kinetic characteristics of different configurations of self-
trapped excitons vary regularly as a function of the distance
between the components of the primd&yH pair: in Cak

and in Srk the spectral distribution of the shortest-lived
component in the relaxation of the self-trapped exciton ab-

The view is generally hefdthat self-trapped excitons are Sorption appears to include longer-lived components. We
formed in defect-free parts of the fluorite lattice. In a previ- Postulate that a similar situation arises in Baf this case,
ous study we additionally separated the electron and holeby analogy with Cafand Srf, the isolated groups of bands
components of the self-trapped exciton absorption in,CaFin BaF, (indicated by the arrows in Fig. 1c, using the nota-
into groups of bandsindicated by the arrows in Fig. 1a tion from Ref. § also do not include the high-energy transi-
which were assigned to the formation of at least three differtions.
ent configurations of self-trapped excitons. The transient ab-  This combination of factors suggests that only the spec-
sorption spectrum of SgFexhibits a more developed struc- tral distribution of the averaged component describing
ture so that it was suggest in earlier studiféghat different ~95% of the decay of the optical density in the electron
configurations of self-trapped excitons may be fornfed-  component belongs to the absorption of self-trapped excitons
like the data given in Ref. 11, the spectra of Stfiven here  formed in undamaged sections of the Béditice. Except for
(Fig. 1b revealed a more complex structur@he groups of a gradual infrared shift of the spectrum of electron compo-
bands corresponding to these self-trapped exciton configuraent peaks, the spectral characteristics of the self-trapped
tions are indicated by the arrows in Fig. 1b and are denotedxcitons in various fluorites exhibit far more similarities than

3. DISCUSSION OF RESULTS
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differences(see curved in Fig. 1a and 1b and curnv@in  of the absorption in BaF(curves2 and4 in Fig. 2) agrees
Fig. 2. qualitatively with the distribution of the electron and hole
Thus, the transient absorption in Bal not only caused components of the self-trapped excitons in nominally pure
by the formation of self-trapped excitons in the undamagedaF, and Srk crystals(curvesl in Figs. 1 and 1bh Conse-
lattice. The appearance of structural defects during theuently, it may be supposed that the Baffystal contains
growth of nominally pure fluorite crystals may be attributed CaF, and Srk phase inclusions. However, the characteristic
to various factors. One of these is a loss of stoichiometryjifetime of excitons trapped in CaR400+50 ng and Srk
Published data on this topic are few and far betwés® (60 n9 phase inclusions in Bafs considerably shorter than
Refs. 16 and 17, for exampleHowever, for fluorites with  that for excitons trapped in the intrinsic latti(@8—1.3us in
the closest-packed lattice such as g#fs is the most prob- CaF, and 0.38—0.4%:s in SrR).
able explanation for some of the experimental results which  The presence of Cafphase inclusions in an SyErystal
do not fit in with the generally recognized mechanisms offollows indirectly from the following experimental evidence.
defect formation. For instance, the density dependences @irst, agreement is observed between the spectral positions
the efficiency of formation of closely spaced and spatiallyof the peaks of various bands in the transient absorption
separatedr,H pairs are subline&r®at defect concentrations spectra of Cagand Srf; (Figs 3a and 3b Second, the spec-
considerably lower than those corresponding to the Mottral profile of the hole component in SriFig. 1b) is clearly
transition'® Moreover, the intensity and spectral compositionbroadened compared with the similar spectra in Cég.
of the induced transient absorption depends on the crystdla) and Bak (curve 3 in Fig. 2). However it is difficult to
prehistory (the growth technology and the heat treatmentidentify CaF, phases in Srf-because, according to the ki-
regimé?). netic characteristics, the absorption in these phases and in the
In the “looser’ Srk, and Bak lattices we attribute the intrinsic lattice does not differ as abruptly as for BaF
appearance of structural defects to the incorporation of ho- Particular attention should be addressed to the observa-
mologous impurities during growth. It should be noted thattion, made for the first time here, that the absorption of self-
doubts have already been cast on the initial purity of fluoritetrapped excitons in the CaFerystal is partially polarized.
crystals grown from a meltsee, for example, Refs. 8, 20— This result can not only explain the origin of the complex
23). In most studies a high content of homologous cationicstructure in the transient absorption spectrum but can also be
impurities was generally noted: according to different esti-considered as evidence that limited numbers of possible con-
mates up to 15-10" cm 2 C&" ions in Srp and C&*  figurations ofF,H pairs may be formed. This experimental
and Sf* ions in Bak. Our spectral analysis also reveals observation may also form the basis for an explanation of the
some homologous cationic impurities in these,SaRd Bal ~ observed red shift of the bands. However, there is no clear
crystals. However, this conclusion follows directly from an difference in the polarization properties of defects which ab-
analysis of the results. sorb in the same spectral range. The different degree of po-
The characteristic form of the transient absorption speclarization of the absorption in the electron and hole compo-
tra measured in crystals grown at the State Optical Institut@ents may serve as an additional argument in favor of the
(see Refs. 4, 5, and 7 and also the present rgsalis idea of splitting the self-trapped excitons into electron and
Harshaw shows qualitative agreement. Nevertheless, onlyhole configurations. This aspect has mainly been examined
the spectral distribution of the time components gives theon the basis of magnetic measuremeénts®Finally, a logi-
most comprehensive information of the structure of the abeal explanation is provided for the recently established par-
sorption spectra of the self-trapped excitons formed in theial polarization of self-trapped exciton luminescefcEhe
undamaged lattice. high degree of polarization of the self-trapped exciton ab-
It has been noted that the increasing complexity of thesorption (~0.13) is either attributable to the sample
spectral structure in the order GafSrF, BaF, is accompa-  prehistory® or to the polarizing action of the electric field of
nied by a reduction in the intensity of the induced absorptiorthe injected electron beam charge.
in the electron componentsee curved in Figs. 1la—-1¢ We The nature of the intense short-lived absorption induced
postulate that the efficiency of the formation of self-trappedin fluorites in the rangéhv=5 eV has not been discussed
excitons in undamaged parts of the lattice decreases in sonpeeviously in the literature. In our earlier stidwe postu-
fluorites because of the appearance of additional sink charated that the absorption in the range 4.5-5 eV in OaBy
nels for electronic excitations. One such channel may be thbe caused by the formation of self-trapped excitons whose
trapping of excitons at structural defects whose appearand®le nucleus has a more complex structure thah arenter.
in Srk, and Bak is attributed to the incorporation of ho- The transient absorption spectra of gdhd Bak at 295 K
mologous cationic impurities during growth. It was shown (Figs. 1 and 2and at 10 K(Ref. 1) reveal similar transitions.
theoretically in Ref. 24 that disorder in the lattice may resultConsequently, self-trapped excitons with a complex hole
in the formation of a self-trapped state even in the presenceucleus structure may well be formed in these crystals, as in
of relatively weak exciton—phonon interaction. It should beCaF, (Ref. 5. However, as in Caf(Ref. 5), the relaxation
noted that in these crystals the impurities are not dispersedf the absorption of these self-trapped excitons in,Snfd
but form phase inclusions. First, satisfactory agreement iBaF, is described by an exponential dependence with aver-
observed between the spectral positions of the peaks of varaged time constants. However, the relaxation of the transient
ous isolated bands in the fluoritésigs. 3a—3g Second, the absorption in Baf in the hole component range has a
spectral distribution of the time components in the relaxation~60 ns component, but we attribute its appearance to the



1124 Phys. Solid State 40 (7), July 1998 V. F. Shtan’ko and E. P. Chinkov

relaxation of excitons created in phase inclusions. This com+R. T. williams, M. N. Kabler, W. Hayes, and J. P. H. Stott, Phys. Rev. B
ponent was not observed in GaFAt the same time, the 214, 725(1976. _
intensity of the short-lived absorption increases in the order P- J- Call. W. Hayes, and M. N. Kabler, J. Phys. C: Solid State Fys.

ans . L60 (1975.
Cak, Srk, BaF, (curvesl in Figs. la—1pwhich suggests s\ "\ "Eichoy. N. G. Zakharov, and P. A. Rodn@pt. Spekirosks3, 89

the influence of the prehistory. (1982 [Opt. SpectroscS3, 51 (1982,

The influence of homologous impurities on the forma- 4L, A. Lisitsyna, V. M. Lisitsyn, and E. P. Chinkov, Izv. Vyssh. Uchebn.
tion of the primary defect structure in alkali-halide crystals is Zaved. Fiz. No. 1, 131995.
attracting continuous attentic(Bee Refs. 6, 26, and QMn_ SE. P. Chinkov and V. .F. Shtan’ko, Fiz. Tverd. Tdlat. Petersbung39,
perturbedF ,H pairs form efficiently in alkali halide crystals ~ +197(1997 [Phys. Solid Stat@9, 1060(1997].

. . N L . E. D. Aluker, V. V. Gavrilov, R. G. D&h, and S. A. Chernovi-ast
d_oped with light C_atlomc or heavy amon_lc impuritigthe Radiation-Stimulated Processes in Alkali-Halide Crystgfs Russian,
first group of alkali halide crystals according to Ref).2lh Zinatne, Riga(1987, 183 pp.
alkali halide crystals doped with light anionic or heavy cat- 7I. P. Denisov, V. A. Kravchenko, A. V. Malovichko, and V. Yu. Yakov-
ionic impurities (second groufd) excitons trapped at impu-  lev, Fiz. Tverd. TeldLeningrad 31, 22(1989 [Sov. Phys. Solid Statl,
rities may well be formed. In these crystals, as in fluorites,s\l/\}lg(1939?A3’\1/i 23(138(1198915 als with the Fluorite Structuredied

. e -y . hayes, A. M. stoneham, 1@rystals wi e Fluorite sStructuresdite

the presenge of |mpur|t|e258 reduces the efficiency .Of §e|f- by W. Hayes(Oxford University Press, London, 197 4£hap. 4, pp. 185—
trapped exciton formatiofi?® However, the spectral kinetic 280.
characteristics of self-trapped excitons formed in nominally ¢\, v. Fok, Tr. Fiz. Inst. Akad. Nauk SSSB9, 3 (1972.
pure fluorites and those doped with heavy cationic impuritieS°E. P. Chinkov and V. F. Shtan’kdbstracts of the Sixth International
are the samé& It is known that in fluorites doped with light ~ Conference on Radiative Heterogeneous Processes, Kemerovo P985
cationic impurities(as in the second group of alkali halide 1[in Russian, p. 125;Abstracts of the Ninth International Conference on

7 . . - Radiation Physics and Chemistry of Inorganic Materials, Tomsk, 1996
crystal€’) near-impurity self-trapped holes form efficiently Russiaf, p. 399
(Vka centers in the notation used in Refs. 8 and. By 17 gghita, K. Tanimura, and N. Itoh, Phys. Status SolidilB2, 489
analogy with alkali halide crystaisexcitons trapped at im- (1984; Nucl. Instrum. Methods Phys. Res. B 452 (1984).
purities should be formed in these crystals. In fact, the'?s. Parker, K. S. Song, C. R. A. Catlow, and A. M. Stoneham, J. Phys. C:
present results suggest that electronic excitations are effe%SO“d State Physl4, 4009(1981. )
tively trapped in the defect lattice. It may be postulated that ?11.953;3 Romanov, V. A. Vetrov, and P. G. Baranov, JETP L8t 386
t_here is an ar_lalogy with alkali halide crysta_ls. _queve_r, UN-ay g éong, C. H. Leung, and J. M. Spaeth, J. Phys.: Condens. Naatter
like alkali halide crystals a homologous cationic impurity in  6373(1990.
fluorites forms phase inclusions. This explains the satisfact®C. H. Leung, C. G. Zhang, K. S. Song, J. Phys.: Condens. Méitb489
tory agreement observed here between the spectral charactef1992.

.. . . 16 : :

istics of self-trapped excitons formed in the unperturbed lat;,> Berak and W. Szuszkiewicz, Rocz. Chést, 2463(1977.
. . . . S. Wei and D. Ailion, Phys. Rev. B9, 4470(1979.

tice and in phase inclusions.

- ) . . 18V, F. Shtan’ko and V. I. Oleshko, Zh. Tekh. F&9, 99(1989 [Sov. Phys.
To sum up, a detailed analysis of the transient absorption tecn, phys34, 312 (1989].

spectra of Caf; Srk, and Bak has identified qualitative *°N. F. Mott, Philos. Mag$6, 287 (1961).
similarities between the spectral kinetic characteristics of dif-z:E- Barsis and A. Taylor, Chem. Phys5, 1154(1966.
ferent configurations of self-trapped excitons formed in the i H& Beagmozgl\g’-éga(ﬁ%u L. Kirk, and G. P. Sammers, Proc. R. Soc.
. . ondon, ser. .
unperturbed |att|C(_9 of these crys_tals. The C(_)mplexny of thQ?P. J. Call, W. Hayes, J. P. Stott, and A. E. Hughes, J. Phys. C: Solid State
spectrgl structure in various fluprlte crystals is c.aused by the pnys 7, 2417(1974.
formation of excitons trapped in the defect lattice. The ap23r. Birsoy, Phys. Status Solidi A2, 169 (1980.
pearance of an additional sink channel for the electronic ex?'Y. Shinozuka and Y. Toyozawa, Tech. Rep. ISSR A, No. 909(1408.
. . . . . 25 ’ H
citations reduces the efficiency of self-trapped exciton for- ;/éfigsgéa[nTkoh V-P ﬁ (ﬂéb'sf'g, g‘(“ldggégv'-To'maCher Zh. Tekh. F68(4),
; : ; P— ech. Phys43, .
matlpn .m the unperturbeq lattice. The observeq behavior I§f50. Arimoto, K. Kan'no, K. Nakamura, and Y. Nakai, J. Phys. Soc. Jpn.
qualitatively consistent with that observed previously when £5 4 (1984,
nominally pure fluorite and alkali halide crystals and those27y. |. Korepanov, V. M. Lisitsyn, and L. A. Lisitsyna, Izv. Viyssh. Uchebn.
specially doped with homologous impurities were irradiated. zaved. Fiz. No. 11, 941996.
The nature of the short-lived absorption in the short-2L. A. Lisitsyna, V. M. Raterov, V. M. Lisitsyn, E. P. Chinkov, and L. M.
wavelength part of the spectrum and the reasons for the red'™fimova, Opt. Spekirosk55, 875 (1983 [Opt. Spectrosc55, 526
. L . 1983].
shift when the initial spectra are expanded into band compo-( 3]

nents have not been definitively clarified. Translated by R. M. Durham



PHYSICS OF THE SOLID STATE VOLUME 40, NUMBER 7 JULY 1998

Spin—spin and spin—lattice relaxation of nitrogen in electron irradiated and annealed
synthetic diamond
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Transient nutation ESR spectroscopy has been used to study the broadening of isolated lines in
the triplet of P1 nitrogen centers in disperse synthetic diamond bombarded by electrons

and annealed at 670-1070 K. On the basis of measurements of the spin—spin relaxation time, it
was established that at nitrogen concentrations up t& 18° cm™2 the homogeneous

line width is caused by dipole interaction between the nitrogen atoms and exchange interactions
make no contribution. ©1998 American Institute of Physids$5$1063-78308)01307-0

Most synthetic diamonds contain isolated nitrogen atomd. SAMPLES AND MEASUREMENT METHOD
in the paramagnetic formA1 centerywhich replace carbon

atoms in the crystal lattice. The ESR spectrum of such cen- Dlsperse' diamond with agrain size of less than | .
; 13 L . was synthesized at the Institute of Solid-State and Semicon-
ters in most studiés® is formed by hyperfine interaction

. . ductor Physics of the Belarus Academy of Sciences. The
between a “superfluous” nitrogen electron and its nucleuspOWder was bombarded in vacuum by 4 MeV electrons at a
having unit spin. In this case, the broadening of the indi-y,ca of 3¢107 cm=2 and was then systematically heat
vidual components of the nitrogen triplet may be either hoyeataq in 100 K steps at temperatures which activate va-
mogeneous or inhomogeneous. The homogeneous broad%ncy migration670—~1070 K in order to vary the concen-
ing may be caused by dipole-dipole and exchanggaion of P1 centers in the range (6—124)10% cm 3 Ref.
interaction between spins with the same Larmor frequencieg)
whereas the inhomogeneous broadening is caused by dipolé The transient nutations of the ESR signals were formed
interactions between spins with different Larmor frequen-after the abrupt establishment of resonant interaction be-
cies, hyperfine interactions, and inhomogeneities of the exween cw microwave radiation and the spin system by vary-
ternal magnetic fields. Nevertheless, there is still no commofhg the transition frequency by means of the Zeeman €éffect
viewpoint on the contribution of exchange interactions atand were recorded in the 3 cm range. The experiments were
high (>10"" cm™3) concentrations oP1 centers. In Ref. 4, carried out at room temperature.
for instance, a reduction in the line width with decreasing
particle size in synthetic diamond powder was attributed to

exchange narrowing since the nitrogen concentration iné- RESULTS AND DISCUSSION

2 -3 H ) . .
creased and could reach 2@m™°. However, in later Figure 1 gives an oscilloscope trace of theomponent

studie$® based on steady-state ESR spectroscopy in whic@f the transient nutatiotabsorption signalrecorded for the
saturation effects were used to study spin—spin and spingentral line of theP1 centers of diamond powder after heat
lattice interactions, it was concluded that isolated lines in &reatment aff,,,= 1073 K. The amplitude of the polarizing
triplet of P1 centers saturate homogeneously at concentraield pulses was 1:810 * T, their duration was 1@s, and
tions N>5x10"" cm™® and their width is determined by the repetition period 1 ms. Resonance conditions for the line
isotropic exchange interaction between nitrogen centergenter were established at tire 0. The observed signal is
whose nuclear spins have different projections. Finally, in avell approximated by the following theoretical dependence
recent studyspin echo was used to establish that the rate ofypical of an inhomogeneously broadened line for the case
spin—spin relaxation oP1 centers depends linearly on their w;<Awy;, (Awyy, is the line half-width at half-heightand
concentration in the range 0.3—400 ppm and this was attribf,<T,:

uted to dipole interaction between the nitrogen atoms. The

. I . . t
possible contribution of exchange broadening which also Uoc‘]o(wlt)e)([{ — _> (1)
gives a similar concentration dependence, was not analyzed 2T,
in this case. wherew,= yB1, vy is the gyromagnetic ratio of the spin sys-

Here the mechanism for line broadeningRd centersin  tem, B; is the amplitude of the magnetic component of the
synthetic diamond powders is studied using transient nutamicrowave field, T, and T, are the spin—spin and spin—
tion ESR spectroscopy. lattice relaxation times, andh(w4t) is a zeroth-order Bessel

1063-7834/98/40(7)/3/$15.00 1125 © 1998 American Institute of Physics
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time of P1 centers compared with;=1.7 ms(Ref. 10 is
’0-50 i 2' 1 L 1 18 — caused by the presence of other paramagnetic impurities in

4 . . . .
t’f”s the diamond which behave as rapidly relaxing centers rela-
tive to the P1 centers. In particular, our samples revealed
FIG. 1. ESR nutation signal of the central line oP4 center in disperse NONsaturable ESR signals of nitrogen aggregages2.002
diamond annealed &f,,—=1073 K. The dashed line was obtained using +0.001, line width around 1810 “ T, and concentration
relation (1) for w,=2mx1.35 MHz andT,=0.65us. around 510 cm™3%) (Ref. 6.
Using these data, the homogeneous line half-width can

. . _ _ be given by
function. In this case the nutation frequency ds/27

=1.35 MHz andT,=0.65+0.06 s, and these values are
the same for all three spectral components. The maximum

. . —4
amplitudeB; did not exceed 0.8 10 “ T and was less than where for a Lorentzian lind By~ \/§yABpp/2 andAB,, is

. _ 74 - . .
the width ((2.8-4.3X10°"T) of the Ilnes_ being studied. the spacing between the extrema of the first derivative of the
The samples were smabround 10 mygand it was observed o9 )
absorption line. For a sample annealed at 1073 K, relation

e PRl 0 (2 ges 48,,-0.10¢10 1. This homogeneous
y ’ W width is considerably smaller than the valdeB,,=2.8

than the time constant associated with decay of the envelop; 104 T measured by steady-state spectroscopy, which in-

Jo(wqt) so thatT, can be determined fairly accurately by the . : . . R i
nutation method. If the opposite relation is satisfied betweerclhcates that the broadening of the triplet lines is inhomoge

X . peous. The main contribution to the inhomogeneous width is
these parameters, preference should be given to the spin echd de by th d of local field d by th f
method. made by the spread of local fields caused by the presence o

paramagnetic nitrogen aggregates in these samples.

Figure 2 gives the spin—spin relaxation time as a func- . .
tion of the sample annealing temperatiitg,,. This behavior These _data can a_Iso be used to Qeterm|ne t_he local spin
n concentratioN,c. As is knowrt! the highest possible value

correlates with the change in the concentratio® dfcenters . . . . ;
. . of T, resulting from of dipole—dipole interaction between
passing through a maximum and recorded for these samples

in steady-state measuremefts. Spins randomly distributed in the lattice is given by
The spin—spin relaxation time measured by a two-pulse 9.3 1

delayed nutation methddvas the same for the triplet com- To=——— “ N

ponents, it remained constant during annealing, andTWas 47"y hiNioc loc

=70+10 us. It can be seen that the conditi®p>T, used wherea=8.1xX10 3. Since the splitting between the triplet

to derive formula(l) is satisfied. However, this value @f  components considerably excedsls in this caseN,. cor-

is lower than the value of 30@s obtained by Shul'man responds to the spin concentration in the excited component.

et al. using a steady-state saturation method for powder with ~ Within measurement error, the volume-averaged and lo-

N=(5-10)x 10" cm 3 (Ref. 2. It is also lower than the cal concentrations for these samples are the same, which

value of 500us measured at room temperature by Zaritski indicates a random impurity distribution. For example, for a

et al1° using a pulsed saturation technique for polycrystal-sample annealed &=1073 K, we have from formulg3)

line synthetic diamond with a nitrogen concentratibh  N,,.=5.8x 10'¥cm 3, whereas the concentration obtained

=(5-10)x 10 cm 3. The shorter spin—lattice relaxation from the steady-state measurementNis5.3x 108 cm 3.

1
Awqjp=yAByp= T, 2

)
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At the same time, this indicates that the homogeneous linéJ. H. N. Loubser and J. A. van Wyk, Rep. Prog. Ph.1202(1978.
broadening has a dipole nature and exchange interactiofPhysical Properties of Diamoncedited by N. V. Novikov[in Russia,
makes no contribution to its width fo¥j,.<1.2x10"cm™3.  Kiev (1987, pp. 126-135. _ o
Since the concentrations and line widths of the samples in- 2 A+ van Wyk, E. C. Reynhardt, G. L. High, and I. Kiflawi, J. Phys. D.:
vestigated by us and in Ref. 5 are similar and lie in the rangaAppl' Phys.30, 1790(1997.

) o M. J. A. Smith, B. R. Angel, and R. G. Emmons, Natt®ndon 210,
where, in the opinion of the authors of Ref. 5, exchange g, (1966,
broadening plays a decisive role, our result cannot be treateél. A, shurman and G. A. PodzyareFiz. Tverd. Tela(Leningrad 14,
as a characteristic of these samples. The conclusion that thel770(1972 [Sov. Phys. Solid Staté4, 1521(1972].
components of the nitrogen spectrum undergo exchang@E. M. Shishonok, V. B. Shipilo, G. N. Popelnuk, I. I. Azarko, A. A.
broadening in this range of concentrations should best beMelnikov, and A. R. Filipp, Mater. Lett34, 143 (1998.
regarded as inconsistent with the experimental evidence and: Z- Rutkovski and G. G. Fedoruk, Zh. Ksp. Teor. Fiz78, 1237(1980
attributable to the nonunique determination Bf by the 8 Sov. Phys. JETBL, 623(1980].

. . H. C. Torrey, Phys. RevZ6, 1059(1949.

steady-state saturation method. Since the value ofeter- 9R. Shuméker, in Laser and Coherent Spectroscdjiy Russian, Moscow
mined from relation(3) for a known concentration oP1 (1982, pp. 391-402.
centers from steady-state measurements, coincides with it4. M. Zaritskii, V. Ya. Bratus’, V. S. Vikhnin, A. S. VishnevskiA. A.
theoretical value, there is no basis for stating that exchangeKonchits, and V. M. Ustintsev, Fiz. Tverd. Telaeningrad 18, 3226
line broadening also exists. These conclusions are also sup{1976 [Sov. Phys. Solid Stai8, 1883(1976]. ,
ported by experimental data from Ref. 3 if these are analyzed < M- Salikhov, A. G. Semenov, Yu. D. Tsvetkoiglectron Spin Echo
using relation(3), which exhibits slight quantitative differ- and Its Application{in Russiap), Novosibirsk(1978, 342 pp.

ences compared with E(Q) used in Ref. 3. Translated by R. M. Durham
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Hole-electron mechanism of F—H pair generation in RbCl crystals with impurity
electron traps

E. A. Vasil'chenko, I. A. Kudryavtseva, A. Ch. Lushchik, Ch. B. Lushchik,
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Institute of Physics, Tartu University, EE 2400 Tartu, Estonia
(Submitted December 10, 1997
Fiz. Tverd. Tela(St. Petersbupg40, 1238—1245July 1998

Production ofF, Cl;, Ag®, and TP centers in RbCl:Ag and RbCI:Tl crystals by photons having
energies ranging from 5 to 10 eV has been studied at 295 and 180 K. It is shown that
creation of near-impurity excitations is accompanied by formatioR oénters localized in the
vicinity of Ag™* and TI" ions. F centers are produced in direct optical generation of self-
trapped excitons. In addition to the well-known mechanismFefH pair production in
nonradiative recombination of electrons with self-trapped holes, a hole-electron process

has been revealed for the first time to operate in RbCIl:Ag having deep electron traps. By this
mechanismF—H pairs appear in the following sequence of stages: thermally stimulated
unfreezing of hopping diffusion of self-trapped holg4 center$, tunneling electron transfer
from AgP to the approachinyy centers, and subsequent nonradiative decay of triplet
self-trapped excitons near Agions. © 1998 American Institute of Physics.
[S1063-783%8)01407-3

In 1963, a recombination-type electron-hole mechanisntrenkel defects by recombination not only of electrons with
of F center production in NaCl crystals containingTibns  localized holese—h mechanism but of mobile holes with
as luminescent probes was isolated and studied in consideirap-bound electrongh—e mechanism!* Recently we have
able detail. The crystals were irradiated by VUV ligat-13  carried out direct experiments aimed at detecting in alkali
eV), which creates selectively electrof® and holes(h) in halide crystals théa—e mechanism of Frenkel defect forma-
interband transitions A comparison of the thermal stability tion. We are going to describe these experiments in detail in
of F centers generated in NaCl by VUV light, radiation from this publication, they were mentioned briefly in our recent
the IRT-3000 research react(Balaspils, Latvig 50-keV x- work (Ref. 15. The radiative transitions involved in the re-
rays, and a 150-eV electron beam revealed that it is the ekombination of mobile holes with localized electrons in al-
ementary e-h mechanism that underlies the radiation- k@li halide crystals have been known for a long tifsee,
induced coloring of alkali-halide crystals observed to occur€-9-» Refs. 16 and 17
under exposure to x rays already in the pioneering experi-
ments of Ratgen and loffé. A comprehensive study of the 1. SUBJECTS OF STUDY AND EXPERIMENTAL METHOD
e—h mechanism carried out over many years, and drawing

upon-the fundamental fafcthat the eficiency of~ center method in an inert atmosphere from starting materials puri-
creation by x rays.ta5 Kis onI.y W‘?a'f'y dependent on the- fied by treating the melt in chlorine flow with subsequent
defect concentration k_)efore irradiation, showed that |_t 'Sriftyfold zone melting!® The impurity content in the crystals
based on the nonradiative decay of self-trapped eXCItONgid not exceed 10° mole fractions. Only K ions which are
(STE forming in recombination of conduction 1e|ectrons difficult to remove from RbCl were present in an amount of
with partially or fully relaxed self-trapped holés!® STE ;1 5¢10°5 mole fractions. We studied RbCI:T| crystals
decay &5 K gives rise to the formation df—H pairs. EPR  \yith a TI* jon concentration of % 10™4. Our attention was
revealed that théd center has the structure of a dihalogenycysed primarily on RbCl:Ag crystals with Agcontent of
molecule (C}),, which occupies one anion site and inter- ghout 104, RbCI platelets measuring ¥815X2.5 mm
acts with two nearest-neighbor halogen idh3he H center were heated fio5 h at atemperature 50 K below the melting
is chemically equivalent to an interstitial halogen atom. Tun-point in AgCI vapor in a preliminarily evacuated container,
neling transfer of the electron from thieto H center trans-  after which they were cooled rapidly The ionic conduction
forms part of the=—H pairs to a classical Frenkel defect pair: in RbCl crystals at temperatures close to the melting point is
an anion vacancye centej and an interstitial halogen iofh  due not only to the formation and migration of Schottky
centey.’>**F centers remain immobile in alkali halide crys- defects(anionic and cationic vacancies, andv.), but also
tals at least up to 500 K, whereas thandH centers acquire to the interstitial anions and cations, andi., created at
hopping mobility at as low as 20-50 & high temperature? In these conditions, diffusion ofi'°
Doped alkali halide crystals with deep electron trapsAg™ ions whose ionic radius is substantially smaller than
were long assumed to be suitable materials for generation dhat of Rb" occurs particularly easilymost probably, inter-

We studied RbCI crystals grown by the Kyropoulos

1063-7834/98/40(7)/7/$15.00 1128 © 1998 American Institute of Physics
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I

FIG. 1. Spectra of1) reflectance and2) STE lu-
minescence excitation at 2.23 eV in RbCI at 8 K;
(3) excitation spectra of Af luminescence at 4.26
eV in RbCl:Ag at 8 K, and4) a fragment of the 295
K spectrum. Inset: luminescence profiles5f STE
and(6) Ag* centers.

Pholon energy,eV

stitially). Silver diffusing from both(100) surfaces of a the transitions'Sy— 3P, 1Sy—3P,, and'S,—P; in free
1.5-mm thick platelet dopes it nearly uniformly throughouts? TI* ions and are used to produce electronic excitation in
the volume to a level of 10°. the anions surrounding the thallium iofD excitations.
The optical characteristics in the 4—10.2-eV region wereSimilar to KCI:TI>*?° all the four absorption bands of
measured within the 80-500 K range by irradiating RbCI:TIRbCI: Tl can be used to excite theluminescence at 4.03 eV,
and RbCl:Ag by VUV radiation of a gas-flow discharge which is produced ir°P,—'S, transitions involving®P,
source through a VMR-2 vacuum monochromafor more  metastable levels8 luminescence at 4.9 e\PP,—1S;) can
details, see Ref. 21The measurements were performed forg|so be excited within th&, C, andD bands. InD bands
equal numbers of incident exciting photons by properly vary-7.0-7.4 eV, one can excite alsB luminescence produced
ing the monochromator slit width. The crystal was main-jn radiative decay of dihalogen excitons localized neaf Tl
tained in a cryostat allowing sample heating at a rate of 0.3ons (for more details, see Ref. R5The luminescence af'®
K/s up to 500 K. During the heating, one recorded the therag+ jons in RbCl:Ag was studied at 80 #:27 Optical ab-
mally stimulated luminescend@SL) intensity, or the inten- sorption of Ag™ centers which occupy noncentrosymmetric
sity of the photostimulated luminescen@@SL) above the  ositions in anion vacancies at 4.2 K in RbCl:Ag and are
TSL signal, which was generated by periodic illumination of riented along110 was investigated in considerable detail
the crystal with shortl-s long pulses of light from an in- i, Ref, 28. We studied the luminescence of self-trapped ex-
candescent lamh() cut out by a double-prism monochro- ¢itons and Ag centers in RbCl and RbCl:Ag crystals at 8 K
mator. The luminescence excitation spectra are normalizegzig. 1). The 4.3-eV luminescence of Agcenters is excited
to the same number of photons incident on the preirradiateg1 the 5.1—7.45-eV region. The 5.3-eV excitation band and
crystal. _ _ » the 5.6—5.9-eV doublet band are due, as in KCI?Atp the
Some experiments carried o_ut_W|th|n the 8-290 K rang&arity-forbidden electronic transition$S,— 3D, and S,
made use of synchrotron radiation from a storage rin |_.1p, in free Ag" ions. The off-center position of Agand

('\l/le('jl’. 55(E)tM_ey) n I]:Iun? (Swedep. tThe technI:queT M the low-symmetry vibrations increase the probability of these
ployed in obtaining retiectance spectra, as well as Uminesy, qiigns in a crystal. In our opinion, the process occurring

cence excitation spectra normalized to the same number M the 7.0-7.4-eV interval in RbCl:Ag is excitation of near-

incident synchrotron-radiation photons are described in more . . : : . N
o impurity anions involving partial electron transfer to the’Ag
detail in Ref. 22. ion
The optical absorption induced by x radiati@® kV, 18 -
mA, W anticathode, Be windowin the 1.8—6.2-eV region Figure 1 presents alsm& K reflectance spectrum from

was measured with a Specord M40 spectrophotometer. Tfe(loo) plane of a high-purity RbCl crystal, as-cleaved in a

. . high vacuum (10° mbar). The intense reflection peaking at
temperature of the crystal in the cryostat could be varie ) .
P y y .54 and 7.69 eV corresponds to formation Ibfexcitons

azr:fgtlolzgo K. The heating rate during thermal ble'f:mhmgvvith n=1. The considerably weaker maxima at 8.194 and
8.34 eV are due td' n=2 excitons. The spin-orbit splitting
in the reflectancéabsorption spectra of RbCl is 0.14-0.15
2. PHOTOSTIMULATED LUMINESCENCE OF RbCI:TI AND eV. For RbCl, the band gafi,=8.5 eV. Ther lumines-
RbClAg cence of dihalogen STE®.23 eV}, whose excitation spec-
Luminescence of Tl centers in RbCI:TI 88 K was  trum is also shown in Fig. 1 after being corrected for selec-
studied in Ref. 23. The absorption spectra exhibit the chartive reflection of the exciting radiation, originates in the
acteristicA, B, C, andD absorption bands peaking, respec-exciton-absorption region, as well as in interband transitions.
tively, at 5.1, 5.9, 6.35, and 7.0—7.4 eV, which correspond tdt was show#’ that the STEr luminescence has a low quan-
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tum yield at helium temperaturgs-0.05, and undergoes
strong temperature-induced quenching at 15-20 K. The
guenching is characterized by a low activation energy of
nonradiative transition$21 me\), which are interpreted as
due to phonon-induced tunneling to the ground state of the
system with heat release. No SBEHuminescence has been
observed in RbCI® Part of STEs decay even at helium tem-
peratures with creation of long-livédl (=>1h) and
short-lived° (7<1 us) F—H pairs.

As follows from Fig. 1,7 luminescence of ST excitons
is excited in RbCI both in direct creation af=1 andn=2
excitons and in interband transitions. A dip is observed in the
7.85—-7.15-eV interval of the quantum-yield spectrum of STE
luminescence, where longitudinal excitons are created. In
RbCl:Ag, Ag" luminescence is not excited by the 7.45—
8.15-eV photons producing excitons. The range of=1T
excitons in RbCIl before self-trapping is about ten anion
separationd® The holes createdt® K in interband transi-
tions traverse before self-trapping somewhat larger distances,
and ionize with a low efficiency the Agcenters. Recombi-
nation of electrons from AY producesA luminescence of
Ag” centers(4.3 eV). As follows from Fig. 1, hoe—h pairs
created by 10-eV photons at tileandL points of the Bril-
louin zone excite recombinatioA luminescence of Ag 4 awed
more efficiently than the cold-h pairs produced by 8.6-eV /AR 14
photons in interband transitions in the vicinity of tRepoint 15 20 2.5 3.0
(the band structure of RbCl was theoretically calculated in FPhaton energy,eV
Ref' 3_0' Heatmg 'RbCliAg above 200-250 K, where hop- FIG. 2. Spectra of pulsed optical luminescence excitation in RoCTand
ping diffusion of dihalogen ST holes/ centers unfreezes, RrpciAg (b): a—TI* luminescence at 180 K1) and 120 K(2,3) after
increases the excitation efficiency of Agecombination ra- crystal irradiation for 45 min by photons of energy 6.3 &, 7.3 eV (2),
diation compared to that observetl8aK several timegsee  and 6.9 eV(3) at 180 K(1) and 80 K(23); b—Ag" luminescence after
Fig. 1). A similar effect is observed in RbCI:TI. I[)ag'zt\'/o(g)fo;jggng'&by photons of energy 6.25 ¥, 7.35 eV(S), and

VUV irradiation of RbCIl:TI and RbCl:Ag crystals at 180 ~ ' '
and 295 K(to a dose of X 10" photon/cm) creates in the
crystals T? and Ad centers with absorption bands lying at
1.8 and 2.9 eV, respectively. Thermal ionization of @hd  (Cl3),ca, Which occupy two anion and one cation
AgP proceeds effectively at 300 and 380 K and is accompasites®®343 Excitation of RbCI:Tl crystals within the€ ab-
nied by strong recombinatiod emission of Tf (~4 eV) or  sorption band6.35 eV, Ref. 3gand of RbCl:Ag crystals by
Ag™ (4.3 eV), respectively. VUV irradiation produces alo  6.25-eV photons results in partial photostimulated ionization
centers with a characteristic absorption band at 2.0 eV andf TI" and Ag" centers. Conduction electrons become local-
FA(TI™) centerslabsorption bands at 1.6 and 2.15)ddtal-  ized at the impurity ions to form ¥land A@, which gives
ized near TI ions. The latter centers in RbCI:TI were stud- rise to the appearance in tAduminescence excitation spec-
ied in Refs. 31 and 32. At 180 and 295 K, excitation oftra of features in the region of 1.8 and 2.9 &Mg. 2). Elec-
VUV-irradiated crystals by 1.5-3.0-eV photons results introns are trapped also by anion and cation vacancy aggre-
ionization ofF, TI°, and Ad centers and appearance of pho- gates, which existed before the irradiation, to fdfroenters
tostimulated luminescence of Thnd Ag'. distorted strongly by the neighboring pre-irradiation defects

Figure 2 presents for illustratioA luminescence excita- (compare with KBr and KCI crystals, Ref. BAWe cannot
tion spectra of TI and Ag" from preliminarily irradiated naturally observe singlE centers in photoionization of Tl
RbCI:TI and RbCI:Ag crystals. The excitation spectra pro-and Ag", because the efficiency of anion vacancy and inter-
duced by 7.3%0.05-eV photons, which create efficiently stitial halogen ion production in RbCl by VUV radiation at 5
n=1 I excitons at 295, 180, and 80 K, practically coincideand 80 K is less than that in KCI by a factor 15Besides,
in profile with the absorption spectra of singlecenters. The at 200—300 K the anion vacancies have a high mobility and
H centers, which are created simultaneously withEheen-  interact with other point defects.
ters and have, according to EPR measurements on RbCI, the Of particular interest is the nonradiative decay of near-
structure of a[110]-oriented dihalogen molecule (O, at  impurity D excitations of Tf and Ag". As follows from Fig.
one anion sité? possess a high mobility at 80—300 K, propa- 2, in the region of the nonelementaly band of RbCI:TI
gate away from the point of creation over many interanion6.9-eV photons produce effectively centers, whose profile
distances, and interact witli, centers and cation vacancies is only slightly displaced compared to that of singlecen-
to form linear, [100]-oriented trihalogen molecules ters, as well as strongly distorteéel centers with absorption
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bands at 1.6 and 2.15 eV, which correspon& ¢TI ") cen- 1
ters. We believe that the latter form when anions are excitec [~
in the immediate vicinity of TI centers. The slightly per-
turbedF centers form in the decay of electronic anion exci- |-
tations in coordination spheres lying farther away from the
TI™ centers. The spectrum of production of tRecenters -
perturbed by Ag in RbCl:Ag also covers th® excitation
region. As for the ionization of Ag centers, it gives rise -
primarily to the formation of A8

R,%

3. RECOMBINATION AND EXCITONIC PROCESSES
INVOLVED IN FRENKEL DEFECT FORMATION

Recently 12—-32-eV synchrotron radiation was used to Lt 10 ) POeedere Oyt
measure the spectra of production Bfcenters, which are 6 Phot 8 v L
stable at 295 K, in KBr:TP#3* KCI:TI,“* and RbCI:Tl(Ref. gLon EneTgyse
15. The crystals were irradiated by equal dosesFIG. 3. (1) F center production spectrum under RbCITI excitation by
(1015 photons/crﬁ) of photons of different energiebv,. 1.95-eV photons an®) reflectance spectrum of the crystal.

The PSL light sum of TI centers emitted under excitation

by hvg photons at the maximum of thié absorption band

was taken as a measure of the numbefF aenters produced A comparison of a RbCI:TI reflectance spectrum mea-
by the synchrotron radiation. Each absorbed 12-eV photosured at 180 K with thé= center production spectrufirig.
created onee—h pair at the long-wavelength edge of the 3) showed the stabl& centers to form within the 7.15—
range covered. ThE—H pairs were formed in nonradiative 8.0-eV interval, where photons generate excitons, part of
recombination of an electron with a self-trapped hole. In-which are localized already at the moment of their creation
creasinghv, resulted in production oe—h pairs with in-  (the so-called Urbach tail of the exciton band at 7.15-7.3
creasing conduction-electron energy. As soon as the energ@V). F centers form also in the 8.2—10-eV region of inter-
of the hot photoelectron reached that of the anion excitorband transition¢in the 8.2—8.4-eV interval, holes are created
(Ee) or E4, a secondary exciton or a secondayh pair  already in localized state At room temperature, stable
were born, and the efficiency &fcenter formation increased centers form most effectively in the 8.0-8.4-eV region,
strongly. The formation of centers was particularly effec- where part of photons produce excitons, and another part of
tive in KBr, KCI, and RbCI crystals at 295 K in the condi- them, electrons and holes. In RbCI:Tl, interaction Wt
tions where absorption of one photon produces botledn  centers plays an important role in the stabilizatiorHoten-
pair and a secondary excitdf.*° ters not only at 295 K but at 180 K as well.

An analysis of these data suggests a conclusion that par- Figure 4 demonstrates the annealingrestimulated lu-
ticularly favorable for the stabilization df—H pairs at 295 minescence of Tl centers () when a RbCI:Tl crystal illu-

K in thallium-doped crystals is interaction of mobitécen-  minated by 8.3-eV photons at 180 K is warmed up. Also
ters with V| centers, and various versions of such interacsshown is the spectrally-integrated TSL with characteristic
tions including independent radiation-induced creation ofpeaks at 230, 260, and 295 K. As follows from an analysis of
cation vacancies and electron recombination withV,  the annealing oiV-center EPR signals, and of the optical

pairs were considere:®>38 absorption spectra of x-ray irradiated crystals, the TSL peak

As known from studies of radiation-induced coloring of at 230 K is due to the unfreezing of hopping diffusion and
alkali-halide crystals by x rays or with a XeCl las@gn the  annealing ofV centers, and that at 295 K, to thermal ion-
two-photon, 2<4.02-eV modg at 80—-350 K, the optimum ization of TP centers. Similar to KCt! above 260 K one
temperature interval for the productioneftenters stable up observes hopping diffusion of the so-call® centers(a
to 370-430 K in RbCI and KCl is 180-200 K, wheke  hole localized near a cation vacafcps seen from Fig. 4,
centers have already a high mobility, while igcenters are  heating within the 200—260 K interval enhances strorgly
still immobile?%3° We performed the first measurement of and that in the 350—440 region, results in its three-stage an-
the spectra of center production by VUV radiation at 180 nealing. The annealing in the 380—430 K region is certainly
K. Figure 3 presents such a spectrum for RbCI:Tl. We tookassociated with thermal destruction of the {}gL,- centers,
as a measure of the number of stableenters the intensity whose optical absorption in x-irradiated crystals peaks at
of the TI" luminescence pulsdl ) produced by excitation 5.45 eV and has a halfwidth of about 0.8 eV.
with 1.95-eV photons of a preliminarily irradiated crystat Initially, we were inclined to assign the strong heating-
a dose of 18 photons/crf). Following each irradiation, the induced increase df: to the specific features of our lumi-
crystal in the cryostat was heated to 470 K up to practicallynescence technique used to monitor the numbér oénters
complete destruction of thE centers under study. During from recombination with A" of the conduction electrons
the warmup, the crystal was periodicallin 10 K step$  produced in photothermal ionization Bfcenters*? A certain
illuminated by F excitation pulses to monitor thE center part of the increase ihg within the 200-260 K interval is
annealing. undoubtedly due to the fact thaf, centers produced in the
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FIG. 5. Absorption spectra obtained at 85 K following irradiation of
RbCI:Ag by x rays at 85 K for 80 miiil) and after a warmup to 240 K).
Spectrum(1) is shown deconvolved into absorption band components due to
the V¢ and Ad centers.
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in that of Ad® centers. A§-center destruction is completed
only within the 375-390 K interval and is accompanied by
Ag™ luminescencé4.3 eV).
1 The correlated change in the numbersaind Ad cen-
200 T 500 ters during 2068-250 K heating is connected with hopping
K ‘ diffusion of Vi centers toward AYcenters, followed by tun-
FIG. 4. Thermal activation characteristics (@ RbCI:Tl and(b) RbCl:Ag.  neling electron transfer from Ago the Vi center and for-
a—Annealing of pulsed optical luminescencehat=1.9 eV following i-  mation near the Ag center of a self-trapped exciton. Subse-
{igﬁgggnogﬁ?‘glgl ;‘t);égrn;g‘ 23(”18-ZéGGVe@OLOCﬁ%HEnﬁ;ifr?”oc\)';’itf;ge quent nonradiative STE decay results in efficient creation of
F absorption band?zvzz ev) foIIowir¥g RbClI xpirradiation for 80 gEnirié%)- an F_+H pair. The immobile~ cent_er remains in the VICIr."ty
Irradiation performed at 180 K. b—Annealing of absorption bands of the®f Ag™ (at a distance of a tunneling electron transfer in the
centers following x irradiation of RbCI:Ag at 85 K for 5 mi#) and 80 min  Ag®-V,. pain. The high-mobilityH center becomes stabilized
(5): 4—Ag° ce_nters(3 eV), 5—F centers(2 eV). Differential curve ofF at 200-250 K at a divacancy) gvc) to form aVF center
center annealingc). (vch). For T=260 K, Vg centers, as pointed out before,
acquire hopping mobility and recombine partially wikh
centers, and this is what accounts for the decrease in their

unfreezing of hopping diffusion interact with Tlto form  number in the 260-280 K interval.
additional TP* centers and, thus, enhance the PSL of TI A study was made of the spectral composition of TSL
centers. This process, known for a long time, is paralleled iPeaks produced in heating a RbCI:Ag crystal irradiated by x
RbCI: Tl by another, much more interesting process, which igays at 180 K. The 230 K peak region is dominated by the
associated with nonradiative recombination of mobile ~ 2.35-eV luminescence similar to the spectrum of the STE
centers with T and creation of newf —H pairs. This effect luminescenceg2.23 eV). The 2.35-eV luminescence origi-
was studied in more detail in RbCl:Ag. nates from the radiative decay of the self-trapped excitons
created in the vicinity of Ag in the tunneling electron trans-
fer from Ad® to the approaching/x center. The lumines-
cence produced in thie—e recombination retains its high
efficiency even at 240 K, although the STEluminescence
at 2.23 eV generated in thes-h recombination is quenched
We succeeded in monitoring by the direct absorptioncompletely in RbCl already at as low as 25°K.
technique the variation in the numberfotenters in RbCI:Tl The luminescence spectrum in the vicinity of the 230 K
crystals previously irradiated by x rays at 80 or 180 K, in theTSL peak in RbCl:Ag does not contain the Agmission
course of the unfreezing &f,-center hopping diffusioisee (4.3 eV), which appears with a high efficiency near the 380
Fig. 4). It was found that having from 80 to 180 K does not K peak. Heating our RbCI:Ag crystals from 200 to 250 K,
cause any change in the numbefroenters in the irradiated i.e., in the region where hopping diffusion &f¢ centers
crystals, while increasing the temperature from 200 to 250 Kbecomes operative, did not reveal any flux of electrons re-
gives rise to a considerable enhancemerf absorption(at  leased from impurity traps. When localized at single anion
2 eV), which falls off again in subsequent heating from 250vacancies, such electrons could produce keeenters.
to 300 K. The increase in the numberftenters within the Figure 5 displays some of the RbCI:Ag absorption spec-
200-250 K interval is paralleled by a considerable decreasta in the 1.8—5-eV region induced by x rays at 85 K. As-

4. HOLE-RECOMBINATION PROCESSES INVOLVED IN F—H
PAIR CREATION
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suming the oscillator strengths of tReand Ad’ centers to be
unity, we compared integrated absorption in the region of the
F and Ad bands, which peaked, at the measurement tem-
perature(85 K), at 2.02 and 3.0 eV and had half-widths of c8
0.19 and 0.42 eV, before and after a8840 heating. This
heating also anneals in the crystal completely\hecenters
(the band at 3.4 eV with a half-width of 0.76 §VThe ratio
of the number of centers created during heating to that of
the Ad centers destroyed in the same procAdé- /ANpg 3 _— 7 Ag°
=0.25. In theh—e process in RbCl:Ag, not less than 25% of g ...
the recombining A%V pairs convert to stablE—H pairs. '
We compared the efficiencies of this process and of the 2
F—H pair creation at 180 K by illumination of the x-
irradiated crystal with 3-eV photons, which produce photo-
ionization of A and subsequent recombination of conduc-
tion electrons with the relaxedy centers. In the latter case / 1

A 1

we obtainedANg/AN,,=<0.02. The recombination o¥y

with Ag° centers assistged by hopping diffusion was found to \\\\\\\\\\ Ve m

be an order of magnitude more effective in producing stable a b

F—H pairs than that of conduction electrons with centers.

The latter process was studied in detail in KCI:ARef. 43 FIG. 6. Simplified energy band diagram of the RbCI:Ag crystal.

and KCI:Tl (Ref. 49 at 4.2 K. As follows from the variation

of EPR signals from the/x and H centers, after optical

ionization of a part of A§ or TI° centers and subsequent transition in RbCl:Ag may involve emission tgthe 2.35-eV

recombination of conduction electrons with completely re-luminescence in the 230 K TSL pealBy properly varying

laxedV centers, the ratio of the changes in the numbét of the depth of the electron trap (AgCu®, TI*, In*, etc) and

andVy centersAN, /AN, <0.005. A similar result was ob- the host substancéCl, RbCI, CsC), one can change the

tained also after irradiation at 80 K. mutual position of the levels of the electron localized at an
We carried out preliminary experiments with KCI:Ag impurity and of the STE statd®,3).

crystals irradiated by x rays at 175 K. Thermal annealing of  Note that the diagram shown in Fig. 6 does not take into

Vi centerg180—-240 K revealed a correlated increase in the account the complex vibronic structure of the STE states, as

number ofF centers and a decrease in the number of Agwell as the vibronic structure of the Ag centers and its over-

with an efficiencyANg/AN,;=0.08. In KCl:Ag, however, lap with the CB. The real structure of STEs taking into ac-

optical ionization of A§ followed by recombination of con- count their singt—halogen statés and the two types of di-

duction electrons withVi centers also yieldsNg/AN4g halogen statetsee, e.g., Refs. 8 and J1i8 too complex to be

\
\

N

O
7

=0.1. presented here with confidence without a further comprehen-
Figure 6 compares schematically recombination of consive study.
duction electrons in RbCl:Adunder optical ionization of Under optimum conditions and prolonged irradiation of

Ag? with Vi centers(casea, e-h recombinatioh, and re- doped crystals, the process BfH pair production near a
combination of mobileVy centers with the electrons of Ag fixed impurity ion can repeat many times as a result of re-
(caseb, h—e recombination The simplified band diagram combination of mobilé/x centers with electrons localized at
shows the conductioiCB) and valence(VB) bands. We deep traps. This catalytic action of impurity ions can, in prin-
showed in the energy gap of irradiated RbCI:Ag the self-ciple, bring about formation of local groups of defects. If
trapped hole statél), as well as two STE stat€®,3) created  high-mobility H centers are removed effectively from the
in recombination of the conduction electron with ¥g cen-  seed Ag center, a large number & centers may build up
ter. In casen, the system can transfer from state 3 to state lafter manycycles of electron capture by an Agenter with

at least in two ways. Nonradiative-31 transitions in this formation of Ad, to a tunneling electron transfer from Ag
model are accompanied primarily by liberation of hé@j.  to the approaching/k center, and to decay of the STE
The cascade transitions-2—1 result predominantly in the formed near A§ to form anF—H pair in the vicinity of a
creation ofF —H pairs. In casé, the situation is essentially fixed Ag" impurity ion. Under favorable conditions a cluster
different. An electron from the ground state of Alying of F centers may eventually, for instance, transform into a
2.5-3 eV below the conduction band minimum cannot tun-small colloidal particle of the impurity metal. Such processes
nel to the higher-lying level 3, but is capable of reachingin alkali halide crystals have been studied for many years at
level 2. The subsequent nonradiative transitior12gives large irradiation dosetsee, e.g., Ref. 46in an attempt to
rise to creation oF —H pairs. In case, the system avoids find support for various phenomenological theofie® The
state 3 where the probability of heat release is high becausgture of seed defects in the initial stage of such processes
of the 3—1 transitions. This is apparently what accounts forremains, however, unclear. We should like to draw attention
the high valuefANg/ANx=0.25 in casd compared to the to the possible role of deep traps for electrons and of mul-
low values of ANE/AN,g in casea. Note that the 21  tiple hole-electron recombinations with creation of Frenkel
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defects in the formation of local groups of point defects and®e. Feldbach, M. Kamada, M. Kirm, A. Lushchik, Ch. Lushchik, and

macrodefects in irradiated crystals.
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Thermooptic investigation of impurity centers in Cu-doped Bi 12510, crystals
T. V. Panchenko

Dnepropetrovsk State University, 320625 Dnepropetrovsk, Ukraine
(Submitted December 18, 1997
Fiz. Tverd. Tela(St. Petersbupg40, 1246—1251(July 1998

Temperature dependences of the optical absorption of BSO:Cu crystals were investigated at
photon energies between 1.36 and 3.46 eV and temperatures between 85 and 700 K. These
dependences are analyzed for the energy model of a partially compepsstee

semiconductor taking into account the temperature dependence of the concentration of shallow
and deep ionized acceptors. 898 American Institute of Physid§1063-783@8)01507-X]

Copper ions stand out among the dopant ions whiclcooling to ~85 K prior to the measurements produced a
change the properties of sillenite crystals;8i0,((BSO  thermodynamically nonequilibrium distribution of electrons
and Bi;;GeO,(BGO) in a practically useful ways. By appre- at local levels in the band gap.
ciably enhancing the photorefractive and photochromic ef-  The optical transmission specti @) were measured us-
fects, these ions can optimize the parameters of optical inng a Specord M40 spectrophotometer in the photon energy
formation processing devicés® especially for recording rangeE=136-3.46 eV. The temperature was varied in the
holograms in the infrared. rangeT=85-700 K at 5-10 K intervals and was stabilized

The spectral characteristics of the steady-state antb within approximately+ 1 K. The effective rate of heating
photoinduced optical absorption, and the spontaneous ariwwas~0.02K-s™ 1.
magnetic circular dichroism of copper-doped BSO and BGO  The absorption spectra(E) were calculated using the
crystals(BSO:Cu and BGO:Cu, respectivelgre attributed  relation'
to d—d electronic transitions in the Gti, C/*, and Cu B 5 —2 >
ions which replace Bi* ions at octahedral sites and*Si t={(1=R)%ad(4mn) “Hexplad) R exp(—2ad)(}l,)
(G€**) ions at tetrahedral sites in the crystal lattic®.On _ o .
the other hand, thermal activation effects and photocondud¥heren(E) is the refractive index is the wavelength, and
tion quenching are described using a multicenter recombindX(E) is the reflection coefficient. The dependence£)
tion model controlled by local—level-allowed band transi-Were measured in the range=1.36-3.0 eV using prisms
tions, and the Cu ions are responsible for the appearance Wfith a refracting angle of 15° and a GS-5 goniometer. Data
attachment levels and for fast and slow recombinatfon. ~ from Ref. 12 were used for the range=3.0-3.5 eV.

The formation of local levels in the band gap is a con- ~ 1emperature dependences of the integrated lumines-
sequence of the hybridization bf and/ore electronic states, C¢ence intensity(T) in the visible range were also measured
into which thed levels of the Cu ions are split in the ligand at temperature$ =85-300 K.
field with band states. In view of their multiply charged na-
ture and the different localizations of Cu in the crystal lattice,
it is natural to assume that the structure of the local band-gap RESULTS AND DISCUSSION
states of BSO:CYBGO:Cu crystals is complex. Studies of
this structure and a determination of the relative significanc%on
O.f the d'ffere”t_ types of el_ectronlc transitions in th_e form.a'studied although the influence of temperaturenodiffers in
tion of the optical absorption spectrum are of particular in-

terest because analyses of the mechanisms of optical info({j.-Ifferent regions: regio (1.4-1.8 ey — impurity absorp-
; o . o ion whose intensity is determined by the copper
mation processing is based on carrier redistribution processes

. _9 . _ _ . _
between local levelst The temperature dependences of theconcent_ratloﬁ, reglonB_(Z._Z .2'8 eV a?sorptlon _ShOU|
1o . . DO der mainly caused by intrinsic defedfst* and regionC
absorptioh? may provide useful information in this context, .
so their study in BSO:Cu crystals is the aim of this paper (2.8-3.4 ey — absorption band of BSO and BGO crystals
y ' y PaPEr- Jdjacent to fundamental absorption etfigd’ (Fig. 1).

The Urbach spectral rule(E) = agexd x(E—Ey)] is sat-
1. EXPERIMENT isfied in regionC but the curves la=f(E) exhibit a kink.

. Two families of fragments can be identified on these curves,
Nominally pure and copper-doped BSO crystals were . . . : -

. . which converge at the point with the coordinateg=1.44
grown by the Czochralski method. The copper content in the>< 100 em ! En=3.49 6V andaw=134< 1 cm L E
crystals was 0.02 wt %. The samples were prepared in the oL oz = 02

form of 10x10mm polished wafers of thickness =3.49 eV. For the higher-energy fragments the Urbach rule

d=0.1-6 mm, cut in thé001) plane. These were placed in 2S e form
the crystal holder of a nitrogen cryostat. Rapig 20 min) a(E)= agexf o(T)(E—Eg)/KT], @

The family of curvesa(E,T) indicates that the absorp-
increases with temperature over the entire spectral range

1063-7834/98/40(7)/5/$15.00 1135 © 1998 American Institute of Physics
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FIG. 1. Absorption spectra of BSO:Cu crystals B=91(1), 123(2),
163(3), 253(4), 293(5), and 373 K(6). The inset shows edge-impurity
absorption bands in crystals of BSO:Cl) and BSO(2).

where o is a parameter characterizing the slope of the ab-
sorption edge ank is the Boltzmann constant. The tempera-

ture dependence(T)=kTA(Ina)/A(hv) is plotted in Fig.
2a. In the rang@ <200 K this is approximated by an expres-
sion for the absorption edge formed with the involvement o
electron—phonon interactith

o(T)=0y(2kT/hvg)tani hvy/2kT). 3

Here the valuehvy=14.4 meV (the effective phonon en-
ergy) is close to the energy of the longitudinal optical
phonons at frequencies=118 and 116.6 cm' observed in

the infrared absorption spectra and Raman spectra of urfs

1.2

0.9

° 05

| LI B RN M S S B o B

3.05
0
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[
200
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FIG. 2. Calculatedl, 4 and experimental2, 3) temperature dependences

of the parameter (a) and isoabsorption energig (b) of BSO: Cu crys-
tals.

T. V. Panchenko

doped BSO crystal®?’ 5,=0.98. The parameters of the
Urbach rule differ from those given in Refs. 15—-17 for un-
doped BSO crystals. In particular, the high valuesrgfin-
dicate that electron—phonon interaction is suppressed.

In the temperature rang&=230-250 K o decreases
abruptly which correlates with the weaker anomalous varia-
tion of o for BSO crystals’ At T>300K o decreases
nearly linearly unlike BSO.

A theoretical analysf$ shows that the decrease énat
high temperatures may be caused by temperature-dependent
interaction with charged impurities whose concentration is
fairly high (N=10cm™3). If, in addition to the electron—
phonon interaction, allowance is also made for scattering of
electrons at the screening Coulomb potential of impurities,
we have

o*(T)=0o(T)—(kT/hyy)C, (4)
whereC is a constant determined by the valueshef, and
N.

The abrupt anomaly of (T) correlategin terms of tem-
perature positionwith the anomaly of the isoabsorption en-
ergy E , which corresponds to a certain constant vadye
>10°cm 1. The curvesE;‘(T) reflect the change in the

fband gapE with temperaturdFig. 2b. On the whole, they

are reasonably well approximated by the well-known expres-
sion for semiconductors

Es(T)=E}(0)+AT/(O+T), (5)
where the empirical constantE§(0)=3.34 eV, A=8.2
<104 eV-K ™1, and® =436 K (for a,=1100 cm ) differ
from those for nominally pure BSO crystafs:’

Anomalies on thes(T) and ES(T) curves are usually
attributed to phase transiticifsalthough no data on anoma-
lies of the permittivity or the crystal unit cell parameters in
sillenite crystals are given in the literature. However, it is
interesting to note that an abrupt increase in the coefficient of
thermal expansion of BGO crystalsand an intense ther-
mally stimulated conduction pe#kwere observed in the
temperature rang&=200-250 K.

The kink at the exponential absorption edge and the sec-
ond family of fragments of ther(E,T) curves satisfying the
Urbach rule indicates that there is an edge-impurity absorp-
tion band. We identified this band by extrapolating the upper
part of the absorption edge to lowervalues and subtracting
these values from the total spectrum. This band is definitely
associated with Cu ions and/or charge compensation defects
since it has a more complex structure and a higher intensity
compared with the similar band for a nominally pure BSO
crystal(inset to Fig. 1. Assuming that this band is formed by
ionized acceptor—conduction band transitions, we determine
the optical activation energgrelative to the bottom of the
conduction bandE.) for the acceptor levelsEoP=3.19,
3.13, 3.05, 2.92, and 2.85 eV, respectively. These were also
observed in the photoconduction spectra of BSO(B119
and 2.92 eY and BSQO(3.2, 3.05, and 2.86 e\trystals, and
some appeared as slow recombination ceritétdn this
case, satisfaction of the Urbach spectral rule indicates broad-
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FIG. 3. 9 Experimental(1, 2 and calculated3) temperature dependences FIG. 4. @ Experimental(1-3) and calculated4) temperature dependences
of the edge-impurity absorption of BSO : Cu crystals ®=3.2(1) and  Of the impurity absorption of BSO : Cu crystals fir=1.56(1), 1.65(2, 4)
3.05eV(2). b) Experimental temperature temperatures of the absorptiorANd 1.96 eM3). b) Temperature dependences of the thermoluminescence
near the absorption shoulder fBr=2.58(1), 2.6(2), and 2.65 e\(3). intensity | (1) and the derivative of the absorption coefficiehi/d T (2) of

BSO : Cu crystals foE=1.65 eV.

ening of the acceptor levels adjoining the top of the valencequally small decrease in the cross section for photoioniza-

band with the formation of an exponentially decaying den-tion (or photodeionizationof deep levels with increasing

sity of stateg(states tajl. temperatureS(E, T) (Ref. 27. In both these cases, the half-
The temperature dependences of the absorption in thigidth of the absorption bands increag&é’ Appreciable

band comprise stepwise ascending curves with the largestoadening of theA-band components is also observed ex-

step being observed at temperatuiies200—-250 K where perimentally(Fig. 1). Thesea(T) curves may be the result

the anomalies ofr(T) andEg(T) occur (Fig. 3a. of transitions of the deep, local band-gap, level-allowed
For regionB the curvesa(T) pass through a minimum band type being superposed on the intracenter transitions

at T=200-250 K and are close to exponential Tor 250 K forming the A absorption band, where the intensity of these

(Fig. 3b. transitions has a temperature dependence determined by that
In regionA the broad absorption band has a well-definedof the electron filling of the local levels,(T)

“comb” structure, typical of intracented—d transitions in _

Cu®* (3d®) ions which replace Bi" in distorted oxygen oc- a(T)=ne(T)S(E,T). ©)

tahedra with localC,, symmetry. In this case, the ground Thermally stimulated luminescence was also observed in

term is3A,(15,6%°A,) (Ref. 6. this part of the spectrum with temperature quenching typi-
BSO:Cu crystals also contain a certain quantity of Cu cally observed aT >250 K (Fig. 4b.

ions whose octahedral and tetrahedral coordination allows a

single broad absorption band correspondingitg— 2E tran-
3. APPROXIMATION OF THE TEMPERATURE

sitions, situated in the rande>1.24 eV (Refs. 5-8.

As the temperature increases from 85 to 400 K, the ab—DEPEI\]DE'\lCES OF IMPURITY ABSORPTION
sorption intensity of all theA-band components increases We shall consider BSO:Cu crystals to be compensated
monotonically until it saturates and then decays exponenp-type semiconductors whose energy model contains shal-
tially at T>400 K. The monotonic increase in the absorptionlow and deep acceptors. Their total concentrations are ther-
is interrupted by a small steep drop i in the ranges mal activation energiegrelative to the top of the valence
AT,=100-150 K andA T,=200—250 K. The depth of these bandE,) are 'N,;, N, ‘EX, and 2E]";, respectively.
oscillations differs slightly for the absorption bands with The crystal contains a small quantity of donor centers with
Emax—1.565, 1.648, and 1.766 ef?A,4(t5e?)—3T14(t5€%)  the total concentratioNy and thermal activation energsj;
transitiong and the bands witlE,,,=1.871, and 1.958 eV (relative to the bottom of the conduction balg). The ther-
(A4(t56%) —1E4(t3e?) transitions (Fig. 4a. This behavior modynamically nonequilibrium initial state of the samples is
of «(T) cannot be explained by the dependence of the intraresponsible for the partial ionization of donors and acceptors.
center transition intensityy* ~T~%° (Ref. 26 or by the The electroneutrality equation
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No+N; +2N7 =Ng—ng+ po 7) dng; /dt=—ngjwqexp(— EJL/KT),

includes the concentrations of free electrons and hatgs (Mo /dt=ngiwgexp —EGL/KT) —ng /7,

andpg), neutral donorsry), and shallow and deep ionized IN— N

acceptors {N , 2N). Na ~Na=Na~No. (10
In the C region of the spectrum, optical transitions from where 7 is the recombination timepy=N Squt is a fre-

shallow hydrogen-like acceptors predominate, for which thequency factor whose temperature dependence is neglected,

optical CESP) and thermal {E") activation energiegrela-  vy=10" cm-s ! is the thermal velocity of the electrons, and

tive to E.) are the same. Using the values 'SP (at T Sy is the cross section for capture of electrons by levels with

=90 K) and the band gafy=Eg(0)=3.34 eV obtained for the thermal activation energlig[}i (relative toE.). Under

the impurity absorption band, we obtain the thermal activa-quasi-steady-state conditions, i.e., whgy+ =;ng;<nyq and

tion energy (relative to E,) lEE]zO.lS, 0.21, 0.29, 0.42, dny/dt<dny/dt, the second equation in the systéihd) is

0.49 eV. As the heating increases, acceptors with increasimplified to given0i=rwdndiexp(—EgL‘i/kT). The boundary

ingly large values oflE;L‘ participate in thermal exchange conditionsng;=Ng; for T—0 reduce the solution of system

with the valence band. For those which are fairly well sepa{10) to the form

rated energetically, complete filling of one acceptor occurs m

pefore the next and ultimately we obtain a stepwise ascend- 2Na_~2 Ng{1—[1+ rwgexp — Eyc‘i/kT)]

ing temperature dependence of the total concentration of ion- i=1

ized acceptors. This is described by Xexd — (ogkT2/bESN ) exp( —EJn/kT)]}. (11

Iaie N 1eTh In the temperature range>400 K thermal depletion of ion-
Na(T)_Z‘l Nai(1=P("Eqyi)), ®  ized acceptors predominates

5

d(®N;)/dt=—2N_ w,exp —2EIKkT), 12
where P(*EIM)=1/{1+ (N, /?N,B)*%exp(—E")/2kT} is ("Na) a @a OXP(—"Eac/KT) (12

the probability that the acceptor will remain neutral for awhere w,=N:Sv+ is the frequency factor ang, is the

nondegenerate semiconductor, a quadratic dispersion law #f0ss section for capture of an electron by a deep acceptor.

allowed bands, and assuming tHet>p,>Ng4, po>hg.  The solution of Eq(12) has the form

Here N, is the total acceptor concentratiof, is the spin 2N~ .2 _ 2/n2Th _2Th

degeneracy factor, and,~N.~10?° cm™2 are the densities Na ="Na(0)ext] ~ (wokT/b"Eqc)expt EaC/kT)(]l'3)

of states in the valence band and the conduction band of o ]

BSO (Ref. 28 whose temperature dependence is neglectedCombining Egs.(11) and (13) and neglecting the weaker
For absorption in regiorC where the photoionization temperature dependence of the photodeionization cross sec-

cross sectiorS, does not depend on temperature, we obtairfion of deep acceptofs, we obtain the temperature depen-
the expression dence of the absorption in regigk

a(T)=2N; (T)S,(E) + ay, (14)

whereS,~10 —-10 8 cn? are typical values of the cross

and by fitting to an exponential dependence, we can estimatction for photon capture by deep ionized acceptoasd
the possible range of valuédN,~ (0.4-1.9x10%cm 2  ay,=0.3cm !. This expression satisfactorily describes the
for the typical values for shallow accepto®s=10 *®cn?  curvesa(T) plotted in Fig. 4a for a set af-donor levels
(Ref. 28 (Fig. 3a. with E[N=0.2-0.5 eV, acceptor levels withE!"=0.9—

In the A region absorption is determined by transitions —0.96 eV, whose total concentration fN,~Ny~ 10
from deep ionized acceptors. In this case, the optitgEf)  cm 3, S;~10 2°cn?, S,~10 °cn?, 7~10 °s (for ex-
and thermal fE;L‘) activation energiegrelative toE.) may  ample, curve2 in Fig. 4a for the following values of the
differ substantially as a result of the dependenc@&§® on fitting parametersSy=10 2°cn?, S,=3x10 ¥cn?, 2N,
the configurational coordinate of the phonon mode in active=10'*cm™3, 2EX'=0.96 eV, 7=10"°s, EJ!,=0.2, 0.25,
electron—phonon interactid. 0.32, 0.4, and 0.45eVNy;=0.7x10% 1.1x10'° 1.2

At relatively low temperaturesT(< 400 K) deep accep- X 10 0.9x10%, and 1.x10%cm™3). It is interesting to
tors do not participate in direct thermal exchange of carriersiote thafE " <?ESP=1.42—2.16 eMaccording to the spec-
with allowed bands although their degree of ionization in-tral position of the absorption band peaké ratio of the
creases as a result of “transfer” of electrons from donoroptical to the thermal activation energy within 2.6—3.2 was
centers via the conduction band. If, in the temperature rangealculated in Ref. 28 and a ratio between 2 and 3.2 was
corresponding to total depletion of donor centersobserved experimentally for several centers in BSO and
(T>400 K), ionized acceptors begin to transfer electrons toBGO crystals’®~32
the conduction band, their concentration drops to a level The curves ofde(T)/dT pass through a maximum at
close to the initial valudi.e., atT~80 K). temperatures corresponding to the thermally stimulated lumi-

For T>400 K, assuming that retrapping of electrons atnescence peaks, whereas the temperature positions of the
donor centers is negligible, the kinetics of these processes aather extrema neaf =200-350 K correlate with the ther-
described by mally stimulated current peaks in undoped BSO and BGO

a(T)=1N; (T)Sy(E), 9)



Phys. Solid State 40 (7), July 1998 T. V. Panchenko 1139

crystal$®3* (Fig. 4b). This confirms that they are related to 1°N. V. Kukhtarev, V. D. Markov, S. G. Odoulov, M. C. Soskin, and V. L.
the temperature dependences of the concentration of charggdinetski, Ferroelectric2, 949(1979. . _
centers. An estimate GE!" from the temperature position Z(‘;\}V'a%%a”;"éggt'ca' Properties of Semiconductdia Russiar, Mos-
of the maximum of the high-intensity peak on the curvesiza 1 rytro, J. Phys. Chem. Solidt, 201 (1979.
da(T/dT=1(T) (Thu=420-450K using the relation **R. Obershmid, Phys. Status Solidig9, 263 (1985.
E;':‘: 25K T, USed to analyze thermally stimulated currents™T. V. Panchenko, V. Kh. Kostyuk, and S. Yu. Kopylova Fiz. Tverd. Tela
and luminescence, and also fitting the calculated dependengérSt' Petersbufg38, 155 (1996 [Phys. Solid Stat@8, 84 (1996].
. . . Toyoda, H. Nakanishi, S. Endo, and T. Irie, J. Phys. C.: Solid State
to the exp_erlmental curve, gives 0.9-0.96 eV. _ Phys.19, L259 (1986.
In region B, the curvesa(T) pass through a maximum *°T. Toyoda, S. Maruyama, and H. Nakanishi, J. Phys. D.: Appl. Ptgs.
and a minimum. A similar situation is obtaindéttom the 17$05\3/(1;985-h 0. 5. Yu. Kool Ve 6. Osetekis. Tverd. Tel
: : . V. Panchenko, s. Yu. Kopylova, an u. G. Osetskiz. Tverd. Tela
eriecftroneutrqhty equatigrior thert]emperaturle de_pendencs of (St. Petersbuig37, 2578(1995 [Phys. Solid Stat@7, 1415(1995].
the free carrier ConC.er.]tratlon-W en severa Un(m Ipr an . 184, Mahr, Phys. Rev125 1510(1962.
acceptor levels participate simultaneously, one situated in**w. Wojdowski, T. Lukasiewicz, W. Nazarewicz, and Z. Z. Zmija, Phys.
the conduction band or the valence banéowever, further _Status Solidi B94, 649 (1979.

. : . L 20F |, Leonov, A. E. Semenov, and A. G. Shcherbakov, Fiz. Tverd. Tela
research is required to simulate these processes in S|Ilen|tE"(ELenim‘m(j 28, 1590(1986 [Sov. Phys. Solid Stat28, 902 (1986,

crystals. ' ' . 21y, p. Zenchenko and .B. Sinyavski Fiz. Tverd. Tela(Leningrad 22,
To conclude, the impurity absorption spectrum of 3703(1980 [Sov. Phys. Solid Stat22, 2168(1980].

BSO:Cu crystals is formed by optical transitions from ion- zV I.VzaBmetll':’APhSyS.SStatl;IjSKSOYIIdI :24, 625|(:1_98;I). o Telaeningrad

: : a. V. Burak, A. S. Sg an . Ya. borman, Fiz. 1verd. lelaeningra

ized dqnors whose con_ce_ntratlon _temperature dep_endencegsy 1256(1984 [Sov. Phys. Solid Stat26, 767 (1984,

determine the characte_nstlc behavior of the absorptlon et Takamori and D. Just, J. Appl. Phy&7, 2, 848 (1990).

perature dependences in the spectral ranges studied. 25T, V. Panchenko and Z. Z. Yanchuk, Fiz. Tverd. Téh. Petersbupg3s,
The author would like to thank Yu. G. Osetskind A. F. 2018(1996 [Phys. Solid Stat@8, 1113(1996.

: : : A, F. LubchenkoQuantum Transitions in Impurity Centers in Solids
Gumenyuk for assistance with the experiments. Russiaf, Naukova Dumka, KieW1978, 293 pp.

ZTA. A. Kopylov and A. N. Pikhtin, Fiz. Tverd. Telé eningrad 16, 1837

IM. A. Powell and R. V. Wridgh, Progress in Holography, Proc. S&1B, (1979 [Sov. Phys. Solid Stat&6, 1200(1974].
16 (1987. 2R, B. Lauer, J. Appl. Physt5, 1794(1974).
2T. V. Panchenko and Yu. G. OsetskAuthor’s Certificate No. 1673684  2°B. K. Ridley, Quantum Processes in Semiconducti@@arendon Press,
[in Russiar, dated 2 Feb. 198@ull. No. 32, 30.08 1991 Oxford, 1982; Mir, Moscow, 1986, 304 pp.
3T. Lukasiewich and J. Zmija, Krist. Tech5, 267 (1980. 303, L. Hou, R. B. Lauer, and R. E. Aldrich, J. Appl. Phyd, 2652(1973.
4V. Wolffer, P. Gravey, J. Y. Moisan, C. Laulan, and J. C. Launay, Opt.3M. G. Ermakov, A. V. Khomich, P. I. Perov, and V. V. Kucha, Mikro-
Commun.6, 351(1989. elektronikall, 424 (1982.
5M. T. Borowiec, Physica BL32 223(1985. 32y, 1. Berezkin, Fiz. Tverd. TeldLeningrad 25, 490 (1983 [Sov. Phys.
5T. V. Panchenko, Yu. G. Ocetsky, and N. A. Truseyeva, Ferroelectrics Solid State25, 276(1983].
174, 61 (1985. 33T, V. Panchenko and G. V. Snezhnbiz. Tverd. TelgSt. Petersbupg3s,

"H. Marquet, A. Ennouri, J. P. Zielinger, M. Tapiero, Rroceedings of 3248(1993 [Phys. Solid Stat@5, 1598(1993].

Topical Meeting on Photorefractive Materials, Effects and Devices, Kiev,2*D. Bloom and S. W. McKeever, J. Appl. Phy&7, 6221(1995.

Ukraine, (August 1414, 1993),p. 63. 3%V, 0. Bariss and EE. Klotyn’sh, Determination of Local Level Param-
8B. Briat, Ibid., p. 415. eters in Semiconductofén Russiaf, Zinatne, Riga1978, 192 pp.

ST. V. Panchenko, Z. Z. Yanchuk, Fiz. Tverd. Teglat. Petersbung38,

3042(1996 [Phys. Solid Stat@8, 1663(1996)]. Translated by R. M. Durham



PHYSICS OF THE SOLID STATE VOLUME 40, NUMBER 7 JULY 1998

Resonant two-photon absorption in a tetragonal CdP 2
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Kinetic, spectral, intensity, angular, and polarization of resonant two-photon absofpEé) in
B-CdPR, has been investigated. Resonant TPA was observed for which the total energy of

the two photons was 2.60 eV. It is shown that resonant TPA takes place via a real intermediate
level d; in the band gap at the depHy—0.86 eV. The electron transverse relaxation time

for resonant TPA, the cross section for absorption of laser photons-#C transitions, the
equilibrium population ofd; centers in a doped-type sample, and the resonant TPA

constant were determined as 4.80 *s, 1.25¢10 " cn?, 0.95, and 0.028 cm /MW,
respectively. ©1998 American Institute of Physids$1063-783#08)01607-4

Resonant two-photon absorptidiiPA) is one of the The termAK(w,) is made up of a incoherent and coher-
most interesting and least studied optical effects in semiconent component. The incoherent component is determined by
ductors, including3 CdP, which has been little studied but is amplitude modulation of the impurity one-photon absorption
potentially useful in nonlinear optics. Thus, the aim of theof the probe wave\K)(w,) while the coherent component

present study is to investigate resonant TPA using highlys equal to the coefficient of two-photon absorptit#?)
informative modern methods of laser-modulation amplitude,,,_)- AK(w5) =K(w2) — Ko@) = (KD (wy) +K®@

spectroscopy. X (5))— (KD (w,) + KP(w,)) = AKD(w,) + KD(w,)
In the type of spectroscopy used by us, information is incez no tw?)-phtZJton :gbsorzption is obs:r\(&f)(wj:O)

extracted from changes in the intensity of a probe wave ? . L !
frequencyw, when a medium is excited by a pump wave a?b_efore the action of the laser radiation=0). The coeffi-

frequencyw,. The pump wave was Q-switched neodymium- Si€Nt K®)(w,) may incorporate the coefficients of intrinsic
laser radiation with a giant pulse half-width= 15 ns while TPA and- resonant TPA. In the. theory of |ntr|ns.|c TPA the
the probe wave was provided by a high-power xenorintermediate states are considered to be virtual states,
flashlamp with a flash duratior,= 150 us. Excitation of the whereas in the theory of resonant TPA, these are real states
medium by the pump wave produces a change in the prob\éia which one-photon, two-stage transitions may take place.
wave intensityA|(wZ)_ This Corresponds to the Change in Consequently, it is more difficult to determine the contribu-
the coefficient of absorption of the probe wave tion to AK(w5,) made by resonant TPA compared with de-
termining that made by intrinsic TPAHowever, investiga-
1 tions reported in Ref. 1 using the kinetic, spectral, intensity,
AK(wp)==In[L(1—Al(w)/1'D(w,))], (1)  angular, and concentration dependences ¥{ w,) revealed
d . LT
resonant TPA in ZnR Thus, we report a set of similar in-
vestigations for Cdf2 As a result, we observed a spectral
where Al (wp) =1(w2) =10(w,), 19(w;) and 1(w;)  pand of resonant TPA with a maximum at a probe wave
are the intensities of the probe wave transmitted by th%hoton energyi w,=1.43 eV.
sample beforet=0) and after the laser pulséx0), andd Figure 1a shows the kinetics @l (w,)/1©@(w,) at a

is the sample thickness. probe wave photon energyw,=1.52 eV for undoped1)
ing TJ?\Zonggnggedmgintjsog:(;esggﬁe:t gﬁg}gegﬁsiﬁgﬁ UZhd Bi-doped(2) samples. Figure 1b shows the spectra of
CdPR, were obtained from the vapor phase in a two-zoneAK(wZ) corresponding to the maxin() and the minima of

furnace. The crystals were doped during the growth procestshe kinetics(2) which were achieved 10-15 ns after the be-

by adding the dopant to the initial components which were ing"nNing of the laser pulse. Each point was obtam(?d by aver-
stoichiometric proportions. The type of conductivity was de-29IN9 many tens of measurements. Spe,d:tramd 1" were
termined by the sign of the Hall emf. The samples dopedPtained for undoped samples whieand2" were obtained
with 1 wt % Bi weren-type while the undoped samples were for Bi-doped samples for which the angles betwgen .the unit
p type. The samples were prepared in the form ofVectorse, ande, are 0(1, 2) and 90° (’,2'). The directions

4X 4% 4 mm cubes whose faces were oriented in the direc€. ande, correspond to the directions of the electric vectors
tion of the basis vectors of the crystal unit cell. The laserof the plane-polarized laser and probe radiation. At the laser
beam with the wave vectay; and the probe beam with the pulse maximum|(w;) is 4 MW-cm™2.

wave vectort, propagated in the same direction in the crys-  In the second approximation of perturbation theory for
tal. band—band two-photon transitidnse have

1063-7834/98/40(7)/5/$15.00 1140 © 1998 American Institute of Physics
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FIG. 1. 3 Kinetics of Al (w,)/1(®(w,) for #w,=1.52 eV in undopedl) and Bi-doped?2) 8 CdP, samples. The upper diagram shows the laser pulse profile
(LI). b) Spectra oAK(w,), corresponding to the maximum of the kinetics for undoped samf|é&$)(and the minimum of the kinetics for Bi-doped samples

(2,2') for e,,6,=0° (1, 2) ande;,e,=90° (1',2); oullqallc, | (w1)=4 MW-cm 2.

K@ (w,)~ > J IMZ)|28(E(k) d is the operator of the electron dipole moment, and the
cv JB.z subscriptw, I, ¢ denote the initial valence-band, intermedi-
—E,(K)—hwy—fwy)d7. ) ate, and final conduction-band electron states. The delta
function §(E (k) —E, (k) —fiw,— i w,) expresses the law of
Here conservation of energy, which should be satisfied by the
ME(k,e;, &) TPA process as a whole, although it is not satisfied for each
TPA stage separately. It can be seen from Egsand (3)
= [ (€dc)(€ydh,) + (€1da)(€0h,) that asw, or i w, approachg,(k)—E,(k), a resonant in-
T LE(K—Ey(K)—fiwy  E(K)—E,(K)—fw; crease irK(®(w,) should be expected. However, as soon as
(3)  the transition from thev) to the |I) state becomes real,
one-photon absorption of the electromagnetic field also takes
place.
di,=(I,k|dlvk), dg=(c,k,|d|l k), The question then arises as to haw () can be sepa-

is a composite matrix element of TPA,
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rated in practice into intrinsic TPA, resonant TPA, and For uniaxial crystals with th€,, point group such ag

AK®)(w,). For this purpose we can use the relaxation, specedP, where the radiation propagates along thaxis, K(ZZ)

tral, intensity, angular, and polarization dependences of these(w,) depends on the angle between the vecegrande,

types of absorption. The kinetics of TPA relative to the laserof linearly polarized beams, and also on the type of polariza-

emission has an instantaneous response, whereas any tien of these beams. For linear polarizations the coefficient

crease inAK™)(w,) has an appreciable lag, and any de-of allowed—allowed TPA is

crease has a very substantial lag relative to the laser pulse. It @ ) -

has now been established that induced one-photon absorption K ~'(@2) =Kgin(w2)C0g€,,€,) ™

and bleaching oAKM(w,) in real crystals is caused by the for opposed circular polarizations

presence of local energy levels in the band &pn this ) 2

case,AKY)(w,) is proportional to the change in the level K@ (02) =Kgdd 02), ®

population which takes place under the action of the lasegnd for similar circular polarizations

radiation. As the laser radiation intensiti,) increases, the @

population of the local levels saturates. The intrinsic TPA K% (w2)=0. ©)

coefficient K{?)(w,) depends linearly orl(w;): KP(w,)  Fundamental TPA in8 CdP, is allowed—forbiddeh® and

=1l (w1), wherep, is the intrinsic TPA constant. Thus, if does not typically exhibit these angular and polarization de-

AK(w2) =KP(02) +AKD(w,), K (w,) and AKM(wy)  pendences. Since deep local states of electrons in the band

may be separated by a line running parallel to the highgap do not possess specific parity, resonant TPA via these

intensity section of the experimental curvAK(w,) states is allowed—allowed.

=f(I(w;)) and passing through the origirf:* It was shown Our experimental investigations @-CdP, have shown

in Refs. 1 and 3-9 that when light propagates along the optithat only the band in thAK (w,) spectra with a maximum at

axis of the crystalAK™)(w,) does not depend on the polar- % w,=1.43 eV exhibits all the properties of resonant TPA

ization of the beams or the angg,e,, whereask{?(w,)  described above. The profile of this band and its intensity

depends very strongly on whether the beams are linearly atependence are well described by E8). The oscilloscope

circularly polarized®-8 traces of the 1.43 eV band show that the fast component of
In B CdP, the coefficient of linear circular dichroism the absorption kinetics clearly predominates compared with

a=K@(0)/KE,{w,) for circularly polarized beams for the traces at adjacent points in the spectrum of the undoped

dipole-allowed—forbidden intrinsic TPA increases monotoni-crystals. For linearly polarized beams this band agrees with

cally from 1.14 to 1.21 a# w; + % w, increases in the range EQ. (7), reaches a maximum whes||e,, and disappears

2.52-3.13 eV(Ref. 4. In this spectral rang&{?(w,) also Whene,1 ;. For circularly polarized beamgonditions(8)

increases monotonically. The coefficients of resonant TPAnNd (9) are satisfie] this band is clearly observed for op-

K(ZZ)(wZ) via | impurity levels have different spectral, inten- posed helicities and is almost absent for similar helicities.

sity, angular, and polarization dependences compared withior beams witfe,||le, and opposed helicities, the coefficient

K{?(w,) (Ref. 1). For dipole-allowed—allowed two-photon of linear circular dichroismx also predominates in this band

transitions for the case|.=0, o/, #0, wheres' is the cross  compared with its values nearby. The half-width of the reso-

section for absorption of laser radiation, we have nant band iiI'c,=0.29 eV. The transverse electron relax-
2 N © ation time for resonant TPA,= 1/, is then 4. 10" *s.
Kaic(@2)=Bcl (@) (1—p™) Figure 2 gives the intensity dependences obtained for a
o' [t Bi-doped sample at the poinfsw,=1.43(1), 1.40(2), and
Xexr{ — _”'f I(wl)dt} (4) 1.46 eV (3). At the pointsfiw,=1.40 and 1.46 e\AK(w>)
hwiJo only contains AKY(w,) and K{?(w,). The component

Here P|(0) is the population of thé impurity level under AK(l)(wz) is attributed .to a decrease in the impurity al?sor.p-
dynamic equilibrium prior to the action of the laser radiation, ion of the probe wave in the sample caused by redistribution
B is the resonant TPA constant which corresponds to th@f the impurity level populatl?zr)]s in the band gap under the
maximum number of intermediate level§ involved in the  action of the pump wave artd;™(«w,) is attributed to intrin-

absorption, sic TPA (Ref. 1). At the maximum of the 1.43 eV band, in
addition to the componentAKY(w,) and K{?(w,), the
m o 'e,N, 5 dependence also contains the component assigned to reso-
Bajc (014 0g— 0 )2+ T2 ®  nant TPAAKP)(w,). Assuming that the graph oK™
v ° X (wp) + K{P(w,) at the pointhw,=1.43 eV is an averaged

!

I'¢, is the decay constant. f;#0 ando, =0, we have  graphay of curves2 and 3, the graphAK{?(w,) at this
K(zzu)|(wz)=,3rznv||(w1) point will be the dependence obtained by finding the differ-
' ' ence between the curvé$) andav. Thus, the graph of the
) o' [t resonant TPA obtained at the poifiv,=1.43 eV is plotted
X1 1=pexpg - hoy Ol(“’l)dt A Fig. 2b, curve4 and shows agreement with E&). As the
) o o " intensity | (w4) increasesAK(fU),(wZ) in Eq. (6) tends as-
where the proportionality5) is also satisfied fopz,, . It can  ymptotically to the rectilinear intensity dependence
be seen from relatior{5) that the spectrum of allowed—

. : 2 _
allowed resonant TPA is a narrow Lorentzian curve. KS (wq) = BY 1 (1), (10
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FIG. 3. Diagram showing resonant two-photon transitiong i€dP,.

-.cm—2, thus we haver|,=1.25< 10" " cm™2. Substituting
into Eq.(12) the expressions from Eg&l0) and(13) subject
to the conditionl (w;)=1M"(w,), we obtain

p{0=2.72AK P ™ ) /K22 w,). (14

From curvesd’ and4”, for | M"V(w;)~1 MW-cm™ 2, we ob-
tain AKS) ™Y wy)/KE)2%(w,)~0.35. Thus, we have®
~0.95. Using Eq(10), we obtain from the slope of curv&
B3,1~0.028 cm / MW.

Satisfaction of the conditionr;, =0, o, #0 for this

-0.0501

FIG. 2. Intensity dependencé&X (w,) for a Bi-doped sample at the points
fiw,=1.43(1), 1.40(2) and 1.46 eV(3). av —averaged graph of curvés

and3; 4 — result of subtracting the averaged graphfrom curvel; 4’ — band corresponds to an energy position of the impurity band
asymptotic form of curvet; 4” — result of subtracting the asymptotic form no greater than 1.17 eV from the conduction band and no
4’ from curve4. greater than 1.43 eV from the valence band. This region of

the band gap contains the known lewk| with the energy
positionE.—0.86 eV(Ref. 9. Figure 3 shows the resonance
and this function is plotted by curv&. We rewrite formula two-photon transitions via this level.
(6) in the form To conclude we note that the value 8§, obtained for
K(zzu)|(wz)=K(223|'a°(wz)—AK(223|(w2), (11) the Bi-doped sample is 3_.5.times greater th:_:m that for the
' ’ ’ undoped sample. From this it follows that doping Gd#th
where bismuth increases the concentrationdgflevels.

AKZ) (w2)= B3 1 (w1)p{”exp(— 0.8 100 | (wlz). )
12

Herel (w;) is in megawatts per square centimeter atidis !1. 1. Patskun, KvantovayaBktron. (Kiev) 45, 3 (1993. _
2R. Baltrameyunas, R. Baubinas, Yu. iWks, V. Gavryushin, and

in square centimeters. In EQL2) it is assumed thatw, G. Rachyuktis, Fiz. Tverd. TelLeningrad 27, 371 (1985 [Sov. Phys
=1.17 eV and the half-height width of the approximately ggjig Stgtezz 227(1985]. i 0rad 27 STL19%9 [Sov. Fhye.
triangular laser pulse is 15ns. The intensity dependencéG. A. Grishchenko, N. S. Korets, I. I. Patskun, and 1. I. Tychina, Opt.

AK$?) (w,) is plotted by curvet” in Fig. 2. From the condi- ,SPekirosk69, 115(1990 [Opt. Spectroscss, 70 (1990].

4 f )
. - (2) . (2) - P. E. Mozol', I. I. Patskun, E. A. Sal’kov, N. S. Korets, and I. V. Fekesh-
tion for minimumAKG i (w2): (AKZ ) (0))/dl(01=0) We g7 Fiz Tekh. Poluprovodrid, 902 (1980 [Sov. Phys. Semicond.4,
find 532(1980]. .
, — 171 (min) 5M. D. Galanin, and Z. A. Chizhikova, Pis'ma Zhk&p. Teor. Fiz8, 576
0,.=1.2510 "I (wq). (13 (1968 [sid].
: SE. B. Beregulin, D. P. Dvornikov, E. L. lvchenko, and I. D. Yaroshéiski
min .. 2 ) ’ )
Here | (MM(w;) corresponds to the minimum &K %) (w,). Fiz. Tekh. Poluprovodn9, 876 (1975 [Sov. Phys. Solid State, 576

The minimum of curved” corresponds td™"(w;)~1 MW (1975].
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DEFECTS, DISLOCATIONS. PHYSICS OF STRENGTH

Influence of x irradiation on internal friction in silicon
N. P. Kulish, P. A. Maksimyuk, N. A. Mel'nikova, A. P. Onanko, and A. M. Strutinskii

T. Shevchenko State University, 252022 Kiev, Ukraine
(Submitted December 9, 1997
Fiz. Tverd. Tela(St. Petersbung40, 1257-1258July 1998

An investigation was made of the influence pfrradiation on the temperature dependences of
internal friction in disk-shaped silicon substrates in the kilohertz frequency range. After
exposure to doses of 1@nd 16 R, two dominant internal friction peaks were observed-&30
and ~450 K with activation energiebl;=0.6 eV andH,=0.9 eV, respectively. These

peaks were evidently caused by reorientation of interstitial silicon atoms in dumbbell
configurations. ©1998 American Institute of Physid$$1063-783%8)01707-9

In view of the brittleness of silicon substrates used toperature position of the peaks. Near the internal friction
fabricate integrated circuits, their elastic and inelastic charpeak, the slope of the elastic modulus curve increases appre-
acteristics cannot be measured by static methods which reiably and the modulus undergoes relaxation.
quire appreciable deformations. A nondestructive method of ~ After exposure to an x-ray dose of 4R, the internal
internal friction can eliminate these disadvantages and revediiction peak at~330 K, shown by curve? in Fig. 1, in-
the spectrum of radiation defects, by ordering these accordsreases abruptly. Its height is almost trebled and the width
ing to relaxation time and by the contribution to the dampinghalved, which indicates that one type of radiation defect un-
of elastic vibrations. Here we investigate the temperature dedergoes relaxation. It can also be seen that after exposure to
pendences of the internal friction in disk-shaped silicona 10 dose, the height of the peak at 330 K does not change
samples before and afterirradiation. significantly compared with the internal friction spectrum be-

We measured the temperature dependences of the intdpre irradiation, which indicates that the *IR dose has a
nal friction and the elastic modulus using a method of flex-special influence. When the irradiation dose was increased to
ural resonant vibrations of the substrate at a frequency dbx 10° R, the height of this peak increased almost six times.

~1 kHz with an alternating strain of 10" ¢ in a vacuum of A narrow internal friction peak at-450 K becomes the
~10® Pa(Ref. 1). The temperature dependences of the intersecond, even higher, dominant peak in the measured tem-
nal friction were measured using six identicél,00) ori- perature range after exposure to an x-ray dose dHRLAc-

ented,p-type, boron-doped silicon substrates which had untivation energiesH,;=0.63-0.1 eV andH,=0.88-0.1 eV
dergone the same technological process. The substrates hagre obtained for the peaks at330 and~450 K, respec-
an electrical resistivity of- 7.5 -cm, a diameter of 76 mm, tively. The similarity between the activation energies ob-
and thickness of 460—47@m after depositing a-0.6 um

layer of silicon oxide as a result of high-temperature oxida-

tion in dry oxygen at-~1300 K.

During the measurements it was established that anneal- 35? ;; ‘\
ing the silicon structural defects distorts the profile of the | a3 [
temperature spectrum of the internal friction. Internal friction - y
peaks created by point defects could be observed when the 25|
substrate was heated at a rate~0®.1 K/s. ‘QQ

Figure 1 shows temperature dependences of the internaly” [
friction before and aftery irradiation. The high initial inter- < 15 (
nal friction background and the appreciable height of the i

peaks produced by the initial heating prior to irradiation - o 1% L
. * .\'. . A
compared with the background and the peaks of the tempera- - A4 —— NN apet
1 | ! 1 1
400

ture spectrum of internal friction under repeated heating in- ,
dicate that the silicon substrate contains strong fields of ther- 300
moelastic stresses formed as a result of the technological T.K
process of high-temperature oxidation. ) o

Note that the temperature dependence of the elastflG:  TeTP=rare cependencesof e el o 1 boror et
modulus reveals a linear continuous decre@sthin experi-  jrradiation, 2 — after irradiation with a dose of R, and3 — after irra-
mental erroy with increasing temperature as far as the tem-diation with a dose of 10R.

1 1 J

!
500

1063-7834/98/40(7)/2/$15.00 1145 © 1998 American Institute of Physics
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tained at 320 and 450 K and the migration energy for posiweakly bound and corresponds to the peak 880 K. Com-
tively charged interstitial $i atomsH,=0.85¢€V (Ref. 2  pared with a neutral interstitial boron complex which also
suggests a relaxation mechanism caused by reorientation bas a single covalent bond, the Coulomb interaction associ-
interstitial silicon atoms. When the radiation dose was in-ated with the negative charge distribution in & Siair is
creased from 10to 13 R, the height of the peak at450 K only 7% of the covalent bond energy whereas in an intersti-
increased. The dependence of the peak height on the radiaal boron complex, the Coulomb interaction is stronger and
tion dose indicates that the reorientation of radiation defecits equivalent to 80% of a covalent bofd.
complexes is a relaxation process. The properties of interstitial atoms in silicon depends on
The relaxation of radiation defect complexes under thetheir geometric configurations and charge state. Since under
action of an alternating stress may be explained as followsequilibrium conditions, the charge state of interstitial atoms
Undervy irradiation, Frenkel defects are formed as a result ofin silicon depends on the position of the Fermi level, the
collisions between electrons formed by Compton scatteringnigration energy is influenced by impurity doping and by the
and silicon atoms. Estimates show that the energy of theresence of other structural defects. The nonequilibrium con-
Compton electrons formed; 1 MeV, according to these ex- ditions created by x irradiation also influence the charge state
periments, is sufficient to displace the silicon atoms fromof the interstitial atoms and thus the activation energy for
their equilibrium positiong. thermally activated diffusion. The repeated change in the
Assuming supersaturation by interstitial atoms of ther-charge state of interstitial Satoms duringy irradiation re-
mally oxidized silicon as a result of irradiation, the peak atsults in Brownian motion of these defects. The radiation-
~330 K can be attributed to a relaxation process involvingenhanced diffusion under irradiation is caused by the direct
reorientation of positively charged interstitial silicon atomsdisplacement of previously formed interstitial atoms by inci-
Si” in dumbbell configurations while the peak-a#50 K is  dent electrons.
caused by reorientation of neutral interstitiaf Silicon at- To sum up, measurements of the internal friction back-
oms. ground before and aftey irradiation and different heat treat-
Since the silicon being studied is doped with boron, re-ments provide information on the presence and changes in
orientation of interstitial boron atoms is initiated by a ther-the fields of thermoelastic stresses in silicon substrates. An
mally activated jump of a smaller-radius boron atom overincrease in the heights of the internal friction peaks after
half the dumbbell. The detached interstitial silicon atomexposure to differenty-radiation doses indicates that the
jumps further and forms a neutral; SBi dumbbell, having concentration of radiation defects is increased while the
merged with a neighboring, regularly positioned silicon broadening of the peaks reflects the relaxation of additionally
atom. formed new types of radiation defects.
This decay of the interstitial boron atoms leads to the
formation of anisotropic neutral interstitial complexes of sili-
con in SP silicon, spli'F in th_e[lOO] direction and the relgx— 1P, A Maksimyuk, A. V. Fomin, V. A. Gl A. P. Onanko, R. I. Dyachuk,
ation process of reorientation of these complexes evidently ang m. yu. Kravetski Fiz. Tverd. Tela(Leningrad 30, 2868 (1988
causes an increase in the dominant internal friction peak at[Sov. Phys. Solid Statg0, 1656(1988].
~450 K accompanied by a decrease in the heights of thez'-- S. Smirnov,Physical Processes in Irradiated Semiconduc{ansRus-

. .isian], Nauka, NovosibirsK1977, 255 pp.
peaks observed at lower temperatures and associated wi . P. Nikanorov and B. K. Kardashel|asticity and Dislocation Inelas-

interstitial boron atoms. ticity of Crystals[in Russiai, Nauka, Moscow(1985, 253 pp.
The S? pair with two covalent bonds is the strongest, “L. N. Aleksandrov and M. I. Zotov/nternal Friction and Defects in

corresponding to the internal friction peak -a#50 K. The Semiconductorgin Russiaf}, Nauka, Novosibirsk1979, 158 pp.
positively charged pair of interstitial Siatoms is more Translated by R. M. Durham
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Kinetics of brittle fracture of elastic materials
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A phenomenological model is proposed for the evolution of microcavities in materials under load
based on a study of the kinetics of brittle fracture in a linearly elastic deformable medium
containing a microcavity. The basic principle of the model is that, during deformation of a material
containing a micropore, fluctuations of its shape occur. The surface tension at the
micropore—medium interface stabilizes these fluctuations but if the load exceeds a critical value,
these fluctuations may begin to evolve. In so doing, they distort the shape of the microcavity.
These fluctuations are none other than cracks. This concept of crack growth and their nature has
a close analogy with the evolution of dendrites formed in supercooled melts as a result of

the loss of stable crystal shape. An analysis is made of the laws governing the evolution of a
microcavity and local loss of shape stability under steady-state pressure for the case of a
sphere containing a quasispherical cavity. 1898 American Institute of Physics.
[S1063-783%8)01807-3

The study of material fracture processes is one of thdions begin to grow and the microcavity surface loses its
most important problems in solid-state physics and mechanstability. In this case, fluctuations, which essentially com-
cal engineering. It is well-known that the fracture of deform- prise microcracks, will begin to propagate from the surface
able solids usually begihsvith the formation and growth of of the microcavity into the material.
cracks. This is why such close attention is being paid to  This picture has a close analogy with the formation of
crack formation and growth:® The problem of crack forma- dendrites in supercooled melts and solutions, and during the
tion and growth can either be addressed from the phenongrowth of thin films*® If a cavity shape fluctuation begins to
enological, macroscopic viewpoinor from the microscopic  grow, a multiple shape fluctuation may form, i.e., a dendritic
viewpoint? In the first case, the evolution of already existing form of the microcavity. In a multiple microcavity nucleation
cracks is studied using continuum mecharitis the second  processfor example, during the deformation of metal pow-
case, crack growth is represented as a consequence of tHerg, the shape fluctuations lead to microcracking of the
diffusion of vacancies toward them, either formed under thenaterial and the onset of macrofracture of the deformable
action of different loads or already present in the material asolid.

a given temperature. However, no realistic description of = We shall now examine this process quantitatively for the
crack formation and growth has yet been given. deformation of a brittle elastic material containing a mi-

The aim of the present paper is to describe a new aperopore. We shall assume that a quasispherical micropore is
proach to the problem of the formation and growth of brittle present in the deformable medium. A perturbation of the
cracks in elastic materials. shape of the spherical cavity may be caused by internal pres-

sures, or stresses in the material during loading before
steady-state conditions are established.
1. PHYSICAL PRINCIPLES AND BASIC SYSTEM OF For simplicity, we shall assume that the instant of per-
EQUATIONS turbation of the spherical cavity shape coincides with the

We shall consider a deformable solid with a localizedtime of application of the load. We shall also assume that its
defect. For a brittle material this defect can either be a misurface deviates slightly from spherical, conserving zonal
cropore or an inclusion, and for a plastic material it can be #ymmetry. In the general axisymmetric case, the perturbation
dislocation. Here we analyze an elastic medium containing &f the position vector of the surface is represented in the
microcavity. form of the following expansion in terms of the unit vectors

The basic idea of this approach is as follows. The defor0f @ spherical coordinate systesr ande,:
mation process of the solid is accompanied by the onset of
fluctuations in the shape of the microcavity. If the shape
fluctuations fall within a zone of load gradients, they canwherea is the radius of the initial sphereg andu, are the
begin to grow. However, the surface tension at theprojections of the small perturbation vector on the unit vec-
microcavity—medium interface will stabilize the shape of thetors ez andey.
microcavity and return it to its initial state. However, if the In the deformable material we isolate a sphere of radius
maximum load exceeds a certain critical value, the fluctuaR; containing the microcavity and possibly other consider-

Ro=(a+ug)er+ Uy €, @
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ably smaller cavities. If the deformable elastic medium is  The required kinematic condition is derived from a very
removed outside the sphere of radil, the stresses general representation of the cavity with the surfd@deas an
orr(R;) and me(R;) (the normal and tangential stresses inisolated phase in a two-phase medilior media with a
the spherical coordinate systgappear at the surface of the variable porous phase the flux vector density of this phase is
external medium, these being the projections of the surfacetroduced in the form
stresses equivalent to the action of the removed matdRial (
>R,). Vn=V=I/py, 4
Following the classical Boussinesq approach to solvingyhere V,, is the material velocity of the points in space
the problem of the equilibrium of a sphere containing aphounded by the pore surfa¢®), V is the material velocity of
cavity? we shall seek the fields of elastic small displace-the center of mass of the mediufris the flux vector density
ments satisfying the elastostatics equations and also thsf the porous phase, angy, is the density of the matrix
stress fields corresponding to these displacements in the forfaterial (continuous material outside the paoréThe left-
of expansions in terms of Legendre polynomials of the typehand side of relatiort4) for a constant material density out-
Pi(p), p=cos() and — Pi’[), p=sin(6). side the pore on the surfa¢g) determines the material rate
Approximating ogr(R;) by Legendre polynomials and of change of the cavity and is equal @R,/dt). A constant
7re(R1) by the spherical polynomialB/ p yields combined —density po in the regionRy<R<R; may be assumed be-
boundary conditions for the elastostatics equations cause of the nondiffusive mechanism of material deforma-
tion and because of the smallness of other microcavity-type
defects in this region.
The right-hand side of relatio@®) is a functional of the
spectrum of the displacement amplitudes. In linear
thermodynamidsthe vectorl is expressed in terms of a lin-

N N
uR<a>=|:20 urPI(p), “0(""):21 u,P/(p)p,

‘TRR(Rl):I_EO S(OPi(p), ear combination of stress invariants in the form
I=—kVu, )
Tro(Ry) = _|=20 QP (P)p. 2) wherek>0 is the kinetic coefficient of proportionality is

the elastic potential relative to a single pore in an elastic
It is knowrP that the fields of the elastic displacements medium, i.e.,.=(JF/dp), F is the additional elastic poten-
which are obtained by solving the Laneguation with the tja| (or the elastic potential in the stresgeand p is the
boundary conditiong2), and their corresponding stresses de-fraction of the area occupied by the pore in a region of radius
pend linearly on the spectrum of the dlsplacement amplir,. For an isolated pore in a solidegionR;) without mi-

tudes on a sphere of radiws uz (i=0,...N), uj (j  crocracksu has the forfi
=1,... N) and on the spectrum of load amplltudes on the

sphereRl, Si(1), Qi(t) (I=0,... M) (*). The stress fields in

1
_— Co)— 2
the regiona<R<R, are expressed in the fofm 2E0[4 (o o) = (tr o), ©®

where tr is the trace of the tenserandE, is the modulus of
O'RR(R):Z ore(R,UR, Uy, S, Q) Pi(p), elasticity of the material matrix. Systematically substituting
-0 expressior(6) into relation(5), and then into expressid#d)
N on the surfac€l), we obtain the kinematic relation
4RV =2, 74u(R.Ug,U3,S,Q)(P(P) + BiPP (), R,
N dt
T g R):Izzo ‘TI¢¢(R'”|R Uy, S, Q) (71Pi(p)+ 8PP/ (p)), Relation(7) shows that the mechanism of microcrack evolu-
tion is determined by the stress gradients. Under the action of
. these gradients, the initial displacementsandu, may vary
TRB(R):Z Tre(RiUR Uy, S, Q)PP (p), () during the deformation process. Since, in accordance with
=0 Egs.(1) and(3), both sides of Eq(7) are expressed in terms
whereqa;, B, v, 6, are numbers which depend band on  of the displacementsg andu,, in the limits of linear elas-

the Poisson ratie, a'q, (a,r =R, 6,4) are linear functions of ticity theory, Eq.(7) can be transformed into a linear system
their parametersug, u, (i=1,...N), S, Q (I of equatlons for the amplitudes of these displacemaht,s

k
== EV,U«(RO)- )

N

=1,... M). ug (I= .N), andu(, 0. The parameters of this system
For small perturbationsg anduy, in an isotropic elastic are the |n|t|al cond|t|on$1R(0) uH(O) (I= . N) and the

solid, the stress gradient3) for suitable values of the initial load spectrung;, Q; (i= . M).

spectrum of load amplitudds) lead to growth of the micro- Evolution of the microcavity (1) is observed for

cavity (1) which is characterized by loss of shape stability (dR,/dt) #0. We introduce the vectarof the normal to the
during the deformation process. These suitable values masurface(1). Since the growth rate depends on the meridional
be determined from the kinematic condition defined at theangle, we have the condition for morphological instability of
surface. the cavity shapél) in the form of a crack-like protrusion
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dRO(a) Il R ij ) R i)
1=0 j:i+j=I 1=0 j:i+j=I
Fulfillment of criterion(8) results in loss of the quasispheri- Mmoo XN .
cal shape(1) during loading and depends on the material +i:20 J,_HEP' HRvijuy
constants, the initial geometry, and the loading characteris- '
tics. NooM M M
+2Al Y > By 2 > Fiy,
1=1 j:ii+j=I k=0 m:k+m=j
M M N
2. MORPHOLOGICAL PORE STABILITY AND MICROCRACK ijn | n
EVOLUTION UNDER STEADY-STATE LOADING +i=2o EJ: n |+j§;rnzl R YijnUR:
In this section we analyze the simplest type of action of |=0,...,2M +N, (12)
a deformable medium on a sphere containing the catity " N
and we assume that the kinetic coefficikn$ constant. This oAl = E 2 Eilg! 2 E iyl
action is defined using the boundary conditié@sin which u =R +i:0 i 5T=1 G4 9ijUR

S(t)=s/, Q(t)=q,, wheres;, q, (I=1,... M) are con-

stants. The material derivative of the position vector of the M N o
surface in Eq(7) is calculated using derivation relations and +2 2 Hjo iiule
it can be shown that, to within the second order of smallness, '

we have the following expression for the material derivative MM N -
[
of the position vector: +2 > > Ef"sj,uR,

N 1+ I=1,...,2M+N. (12)
~ 2 U:Q 2 UHUH 2 IBUPI . . . .
i=0 The first of the equation€ll) is an equation fot=0. In the
N systems(11) and (12) we haveA'=0, I>N andA'=1, |
+2> U,P!pe,. (9  <N. The coefficieptsFH and E;; are Ii.near insisj, SiQj s
i= sj0i, andq;q;, while G;; andHy; are linear ins;, q;, s;j,
andg; .

We substitute this expression for the velocity of the position e shall begin our analysis of the systéhi) and (12)
vector into condition(8) and we obtain an inequality which ith the caseM >0 where initial perturbations are only per-
defines the constraint on the load spectriy the initial  mjssible in the radial direction. The systé@®) is converted
geometry, and the load parameter for which morphologicatg a system of #+N linear algebraic equatlons and only

instability of the perturbed cavity shape may occur: has a trivial solution for its unknownsk, (i = . N) and
N N i+ ug=const from the equation fdr=0 in system(ll). This
¥ 1 - constant exists if thel@ first equations from the syste(h2)

> URPi— = 2 Uyl > P d Y

and the M + 1 equation from the systeifdl) are satisfied,

" i.e., the following constraints are satisfied for the load am-

N
2 plitudes:
+x(6) 2 2 Uyl 2, BiP1=0, (10)

M M M
> 2 Floit X G R

where x(6)=1 for <#/2 andx(6)=—1 for 6>/2. i=0 jii+j=I ifj=l

It follows from inequality (10) that the pore evolution MM
process determined only by the compona&tenlarges the z E E' g 0(34 OUR
initial sphere without its shape stability being I¢&irmation =0 jii+] M-

of localized branchgsand the initial pore shape is conserved
during loading. Accelerated rotation of the radius of the 1=1,....M,
points on the surfac€l) increases the growth rate of the m ™ M N
radial a_mplitudgs i_n the upper half of the r_egion a_md imp<a_de$2 2 F'FJWIH‘E GR 7. oU 2 2 E'JOY.,OUR 0,
the radial kinetics in the lower half the region. This evolutioni=0 i:i+j=! =0 =l
is inhomogeneous with respect éaand involves a transition 1=0.1 M
from a quasisphere to an ellipsoid. A more complex combi- T
nation of kinetics of the radial and rotational amplitudes re-Thus, the condition for the existence of a nonzero small ro-
sults in irregular dendritic growth of the surfatB. tation at points on the initial cavityl) during deformation of

It can be shown that by linearizing expressi@y using  the material is required for the evolution of the cavity. An
the relationg3), the equatior(7) with the right-hand side of analysis of small rotation in the absence of radial initial dis-
expression(9) is divided into a system of M +2N+1 linear  placements yields a similar conclusion. A sufficient condi-
equations having the form tion for this kinetic process of cavity growth is condition
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(10). Thus, the initial displacement vector introduced in ex-whereu$(0) is the initial value ofu}. For sy>s} uniform
pression(1) must necessarily have both radial and rotationalcavity growth is observed.
components.
We shall now assume that a constraint only exists on the
external load which is reduced to the hydrostatic uniform
pressureM =0. The systemg11) and (12) are independent 5 scUSSION OF RESULTS
in the assumed first approximation with respect to the ampli-
tudesug, anduj,. In this case, the first equatide=0 of the A model has been proposed for the evolution of an iso-
system(11) is inhomogeneous in the systeitis) and(12).  Jated cavity in an elastic medium containing a microcavity.
The matrices of the coefficients of the complete homogeThe basic principle of the model is that a random change in
neous system11) and (12) comprise two right triangular shape in a stress gradient field may result in instability of the
matrices, of which the upper is one element broader than thgicrocavity shape and microcrack growth. In this represen-
lower as a result of the coefficients of the equation for tation the crack is similar to a dendrite crystal formed in a
=0 in system(11). The characteristic equation in this system supercooled melt, i.e., the crack by analogy with a pore —
has at least one real root. _ ' “crystal—cavity” — may be called a negative dendrite. In
The small displacements; andu, are linear combina- this case, the Laplace equation and the kinetic conditions for
tions of different functions of the timeamong which there the material concentration in the Mullins—Sekerka metfod
is at least one exponential solution which generates the neare replaced by the elastostatics equations and the kinetic
essary evolution of the cavity shag®). Inequality (10) is  condition(7) on the surfacé€l), and in the general case, the
transformed to give: condition for morphological instability has the for(8).
In a specific example where the shape of a quasispheri-
0 N cal cavity in a sphere is studied, the systems of equations
Di(a,Bo, .80, - - Sy 01y - - -GN UR(D), - - - Uy (0)) (12) and(12) determine the growth kinetics of the cavity and
the microcracks, and this type of change in shape takes place
X P|(co9)>0, when condition(10) is satisfied. The systend1) and (12)
where ug(O), o ,ug(O), u})(O), o ,uB‘(O) are the initial dempnstratt_a the fmalland exponential \(elocrcy of propagat.mn
i S j g . of microcavity and microcrack defects in an elastic material,
values ofug(t) (i=0,...N), uy(t) (j=1,...N). In this : -y .
" . . which depends on the initial geometry, the material charac-
case, the term®, (1=0,... N) are nonlinear functions of o
teristics, and the load parameters.
the parameters, Eg, v, t, Sg, ... ,Sy, d1, - - - 0N, @nd de- ; S . N
: L ) ; . This study develops the kinetic methods of investigating
termine the criterion for a change in the cavity surfétein ; . . ' ;
: . : . fracture in solids which were first proposed in Ref. 11 and
the form of a localized protrusion near the poéhat timet.

We shall analyze the radially symmetric case=N continued in Refs. 12 and 13.
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Measurements were made of the deformation and fracture characteristics of nanocrystalline
copper and nickel at temperatures between 4.2 and 300 K. It was observed that the flow stresses
are sensitive to the sign of the load while deformation instability was observed at

temperatures close to liquid-helium temperature. The temperature dependence of the yield stress
was obtained. It was found that there is a range of a thermal deformation at low temperatures
which extends to 60 K for nickel and 200 K for copper. Possible reasons for these characteristics
in the deformation behavior of nanocrystalline materials are discussed, especially the role

of quantum effects in the low-temperature deformation. 1898 American Institute of Physics.
[S1063-78348)01907-9

Experimental data on the mechanical properties oftycle® Electron-microscope examinations revealed that the
nanocrystalline materials are sparse and in many respecigain size in both materials does not exceed 200 nm. As a
contradictory! Authors generally confine themselves to at-result of an x-ray structural analysis, it was established that
tempts to relate an increase in strength or yield stress to #r copper the main contribution to the line broadening is
reduction in grain sizgHall-Petch relatiopy and are not made by small regions of coherent scatterfagund 50 nm
interested in the temperature dependences of the strength amtiereas in nickel these regions are largerl@0 nn) and
plasticity characteristics, the influence of the loading regimethe lattice distortior{the relative change in the lattice param-
and so on. In our view, the limitation of this approach de-eterAa/a caused by the internal stressés5x 103,
rives from the fact that even for materials with the usual,  After equichannel angular pressing, we obtained ingots
larger grain size, the Hall-Petch relation is only valid foraround 50 mm long with transverse dimensions -ell4
those material states in which the grain size determines th& 14 mm. The samples for the mechanical tests were cut
intragranular and grain-boundary structure, i.e., for identi-along the long side of the ingot and had the following dimen-
cally prepared samples for which only one parameter, suckions: height 6 mm, diameter 3 mm for compression testing
as the annealing temperature, differs. If samples with thand length of working section 15 mm, diameter 3 mm for
same grain size but different intragranular structures are speensile testing. The samples were deformed using an Instron
cially prepared, their strength and especially their kinetic pa1342 universal testing machine at temperatures between 4.2
rameters will differ>® Since the methods of preparing nanoc- and 300 K. The low-temperature tests were carried out in an
rystalline samples are highly specific, it is not surprising thatOxford helium cryostat. Liquid nitrogen was for cooling the
their strength characteristics do not generally obey the Hall-sample at 77 K and above and also for precooling for the
Petch relation&® A theoretical analysis of deviations from tests at 4.2—77 K. Liquid helium was supplied to the cryostat
the Hall-Petch equation for nanocrystals was reported imsing two pumps which created a low vacuum in the cry-
Refs. 6-8. The above reasoning indicates that in order tostat. The strain rate was<410 * s 1.
understand the deformation of nanocrystals, we require more
comprehensive information on their behavior under load,

. . . 2. EXPERIMENTAL RESULTS AND DISCUSSION
Thus, we investigated the low-temperature deformation char-
acteristics of metal nanocrystals and specifically, the tem-  Figure 1 gives stress—strain diagrams for the materials at
perature dependences of the flow stresses, their sensitivity t@rious temperatures and Tables | and Il give the deforma-
the sign of the load, and also appearance of deformatiotion characteristics: the yield stresg at various tempera-
nonuniformity. tures for tension and compression, the maximum tensile
stresso, and the total elongation at ruptuée It can be seen
that at liquid-helium temperature, the plastic deformation is
unstable, exhibiting jumps, which are familiar from studies

Tests were carried out using two materials: copperof the low-temperature deformation of coarser-grained met-
(99.98% and nickel(99.999. An ultrafine-grained structure als (see Refs. 10 and l1Attention is also drawn to some
was obtained by repeatédp to sixteen timgsequichannel anisotropy to the sign of the load: under compressiqris
angular pressing with the ingot turned through 90° after eachigher and the entire load curve is higher than that under

1. EXPERIMENTAL METHOD

1063-7834/98/40(7)/4/$15.00 1151 © 1998 American Institute of Physics
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FIG. 1. Strain curves of nanocrystafresso versus strair), a — copper,
compression] =4.2(1), 77(2), 290 K(3); b — copper, tensionf=4.2 (1),
290 K (2); ¢ — nickel, compressiofi, 2), tension(3), T=4.2(1, 3, 290 K
(2). The sections of abrupt deformation are also shown in the insets.

Shpeizman et al.

TABLE Il. Mechanical properties of Cu and Ni nanocrystals under tension.

Material T,K os, MPa oy, MPa S5, %
Copper 4.2 448 550 15

290 382 435 10
Nickel 4.2 1220 1292 12

method of preparing the materials. In equichannel angular
pressing the material is compressed in the direction of action
of the force. This direction coincided with the axis of the
sample in our testéoth tension and compressjofThus, it

is not surprising that under further loading, the resistance to
deformation of the same sign may be higher than that for a
load of opposite sign. We attempted to check this assumption
by carrying out compression testing at room temperature on
a sample prepared from the working section of a sample
which had previously undergone tensile testing. However,
the difference irv for this and the initial material was neg-
ligible (397 and 403 MPa, respectivelyThe test possibly
did not give the predicted result because the uniform tensile
strain (Fig. 1) is considerably less than that during prepara-
tion of the nanocrystals. It is also possible that the sensitivity
of o to the sign of the load may be caused by relaxation of
local tensile stresses by expansion of microcracks at grain
boundaries, which is promoted by the low temperature and
the positive spherical component of the stress tetfsand
also by the high effective stresses, which are a characteristic
feature of the deformation of nanocrystals.

We shall now examine in greater detail the structure of
these load jumps at liquid-helium temperature. In the experi-
ments we had facilities to analyze the data using a standard
program for an HP300 computer which gives an averaged
curve and does not resolve the jump componé&nsh as the
curves plotted in Fig. land we were also able to analyze the
analog signalsee insets to Fig. 1cAs a result, we estab-
lished that the compression jumps are initiated immediately
beyond the yield stress, their amplitude is initially small, and
then increases with increasing strain. The tensile jumps occur
near the maximum of the diagram and immediately have a
fairly large amplitude? Fracture occurred at the instant of
the next jump and the fracture plane was inclined at an angle
of approximately 55° to the tensile stress axis, which is typi-
cal of fracture in cases of unstable deformattof® In our
opinion, the different behavior of the deformation instability

tension (even when these are compared, replotted as truebserved under tension and compression is caused by differ-
stress versus strainThis difference increases with decreas-ences in the deformation geometry and the shape of the
ing temperature. This behavior could be attributed to a hidsamples The nanocrystalline structure evidently helps to

den Bauschinger effect whose appearance was caused by tinerease the range of existence of abrupt deformation. In our

TABLE |. Compressive strain characteristics of Cu and Ni nanocrystals.

Material T,K o5, MPa

Copper 4.2 578
77 570
290 403

Nickel 4.2 1450
290 1002

case, jumps were observed for nickel at temperatures be-
tween 4.2 and 17 K, whereas for annealed nickel no jumps
were identified in this temperature ranfe.

Figure 2a shows the temperature dependences of the
yield stress for copper and nickel between 4.2 and 300 K.
The yield stress was determined directly from the strain
curve at a particular temperature or by repeated determina-
tion of o for the same sampf.In this last case, we deter-
mined the change in the flow stresses at the temperature
jump and then, using known values of the yield stresses as
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for solid samples of this material. The athermal behavior is
most likely not real, i.e., at least two thermal activation pro-
cesses are acting simultaneously, giving a weak and there-
fore slightly nhonmonotonic temperature dependence of the
yield stress and the flow stresses. This assumption is sup-
ported by the observation of a rate dependencerofor
nickel at liquid-helium temperatures, although this is fairly
complex!’ The constant nature of the deforming stresses at
low temperatures has also been attributed to the influence of
quantum effectd”*8 In the usual relation for the strain rate

B . as a thermal activation process=e, exp(—U/KT), where

' 800 go=const, U is the strain activation energy, andis the

o 0 100 200 300 Boltzmann constant, the temperatarewvas replaced byl

s K =f(®/T), where® is the Debye temperature. In the sim-
o.

600

500

plest case we havg(®/T)=T(1+06O/T). If O/T>1, the
contribution of the second term predominates and no tem-
perature dependence is found. At present, it is impossible to
estimate the critical temperature for the transition to quasi-
athermal strain for these ultrafine-grained metals because
400 $\ their Debye temperature differs from that determined for
| \ coarse-grained materidland is unknown to us for copper
\ and nickel nanocrystals. If we use tabulated valuegof
\ (456 K for nickel and 339 K for coppgf® it can be seen
from Fig. 2a that no direct relation is observed betwéen
N\ and the change in the temperature dependence of the yield
i \+\ stress. Theses(T) curves are not typical of fcc metals. In
T T Ref. 17, for instance, a slight changedy with temperature
0 200 490 600 800 was obtained for nickel between 4.2 and 300 K whereas in
T,K Ref. 14 anomalies for copper and nickel are only observed at
FIG. 2. g Yield stress of coppefl) and nickel(2) nanocrystals versus test liquid helium temperatures. It may be postulated that ex-
temperature. bThe same dependence for copgepen circles superposed  tended regions of quasiathermal strain are a distinguishing
on the dependence of the yield sltsress on the annealing temperature, megature of the nanocrystalline state of fcc metals. These char-
sured at room temperatuferosse acteristics may be attributed to the dual behavior of the grain
boundaries which may act as sources of dislocations and as

) ) sinks® and the behavior of copper may be influenced by their
reference points, we calculated the harderingfor a given tendency to twinning at low temperaturds.

strain and determineds. This method is not a direct one but Thus, we have studied the low-temperature deformation

does nevertheless have various advantages. First, there is BPtwo fcc metals nanocrystalline copper and nickel. We

error caused by test.ing different Samp!esj Se?‘?”d’ the changa, e shown that their strength and flow stresses reach fairly
in the flow stressesign and magnitudes identified exactly high levels for these materials, higher than 500 MPa for cop-

so that the slight nonmonqtonicity ofy(T) (Fig. 23 is not a .Ber and 1300-1450 MPa for nickel. However, these values
g?endsetgugzcg chhtgreagt):a F;iesrt'irgig;ihfg%ﬁ?g Slz\c/)vlﬂgnt;eecrg?jrla}e considerably inferior to those obtained by extrapolating
deformation of nanocrystals P ﬁwe Hall-Petch relation for larger grains. The results includ-
In Fig. 2b the curver (T). is extended to high tempera- ing the sensitivity of the yield stress and the flow stresses to
tures using dafd on o, at 290 K after annealing at different 1€ Sign of the load, the deformation instability at liquid-
dielium temperatures, and the anomalies in the temperature

temperatures. Although these are undoubtedly different d i
pendences, annealing appears to make the main contributidigPendence of the yield stress at low temperatures, are not at

to the change i, and this curve therefore reflects the tem- variance with the conventional dislocation concepts of the
perature dependences®f. It can be seen from Fig. 2b that deformation mechanism but for nanocrystals the deformation
the curves(T) has three sections: a low-temperature secimodel requires further refinement.

tion where the yield stress varies negligibly with tempera- ~ The authors would like to thank I. N. Zimkin and G. D.
ture, a region of rapidly decreasing,, followed by a high- Motovilina for carrying out the x-ray and electron-
temperature region with a low yield stress. microscope examinations.

Of particular interest for discussion of the possible  This work was supported financially by the Scientific
mechanisms for deformation of nanocrystals are the atherm&ouncil of the Russian International Scientific-Technical
region and the low-temperature hardening, i.e., the establisirrogram “Physics of Solid-state Nanostructure@”roject
ment of probably the limiting yield stresses and flow stresse97-30086.
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The thermal stability of the yield stress and Young’s modulus was investigated in ultrafine-
grained copperK99.98% and a Cu—HfQ composite obtained by intensive plastic deformation
using the method of equichannel angular pressing. It is shown that both the pure copper

and the composite strengthened with Hf@anoparticles demonstrate in this state a high yield
stress 6o ,~400 MPa). When the two-hour annealing temperafiyés increased above

200 °C, the yield stress in pure copper decreases to 40 MAg=a400 °C, whereas in the
Cu—HfO, composite, high yield stresses are conserved up,te500 °C. A recovery

stage of Young’s modulus is found at around 200 °C both in pure copper and in the Cu—HfO
composite. It is concluded that this stage reflects the transition of the grain boundaries

from a nonequilibrium to an equilibrium state, and the high-strength properties of the materials
are determined mainly by the grain size and depend weakly on the grain-boundary
structure. ©1998 American Institute of Physids$$1063-783498)02007-3

Ultrafine-grained polycrystals are attracting increased inthe yield stresso, ,~400 MPa after annealing for 2 h at
terest among researchers because of their unique physicon®90 °C (Refs. 15 and 16
chanical properties:® One of the most promising methods The aim of the present study is to investigate the thermal
of obtaining solid, nonporous samples with an ultrafine-stability of a Qi :1vol.% HfO, system by measuring the
grained structure is intensive plastic deformation byyield stress and Young's modulus directly after equichannel
equichanne| angu'ar pressfﬁé which can produce po'y- angular pressing and aﬂel’ annealing f0r 2h at different tem-
crystals with an average grain size of the order of 100 nnPeratures. This is interesting because the use of hafnium as
(Ref. 6. The pressure-shear methagsing a Bridgman an- the OX|de-f_orm|ng element can approxmgtely treble the vol-
vil) can produce an even more disperse strubflibait the ume fraction of particles compared with Cu: 0.3 vol.%

samples emerge as thin disks which are less convenient fgrro2'
mechanical testing.

Most of t.he pupllshed dgta on ultra.\flne-gramed materials;, \ ATERIALS AND EXPERIMENTAL METHOD
obtained by intensive plastic deformation has been generated _
for copper®~1* After deformation, polycrystals of ultrafine- A Cu-HfO, composite was prepared from a
grained copper have a grain size of around Zoo(mfs Cu : 0.8 wt % Hf solid solution in which the hafnium content
6-11), elastic moduli reduced by 5-10% compared withWas cIc_>se to the Iimiting solubility at the melting poift,.
conventional polycrystai®12-4and high microhardne$3 The oxide nanoparticle@n our case HfQ) were formed by

and yield stres&®1! However, a major disadvantage of internal oxidation by holding a solid solution of the oxide-

L . . . . forming elementHf) in an oxygen-containing atmosphére.
these ultrafine-grained materials obtained by intensive plastuf.he holding time was~20 h at a temperature around

deformation is their low thermal stability. Annealing of 1000 °C. Electron microscopyshowed that the size of the
uItr.afin.e-grair)ed 'copper at 150__25001(30%@?3 primary recryq_-'foz oxide particles is in the range 20—50 nm. These studies
tallization which increases grain sfze ) 2’_13‘0 ~1pm),  also showed that the initial structure after equichannel angu-
the microhardne&s and the yield stres$?'>'®The thermal  ajong the “pressing” axis, having both small-angle and
stability may be improved by disperse strengthening of theéarge-angle boundaries, with an average length of 700 nm
copper with oxide nanoparticles. In particular, the composi-and transverse dimensions of 100 nm, i.e., the morphological
tion Cu:0.3vol.% ZrQ demonstrates thermal stability of texture of the initial sample is retained.

1063-7834/98/40(7)/3/$15.00 1155 © 1998 American Institute of Physics
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FIG. 1. Yield stresso,, versus two-hour annealing temperatufg for 0 200 400 600
Cu—1vol % HfG (1) and 99.98% Cu2). Teq °C

FIG. 2. Young’'s modulu€ versus two-hour annealing temperatirgfor
copper and two different Cu—1 vol % H§Gamples.

The samples underwent intensive plastic deformation by
repeated equichannel angular pressing with the sample
turned through 90° after each cycle. For pure copper studied
in Refs. 12—16 the number of cyclasvas 16, for Cu—-Zr@ o ) ) o
it wasn=12, and for Cu—Hf@ n=8. The number of cycles cqntammg HfQ particles conserves its thermal stability in
was reduced because of the reduced plasticity of the materid}is temperature rang@0-500 °Q.

which depends on the fraction of the strengthening phase, !N Pure copper, loss of thermal stability occurs at tem-
Whereas in Cu—Zr@the fraction of the oxide was 0.3 vol.% Peratures between 150 and 250° which is confirmed by data
(Refs. 15 and 16 because of the higher solubility of on the yield streds’ and the hardne$s’ At these tempera-

hafnium in copper, this fraction increases4dl vol.% for tures primary recrystallization takes place in pure copper and
Cu—HfO,, i.e., is more than trebled. the grain size increases 5-10 times, reachingmnil or

After equichannel angular pressing, the initial sampledreater(see Ref. 13
had a length of around 50 mm and transverse dimensions of Figure 2 gives Young's modulus as a function of the
8x8 mm and from this we cut ingots for mechanicatz  annealing temperatur&, for two Cu-HfG, samples and
X 2X5 mm) and acoustics2X 2X 20 mm) tests. also the curveE(T,) for pure copper taken from Refs. 14—

The yield stress was determined from compressive straid6. Three samples of Cu—HjGnd more than ten samples
diagrams using an Instron 1341 testing machine. Young'$f pure copper(99.98% Cu were investigated in the initial
modulus was determined from the natural frequency of thetate(after equichannel angular pressirand after different
longitudinal vibrations of the sample which were excited byannealing treatments. Each point on ®€T,) curves was
a well-knowrt® electrostatic method using an apparatus de+ecorded after holding the sampleTat T, for 2 h. Only two
veloped at the A. F. loffe Physicotechnical Instittelhis  of the three E(T,) curves measured for the Cu-HfO
technigue was used previously for ultrafine-grainedsamples are shown in Fig. 2. The third is qualitatively similar
coppet?** and a Cu—zrQ@ composite:>® It was estab- to the first two and to th&(T,) curves given in Refs. 15 and
lished that Young's modulus depends not only on the tem46 for Cu—ZrQ: a recovery stage of around 4-5% is ob-
perature but also on the holding time at a particular temperaserved between 100 and 250 °C with a minimum Tat
ture. Most of the measurementaround 70-80% were around 500 °C.
made during the first hour and saturation occurs in practice The thermal stability of the yield stress in the disperse-
after 2 h(Ref. 14. In order to illustrate the influence of the strengthened Cu-ZrOcomposite indicates that almost no
annealing temperaturg, , we give data for Young’s modu- grain growth occurs. This is supported by electron-
lus at room temperature as a functionTgf (in all cases, the microscope observatior®® Similar thermal stability in a
annealing time was 2)h Cu-HfG, system convincingly indicates that this phenom-
enon (suppression of primary recrystallization in ultrafine-
grained copper obtained by intensive plastic deformatisn
typical of most systems strengthened with oxides of rare-
earth metals.

Figure 1 gives the yield stress,, measured at room It should be noted that the thermal stability of the yield
temperature for a Cu—H#Ocomposite and pure copper ob- stress does not correlate with the behavior of Young’s modu-
tained by equichannel angular pressing, plotted as a functiolus. TheE(T,) curves for Cu-Zr@ and Cu—HfQ compos-
of the annealing temperatuffg (the data for pure copper are ites reveal a recovery stage aroufig=200 °C, similar to
taken from Refs. 15 and 16It can be seen that the copper that for pure copper. The physical nature of this stage in pure

2. EXPERIMENTAL RESULTS AND DISCUSSION
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ultrafine-grained copper has been discussed repeatThe electron-microscope examinations were made by G. D. Motovilina.
edly 31912-14.29n particular, the role of nonequilibrium grain
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This is the first study of the temperature dependences of the atomic structure by neutron
diffraction, as well as of the resistivity, differential magnetic susceptibility, and magnetoresistance
of the ceramic systenfP*smy; _,Sr,MnO; (x~0.16—0.4). Samplesx=0.3) having an

initially orthorhombic structure transfer upon cooling from the insulating to the metallic state and
exhibit giant magnetoresistance, which at liquid-helium temperature reaches as high as 90%

in magnetic fields up to 30 kOe. At lower doping levels<(0.25), the compound has monoclinic
structure. The resistivity of such compounds in zero magnetic field displays insulating

behavior upon lowering the temperature to 77 K. 1©®98 American Institute of Physics.
[S1063-783%08)02107-9

The present interest in investigating the electrical, magnetoresistance. Samples of SmSr,MnO; (x~0.16—0.4)
netic, and structural characteristics of transition-metal oxidesvere prepared by standard ceramic technology. They were
with  perovskite structure originates from the dis- calcined in air for 24 h al'=1000 °C. The chemical com-
covery of giant magnetoresistan@MR) in partially substi-  position of the samples was additionally checked by x-ray
tuted manganates La,L,MnO; (where L=Ca, Ba, Sr fluorescence analysis, which yielded withif2% the same
etc).1? The physical explanation of negative magnetoresiscontent of Sm, Sr, and Mn atoms in the compound as the
tance is based on the Zener double-exchange mechanisntaditional chemical procedure.
which, for a certain concentration of “holesfi.e., Mrf**
ions), x~0.16—-0.4, provides an adequate qualitative inter-
pretation for the onset of ferromagnetism, metallic conduc-: NEUTRON-DIFFRACTION STRUCTURAL STUDIES
tivity, and GMR in perovskites. At other doping levels one  We carried out the first high-precision structural studies
observes transitions to various antiferromagnetic phasesf 1%sm, _, Sr,MnO,, fully enriched by the Sm-154 isotope,
which are accompanied in some cafes x~0.5 by charge  for two strontium concentrations:=0.25 and 0.4. The crys-
and orbital ordering:® Of most interest currently are the tal structure of the compounds was derived from powder
properties of such partially substituted perovskites whicheutron-diffraction patterns.
contain in place of lanthanum other rare-earth eleménts The x=0.25 sample was measured on the Russian-
Nd, Sm etc. Total or partial substitution of lanthanum at- French  high-resolution  multi-detector  diffractometer
oms in La_,L,MnO; gives rise to an extremely strong (HRPMD, LLB, Sacle Francg within a broad temperature
change of the transport and magnetoresistive properties oénge {[Te,=1.5, 70, 140, and 300 Kand on the Mini-
perovskite, up to a complete disappearance of the transitioBFINKS time-of-flight diffractomete(PNPI, Gatchina, Rus-
to metallic state at high enough doping levets-(0.3) &’ sig) at Te,=170 K. HRPMD operates at a constant wave-

We are presenting here for the first time results oflength N=2.3433 A within the scanning range ®2=6
neutron-diffraction measurements of the temperature depen-174°, and Mini-SFINKS is capable of producing diffrac-
dence of the atomic structure of the SmSr,MnO; system  tion patterns in the interval,,;=0.5—-1.5 A.

(x=0.16-0.4) investigated earliér® as well as of studies of The starting structural model of the=0.25 compound
its resistivity, differential magnetic susceptibility, and mag-was chosen based on an analysis of positions of 25 diffrac-

1063-7834/98/40(7)/5/$15.00 1158 © 1998 American Institute of Physics
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FIG. 1. Experimenta{HRPMD, point3 and theoreticalline) diffraction spectra measured B,,=140 K for a'>*Smm, ;651 2gMnO; sample. Shown below is
the difference curve, and above, the positions of diffraction lines. The inset shows the temperature dependence of differential magnetic sygd@ptibility

tion peaks obtained on HRPMD. The deviations of the ex-criterion based on HRPMD datihe region of larged;,)
perimental peak positions from calculated values were smallwas monoclinic (the fitting criterion y?=3.05 for T,

est when choosing monoclinic symmetry, with monoclinic =300 K). The spectra obtained on Mini-SFINKSmalld,,
distortions being smally—90°~0.7°). Therefore the Ri- and, as a consequence, a large number of overlapping)peaks
etveld refinement of the structural parametdrg the MRIA  did not permit unambiguous conclusion on the structure of
codd® made use of two models: orthorhombic the sample under study.

(Pnma N62) and monocliniqP112, /a, N14, centrosym- Figure 1 presents for illustration an experimental spec-
metric setting. The structure chosen by the fitting quality trum taken at 1.5 K together with the results of its treatment.

FIG. 2. Schematic representation of a fragment of the
structure of %Sm, ;S ,MN0O;.  Oxygen atoms are
bound in octahedra, manganese atgnut shown reside
inside the octahedra, and S{8r) atoms are represented
by spheres.
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TABLE I. Structural parameters df*Smy, 7551, ,dMnO, for different tem-
peratures. Manganese atoms occupy sites with coordinates 1/2,0,0 and 0,1/
2,1/2.
“w
§
T, K 5
300 140 70 15 B
>
Sm X 0.035 0.042 0.043 0.044 Bt
y 0.242 0.237 0.237 0.238 £
z —0.014 —0.024 —0.022 —0.018 E ok
o1 X 0.483 0.491 0.492 0.492 + I I l I
y 0.262 0.242 0.247 0.248 -1 I 1 , 1 1 . 1
z 0.055 0.057 0.049 0.043 00 O e 520 525
02 X 0.289 0.297 0.302 0.313 ’
y 0.044 0.034 0.035 0.034 FIG. 3. A part of a diffraction spectrum obtained at different temperatures,
z 0.742 0.710 0.703 0.694 which illustrates the appearance of a magnetic contribufi¢K): 1—300,
03 . 0686 0713 0718 0.725 5%34&%;70, 4—1.5. The positions of the structural reflections are iden-
y 0.539 0.541 0.545 0.548 '
z 0.296 0.307 0.306 0.306
a A 5.479 5.5062 5.498 5.494
b, A 7.686 7.672 7.672 7.675  only in rotations and deformation of the oxygen octah&dra
c A 5453 5435 5435 5436 hut in zigzag displacements of atoms on the @ sublat-
Y ° 90.3 90.49 90.47 90.50

tice as well. On the whole, the observed structure is similar
to that of substituted LaMn@'! with the exception of a
small monoclinic distortion. Unsubstituted LaMg®xhibits
The structural parameters are listed in Table I. Figure 2 similar structuré? As follows from Table I, temperature
shows a fragment of the structure of théSmy .S, ,MnO;  affects primarily the oxygen coordinates and lattice con-
compound. We readily see that the compound has a distortestants. Thus the evolution of the lattice geometry with tem-
perovskite structure. The distortions become manifest noperature reduces to variation of the unit cell volume, of the
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FIG. 4. Experimenta(Mini-SFINKS, points and theoretica(line) diffraction spectra obtained at room temperature dff@m, ¢Sr, MnO,, sample. Shown
below is the difference curve, and above, the positions of diffraction lines.
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cell axial ratio, and of the extent of oxygen octahedron dis- 8000
tortions. The monoclinic angle remains approximately con-
stant within the temperature range studieg~90.59. It | o 2
should be pointed out that the variations of the cell volume, S
bond lengths and angles are nonmonotonic in character. In- §
terpretation of the results obtained by us would require ad- §
ditional structural studies, preferably drfSmy _,Sr,MnO;, §
o]
o]
e}
8
8
g

o1

1
Ry
QO

single crystals of different composition.

The spectra measured @t=70 and 1.5 K exhibit a
growth in intensity of the peak shown in Fig. 3 with decreas- 4000
ing temperature. Taking into account the temperature depen-
dence of susceptibility, the small extent of monoclinic dis- -
tortions, and an analysfsof the magnetic contributions to
scattering, the present authors believe this to be an indication »
of the onset of ferromagnetic ordering on the manganese
sublattice. ]

Structural evidence was obtained for a
1545 m, ¢St 4MNO; sample from the data gathered on Mini- ok
SFINKS diffractometer at room temperature. In contrast to
thex=0.25 sample, the best agreement of the calculated and g . ‘ , , . A ) {
experimental diffraction patterns was obtained for the ortho- ©
rhombic structural modelRnma N62). The experimental G“ ook o 1

spectrum and the results of its treatment are shown in Fig. 4; O & b
the lattice constants were found to ba=5.435 A, e 2 o
b=7.661 A, c=5.433 A. | o
(o]
[o]
2. TRANSPORT AND MAGNETIC PROPERTIES o
200+ o

We performed measurements of the temperature behav-
ior of resistivity, p(T) (T=4.2—300 K), and of differential °
magnetic susceptibility,y(T) (T=77—-300 K), both on i ;’
standard x=0.3) and enriched samples of $mSr,MnO;
(x=0.25, 0.4). The temperature dependence(df) of this
compound(Fig. 5 follows a course typical of the mangan- 100 I
ates, with a maximum af,,~90 K for x=0.3 and T,
~125 K forx=0.4. Within the temperature interval from 30
to 4.2 K, p(T) practically does not change and remains fairly 5
large in magnitude g~ 10°Q - cm). We attribute this behav-
ior of p(T) in the metallic region both to grain boundaries p
responsible for the relatively high residual resistance and to ol oo o o
the existencéin the absence of an external magnetic fielfl \ I . ! ; ! .
magnetically disordered regiotidomaing. In zero magnetic 0
field, samples wittkx=<0.25 do not become metallic with de- ’
creasing temperature. Samples cooled below room temper@l-G 5. Temperature dependences of the resistivity
ture exhibit an exponential growth of resistance with an aC‘J.SAS.nb. 7s'r0,3|v|no3, and (b) 1595, S, MnOs,. 1—zero external magnetic
tivation energy~0.15 eV, which is typical of dielectrics, field, >—data obtained in an external magnetic fieltkOe): (a) 26, (b) 24.
whereas the paramagnetic susceptibility remains practically
constant down to 120 K. Around 90 K, samples with
=0.25 and 0.3 exhibit a strong growth g{T) signaling a R(0, T), where H is the external magnetic field. AH

transition to a magnetically ordered state. The behavior ok 25 kOe, a drop in resistance characteristic of the GMR is
the magnetic susceptibility of=0.4 samples appears un- ghserved to occur. For the= 0.3 sample, the maximum drop
usual. In the temperature range from 120 to 77 K it increasegf resistance is as high as 90% at 87 K, andxsr0.4 it is
practically linearly, while in they(T) relation one observes a approximately 80% near 120 K.
maximum atT=125 K.

Magnetoresistance measurements on the samples Wi%h DISCUSSION OF RESULTS

x=0.3 and 0.4 were made in magnetic fields of up to 30 kOe
by the four-probe technique at 77 K and at room tempera- Our powder neutron-diffraction measurements have

ture. For the parameter characterizing the giant magnetorestablished for the first time the structure of
sistance effect we tooks(H, T)=[R(H, T)—R(0, T)]/  *Sm,_,Sr,Mn0O;, (x=0.25,0.4) within the temperature
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range 1.5-300 K. Rietveld refinement of the diffraction current theoretical approaches to interpretation of the GMR,
spectra permitted determination of atomic positions in theconsiders in the perovskites only the oxygen-manganese sub-
unit cell of the monoclinic structure. A preliminary analysis system, assumes the metal atoms to be responsible only for
of the diffraction data obtained @t=1.5 and 70 K combined creation of the required number of free carriers, and disre-
with magnetic susceptibility measurements indicates thgards their atomic magnetic properties. Clearly enough,
presence of ferromagnetic ordering in the sample undewithin this approach the properties of a system should be
study. The latter observation requires a comprehensive tenonly very weakly dependent on the actual rare-earth element,
perature study of the magnetic structure of the samples. Q#hich is at variance with both our datéhe low transition
particular interest appear measurements of magnetizaticlemperaturerl,,, from the insulating to metallic conduction
and structural parameters beldw,. The high residual resis- regime and with measurements made on fa, s;MnO3, a
tance of the samples may indicate incomplete ferromagneticompound that in zero external magnetic field does not be-
ordering, because the resistance of perfect single crystals amdme metallic even down to 20 K, while remaining at the
thin lanthanum manganate films in metallic phase and undegsame time paramagnetic.

complete magnetic ordering is close to zero at low tempera- )
tures and obeys the relatiop(M)=consf1—(M/MY?], Support of the Russian Fund for Fundamental Research

where M is the temperature-dependent sample magnetiza(-Gf,ant 96-02-1814Band of the “Neutron Studies of Mat-
tion, andM is saturation magnetization. ter” program is gratefully acknowledged.

The data on the transport and magnetoresistance proper-
ties of the Sm_,Sr,MnO; system can be interpreted quali- 'R. von Helmolt, J. Wecker, B. Holzapfel, L. Schultz, and K. Samwer,
tatively in terms of the combined double-exchange mbidel zgh{l]?r', Rfv-H Leﬁg%fﬁl&?gz—mmk r A Fastnachi. R. Ramesh. and
with inclusion of electron-phonon coupllﬁé,wh_lch IS Ca&- | 4 Chen, Science64 413(1994. o ’
pable of accounting for the temperature behavior of the con=c. zener, Phys. Re\82, 403 (1951).
ductivity of manganates within the concept of small-radius *Y. Tomioka, A. Asamitsu, Y. Moritomo, H. Kuwahara, and Y. Tokura,
polarons. At high temperatures, polarons are involved in5$h3\’/56 '?ex- ?etgﬁégigﬁlgg%ahendiran A K. Ravehaudhuri. R. Ma.
hopping conduction characterized by a semiconductor-type hésh’ga‘nd C.N. R. Rao, ,’Dh)',sl Rev58 15‘305(1:996}' T
dependence of resistance on temperature, and this is ol¥G. H. Rao, J. R. Sun, J. K. Liang, and W. Y. Zhou, Phys. Re§583742
served experimentally. The peak in resistance at a certair;(l997)- '
temperature signals a crossover from hopping conduction toiét?aé;atizz/lazéléees' G. Balakrishnan, and D. McK Paul, Appl. Phys.
quantum tunneling in the metallic phase. Numerical calcula-sg pamay, N Nguyen, A. Maignan, M. Hervieu, and B. Raveau, Solid
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even in the pure polaron model. Double exchange results in aTverd. Tela(St. Petersbung39, 1831(1997 [Phys. Solid Stat&9, 1636
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of this temperature. Besides, this model, like most of theTranslated by G. Skrebtsov
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Isolated Ni nanoparticles were studigdsitu by atomic and magnetic force microscopy in the
presence of an additional external field up to 300 Oe. By comparing topographic and

magnetic images, and also by computer modeling of magnetic images, it was established that
particles smaller than 100 nm are single-domain and easily undergo magnetic reversal

in the direction of the applied external magnetic field. For large magnetic particles, the external
magnetic field enhances the magnetization uniformity and the direction of total
magnetization of these particles is determined by their shape anisotropy. Characteristics of the
magnetic images and magnetic reversal of particles larger than 150 nm are attributed to

the formation of a vortex magnetization structure in these particles19€8 American Institute

of Physics[S1063-783%8)02207-3

Scanning probe microscopy, especially atomic- and The aim of the present study was to use MFM to detect
magnetic-force microscopy, are opening up new experimensingle-domain magnetic particles in Ni film nanostructured
tal possibilities for more comprehensive studies of magneti®y thermal annealing and to studysity, i.e., in the presence
ordering in materials during the transition from micro- to of an auxiliary external magnetic field, the magnetic reversal
macrodimensions, since both the microtopography and thef these nanoparticles as a function of their shape and size.
micromagnetism of a solid surface can be investigated simul-
taneously at nanometer spatial resolutiohA significant 1 SAMPLES AND METHODS
factor is that important effects for magnetism, such as the
magnetic reversal of surface elements by an external mag?- .
netic field, can be studiemh situ with a magnetic-force mi- ut

Microtopographic surface images with nanometer reso-
on were obtained using a Russian P4-SPM-MDT
croscopeMFM), i.e., directly during the action of the mag- scanning-probe microscope o_perated as an atomic-force mi-
netic field on the sampl? cr(_)scope(AFM). The magnetlc_ measurements were made

using a Nanoscope lll probe microscope. Both devices oper-

Of particular interest among the wide range of objects . o .
. . . o ted in the so-called vibrational mode where a microprobe
being studied are planar magnetic structures consisting Q

isolated ferromaanetic sinale-domain nanoparticl Th with a sharp tip at the end vibrates near its resonant fre-
solaleg ferromagnetic singie-doma anoparticies. - thes uency with an amplitude between 10 and 100 (fefs. 2
materials form the basis for the development of so-calle

ic disk dia for th di nd 3. During line scanning of a sample surface, the inter-
quantum magnetic disks — new media for the recording ang, i petween the tip and the surface is recorded from the

storage of information. As a result of the uniform magneticchange in the amplitude or phase of the microprobe vibra-
reversal of isolated nanoparticles separated by distances %ns. If at the maximum deflection from the equilibrium
several tens of nanometers, information can be recordied in position the apex of the tip briefly touches the surféttap-
these media with a density of 0.25 Thite$/iRef. 8. _ ping mode”), the surface profile is recorded. When the mag-
Although there are numerous methods of preparing magnetic tip does not reach the surface, the main contribution to
netic particles, it is fairly difficult to obtain isolated mag- changes in the amplitude or phase of its vibrations is made
netic particles on a surface because of their agglomeration @3, magnetic interaction. By systematically scanning each
a result of interparticle magnetic interaction. In the presentine twice, recording first the relief and then the magnetic
study, isolated Ni magnetic particles were obtained on a sufinteraction, it is possible to obtain microtopographic and
face by a method based on the coalescence effect which fagnetic images of the same section of the surface. In this
comparatively rarely used for this purpose, — the formationmeasurement mode, after the surface profile has been mea-
of nanoparticles by annealing a thin island-like metalsured along one line, for which the data are stored in the
film.2% 1t is known, for instance, that a substantial increasecomputer memory of the microscope, the computer-
in the coercive force of a nanostructured Pt/Co film occursontrolled microprobe moves along the same section again,
after heat treatment and is attributed to the postulated formaepeating its relief, but without touching the surface because
tion of single-domain nanoparticles in this fifth. the average distance between the microprobe and the surface

1063-7834/98/40(7)/6/$15.00 1163 © 1998 American Institute of Physics
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FIG. 1. AFM images of a nickel nanostructured film obtained near the edge of the fibm=ain theinitial state, ¢ d — after annealing at 800 °C; b, d —
surface profiles along the lines indicated in Figs. 1a and 1c, respectively. Images a and c¢ are shown viewed from above with lateral illuminatipn; the SiO
substrate can be seen in the upper section.

is increasedto 50 nnj. In this case, the phase of its vibra- strate, with a maximum drop in profile height between 30
tions only changes as a result of magnetic interaction beand 70 nm. In other words, the metal islands are linked by
tween the microprobe tip and the sample. The image thubridges. One advantages of the atomic-force microscope
obtained will consist of dark and light sectiofiso-called compared with other microscopes is that the height of the
magnetic contrastcorresponding to regions with different microrelief can be measured. Special AFM measurements at
magnetic interaction between the tip and the surfaée. the edge of the film showed that the average thickness of the
For the magnetic measurements we used Si tips to whichridges between the metal islands is around 30 nm and the
layers of F&20 nm) and Cr were systematically applied. The average film thickness is 40 n(figs. 1a and 1b After an-
tip was preliminarily magnetizedoutside the microscope nealing in a hydrogen atmosphere at 800 °C, isolated par-
along its axis, i.e., perpendicular to the surface of the sampldicles, predominantly of two types, form on the glass sub-
For the experiments to study magnetic reveigasitu, the  strate: small particles between 60 and 150 nm in diameter
microscope scanning unit was positioned between the poleend up to 70 nm high, and larger ones between 250 and
of an electromagnet so that the magnetic field was directed00 nm in diameter, up to 250 nm higRigs.1c and 1d In
along the plane of the sample. The fields were set betweethis case, the height of the particles increases appreciably,
+300 and —300 Oe for which no effects associated with from 70 to 240 nm for the largest ones. Most of the particles
magnetic reversal of the MFM tip were observed. This iswith horizontal dimensions of less than 150 nm are nearly
evidently because the coercive fordé.j for the iron-coated circular, although, apart from circular, axially-elongated par-
magnetic tip is higher than that for nickel magnetic struc-ticles with a width to length ratio of 1:8n a few cases 1)3
tures. are encountered fairly frequently among the largest particles.
The initial sample was a polished optical quartz-glassOn some images it was noticeable that these axially-
substrate on which a semitransparent Ni layer was depositedlongated particles comprised twor three particles which
It can be seen from the AFM images that this film consists ohad not completely coalesced since they exhibited a charac-
closely spaced metal islands completely covering the sulteristic two- or three-humped profile. Measurements made at



Phys. Solid State 40 (7), July 1998 Bukharaev et al. 1165

the boundary of the film after thermal annealing clearly show
(Figs. 1c and 1dthat when scanning the sections between
the particles, the tip of the atomic force microscope reaches
the level of the substrate. This implies that the particles are
isolated, with no contact between them. The AFM data show
that during annealing the bridges between the islands break
and the distance between them increases. This happens be-
cause at high temperatures the islands strive to acquire a
thermodynamically equilibrium shape which is determined
by surface tension forces. The observed transformation of the
film involves autocoalescence, i.e., contraction of islands in
the plane of the substrate and their transformation into iso-
lated particles®!! This autocoalescence during annealing is
probably also accompanied by normal coalescence, i.e.,
merging of particles to form larger ones. On the basis of the
AFM measurements, it can be concluded that during heat
treatment the total mass of metal deposited on the substrate
is conserved as a result of an increase in the height and
volume of the isolated particles.

When estimating the dimensions and shape of the prod-
uct particles, it should be noted that AFM can characterize
fairly accurately the height of isolated particles but the ap-
parent horizontal dimensions of particles whose radius is
comparable with the radius of curvature of the tip apex, may
be substantially greater than the true dimensions because of
the well-known tip—sample convolution effetThus, to es-
timate the horizontal dimensions of the particles, we used a
procedure developed by us eartiewhich involved recon-
structing the shape of the tip apex and correcting the shape & Al - .
and dlmenfslons of the nanoparticles by using a computer 0 200 400 600 nm
deconvolution program and test samples comprising 200 nm
diameter latex spheres. In this way we established that the. 2. microtopographida) and corresponding magnetib) images of
tips used in the experiments have a radius of curvature ofolated nickel particles obtained by MFM.
around 10 nm and the small in-plane circular particles up to
70 nm high are almost spherical since their diameter is 80—

90 nm, i.e., the real horizontal dimensions of the small par_equation that the main change in the phase is produced by

ticles (with visible dimensions of less than 150 hare ap- the magnetic field in the directio.n perpendjcular to the
proximately 30% smaller because of the tip—samplesurface of the sample. We used this expression for computer
convolution effect modeling of the MFM magnetic images obtained from Ni

The magnetic interaction of the microprobe vibrating atparticles. The particle was approximated by a cylinder whose

the resonant frequency was recorded from the change in tﬁéeight ?}nd dli_arcri]eter we(;g _;hed same as the _particle (;jimer;]-
phase of its vibrations, which is given byg~—2QF'/k,  S'ONS: the cylinder was divided into 900 sections, and eac

whereQ is the Q factork is the rigidity of the microprobe, section was replaged by a point_ magnetic dipole_ pqsitioned at
andF' is the force gradient of the magnetic interaction be_the center of gravity of the section. The magnetic field of the

tween the tip and the surface in the direction of thexis ith dipole was calculated using relation
perpendicular to the plane of the samptéAs a result of the  3z(xM! +yM‘ +zM) M.
small size of the tip apex, this can be approximated by a H,= X Y z - —32 2
point magnetic dipolan. The force acting on this dipole r
from the surface magnetic fielH) is given byF=V(m  whereM,, M}, andM), are the corresponding components
-H). In the absence of surface currerii®e., whenVXH  of the magnetization vector of the point dipole, ant the
=0), this expression may be written Bs- (m-V)H. In this  distance between this dipole and the MFM tip.

case, the change in the phase of the magnetic microprobe under conditions of uniform magnetization, where the

r-5

vibrations is given by magnetic moments of all the sections are identically oriented

o o o along the surface, i.e., the particle is single-domain, the cor-

Ag~ Qf dH; J Hz+m d°H; n responding magnetic image should have the typical form
~_ , ,

shown in Figs. 2 and 3. The magnetic contr@sirk and light

_ regiong is caused by the formation of magnetic poles at the
whereH), are the values of the component of the magnetic ends of the single-domain ferromagnetic particle since the
field from theith part of the surface. It follows from this point of emergence of the magnetic flux from the particle is

—l'm +m
kl Xoxdz " Yayaz
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FIG. 3. Magnetic reversal of an isolated single-domain nickel particle in an external magnetia fieltbpographic particle image — computer modeling
of MFM image (magnetic contragtfor this particle(its direction of spontaneous uniform magnetization is the same as that shown in Eig, 8d—
experimental MFM images of the same particle with an external magnetic field of 30@h&arrows show the direction of the figld

characterized by an appreciable change in the field along thihe known theoretical and experimental critical dimension
Z axis. The line connecting the centers of the dark and lighfor the single-domain state of Ni particles, which is 60 nm
regions on the magnetic image then coincides with the directRefs. 9,14, and 15

tion of the sum vector of the particle magnetization )( In the presence of a comparatively weak external mag-
netic field (300 Og, the magnetic moments of Ni atoms in

2. MICROMAGNETISM AND MAGNETIC REVERSAL OF Ni small, almost circular particles become aligned in the direc-

NANOPARTICLES tion of the field with a high degree of orderingrig. 3.

images with a fairly well-defined magnetic contrast typicalPy 180°, the particle magnetization vectdris also rotated

of uniform magnetization were only observed experimentallythrough 180° which is typical of the magnetic reversal of
from comparatively small circular particles with an apparentsingle-domain particle$’ The possibility of magnetic rever-
diameter of less than 100 nffig. 2) and axially-elongated sal of single-domain Ni particles by a field of only 300 Oe
particles with a width of around 100 nm and a width to evidently arises because of the low valuesHyf and the
length ratio of 1:3. For the latter the magnetization was di-magnetocrystallographic — anisotropy constarit  (H.
rected along the long axis of the particle, i.e., along the axiss300 Oe for Ni particles with diameters between 50 and
of easy magnetization. It can be seen from a comparison d#0 nm,K~5x10® J/n? (Refs. 14,16, and 17

Figs. 2a and 2b that the three circular particles with apparent A comparison between the surface topography and the
diameters between 60 and 100 nm located in the lower parorresponding magnetic image shows that by no means all
of the figure have a magnetic contrast characteristic of unithe particles reveal magnetic contrast typical of uniform
form magnetization and a different orientation df as a  magnetization on their images. This particularly applies to
result of spontaneous magnetization. This suggests that thejrcular particles of diameter greater than 150 nm and large
are single-domain. If we take into account the tip—sampleaxially-elongated particles with a width to length ratio of 1:2.
convolution effect, the real dimensions of these particles ar&he magnetic contrast from these particle is much weaker
between 40 and 80 nm, which shows good agreement witand has a more complex structuifeig. 2). This evidently
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FIG. 4. Magnetic reversal of axially-elongated nickel particles in an external magnetic dield topographic image of a groups of particles; b, ¢ —
corresponding magnetic image with a field of 300 @ arrows indicate the direction of the figld — magnetic image of the same section after switching
off the external magnetic field whose direction was as in Fig. 4b.

indicates that these particles are not single-domain and a@omain structure to a vortex structure when the diameter of
nonuniformly magnetized. No domain walls can be seen irNi particles increased from 70 to 300 nffer a thickness of
the magnetic images of these particles which should als80—70 nn).

give appreciable magnetic contrast, as was demonstrated by The magnetic reversal of particles larger than 150 nm
computer modeling. On this basis, we postulate that an intediffers from that of single-domain particles. The application
mediate state between single- and multidomain with a vortexf an auxiliary external field300 Og during the measure-
distribution of magnetization is typical of the larger particles. ments appreciably intensifies the magnetic contrast typical of
Our computer modeling showed that the maximumuniform magnetization, particularly for axially-elongated
magnetic-field gradient from circular particles with vortex particles oriented in the direction of the field or at a small
magnetization, when the local magnetization vector of eaclangle to it(Fig. 4b), as is evidenced by the increased degree
section is directed along the tangent to concentric circles, isf uniformity of their magnetization. Significantly, unlike
several orders of magnitude lower than that for single<circular single-domain particles, the direction of the sum
domain particles. Thus, the existence of magnetization vormagnetization vectoM for axially-elongated particles dif-
tices in a particle should significantly reduce the magnetiders from that of the external field and follows the major axis
interaction between the microprobe and this particle anaf the particle, i.e., coincides with the axis of easy magneti-
should lower the magnetic contrast. For Ni nanoparticlezation of the particle, which is related to its shape anisotropy.
whose dimensions exceed the critical dimension for theJnlike circular single-domain particles, axially-elongated
single-domain state, there is a high probability of vortexparticles do not undergo total magnetic reversal when the
structures being formed, since these particles exhibit weakxternal field(300 Og is reversedFig. 49. Typically, as a
magnetic crystallographic anisotropy, as has already beemsult of magnetic reversal, the magnetic contrast of some
noted** The authors of Ref. 18 also reported the rearrangeaxially-elongated particles almost disappeéis example,
ment of the magnetization from a homogeneous singleparticles Nos. 1, 2, and)4vhereas for particles Nos. 5-7,
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magnetic contrast appears, reflecting an increase in the urternal field, conserving their uniform magnetization. For
formity of magnetization. When the external magnetic fieldlarger axially-elongated particles the degree of uniformity of
was again turned through 180°, the magnetic image was réghe magnetization typically increases in the magnetic field,
stored, i.e., it was the same as that shown in Fig. 4b. Aftealthough the direction of the sum magnetization of these par-
the magnetic field had been switched (Ffg. 4d), the mag- ticles is determined by their shape anisotropy and not by the
netic contrast decreased appreciably although the remaneaxternal field. Characteristic features of the magnetic images
uniform magnetization remained fairly high for some par-of particles larger than 150 nm and their magnetic reversal
ticles (Nos. 2—4. These characteristics of the magnetic re-mechanisms are attributed to the existence of a vortex mag-
versal of axially-elongated particles are obviously associatedetization structure. Further use of AFM and MFM wiill pro-
with their individual hysteresis properties, i.e., how the de-vide new information on the size dependences of the mag-
gree of magnetic ordering of an individual particle is influ- netic characteristics of these nanostructures.

enced by factors such as its shape anisotropy, the magneto- This work was supported by the Russian Fund for Fun-
crystalline anisotropy, the remanent magnetization, and thdamental ReseardiGrant 96-02-16323and by the Ministry
magnitude of the external field. To obtain a deeper underef Science and Technology of the Russian Federation under
standing of the micromagnetism and magnetic reversal prahe programs “Physics of Solid-State Nanostructures”
cesses of these particles, we need to carry out further inveg¢Grant No. 96-103jand “Promising Technologies and De-
tigations, including measurements for a larger range oFices in Micro- and Nanoelectronics(Grant 143/57/4
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The aim of this study is to find universal critical values of the effective dimensionless coupling
constanigg and refined universal valueg, for Heisenberg ferromagnets witkcomponent

order parameters. These constants appear in the equation of state and determine the nonlinear
susceptibilitiesy, and x¢ in the critical region. Calculations are made of the first three

terms of the expansion @fg in powers ofg, in the limits of O(n) symmetry three-dimensional

N o? theory, the resultant series is resummed by the PBdesl method, and then by

substituting the fixed point coordinatg3 in the resultant expression, numerical valuegpf

are obtained for differem. These numberg; for n>3 were determined from a six-

loop expansion for thgg-function resummed using the Padgorel—Leroy technique. An analysis
of the accuracy of thesgi values showed that they may differ from the true values by no
more than 1.6%. These values gff were compared with those obtained by tha &kpansion
method which allowed the level of accuracy of this method to be assesse@l99®

American Institute of Physic§S1063-783@8)02307-7

The generalized Heisenberg model, which consists of anodel. There is only one study where the universal values of
lattice of n-dimensional spins, each interacting only with its g5 were determined fon>1 (Ref. 13 but the accuracy
nearest neighbors, occupies a central position in the theory eichieved(12—24% can hardly be considered to be satisfac-
phase transitions. It describes critical phenomena in a wideory.
range of objects including easy-axis, easy-plane, and Heisen- |t was observed quite recently that extremely accurate
berg ferromagneticsn(=1,2,3), simple liquids and binary numerical estimates fogf may be obtained using the
mixtures Q=1), superconductors(except for heavy- theoretical-field renormalization group meth&d®in fairly
Fermion and, obviously, high-temperature supercondugtorsiow orders of perturbation theory. In fact, calculationsggf
and superfluid helium-4n(=2). This model describes the for n=1 in three-, four-, and five-loop approximations made
limiting regimes of critical behavior of two superfluid Fermi by resumming the renormalization group expansions for the
liquids with triplet pairing: helium-31§=18) (Refs. L and 2 {hree.dimensional model yielded 1.6¢ef. 16, 1.596(Ref.
and neutron-star matten(=10) (Refs. 3 and # and also a 1) 404 1.604Ref. 18, respectively. The last of these val-
quark-gluon plasma in various models of quantum chromoues, being the most accurate, only differs from its three-loop

dynrls\tmlcsk(1=4) t(r??fsths and B lized Heisenb del | analog by 1.1%. However, asincreases, the suitably nor-
IS Known that the generalized HelSenberg Mode! 15,4176 coefficients of the renormalization group expansions
thermodynamically equivalent in the critical region to the

. . . ) ' . . decreasgsee Ref. 9, for instangewhich leads to an im-
classicalO(n)-symmetric three-dimensional Euclidean field A L : .
theory with \ ¢* interaction. This means that quantum-field provement in the approximating prop(_erne_s of these series.
theory and, in particular, the renormalization group method,T.hus’ forn>1 the th.ree-loop rgnormqhzaﬂon group expan-
which has proved exceptionally effective in analyses of th 1ons forg.6 should give numer_lcal estimates Wh_ose_ Iev_el Of_
qualitative features of critical behavior and also in calcula-26CUracy is better than 1-2% in any case. In this situation, it

tions of critical exponent&;® can be used to study its critical IS Natural to use the theoretical-field renormalization group

properties. However, the critical exponents are not the Onb;echnl_q_ue in three-dlmensmna_l space to cal_culat_e the univer-
fundamental parameters characterizing the thermodynamicé@! critical values ofge for arbitrary dimensionality of the

of a system in the strong fluctuation range. Equally importanPrder parameter, and this is the problem addressed in the
are the effective dimensional coupling constaggs which ~ Present paper.

appear in the equation of state and determine the nonlinear This paper is organized as follows. Section 1 contains

susceptibilities of different orders. general information needed to formulate the problem and to

In recent years, the problem of finding the universalderive the renormalization group expansion for the effective
critical valuesgg, gs, and other higher-order coupling con- coupling constange. In Sec. 2, a six-loop expansion of the
stants has attracted particular attentérf* A whole range B function is used as the basis to calculate the coordinate of
of available methods have been applied to solve this probthe nontrivial fixed poing} for n>3. In this case, a Borel—
lem, ranging from the purely analyticaf®~*to the Monte  Leroy transformation and several different types of Paple
Carlo method??*However, the theoretical activity has been proximants are used to resum the renormalization group se-
almost exclusively confined to the case-1, i.e., the Ising ries, which can give more accurate numerical valuegof

1063-7834/98/40(7)/6/$15.00 1169 © 1998 American Institute of Physics
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than those obtained previouslyn Sec. 3, universal critical Nonlinear susceptibilities of different orders can then be ex-
asymptotic forms ofjg are obtained for differem, the re-  pressed directly in terms @f,, . For y, and g, for example
sults are compared with those obtained by theeidpansion, we can easily derive the following formulas:

and an analysis is made.

&M 2..-3
Xa=—r5| = —24y5m °gy,
1. RENORMALIZATION GROUP EXPANSION FOR THE H=0
EFFECTIVE COUPLING CONSTANT g5 M
2V 95003m 5802 —
The Hamiltonian of this model has the form X6™ 5 o 720¢zm (893~ Ge). ©)
1 L . .
H:J’ d3x E(m§¢i+(v%)2)+)\(¢i)2 , (1) whose generalization yields the relations

. . 3 6 2_
where ¢, is the realn-component vector field, the “bare __ M~x4 g :m (10x3— Xx6X2)
mass” squaredn; is proportional tof — T{?), andT{" is the Yooy P 720¢%
phase transition temperature neglecting fluctuations. Allow- _ _ _
ance for fluctuations leads to renormalization of the masivhich are frequently used to determine the dimensionless
m3—m?, the field ¢, — ¢,r, and the coupling constant effective coupling constants using the results of lattice

i i alculationg315:20.22:23
—mg,, and also results in the appearance of higher-ordef .

terms in the expansion of the free energy in powers of the ~We shall now find the renormalization group expansion
magnetizatior for ge. We shall start from normal perturbation theory which

gives a diagram series fdrg. Since in three-dimensional
space only ¢* type interaction is important in the renormal-
ization group sensésee Ref. 24 only four-point functions
will appear as seed vertices in the diagrams of this series.
Given the expansion of'g in powers of\, we can then
renormalize it, expressing in terms ofg, using the familiar

: 6

F(M,m)=F(0, m)+k2 IS 2
=1

The expansion coefficients,, comprise complete vertices
with 2k external(truncatedl lines which are linked by simple
relations with 2-point 1-irreducible correlation functions

" relation
Gok(d1,92, - - - ,02n—1) at zero momenta. In the critical re-
gion each vertex has its scale dimensionality N=mZ,Z %g,, (7)
T o= gyem3 K7, (3 wherez, and Z are the renormalization constants of the

where 7 is the Fisher index and. are various constants. Interaction\ and the fieldp,, : ¢, = \/Z‘PaFg- After replacing
The first of thesey, is arbitrary in the sense that its value can I'q PY Ge. this procedure gives the required resuit.
be fixed by selecting the units of measurement of the renor- [N the three-loop approximation, the vertgx is reduced
malized massn. We assume as usual thg=1/2 and then 0 the sum of the contributions of twenty Feynman diagrams
m is the same as the reciprocal correlation radius and th@hich are shown in Fig. 1. The integrals corresponding to
linear susceptibilityy, in the disordered phase will be equal these diagrams can easily be calculated but when determin-
to m”7~2. The second constay, is a key parameter of the N9 the tensor factors, it should be borne in mind that all the
theory, in whose terms the critical exponents, the criticalVertices in the mode(l) are symmetric tensors of the corre-
amplitude ratios, and other universal characteristics of th&Ponding ranks. The tensor structure of the objects of interest
system are expressed. The asymptotic valyéthe coordi- to us is determined in particular, by the following formulas:
nate of the fixed poing}) is a nontrivial root of theg 1
function appearing in 'Fhe renormali;ed group equation. For Fan:g(&aﬁéyﬁ OayOpst 0asOpy)l 4, (8)
the model(1) this function is known in the highest-reported
six-loop approximatiori;® so thatg} can be found for anp 1
with extremely low error. FaM&MV:l—E’(éaﬁ&ﬁéﬂﬁ 14 transpositiond’s.  (9)

The higher effective coupling constargg, gs, and oth-
ers also have certain universal values in the lifit-T.  Thus, calculations of the diagraniBig. 1) give
which jointly determine the form oF(M,n) and the equa- )
tions of state in the strong fluctuation region. In reality, how- :2 E
ever, the Taylor expansion of the scaling function normally 9o T\ m

used to write the equation of state contains not these con-
stants but the rati(g2k/g§’1, which can easily be seen by

n+26 9n?+34n+2324

27 162w

m

xzz)

+(0.00562895°%+0.28932678°+ 4.04042418

replacing the magnetizatial in Eq. (2) by the dimensional 2\2
variablez=M /g, /mI*7; + 16.20428685( W) . (10)
3/,2
F(zom—FO,m= (2 4449056, 986, The expansion of the renormalization constayt for the
’ ’ ga\ 2 g; a3 model(1) is now known in the sixth order ig, (Ref. 25 but

(4)  we only require the first three orders of this term
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FIG. 1. One-, two-, and three-loop Feynman diagrams which contribute to the effective coupling cggstant

n+8 312+ 38n+ 148 simple Borel approximation and Padgproximants of only
Z,=1+ o st 122 ;. (1)  one type[L—1/1]. It can be seen that, in principle, this
u method gives reasonable results: for-10 the difference
Substituting Eq(11) into Eq. (7), and then Eq(7) into Eq.  between the values afj obtained by numerical estimates
(10) finally gives and their analogs obtained by more complex resummation
9 [n+26 17n+226 , procedures' do'es not e.xceed 0..0@1.1%. H.owever, for
Js=—0° - g4+ (0.00099916 smallern this difference is appreciable, causing us to search
77 27 81m for refined values oy} .
Thus, the expansion of the function of the mode(l) in
+0.14768927 + 1.24127453g3 |. (12 the six-loop approximation has the fotm

This renormalization group expansion will be used to calcu-
late the universal critical values of.

B(9)=g—g?+ (6.07407408

2. FIXED POINT COORDINATES FOR n>3 (n+8)2

In order to find the asymptotic values gf for different
n, we need to know the fixed-point coordinates of the renor- +28.14814815g°— 5 (1.348942762
malization group equation with the highest possible accu- (n+8)

racy. At the present time, this highest possible accuracy can
be achieved by applying various resummation procedures to
the six-loop expansion of thg-function of the model1).

Two decades ago, this method was used to determine the
numerical values ofy; for n=1,2,3 (Refs. 7 and 8 and
comparatively recently fon>3 (Ref. 9. However, whereas +602.5212306+ 1832.2067325°
the authors of Refs. 7 and 8 used complex, refined proce-
dures for summation of divergent series based on the Borel—
Leroy transformation and various methods of analytic con-
tinuation, especially using the conformal mapping
techniqué® the authors of Ref. 9 confined themselves to a +668.5543368%+ 7819.564764

+54.94037698+ 199.6404170y*

(—0.15564588°+ 35.820203782

(n+8)*

(n+8)° (0.05123618%+ 3.23787620°
n
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roots increases, i.e., the number of poles of the approximant

+20770.1769Yg%+ 6(—0.02342417i5 in the complex plane. If at least some of these poles are
(n+8) located near the real semiaxis-0 or, which is even worse,

+1.07179838%+ 265.83570383 lie on it, the corresponding approximant becomes unsuitable

for summation of the series. In practice, this imposes a fairly

+12669.22118°+ 114181.435i stringent upper constraint on the degree of the denominator

+271300.037%y7. (13) and narrows the choice of acceptable approximants. How-

_ _ 2 o ~ever, the presence of a free paraméten the Borel-Leroy
Here, as in previous stgd|és, the role of the argument is  ransformation allows the resummation procedure to be op-
not played by the effective coupling constantbut by the  timjzed to achieve the fastest possible convergence of the

dimensionless invariant charge proportional to it iteration scheme.
n+8 With these observations in mind, we selected the follow-
9= 59 (14 ing strategy to calculatg* (g}). For eachn the nontrivial

root of the equatiorB(g)=0 was found in the two leading
which unlikeg,, does not tend to zero far— o but reaches approximations — five-loop and six-loop — and the Borel
a final value of unity. Series of the ty|§#3) are known to be  transforms of thes function were continued analytically by
asymptotic but they can easily be reduced to convergent seneans of three types of Padpproximants{3/3], [4/2], and

ries by means of a Borel-Leroy transformation [3/2]. The values of the parametér were varied widely
% " (usually between 0 and 3Gnd were selected so that the
f(x)= E cixizf e PR (xt)dt, numerical results given by the five- and six-loop expansions
=0 0

were the same or very close for all these types of approxi-
mants, i.e., the fastest convergence of the iteration procedure
I (15  was ensured. In those cases where the diagonal approximant
[3/3] had poles for positive or small negatiyefor all rea-
In order to calculate the integral in E¢L5), we need to Sonable values o, the value ofg* was determined using
analytically continue the Borel transforf(y) of the un-  the other two less symmetric approximaf#&2] and[3/2] in
known function beyond the circle of convergence. To dotheir range of analyticity. When these approximants also be-
this, we can use the Padgproximant§L/M] which are the came unsuitable with increasimgbecause of the appearance
ratios of the polynomial®, (y) andQy(y) of ordersL and  of “dangerous” poles(this occurred between=28 andn
M whose coefficients are determined uniquel-if M +1 =32), the approximants used to obtain estimategjowere
is equal to the number of known terms in the series andgwitched to[5/1] and[4/1], which could still be used up to
Qu(0)=1. It was established that the best approximatingn=40. The fixed-point coordinates thus obtained and also
properties are exhibited by diagonal Paajgoroximants for the values of the critical exponent= —dg(g*)/dg, which
whichL=M or close to thenfc.f., Ref. 26. However, as the determines the temperature dependences of the corrections to
degree of the denominatd increases, the number of its the scaling, are given in Table(tolumns 1 and 2 Also

F=2 oY

TABLE |. Fixed-point coordinateg*, critical exponentw, and universal values of the coupling constggffor 1<n<40.

g o 9" (Ref. 9 9" (Ref. 7 o* (Ref. 8 o g5 (Ref. 13 9% (1n)
n 1 2 3 4 5 6 7 8
1 1.419 0.781 1.401 1.416 1.414 1.622 1.92p242
2 1.4075 0.780 1.394 1.406 1.405 1.236 1268246
3 1.392 0.780 1.383 1.392 1.391 0.956 0.838197 2.9243
4 1.3745 0.783 1.369 0.751 0.620.146 1.6449
5 1.3565 0.788 1.353 0.599 1.0528
6 1.3385 0.793 1.336 0.485 0.7311
7 1.321 0.800 1.319 0.398 0.5371
8 1.3045 0.808 1.303 0.331 0.4112
9 1.289 0.815 1.288 0.278 0.3249
10 1.2745 0.822 1.274 0.236 0.2632
12 1.2487 0.836 1.248 0.175 0.1828
14 1.2266 0.849 1.226 0.134 0.1343
16 1.2077 0.861 1.207 0.105 0.1028
18 1.1914 0.871 1.191 0.0847 0.0812
20 1.1773 0.880 1.1768 0.0694 0.0658
24 1.1542 0.896 1.1538 0.0488 0.0457
28 1.1361 0.909 1.1359 0.0361 0.0336
32 1.1218 0.919 1.1216 0.0276 0.0257
36 1.1099 0.927 1.1099 0.0218 0.0203

40 1.1003 0.934 1.1003 0.0176 0.0164
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7 n=3 3. UNIVERSAL VALUES OF THE EFFECTIVE COUPLING
140 / (/1] . CONSTANT gg
: We shall now determine the universal critical values of
5 / [4/2) gtﬁ. Lthin_g Iqu.(lZ)f?rr:d(lh4), we express the coupling con-
~ = stantgg in terms of the char
\ 7= [3/41 %6 9e
N T T — 872 n+26 2(17n+226
_ 3 (n+8)3 3(n+8)(n+26)
i / \\ N (1.06502H°+ 157.42454 + 1323.09596 )
\ g°|.
2
\[4/11 (n+8)%(n+26)
1.38 1 1 l l (16)
0 § 0 %h As n increases, the coefficients gfandg? in formula (16)
T w decrease and in addition, the expansion paranggtealso
n:

decreases, as can be seen from Table I. Consequently, the
approximating properties of this series should improve with

1.28 _[_5_/’]_. increasingn. Forn=1, summation of the expansid@t6) by
T the Pade Borel method using the diagorfdl1] approximant
// [4/2] yielded the estimatgg = 1.622(Ref. 16 which only differs
i >‘.£\“_____________—_"_[3/3] by 0.018 from the resuljy = 1.604(Ref. 18 obtained using
~. [3/2] the five-loop approximation. As has been noted, the similar-
127 T —— ity between these numbers is not coincidental and reflects the
{4711 rapid convergence of the iteration process. In this situation, it

is quite natural to use the tried summation technique to cal-
-, { 1 ) culategg for arbitraryn. Thus, by constructing the series for
0 5 _ 70 15b the Borel transform of the functiogg(g) in accordance with
FIG. 2. Nontrivial fixed-point coordinates for=3 and 10 calculated by the Ea. (19), continuing Its sum analytlca”y using a Paﬁﬂl]

Pade-Borel—Leroy method using five different types of Pagroximants, ~ aPProximant, and SUbSt'tu_tmg Into _the resulju_ng expression
as a function of the parametbr g=g*, we can easily obtain the universal critical values of

gs Which are given in column 6 of Table I. With this in
mind, we can confirm that these values differ by no more
than 1.1% from theyg values given by the five-loop renor-
malization group expansion. However, the accurate values of
gs should lie between the four- and five-loop estimates since
the series fogg is alternating. Since fon=1 the four-loop
approximation givegg = 1.596(Ref. 17, the differences be-
ween the numbers in column 6 and the true critical values of
6 cannot exceed 1.6%.
It is interesting to compare these values with those ob-

given for comparison are the values @f obtained earlier
by the PadeBorel method using thgs/1] approximant(col-
umn 3 and also by using more refined methods of
resummatiofh® (columns 4 and b

A comparison between the numbers in columns 1, 4, an
5 can be used to test this algorithm. For instance nfer3

the difference between this estimategdf and the more ac- tained by Reisz fom=1,2,3,4 using lattice expansidis

curate ones dggs not excegd 0'00%' Another argument in SURhich are given in column 7. It can be seen that although the
port of the efficiency of this technique may be that the NUesults of Ref. 13 differ appreciably from those obtained

mezfa[l3g?tlr?13t[ejz?lgen % tgev Ta'\z Vﬁ?rk'?]gth apprro>::]-_ here, no direct contradiction existexcept for the casa

tar bs Thi ai learl (ﬁlpe trei d ?nyFi eaz 3\/;3 h e}vpa ?h =1). A second interesting exercise is to compare the esti-
eterb. This s*cea y fustrate 9. - ch gives e 1 hates obtained fogg with those obtained by the d/expan-
dependenceg* (b) for n = 3 and 10 obtained by using five _. . A .

. B ) sion method. Summing all contributions of orden?/i.e.,
different Padeapproximants. It can be seen that for 3 the . " " . . A

N . . replacing the “bare” vertex in the first graph in Fig. 1 by

values ofg* calculated using th¢3/3] and [4/2] approxi- sums of ladder diaarams. we obtain

mants increased only by 0.0015 whierincreased from 5 to g '

15 and forn=10 their increase was less than 0.0003 in the 872
range G<b<15. Since the fixed-point coordinates given by 95 :;4‘0
the [3/3] and[4/2] approximants are almost the sairffég. n
2), the errors in the determination gf in any case should The numerical values afg given by this formula are listed
not exceed the ranges of variation of these values givein the last column of Table I. On comparing the values given
above. in columns 6 and 8, it is easy to see that the éxpansion

In the next section the refined values of the nontrivialbeing applied to findy§ , gives considerably inferior results
fixed-point coordinates will be used to find the critical compared with calculations of the fixed-point coordinate and
asymptotic forms ofjg for variousn. the critical exponents. Whereas in this last case, a 1% level

1

nd/’

17
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exact agreement between the valuegpffrom columns 6 | _
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Inhomogeneities were observed for the first time in the magnetic structure of a thin Permalloy
film, induced by a strongly nonuniform magnetic field applied in the plane of the substrate
during fabrication of the samples. The films were obtained by vacuum deposition using a
molecular-beam epitaxy system. A nonuniform field was created on the substrate using

four samarium—cobalt magnets. The anisotropy of local sections of the samples was measured
using a scanning-ferromagnetic-resonance spectrometer. A strong correlation was observed
between the distribution of the magnitude and direction of the local magnetic anisotropy of the
film and the magnetic-field distribution in the plane of the substrate.1998 American

Institute of Physicg.S1063-783#8)02407-1

It is a well-established fact that polycrystalline Permal-larger magnets was oriented with unlike poles facing while
loy films deposited in an external magnetic field exhibitthe pair of smaller magnets had like poles facing. As a result,
uniaxial magnetic anisotropy. In this case, the uniformity ofthe planar component of the magnetic field on the substrate
the applied field in many respects determines not only thearied not only in magnitude between 0 and 2.0 kOe but also
dispersion of the angular direction of the axis but also than direction. Figure 1 shows the distribution of the field lines
magnitude of the anisotropy. It is also known that uniaxialon the substrate obtained by a powder method.
anisotropy also occurs in films in the absence of a magnetic The distribution of the magnetic inhomogeneities in the
field when an atomic flux is obliquely incident on the plane of the samples was measured using a scanning-
substraté. In this case, the axis of anisotropy is oriented inferromagnetic-resonance spectrometer developed and built at
the plane of the film perpendicular to the direction of thethe L. V. Kirensky Institute of PhysicsA noteworthy fea-
atomic flux and the magnitude of the anisotropy is mainlyture of this spectrometer is that ferromagnetic-resonance sig-
determined by the angle of incidence of the atoms and theals can be recorded over a wide frequency range 0.1-—
substrate temperature during deposition. 5.0 GHz by means of a set of interchangeable microwave

The Permalloy films studied here were deposited in éheads. The area of the local region being measured is deter-
highly nonuniform magnetic field with a comparatively small mined by the diameter of the aperture in the screen of a
average angle of deflection of the atomic flux from the nor-microstripe cavity in the head. In this experiment we used a
mal to the substratep~20°. The aim of the study was to head with a 1 mm diameter aperture and a pump frequency
examine the correlation between the distribution of the magf =2.2 GHz. At this frequency all the samples have an aver-
netic anisotropy in the plane of the samples and the inhomaage ferromagnetic-resonance line widdiH~8 Oe which
geneities of the applied magnetic field against the backvaries within+10% from one point to another over the area
ground of the uniaxial anisotropy of the oblique depositionof the film.
process. Figure 2 gives the distribution of the resonant fiéld,

We investigated films of thicknest=6.5 nm, obtained which is directed along the long side of the substrate in the
by vacuum deposition using an Angara molecular beam epexperiments, over the plane of the film. The orientation of
itaxy system, specially modified to deposit magneticthe substrate corresponds to that shown in Fig. 1, i.e., during
materials’> Permalloy having the composition fghligy was  deposition the section of the film with negatixeoordinates
evaporated from a crucible and deposited on awas situated in the field of the repelling magnets. In order to
50x 20X 0.5 mm glass substrate heated to 473 K. The crueliminate edge effects, the measurements were only made in
cible was placed-200 mm from the center of the substrate. the central part of the sample measuring<¥® mm. It can
In this case, the atomic flux was incident at the angle be seen that the resonant field is nonuniform and varies by
~65° to the long side of the substrate. The rate of depositiomimost 20 Oe over the area of the film.
of the film was~0.03 nm/s. Note that, for a control sample deposited without any

The substrate was situated in a highly nonuniformmagnets, the resonant field decreases monotonically with in-
magnetic field created by two pairs of rectangularcreasingx andy coordinates, varying only by 5 Oe. As a
samarium—cobalt magnets measuringx®ZX5 mm and result, the set of measuréd,(x,y) values forms a surface
10x5X5 mm. The magnets were attached to a holder irresembling an inclined plane. The slight nonuniformity of
pairs along the long sides of the substrate and were posthe resonant fields observed in the plane of the control
tioned with the pairs facing each oth@tig. 1). The pair of sample is a consequence of the relationship between the di-

1063-7834/98/40(7)/3/$15.00 1175 © 1998 American Institute of Physics
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FIG. 1. Pattern of magnetic field lines from four
samarium—cobalt magnets positioned along the long
sides of the substrate.

mensions of the substrate and the distance between the sulf-the resonant fields on the curves indicates that the anisot-
strate and the crucible during deposition of the films. In thisropy is nonuniform. It was established that the orientation of
geometry, the angles of incidence of the atomic flux on thehe axis of anisotropy varies within 60° over the area of the
plane of the substrate clearly vary appreciably at variousample while the anisotropy field varies almost eightfold.
points, which produces a corresponding deviation in the diTable | gives the angular directions and the magnitude of the
rection of the axis of anisotropy and its magnitude. field of uniaxial magnetic anisotropy measured for several

The magnitude of the anisotropy field, for local sec- local sections along the edges of the sample and at its center.
tions of the samples and the orientation of the axes of easy For the control sample at the center of the film, we find
magnetizationn, were determined from the dependences ofH,~ 15 Oe, and the axis of easy magnetization is inclined at
H, on the angular directiomr of the magnetic field, mea- an anglea,=~45° to the long side of the substrate, which is
sured relative to the long side of the substrate. Figure 3 givesonsistent with the angle of incidence of the atomic flux on
angular dependences of the resonant field for five sections ¢hiis section during deposition. A small deviation of the angle
the sample distributed along the lige= —7 mm(see Fig. 2 of incidence of the atoms on other sections of the substrate
The numbers of the curves correspond toxtteoordinate of caused by the deposition conditions leads to a monotonic
the particular local section. variation in the orientation of the axis of anisotropy within

It can be seen that all the curves have two minima andt 10°. In this case, the anisotropy field also varies monotoni-
two maxima, typical of uniaxial magnetic anisotropy. The cally over the area of the film, only by a factor of two.
difference in the position of the minima on thg(«) curves An analysis of experimental results using samples de-
indicates that the direction of the axis of easy magnetizatioposited in a nonuniform magnetic field and control samples
varies from one section of the film to another. The variation
in the difference between the maximum and minimum values
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FIG. 3. Angular dependences of the resonant field obtained at five points
FIG. 2. Distribution of ferromagnetic resonance field over the area of thealong the liney=—7 mm. The numbers on the curves correspond taxthe
film. coordinate.
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reveals a clear correlation between the distribution of thestrate, having a well-defined minimum in the central part of
magnitude and direction of the uniaxial anisotropy over thethe film on the liney=0 (see Table)l
plane of the film and the distribution of the magnitude and  As was to be expected, the parameters of the uniaxial
direction of the applied magnetic field. In particular, in the magnetic anisotropy of this filnH, and «, differ only
region of the filmx=10 mm(Fig. 2) which was deposited in slightly from the parameters of the control sample in the
the strongest, comparatively uniform magnetic field, the di-sections deposited in weak magnetic fields. This indicates
rection of the axis of anisotropy and its magnitude show onlythat the formation of uniaxial anisotropy in each section of
slight variations along thex and y coordinates and are the film in this experiment takes place under conditions of
mainly monotonic, almost as in the control sample. How-strict competition between two mechanisms: a mechanism
ever, compared with the control sample, the axes of anisotassociated with the inclined incidence of the atomic flux on
ropy in local sections were turned through almost 20° in thehe substrate and an orientational mechanism caused by the
direction of the orienting magnetic field and the magnitudeexternal static magnetic field. The measurements have shown
of the anisotropy was reduced substantidgex=14 mm  that the magnetic field can not only deflect the direction of
column in Table ). the anisotropy axis formed by the inclined incidence during

In the rest of the film, which was deposited in the non-the film growth process but can also substantially reduces its
uniform field produced by the repelling magné¢fsg. 1), the  magnitude. This effect was observed most clearly in the sec-
orientation of the axis of easy magnetization and the magnition of the film with the coordinatet-6; —7 (see Fig. 2 and
tude of the anisotropy exhibited stronger nonmonotonicTable )). This section was deposited in a strong field gener-
variations. In this part of the sample the angle of deflectiorated by the unlike poles of two magnets positioned on either
of the anisotropy axis increases toward the edges of the sulide of the substraté~ig. 1). i

The authors would like to thank I. SdElI'man and R. S.
Iskhakov for fruitful discussions of the results.

TABLE 1. Angles «, and fields of uniaxial magnetic anisotropy in the
sample.

IR. F. SoohooMagnetic Thin FilmgHarper and Row, London, 1965; Mir,
Moscow, 1967, 422 pp.
Hye, Oe ai, ° Hy, Oe a,° Hy,Oe a,° Hy, Oe q,"° 2E. G. Eliseeva, V. P. Kononov, V. M. Popel, E. V. Teplyakov, and A. E.
Khudyakov, Prib. Tekh. Eksp. No. 2, 141997.
-7 138 621 2.36 82.8 85 287 38 76.4 3B, A. Belyaev, A. A. Leksikov, I. Ya. Makievski and V. V. Tyurnev,

0 115 389 8.34 37.8 7.64 378 657 616  Prib. Tekh. Eksp. No. 3, 106.997.

7 175 55.4 13.7 379 113 280 535 464

y, mm - 16 -6 0 14

Translated by R. M. Durham
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An investigation was made of the magnetic state of a system of highly anisotropic

BaO - 6Fe0; nanocrystals several lattice parameters thick and having a near-critical volume
(~10" ' cm?®), obtained using cryochemical technology. It is observed that the particles

are transformed to the superparamagnetic state and it is shown that the external magnetic field
plays a role in its formation. Atd—T diagram was obtained for the temperature range

300 K-T., which shows various regions uncharacteristic of the macro-object, which are
specifically attributed to the distribution over the anisotropy fields in the system and the impaired
magnetic structure in the surface zone of the particles. Relatively large regions of magnetic
fields and temperatures were observed where reversible rotation of the magnetization vector of
particles with near-critical volume plays an important role. 1898 American Institute of
Physics[S1063-78318)02507-§

It is known that the size factor plays an important role in2. INVESTIGATION OF THE TEMPERATURE AND FIELD
the formation of macroscopic magnetic properties of highlyDEPENDENCES OF THE MAGNETIZATION
dispersed systems. The essential feature of this effect comes
when the particles attain a critical volurig, determined by

the condition that the energy of magnetic anisotropy equa'P )
the thermal energy, the magnetic moment of the particlegateOI for thermally demagnetized powder samples & g

ceases to be fixed along the axis of easy magnetization ang™ ) with randomly oriented particles. Figure 1 gives the

fluctuates in spackThis particle behavior, which has been curveso(T) for various fixed values of the magnetic field.

called superparamagnetic, has been observed experimenta-lll— ese were analyzed using the Pfeiffer approach which was

in oxide systems with relatively low magnetocrystalline an-> bgtantlateq theoretlgally for vyeak f|eldls||;‘(€ Ha, where
isotropy, such asy Fe,0; and Co-Ti-substituted barium Ha Is the. anisotropy field” In t.h|s approacti, as the tem— .
ferrite 2% It would be interesting to detect the superparamagP"alUre Increases, an appreciable increase in magnetization
netic state in a system of highly anisotropic ferrite particles.(a maximum should be observed after the SyStem particles
have been transformed to the superparamagnetic state. The

temperaturel g at which o increases abruptly is called the
blocking temperature. In actual highly-dispersed systems, a
superparamagnetic transition takes place in the temperature
rangeT-T) . The transition initiation temperatufi”) is

We investigated hexagonal barium ferrite with a nonsub-determined from the position of the minimum on the curve
stituted magnetic matrix Ba® 6F&05. On account of its  o(T), while the end temperatuf&” is determined from the
high magnetic anisotropy, the threshold particle size for suposition of the maximum.
perparamagnetic behavior is low even at temperatures near The experiments described here showed for the first time
the Curie point T.=723 K), which makes the technology that the temperature dependencecofilso exhibits anoma-
considerably more complex. To solve this problem, the ini-lous behavior in strong fieldsH<H,). With increasing
tial ferrite_forming mixing was prepared using an uncon\/en.ﬁG'd, the maximum is shifted toward lower temperatures, its
tional cryochemical technolodyollowed by heat treatment Width increases, and its amplitude decreases. In fields of 7
at T<800 °C, which ensures almost complete ferritizafion. and 7.5 Oe the curves have a point of inflection but the
As a result, we obtained a system of single-domain particle@nomaly at 8 kOe is only observed on the differential curve
between 20 and 140 nm, of which up to 70% are smaller thafo/dT=f(T) at 394 K.
100 nm. Thus, the lower limit for the single-domain state of ~ The temperature shift of the anomaly is caused by the
barium ferrite powder was almost reactfeMossbauer in- dependence of on the applied fielt
vestigations showed that this system contained no paramag-
netic fraction at 300 K. Ten=Teo(1—H/H,)? H<H,, )

The field H=<17 kOe) and temperature (300 Hy) de-
endences of the specific magnetizatiar) (were investi-

1. SAMPLES

1063-7834/98/40(7)/4/$15.00 1178 © 1998 American Institute of Physics
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FIG. 1. Temperature dependences of the specific magnetization for fixec .I' < () L L
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FIG. 2. Isotherms of the field dependences of the specific magnetization,
whereTgg and Tgy correspond tdH =0 andH#0. T (K): 1 — 300,2 — 470,3 — 620. InsetsT=694 () and 620 K(I).

The influence of the magnetic field can also be expressed

in terms of the critical particle volum¥ (Ref. 8
VeV IH2 ) Although the experimentally determined value tof>)
sh=Veo/(1=H/H,), 2) (300 K) = 5 kOe agrees with that estimated using formula
whereVg, is the critical particle volume in zero fields. It can (2), the fact that the curve(H) andH{(®) are independent

be seen that as the field increases, the critical volume inef temperature in a relatively large range some distance from
creases, i.e., the field facilitates the transition to the superf, (300-500 K indicates that the observed effect is not

paramagnetic state.

solely caused by a magnetic-field-stimulated transition of the

We used relatiori2) as the basis to analyze the possibil- smallest particles to the superparamagnetic state, which only
ity of a superparamagnetic transition for particles in this sysaccount for 8%. Investigations of the specific hysteresis
tem at room temperature in the presence of an external fieldoops revealed that the nonstandard behavior of the normal

The parameteY, is determined from the conditions

magnetization curve also reflects the specific characteristics
of the magnetic processes in a system of single-domain par-

KVso=25KT or HalVso=50kT, @ jicles with a near-critical volume. For instance, at 300 K the
whereK is the effective magnetic anisotropy constdnis  range of fields up to 4 kOe corresponds to reversible pro-
the Boltzmann constant, arld is the saturation magnetiza- cesses involving rotation of the magnetization ve¢tema-
tion. For the smaller particles in this system, we halg  nent magnetizationr, =0), whereas in the range{Y<H
=8 kOe. The saturation magnetizatibpat 300 K is 306 G.  <H{® we find o, # 0, which indicates that the magnetization
The calculated valu&/s,=0.8x 10 18 cn?® is less than the s irreversible.
real minimum particle volumeV/=3.1x10"18cm’® deter-
mined by ele_c_tron mi_croscopy. However, in fields 3. (H—T) DIAGRAM OF THE MAGNETIC STATE
=5 kOe the critical particle volume becomes comparable to
that observed in practice and, in consequence, the particles Using data on the critical parametéf§” (?=f(H) and
can overcome the energy barrier associated with the magd("'®=f(T), as well as the particle distribution over the
netic anisotropy, i.e., the smallest particles are unblockednisotropy fields, we constructed &hT diagram of the
and a superparamagnetic state is formed. It was noted in Rahagnetic state of a system of BaGbFe,05; nanocrystals for
3 that a transition to this state should increase the magnetthe temperature range 300 Kz (Fig. 3). The blocking tem-
zation. In the present case, on examining &t(&l) curves, peraturesT(Bl) andegz) are denoted by open and filled circles,
we observed a magnetization “jump” in the range of fields respectively. The dependences? (?)(T) are given by the
H®_HE) | which we shall call critical. In Fig. 2 the critical solid curves.

fields are indicated by the arrow. The figtt" was deter- Four regions can be identified on the diagram Tor
mined from the point of departure of the curugH) from  <T.. Region I, below the curvéi{*(T), uniquely corre-
the initial linear section. It is difficult to determiridg) di-  sponds to the particle magnetic state blocked by the effective

rectly from this curve. Thus, assuming th‘a@f) should cor- magnetic anisotropymagnetocrystalline, shape anisotropy,
respond to the beginning of the section approaching satursurfaceg. The magnetization processes in this region are re-
tion on the magnetization curve, all the experimental curvewersible. In region I, bounded by the curvb‘ét%)(T) and
o(H) were analyzed by the Akulov methddBy way of  H?)(T), particles withV=Vg, undergo a gradudin terms
example, Fig. 2(inset Il) gives AcH? versusH (where of field and/or temperatuyetransition to a state where the
Aoc=0gs—0o(H)) for T=620 K and also shows hO\Mg) magnetic moment is not fixed relative to the axis of easy
was determined. magnetization. This state is inhomogeneous within region II.
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FIG. 3. Magnetic state diagram. FIG. 5. Temperature dependence of the specific magnetization of barium

ferrite: 1 — o, polycrystalline samplé, points on curve —o(H—),
powder sample2 — a(H=H,).
The shaded subregion betweg(H) and T&)(H) is only
part of the region between the curvd$§’(T) andHZ)(T).
We shall analyze in greater detail the magnetic state in thance for shape anisotropy shifts, toward lower values by
shaded part of region Il. In this highly anisotropic system ofno more than 2 kOe. The contribution of surface anisotropy
particles unperturbed by the external magnetic field, a tranis observed foH,<16 kOe and the lower limit of the dis-
sition to the superparamagnetic state is only possible 30 Kribution H,=8 kOe corresponds to the smallest particles for
beforeT,. The fieldH <2 kOe influences the behavior of the which the influence of the structurally perturbed surface
system comparatively weakly. A further increase in the magtayer is the most perceptible. The valuetdf" is the same
netic field significantly reduces the blocking temperatureasH'?) so that the curvéd(®)(T) describes the temperature
However, it was found thaT(Bl) depends more strongly on dependence oH, for particles with the lowest anisotropy
the field compared withf?). Thus, the temperature range energy. The upper boundary of region Ill is determined by
for the establishment of the superparamagnetic shafg  the temperature dependence of the magnetocrystalline an-
=TW— T varies with the fieldFig. 4). This graph shows isotropy field.
the dual role of the field in the establishment of a superpara- Thus, region Il is the region where the highly dispersed
magnetic transition. Initially, the field acts as an additionalsystem approaches saturation, where the external magnetic
factor to the thermal energy, thus stimulating particle un-field gradually blocks the magnetic moments of all the par-
blocking (2<H=6 kOe), but then creates a blocking effect. ticles, overcoming the energy of magnetic anisotropy.

In fields greater tham(?) (regions 111-1V) all the par- In the high-field region IV, the local noncollinearity of
ticles are blocked by the external magnetic field. Region Ilithe magnetic moments of ions in the surface layer of par-
was identified by the particle distribution over the anisotropyticles, caused by the breaking of exchange bonds, is sup-
fields, which is a consequence of the size distribution. Theoressed. It is known that a specific characteristic of highly
particle distribution functions over, were obtained from dispersed systems is that the saturation magnetizations are
the field dependences of the remanent magnetization by lawer than those of the macroscopic object. This is usually
method developed for highly dispersed systems in Ref. 1(attributed to the existence of a so-called “beveled” magnetic
At 300 K, the upper limitH,=18 kOe is almost the same as structure in the surface region of the particles. Even in oxide
the magnetocrystalline anisotropy fiéfti.e., this value re- compounds with relatively low magnetic anisotropy
fers to the largest particles for which the contributions of[ ¥ F&O; (Ref.12, CrO,, NiFe,O, (Ref. 13], indications of
shape anisotropy and surface anisotropy are minimal. Allowa beveled structure are conserved in figttls 50—80 kOe,

much larger than the anisotropy field. This suggests that
these characteristics of the magnetic structure of small par-
aof ticles are caused, not only by changes in the magnetic anisot-
ropy, but also by impaired exchange interaction in the
structure-defect open surface of the particle and adjacent
« layers!* This was confirmed by extrapolating the curves
~40F o(H) to an infinitely large field. It can be seen from Fig. 5
~ v that the extrapolated values offor a nanodispersed powder
= at these temperatures are consistent with the published data
for the macroobject.

A s Thus, we have studied the influence of temperature and
o 4 s fields on the formation of the magnetic state of a highly
H, k0e dispersed system of BaO6Fe0O; particles with a near-

FIG. 4. Temperature range for superparamagnetic transition versus mag/itical VOlume_' and a thiCkn?SS of several lattice parameters.
netic field. Data obtained by studying the temperature and field de-
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Possible effects of strong local anisotropy in the vicinity gf aneson occupying a rare-earth

metal interstitial site are considered. The distortion of the magnetic structure and the
corresponding contribution to the dipolar field at the muon are calculated. A threshold-type
change of the dipolar field depending on the local anisotropy or external magnetic field is predicted
for the case where the direction toward the muon is perpendicular to the magnetic moment

of one in the ions. The possibility of existence of two strengths of the dipolar field for the
ferromagnetic phases of Dy and Tb, and of its abrupt change depending on the direction

of the magnetic moment of the plane is predicted for helical antiferromagnetic structure99®
American Institute of Physic§S1063-783@8)02607-7

MuSR spectroscopy yields valuable information on themuon may obviously also play an important part. Because of
magnetic properties of matter and complements essentialfhe smallness of the magnetic moment of the muon its direct
the more traditional methods. In particular, it permits one tomagnetic interaction with lattice ions is naturally quite weak.
obtain data on internal magnetic fields at lattice intersticesThere is, however, another very important mechanism,
The main components of these fields are the classical dipolggnich is connected with the appearance of a strong local
and quantum hyperfine fields. At first glance, calculation ofyagnetic anisotropy near the muon. This mechanism can be
the dipolar fieldBg;, should not present any radical difficul- .,y eniently described by introducing local magnetic anisot-
ties. At the same time calculation of the hyperfine fiBig {opy constants. The magnitude and symmetry properties of

requires detailed information on the electronic structure o . - :
S the latter can be studied within the concepts of crystal field
the crystal, which is still inadequately known for many mag- - . .
. o theory. A similar effect of a change in magnetic-moment
netic metals. In these conditions, the most reasonable ap-

proach appears to be calculationBg, with subsequent de- orlentgtlgn of the .nearest—ne|ghbo.r ions due Fo .the muon
termination ofBy; from the experimentally measured total €l€ctric-field gradient was considered qualitatively by

-
field at theu ™ mesonB,,: Camppell. _ _ |

This effect may play a dominant role in strongly aniso-

Bni= By~ Bap~BL~Ba, (D) tropic rare-eartHRE) magnets, where the large orbital mo-

where the Lorentz field, = (4/3)mM¢ (M, is the saturation mentsL of RE ions become oriented in the muon electric
magnetizationand the demagnetizing fieBl are also found field and, in this way, orient the total momenda=S+L
readily in the usual way. The quantiBy derived from Eq. coupled rigidly withL and the corresponding magnetic mo-
(1) can be used subsequently to compare with microscopimentsM =gJ (g is the Landefacton.
calculations, which are complex and not very reliable. For  While muons are capable of distorting the magnetic
instance, theoretical calculations Bf; do not provide good  structure ind magnets as well, this effect should, however,
agreement with experiment for botfd3&nd 4 magnets™ e much weaker because of the frozen orbital momenta and
In our opinion, any attempt at improving the theory shouldie weak magnetic anisotropy. Nevertheless, in some cases
be preceded by experimental determinatiorBgf from EQ.  ong gpserves anomalies B), in 3d magnets as well, which
(1) taking _|nto ac<_:ount the real ma_lgnltude Bip- . is possibly connected with a distortion of the magnetic struc-
. Equatlon (1) is naturally semlphen_omenologmal. _The ure in the vicinity of the muon. Among these anomalies are,
situation may change and become still more compllcateéor instance, the deviations of th& (T) relation from pro-
when the domain structure is taken into accduin. our . L : W 8 P
subsequent analysis we shall, however, restrict ourselves {%ornonallty toM(T) in GdCo, and YFQ’ th? compouqu
consideration of one domain only and to calculating contri—Where Gd an_d Y do not have_loc_:ahzed orbital mo_me(m_ta
should be pointed out that deviations from proportionality to

butions which do not depend on domain structure. o F X e
Calculation of the various contributions By, in Eq. (1) magnetization are observed also in paramagnetic Njufor

should include the effects associated with the local effect Ofnuon§).

a muon on the surrounding lattice. One has thus far been In this work, we shall consider magnetic structure dis-
discussing the geometric distortion of the lattice in the vicin-tortions near a muon only for the case of RE metals, where
ity of the muon, the change in charge density, and soméhe effect is expected to be large, so that it can be treated in
other factors of electrostatic natUf®©n the other hand, the a sufficiently simple way. We shall show that taking this
distortion of the magnetic structure of the crystal by theeffect into account can indeed change strongly the dipolar

1063-7834/98/40(7)/6/$15.00 1182 © 1998 American Institute of Physics
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TABLE I. Anisotropy constants, molecular-field parameter, and ion mag- A' 8
netic moments for heavy rare-earth metals. =
N \\ 8' ,i /
Th Dy Ho Er Tm <~ 7

N o 7 y
Ky, 1¢° erglcn? -0.55 -0.50 022 02 05 \,‘0%/' =
\, 10° erg/ent 1.3 1.0 0.8 0.5 0.3 N
M, ug 9.3 10.1 10.3 8.3 7.1 4 Y

\ /, C > /

. . ) _ FIG. 1. Octahedral interstitiaD site in an hcp lattice at the vertex of the
contribution to the total field at the muon and, hence, iSABCOandA’B’'C’O tetrahedra. ThédBC and A'B’'C’ atoms belong to

capable of affecting strongly the magnitudeRBy;. neighboring hcp-lattice planes separatedch.

_ 3 J kBNAPTN

1. CRYSTAL-FIELD ENERGY IN AN HCP LATTICE WITH A=— —— ,
2J+1 A

INCLUSION OF THE MUON CONTRIBUTION

whereN, is the Avogadro numbep is density, andA is the
atomic number.
It might seem that the anisotropy effe€t is not very

The energy of an RE ion in the vicinity of the interstitial
site where the muon came to rest can be written

E=Ee+E,+E,, (2)  large, if one assumes th€, andK’ constants to be substan-
tially smaller than the molecular-field energy~1C®
where the exchange energy has the form —10° erg/cni. As seen from Table |, howeveK; is com-
Eex=—\ CcOS 6 (38  parable in magnitude with. Also, the microscopic relation
for the easy-axis case, and K,=—7.378/3—(c/a)]r; 2ayJ(J—1/2)e?Z/a° (6)
Eex=—\ sin 6 cog ¢ —v) (b  (see, e.g., Ref. 11r; 2 is the mean square of thieshell

radius, anda; is the Stevens coefficiensuggests thaK’
may be considerably larger th#n . Indeed, the small factor
the ion magnetic-moment vector are reckoned fronztaed ~ V8/3—c/a (which is about 0.03—-0.05 for real RE crysals
x axes \>0 is the energy of the molecular field, and angle a@ppears as a result of summation over the 12 nearest neigh-
specifies its direction in the easy plane. In particular, for th?0rs and vanishes for an ideal hcp lattitecause the con-
ferromagnetic phases of Dy and Tib=0 and #/6, respec- tributions of the ions in the same plane and in the neighbor-
tively, and for helical antiferromagnetic phases the angle iNg planes have opposite S|g,)ns§\t the same time the point-
varies from plane to planghe sixfold anisotropy in the basal charge model yields for thi’ constant
plane _is ta_ken into account indirectly through the molecular 12\/§rf‘2aJJ(J— 1/2)€2Z o
field direction. K'= = .
The uniaxial anisotropy energies in the fields of the ma-
trix ions, E,, and of the muonE}, have the form Thus it does not contain the above small factor. Reliable
B . r o 2 o estimates foK' can be obtained, naturally, only from a com-
Eo=Ky sin® 6, Ej=K'sir ¢/, @) prehensive consideration of the electronic structure. There-
where angled’ is reckoned from the direction toward the fore we shall subsequently perform minimization of the en-
muonn. The latter angle can be related to the crystal coorergy (2) for real values ofA and K; for each RE metal
dinate frame throudfi separately, and assume parameker to take on values
within a certain interval.

for the easy-plane cagthe z axis is parallel to the axis of
the hcp crystal the polar and azimuthal anglésand ¢ of

)

cos#’' =nm=cos 6 cosB—sin 6 sin B cog¢—a),

5
wherem is the unit vector along the ion magnetic moment
and B and « are the polar and azimuthal angles of veator

The equilibrium values of the angle® and ¢ can be

2. MAGNETIC STRUCTURE DISTORTION AND THE
'DIPOLAR FIELD

According to the experimental data obtained for Dy and
found by minimizing the energg?) Ho (Refs. 12 and 13, respectivelyhe muon comes to rest at
_ _ an octahedral interstitial site. Figure 1 shows the position of
oEl96=0, JE/3¢=0. such an interstitial in an hcp lattice surrounded by its six
These coupled equations can be solved numerically by proprearest-neighbor RE ions. The distance from the ion to the

erly prescribing the parameters.

The values ofK; were found experimentally for most
heavy RE metals and are listed in Tabléfdr Tm and Er,
estimates made within the crystal-field model are givéhe
molecular-field coefficients\ can be estimated from the
magnetic ordering temperaturég

interstitial siter =a/v2, wherea=3.6x10 8 cm is the lat-
tice constant. For ions in the lower pland,B,C), 8=y
=arccos/1/3=0.955=55°, and for the upper-plane ions
B=m—. The anglesx are given in Table II.

In the absence of muons, and fié; >0, magnetic mo-
ments are aligned with the easy agjawhile for K; <0 they
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TABLE Il. Azimuthal angle of the vector pointing to the muon located at an For K; <0, the spins point to the muon fdm— V|<7T/2, and
octahedral interstitial sitéFig. 1). in the opposite direction in the other caehich of the cases

is realized is determined by the condition that the deviation
of angle ¢ is minimum, which ensures minimum exchange
@, —30 —150 90 150 30 -9 energy. Consider first the/=0 case. Then the spin of idB
points at the muon, and that of igk in the opposite direc-
tion, so that the dipolar field of this ion pair is aligned with
the x axis:

A B C A’ B’ c’

are confined in thexy easy plane. In the antiferromagnetic
phase, the spins in the neighboring planes make an ahgle
The dipolar field at a muon can be written

ABY;,=2vV2(M/r®)=p-1.6 kG. (10)

TheC,C’ sites(a==*n/2) present a particular case. Here the
molecular field is the same for both possible directions,
Baip= > (M/r¥)[3m(min))—m;], (8 which produces degeneradfrustration, a situation to be

' compared with the case of a substitutional imputitythe
whereM is the magnetic moment of the ion; for the nearestcorresponding components of the dipolar field due to@n
neighborsM/rf’zM/r3=p~0.56 kG, wherep is the mag- are
netic moment in Bohr magnetons. In an ideal hcp lattice, the
nearest-neighbor dipolar field at an interstitial site is can- ABj,=0, ABY,==2y2/3M/r%)==p-0.9 kG,
celed both fork;>0 and forK,<0. This canceling takes (11)
place for the ionic contributions in each plane. Therefore, the _ o
contribution of the first coordination sphere By, in both ABip= £ 2W3(M/r)=2p-0.65 kG. (12

ferromagnetic and antiferromagnetic phase will be com-rney ejther cancel or double, depending on the mutual ori-
pletely determined by the muon-induced distortion of thegntation of theC,C’ spins. The problem of the correlation
magnetic structure. between these spins requires further study with inclusion, for

According to general theory of magnetic anisotrégge,  instance, of exchange interaction between @eand C’
e.g., Ref. 14 the changes in the sign of consta@itin the  gping,

RE metal series caused by changes in the structure of the Tpe degeneracy is lifted when the axis of the molecular
many-electrorf shell should occur simultaneously with those fie|q s turned through a small anglas is the case, for in-
of K;. Because for real RE metata< 8/3=1.63,K1and  stance, with Th so that fors <O the spin of siteC points to

K’ should have opposite signs in the point-charge modekne muon, and fors >0, away from it. As a result, in a
Some authors believe, however, that in the physically Sim"aferromagne(5=0) there are alwayg andz field components
situation of an embedded hydrogen atom the effective charggqual to twice the value&l1) and(12). For v=+/3, frus-

- : : 1516 gag; : ; . .
is negative(the anion modgl™™ Besides, an inhomoge- tration sets in already for sit& or B, and the whole pattern
neously distributed perturbation in the electronic density cafqyns py 60°.

also produce a substantial effect. Therefore we shall study all |y helical structures, the magnitude of the fiéllde pres-

sign combinations of the anisotropy constants. ence of arxy componentdepends on whether the directions
Since energy(2) is invariant under the interchange of the molecular field in the two planes under study, which
a—m+aandB—m—p, the spins at each pair of site8A’),  gre specified by anglesand v+ 5, are confined to the same
(BB’), (CC’), and the corresponding contributions to the o diferent sectorg0, = m/3), (*m/3,+2m/3),... (recall that in
dipolar field coincide in directioriwith the exception of the ag| nelical structure&d| is, as a rule, substantially smaller
case of degenerate solutionso that one may restrict oneself {han 7/3). In the first case thry components of the field due
in calculations to ions in the lower plakeB,C (8=7). to theC andC’ sites double, and in the second, cancel. This
~_To better understand the physics involved, consider th@ccounts for the appearance of two values of dipolar field
limiting case |K’|>\,K,, which, as shown in Sect. I, is ¢orresponding to two different magnetic moment orienta-
quite real. This case was studied earlier in an analysis ofgns in the planes around the muon.
hyperfine fields at substitutional impurities in highly aniso- In the caseK’' — —o, K,>0 the spins are confined to a

tropic magnets! In this limit, local easy axes or planes ap- plane specified by theaxis and the corresponding vectar
pear near the muon for each RE ion, in other words, the spingng the angle is m/2— v, with

are aligned with the axis pointing at the meson for
K’>0 (easy local axisand in a plane perpendicular to this ABéipzz\/E(M/re‘):pQ.? kG. (13
direction forK’ <0 (easy local plane ’ o )

The case of the local easy axis is characterized by twol the caseK’— —c, K,<0 the asymptotic orientation of
fold degeneracy, which is lifted by the molecular field. Forthe spin in the local plane is not defined unambiguously and
and those in the upper one, in the opposite direction, so th@hian parameters. For>|K,|, the spin is directed along

axis and is equal to on the local easy plane, and far<|K;|, along the line of

) 5 intersection of the easy plamg with the local easy plane. In
ABG=4v3(M/r%)=p-3.9 kG. (9 this limit we have
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FIG. 2. Spin deflection anglé vslocal anisotropy constar€’ (in units of
\). Dashed lines—easy-axis cad¢,(>0): the upper curve-local easy axis,
the lower curve-local easy plane. Solid lines—easy-plane cKseQ),
v=0: the lower line—local easy axigpin A), the upper line—local easy
plane(spin B).

ABgp=— 2 M;/rs. (14)
I

For v=0, the dipolar field, as in th&,>0 case, is aligned
with the x axis. The two solutions become degenerate her
for v=m/6 for ion B (and for other ions after a turn through
the corresponding anglgssince for this ion the local easy
plane is perpendicular to the molecular-field direction. Thu
in the case of a local easy plane one should observe t
fields for the ferromagnetic phase in Tb. In helical structure
there will also be two fields, depending on the actual orien

tation of moments in the pair of the planes flanking the

muon.

Consider now the change in the directions of the spin
and of the dipolar field witHK’| increasing from zero for
various types of the host-lattice anisotropy. The results of th
calculations are displayed in Figs. 2—8, whireis plotted
in units of \, |K;| is set equal to\/2 (which is close to the
data in Table ), and the dipolar field is given per unit mo-
ment of the RE ion(in Bohr magnetons

In the case of the easy-axis—type RE anisotropy
K,>0 (Tm, Ep), for K'=0 all spins are aligned with the

axis (#=0). As K’ increases, in the case of the local easy

2

J

4K’

FIG. 3. Dipolar field at the muon (kG/g) vsanisotropy constarkK’ for the
local easy-axis case&(>0). Dashed line-ABg;, for K;>0. Solid lines—
ABfiip for K,<0: the lower line—ferromagnetic phase witk=0, the upper
line—helix for the case of the muon flanked by a pair of planes with
v=*1/6.

S
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-J

-4 K'

FIG. 4. Dipolar field at the muon (kG/g) vsanisotropy constarK’ for the
local easy-plane cas&(<0). Dashed line-ABg;, for K;>0. Solid line—
ABg;, for K, <0.

axis all spins deflect from the axis through the same angle

0 (Fig. 2), with o=« (or o=m+a« for the upper planeal-

ready for arbitrarily smalk’ (we disregard here the in-plane

anisotropy of RE metalsForK’— 4+, the anglef tends to

v for both the lower and the upper plane. The situation for
he local easy plane is almost the same, the only difference
eing that the maximum deflection angle(is8/2)—+, and

¢=m+a from the very beginning. Note that in the case of

sthe local easy plane the anglesaturates with increasirlg’
Wg;\ster than is does in the local easy-axis case. Because the

ymmetry in thexy plane is retained, the dipolar field for

K.>0 is always directed along theaxis. It is positive for

the local easy axis and negative for the local easy plane
(Figs. 3 and 4

In the case of an easy-plane—type anisotrogy<0

(Tb, Dy, Ho), for K'=0 all spins are aligned with the mo-

éecular field(6=m/2, ¢=0 for v=0). Consider first the local

easy axis case. Far=0, the deflections from the axis oc-
curring for theA andB sites with increasing(’ are opposite

in direction. As a result, this pair of spins produces a dipolar
field in the x direction. TheC spin is frustrated. For small
finite K’ it does not deflect, and the critical value Kf is
determined by the parametexsandK; (Fig. 5). This effect

can be demonstrated most conveniently using a simple two-
dimensional model with energy

E=—\ cos¢+K sir? ¢, (15)
L 1 1 ] |
K 1 2 3 4K

FIG. 5. Dependence of the anglégsolid line) and ¢ (dashed lingon local
anisotropy constant for the case of frustrated @n
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FIG. 7. Dependence of the anglégsolid line) and ¢ (dashed lingon local

FIG. 6. Dependence of the dipolar field componemBi,ip(kG/,uB) (contri- -
anisotropy constant for the case of frustrated B{nw= 7/6).

bution of ionC) on the local anisotropy constant for the frustrated case.

tially larger than that in the local easy-axis cage anglep
with K< 0. The extremum can be found from the condition does not change, while the angledecreasesor increases
. . for the other solution For |K'|>K,, the angled does not

Sin ¢(A+2K cos¢)=0. (16) change any more, while starts to grow(the second solution
Thus the spin deflects from theaxis for 2K|>N\. differs in the replacement— m/3— ¢). Figure 8 displays the

The existence of a threshold valuelof can be revealed behavior of the dipolar-field components witk’. We
by varying the ratick’/\ (in particular, through application readily note that thé\B); (K") andABéip(K’) curves have
of an external magnetic field or by varying the temperaturegistinct features at|K’T= K., Wwhereas the feature in
cf. Ref. 18. For K’ above the critical value, two equally ABéip(K’) is barely seen. When the direction of the molecu-
probable directions of th€ spin are possible, which differin lar field in the two planes passes through the frustration
the replacement—7— 6, ¢— —¢. Figure 6 shows the de- pointsv==w/6+nm/3 for |K'|>K,, the solution degeneracy
pendences of the dipolar field componentskonfor one of s lifted, thus changing strongly the total field at the muon.
the solutions. The asymptotic values #f— + are deter-
mined by Eq.(11). The ABéip(K’) relation has a weakly 3. pISCUSSION OF THE RESULTS
pronounced maximum. The observed contribution to the di-
polar field depends on whether tReandC’ spins have the
same or opposite directions. In the first case,Kée>K a

As seen from the calculations, the effect of a magnetic
structure distortion on the dipolar field depends strongly on

noticeable dipolar field appears along €’ axis, and in € magnitude oK(’j..ﬁl.Detle.rminatri]on of th% latter from ex-
the opposite case the contribution due to this pair of spin?erlment presents ifficultigene has to studySR in strong
cancels, with the exception of thecomponent. Fow+0 (in external fields There are some data on the effect of hydro-
, . . . 6
particular, for the ferromagnetic phase of Th, wheren/6), gen on the magnetic anisotropy of RF@mpounds? The

the degeneracy is lifted, similar to the'— + e limit dis.  Value Ki~10° erg/ent obtained” fits well to the experi-
cussed above. ment. The fitting parameter was the effective charge of the

Helical structures, generally speaking, are characterizelydrogen ion,.Zy=—1, which corresponds to the anionic
by a continuous dipolar-field distributions magnetization character of hydrogen. The latter result appears questionable

direction of the planes confining the muon. Figure 3 shows{i?m the standpoint of electrostatics. Thus the magnitude of
besides theBg;, field for »=0, the behavior of the dipolar depends very strongly on the charge screening of the

field for a helical configuration, where==/6 for the lower muon (or of hydroge_ljl by conducti_on EIGC_”(_)”S‘ The latter
plane andv=— /6 for the upper planéin this case the di- effect could be considered theoretically within some models,

polar field is likewise directed along theaxis). We see that for instance, with inclusion of the Friedel sum rule through

the difference between the curves is indeed small and is pri-

marily due to the effect of the threshold turn of tGeC’ 0.4}

spins. At the same time the dipolar field exhibits abrupt

changes in magnitudgor K’ >K_) when the moment of one

of the planes passes through n=/3, because at this point

the contribution of the frustrated spins changes abruptly. x
In the case of the local easy plane, #y<0, »=0, the

deflections of theA,B spins from thex axis with increasing - - = ~

|[K'| are also equal in magnitude and opposite in direction. 041 &5 K 4 75 y-10

For theC site, 6=7/2 and =0 irrespective oK', because z

this direction lies in the local anisotropy plane. Thus the

dipolar field is aligned with thex axis (Fig. 4). -0.8F

. In the case of frustratiow=/6) the Spin direction of FIG. 8. Dependence of the dipolar field componeht?éji (kG/ug) (contri-

ion B also follows an unusual dependence Kh Up to @  pution of ionB) on the local anisotropy constant for the frustrated case

certain critical value oK (as seen from Fig. 7, it is substan- (v=6).

4 Bd.ip
>,




Phys. Solid State 40 (7), July 1998 Yu. P. Irkhin and V. Yu. Irkhin 1187

the electron scattering phasésThis model was used to cal- search for several values of this figlthay also yield valu-

culateBy, in Fe, Co, and Nf,and in a discussion of conven- able information on helical magnetic structures. Localization

tional and local magnetic anisotropy in RE systéhs. of the muon and the need of averaging the dipolar field over
If the magnitude ofK’| is large enough, this may give a certain region is here an essential point. It appears that the

rise to qualitatively new effectdthe existence of two muon may be considered fairly well localiz&d:®

strongly different values of the dipolar field etcbut the Further experimental studies of the predicted effects are

influence of local anisotropy is found to be substantial al-needed. Particularly important are experiments in fields

ready for moderate values of this quantity. As evident fromabove the local anisotropy field.

Figs. 3 and 4, the field varies linearly for not too laf¢€ |, .

while for |K'[/A=2|Ky//A=1 one obtains |ABgj| The authors are grateful to B. A. Nikol'skior suggest-

=1.5 kG/ug for any combination of the signs. For the heli- ing this investigation and for valuable discussions.
cal phases of Dy and HBY=13.6 kG (Ref. 12 and B"° Partial support of the Russian Fund for Fundamental Re-
" : : "

=15 kG (Ref. 13 in low-temperature experiments. The cor- S€arch(Grants 96-02-03271 and 96-02-169p#agratefully

responding dipolar field in the absence of magnetic-structur@CknOWIGdged'
distortion, which was found by summation over all RE lat-
tice ions(recall that there is no nearest-neighbor contribution , ,
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Nature of fractal formations at the surface of ferroelectric crystals having a broad phase
transition

V. A. Isupov

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
(Submitted October 2, 1997
Fiz. Tverd. Tela(St. Petersbupg40, 1305—1306July 1998

The nature of fractal surface formations observed in studies of small-angle light scattering from
ferroelectric perovskites such as lead magnesium niobate is discussed. It is postulated that
these formations may be caused by helical growth steps on the crystal facd998&American
Institute of Physics.S1063-7838)02707-3

In studies of lead zinc niobate PbgZiNb,;O; (PZN)  the maximum temperature &fT). Second, in cases of pin-
crystab — a broad-phase-transition ferroelectric — reportedhing at defects, the domain or interphase boundaries can only
in Ref. 1, it was observed that the intensity of the small-angleexhibit periodicity and fractal behavior if the structure of the
light scattering passes through a maximum near 103 °@efect configuration exhibits periodicity and fractal behavior.
(slightly below the Curie point, which is approximately The aim of the present study is to propose an explanation for
140 °Q. This maximum was observed when crystals whichthe periodicity and fractal behavior of surface defects at the
were polarized by a strong electric figldigher than 20 kV/  crystal faces of these ferroelectrics.
cm) during cooling, were heated in the same field. Later,  Naturally, all the investigations of small-angle scattering
similar behavior was observed for PbiMgib,:0; (PMN) reported in Refs. 1-4 were made for crystals. This implies
(Ref.2, PbSg Nby:0; (PSN (Ref.3, and PbSgsTays0;  that growth steps distributed helically around screw disloca-
(PST) crystals? All these are broad-phase-transition ferro- tions were formed during the crystal growth processes on the
electrics like PMN, the most studied ferroelectric in this crystal surface at high temperatures and still exist at low
group. The scattering maxima are attributed by the authors ttemperatures. Each of these steps can be considered to be a
percolation processes which accompany broad phase transidrface defect. In analyzing these helical growth steps, it is
tions, where polar regions merge under the action of th@enerally assumed that the width of the steps is the same
electric field and form a so-called macrodomain state, analthough, strictly speaking, there are some differences in the
this state decays under heating. It was noted in Ref. 1 that width of different steps and we can only talk of an average
dispersive structure forms at the crystal surface, having miwidth. The existence of helical growth steps means that we
cron dimensions and a fractal nature. are justified in talking of periodicity in the distribution of

In studies of the scattering intensitys a function of the these surface lattice defects. Periodicity is also established in
scattering angl® for a PST crystal with different degrees of Frank—Read sourcés.
order of the scandium and tantalum ions, it was observed that Quite clearly, the presence of helical growth steps does
when logl is plotted as a function of o the points lie on  not ensure fractal behavida fractal hierarchy Neverthe-

a straight line with slopex=3.2 (Ref. 4 regardless of the less, these objectand Frank—Read sourgedo possess a
degree of order. On this basis, the authors conclude that thderarchy: with increasing proximity to a screw dislocation,
spatially inhomogeneous structure is a fractal one, at least ithe size of the turns decreases. This poses the question: can
the size range between 20 and @ and does not consist this hierarchy replace the fractal hierarchy in small-angle
of randomly distributed, three-dimensional, finite-scale inhodight scattering? This question can only be answered by the
mogeneitiesthis structure clearly does not consist of pileupstheoreticians.

of randomly distributed polar regions, characteristic of broad It is usually assumed that the steps are smooth, although
phase transitions in these materjalbhe results obtained by this may well be merely a simplification. Assuming that as a
the authors of Ref. 4 confirmed the conclusion reached imesult of interaction between a screw dislocation and some
Refs. 1-3 that the dispersive structure belongs to the class tdttice defects at a large step, sm@ak., low) but still helical
surface fractals. Possible candidates for the role of these frasteps appear, it may be predicted that the width ratio of the
tals are assumed to be domain and/or interphase boundariesall steps will be the same for each large d&ge Fig. 1

The appearance of fractal behavior in the configuration offhis would suggest that the steps have a fractal hierarchy in
these boundaries is attributed by the authors to pinning & certain range of dimensions and thus the surface defects
defects. exhibit fractal behavior. However, this assumption requires a

Unfortunately, much remains unclear. First, it is uncleardetailed study of the growth step structure.
whether the dispersive structure appears at temperatures Growth steps like surface defects can pin domain or in-
close to the maximum of (T) or whether it exists at all terphase boundaries. It may also be assumed that they can
temperatures and only shows up in small-angle scattering gromote the formation of domain walls.

1063-7834/98/40(7)/2/$15.00 1188 © 1998 American Institute of Physics
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domain walls stick or form at stefpromoting the formation
of domain walls in the surface layeand this helps to divide
a single macrodomain into numerous micron-size domains.
This temperature corresponds to the maximum of the small-
angle scattering. Under further heating an increasing number
of nonpolar regions appears in these domains, diluting the
polar phase in the existing domains and reducing its anisot-
ropy. In this case, the role of the domain walls continues to
FIG. 1. Schematic diagram showing several growth steps in cross sectiondiminish and the scattering decreases.
It has thus been postulated that a fractal or fractal-related
surface structurgon micron scalesis formed by helical

Crystals with polished faces are obviously used to studygrowth stepgor their “basement floorsJ which are present
light scattering, so that the helical growth steps are remove@n the crystal surface at all temperatures but only show up in
by polishing. However, this does not destroy all traces ofSmall-angle scattering near the decay temperature of the
these in the crystal. The screw dislocation remains, so thapacrodomain state, i.e., slightly below the average Curie
the so-called “basement floors” of the helix turns are still Point of the broad-ferroelectric-phase transition. It would be
retained, and this means that the helical surface defects aH$eful to study the structure of these helical growth steps on
conservedthe height of the basement floors varies along th¢he crystal faces before preparing PMN crystals for small-
turn). Pinning of interphase and domain boundaries can als@ngle scattering investigations.
take place at these defedishich are periodic with unique
hierarchy, as was discussed in Ref. 4. It S.homq be noted thatlL. S. Kamzina, N. N. Krénik, and A. L. Korzhenevskj JETP Lett.61,
the scales correspond well to those obtained in Ref. 4. 519 (1992.

On the whole, the effect can be represented as follows2L. S. Kamzina, N. N. Krenik, and O. Yu. Korshunov, Fiz. Tverd. Tela
When a crystal with a broad ferroelectric phase transition isa(LSt-sPEteerumAZ E7§5(1395 [Z;yS- dchidYSta:(é%Z ﬁ523(1?:95]-T .

H H . . . 9. Kamzina, A. L. Korznenevsklan . YU. Korshunov, Fiz. Tverd.
coqled in a strong electric field, the r)anomet'er-saed polar Tela (St. Petersbuig36, 479 (1994 [Phys. Solid Stat@6, 264 (1994,
regions which have accumulated during cooling, merge to+a | Korzhenevski, L. S. Kamzina, and O. Yu. Korshunov, JETP Lett.
form a single macrodomain which extends over the entire 61, 219(1995.
crystal. During heating in the same field, the number of non--C. Kittel, Introduction to Solid-State PhysicSth ed.[Wiley, New York,
polar regions in the macrodomain increases, “diluting” the 5% Nauka, Moscow, 1978, 792 jp.
polar phase in this macrodomain. At a certain temperatur@&ranslated by R. M. Durham




PHYSICS OF THE SOLID STATE VOLUME 40, NUMBER 7 JULY 1998

Low-temperature electrical conductivity of congruent lithium niobate crystals
I. Sh. Akhmadullin, V. A. Golenishchev-Kutuzov, S. A. Migachev, and S. P. Mironov
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The electrical conductivity of lithium niobate crystals was investigated at temperatures between
80 and 450 K as a function of the oxidation-reduction annealing conditions. The results

are interpreted in terms of polaron electrical conductivity at room temperature and above. A
reduction in the measurement temperature leads to “freezing out” of small-radius polarons, and
hopping of Heitler—London bipolarons via unfilled NIsites becomes the main mechanism
responsible for the electrical conductivity. €998 American Institute of Physics.
[S1063-783%8)02807-X

Various studies have been made of the mechanisms reye Nhy,. However, the high degree of deviation from sto-
sponsible for the electrical conductivity of lithium niobate — jchiometry characteristic of lithium niobate crystals has the
LiINbO; — crystals'™ Interest in studying these properties result that the free electrons will not be captured by regular
was stimulated by the wide range of possible applications ofb,,, but by incipient, deeper, Nptraps. In this context,
lithium niobate in devices for electrooptic modulation of la- substantial changes must be made to the interpretation of the
ser radiation, generation of optical harmonics, recording okxperimental results because of this observation. Another as-
optical information, and so on. For these applications ofpect stems from the high Nbconcentration characteristic of
lithium niobate, it is extremely important to have a knowl- LiNbO5 crystals (for crystals with a so-called congruent
edge of the optical and electrical properties of the crystalgomposition the ratio i$Li][[Nb]=0.94 and “defect” Nb;
and the possibility of influencing them as required. occupy around 1% of all Li positionsan important role

It has been established that the electrical conductivity obegins to be played by more complex defect aggregates
the crystals and their optical properties depend strongly oiiclusters whose concentration can be controlled within cer-
the reduction-oxidation heat treatment and also on the petain limits by thermal annealing. A third aspect is that the
centage content diLi]/[Nb] cations'™2 In particular, it was  low-temperature rangeT( 300 K) of the electrical conduc-
found in Refs. 1 and 3 that the dependence of the electricalvity of lithium niobate crystals has not been studied and an
conductivity in the temperature rande~600-1300 K, on investigation of the characteristics of the conduction pro-
the oxygen partial pressurpg in the surrounding atmo- cesses at these temperatures will reveal finer details of the
sphere, is proportional tpg”4 at low pp (<1 Torr). A cor-  electrical and optical properties of lithium niobate. Thus, we
relation was established between the optical properties adttempted to study the electrical conduction processes in
lithium niobate and the composition of the thermal annealindithium niobate crystals in the range~80—-450 K as a func-
atmosphere. The changes were attributed to loss of oxygeton of the conditions of oxidation-reduction heat treatment.
atoms by the samples, with the resultant formation of free
electrons which are captured by traps in the crystal band 93P | EASUREMENT METHOD AND RESULTS
as the temperature drops.

In earlier studies, the results were interpreted using a The experiments were carried out using crystals grown
model of the formation of-type defect centergan anion by the Czochralski method from a congruent melt. The
vacancyV, with one or two trapped electrons In later  samples were nominally pure but, according to ESR data,
studie$”® this interpretation was discarded for various rea-contained paramagnetic impurities, predominantly Fe
sons and a model, now considered to be more appropriaté;~10®cm %) as well as Mn and Cr<10*°cm 3). The
attributes the electrical and optical properties of lithium nio-samples were parallelepipeds measuring48< 0.5 mm. Af-
bate and their changes under oxidation-reduction thermal anter suitable annealing, aluminum electrodes were deposited
nealing to the presence of excess’Nhons. A consequence on the 8<4 mm surface. To eliminate the contribution of the
of this excess is the formation of a large quantity of’Nb electrical conductivity of the surface layer, the ends of the
ions occupying Li positions, i.e., Np defects(antisite de- samples 0.5 mm wide were removed by polishing. Dc mea-
fects. In addition, these Nb defects are deep electron traps surements were made of the electrical conductivity using an
which form polarons and bipolarons by trapping electrons. E6-13A terachmmeter. In most of the experiments, the mea-

Investigations of electrical conduction processes anduring current flowed along thex axis of the LiNbQ crys-
measurements of the Hall effect and thermo-emf were retals (the coordinates were selected as usaft; x perpen-
ported in Ref. 2 which, in the authors’ opinion, showed verydicular to the plane of specular reflectjonOxidation-
good agreement with models of hopping electron conductiomeduction annealing was carried out in an oxygen atmosphere
between states of small-radius polarons, which were taken t@xidation or in a vacuum 10 2 Torr, reduction. The

1063-7834/98/40(7)/3/$15.00 1190 © 1998 American Institute of Physics
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24.' TABLE Il. Activation energyE; as a function of reduction annealing time.
B 16 g ?‘ 17
14 f 42 4 hd Annealing Es eV
107 & -y » ° 2z, time, h (1%, tor=870K)
I3 ° o ° ’ s Lann
° 1 0.3+0.04
2.5 0.170.04
g 7 0.03-0.01
o 14 0.03:0.01
G_ 1010
Q 21

2. DISCUSSION OF RESULTS

The existence of two activation energies in accordance
with Ref. 6 indicates that there are two conduction mecha-
nisms which may contribute to the qualitative characteristics
of the electronic spectrum of lithium niobate. Since the con-
duction band is formed mainly of##Nb states, the electron—
phonon interaction is relatively high which leads to a polar
FIG. 1. Temperature dependences of the electrical resistivity of variouseﬁceCt responS|b_Ie for th_e electrlcal. conductivityTaz 300 K
LiNbO; crystals. The samples are described in Table I. (Ref. 2. According to different estimates, the polaron bind-

ing energyW, is ~0.7-0.8 eV(Refs. 2 and j which gives

the activation energy for polaron hoppikig,= W,/2 (Ref. 7)

~0.35-0.4 eV. Assuming that the Fermi level in lithium
rate of rise and fall of temperature to the required leygl  niobate is~0.26 eV below the bottom of the conduction
was 200 K/h. The sample temperatidreluring the measure- band? we obtain the activation energy for hopping conduc-
ments was monitored to within 0.2K by a copper—tion E,=0.61 eV, which agrees satisfactorily with the acti-
Constantan thermocouple precalibrated using suitable refegation energyE; obtained by us. Using the value f,, we
ence points of B, H,O, and CQ phase transitions. Figure 1 can obtain the estimate for the width of the polaron band
gives the temperature dependences of the electrical resistiwp:D/2exp(—)\2/2,3w0)~0,03 eV, wherd (~2 eV) is the
ity p(T) for samples subjected to thermal annealing undewidth of the lithium niobate conduction band, is the

&
I |
0.002 0.006 0.010
T°,K

different conditions. electron—phonon interaction constagtis the rigidity of the
The results can be approximated by the expression  crystal, andw, (~ 10 Hz) is the characteristic ion vibration
frequency.
pfl(-r):plfl exp(— EllkT)+p§1 exp(—E3/kT), (1) A congruent lithium niobate crystal contains ﬁ\,]”bde—

fects at a concentration of the order ok20?° cm™2, which

where the activation energi@& andEj; are given as a func- &€ charged relative to the latticghe excess charge
tion of the reducing temperature in Table I. The measured= T4 is compensated by vacancies in the cationic sublat-
activation energies at higher temperatur&s)(show satis- tice). These defept; create a flucztuatlng Coulo_mb potential
factory agreement with those obtained in Ref. 2. whose characteristic valuV.=4e/er. (Ref.  is of the

It should be noted thaE, tends to decrease as the an-Order of 0.1-0.2e¥ A, , wheree =30-80 |55£he static per-
nealing time is increased for fixeg,, (Table II). mittivity of lithium niobate, =17 A for [Nby;"]~2x 10*

For samples where the voltage was applied inzti- cm 3 is the average dlstance bet_ween théiNiDns. Thus,
rection(sample No. 42and annealing was carried out under at 10w temper+atgrestunnel|ng regimg the polarons are lo-
oxidizing conditions(sample No. 1§ the curves only had calized at NB' ions. These centers are responsible for the

activation sections at high-temperatuysee Fig. 1 optical absorptiqn band cgntered near 1..6 eVv. More'impor-
tantly, however, in soft lattice@specially in ferroelectrigs

the polaron gas is unstable to the formation of Heitler—
London singlet bipolaron%? i.e., (NH."—Nb;) pairs in
TABLE |. Measured activation energies as a function of annealing Condi'lithium niobate and even Andersjé’rbipolarons N@+ cen-
' {

tions. ters in lithium niobate. An analysisrevealed that this last
Sample Annealing case does not occur in lithium niobate. Heitler—London bi-
No. conditions E,, eV Es, eV polarons are formed however, and possess a broad optical
16 (%) Oxygen. 7 h, 870 K 0.390.02 a_bsqrption band in the visible and ultraviolefhe bipolqron

14 (1]x) Vacuum, 7 h, 720 K 0.720.04 0.12+0.02 blndlng energ)Ab is of the order of 0.26 eVRef. 13 which

17 (1]|%) Vacuum, 7 h, 870 K 0.620.04 0.03-0.01 is greater than the polaron band width. In this case at low

21 (1) Vacuum, 7 h, 970K 0.550.04 0.026:0.01 temperatures, as was shown in Refs. 8 and 9, there exists a
22(I[)  Vacuum, 7h, 1070K 0.620.04  0.12:0.02 narrow (of width <A ) bipolaron band in which the bipo-

2431 g Hi; ngﬂm ;E iggi 8%8:83 géig:gj larons move in the neighborhood of a virtual polaron cloud.
42()2) Vacuum, 7 h, 970 K 0.620.04 At low temperatures “freezing out” of small-radius bi-

polarons is observ&d® when only the bipolaron state is
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filled (this is confirmed by optical datand the number of At temperature§ =300 K, an appreciable concentration
polarons is negligible(according to our estimates, at of thermally excited polarons is formed whose mobility, in
T=100 K the fraction of polarons is of the order of 17). accordance with Ref. 10, is considerably higher than the bi-
This situation is reflected in a change in the temperaturgolaron mobility, and the conduction mechanism changes to
dependences gf (see Fig. 1 In this range, the second term a polaron one with the activation ener§y determined by

in Eq. (1) predominates. However, no tunneling takesthe electron—phonon interactioB; =X?/28 (Ref. 7). Now,

place through the polaron bandV(=0), as was to be as can be seen from Table I, the activation endfgyde-
expected % since the spread of the random Coulomb fieldpends weakly on the concentration of electrons injected in
8V, of the N+ defects isoV>A,>Ay,, which satisfies the crystal, i.e., the vacuum annealing temperature.

the condition for Anderson localization of carriers. Thus, the  Thus, these results indicate that the polaron mechanism
electrical conductivity of a lithium niobate crystal is of the of electrical conduction predominates above room tempera-
impurity type, p~ 1~exp(—E;/kT), with the activation en- tures whereas a reduction in the measurement temperature to
ergy E3, determined by the characteristic spread of the Coulevels close to liquid-nitrogen temperature leads to the freez-
lomb fieldssV, of the NB* defect§, i.e.,Es~5V.~0.1eV  ing out of small-radius polarons and the determining mecha-
at average distances, as was noted above, which agreesnism then becomes hopping of Heitler—London bipolarons
satisfactorily with the data presented in Table I. In addition,via unoccupied Nﬁ sites.

6V, clearly depends on the concentration of electrons in-  The authors are grateful to B. M. Khabibullin for useful
jected into the crystal as a result of reduction annealing. Atiscussions and |. G. Zamaleev for depositing the films.

low concentrations of (Nl —Nbg;) bipolarons, i.e., at low
reduction annealing temperatures, when the average distange

. . _ P. J. Jorgensen and R. W. Bartlett, J. Phys. Chem. S8lid2639(1969.
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The specific heat of the ceramic and the permittivity of a single-crystal sample of LgB&iO

new ferroelectric in the stilwellite family, were measured in a temperature range which

includes the phase transition poirfid=140 °C). The excess entropy of the phase transitié
=1.05 J/mol- K and the Curie—Weiss constaBt_,y=3.2x 10° K were determined. The

results indicate that the phase transition in this crystal is of a “mixed” nature and exhibits features
of a displacement-type transition and an order—disorder transition19@3 American

Institute of Physicg.S1063-783#8)02907-4

Ferroelectric properties have been observed recently iwhere the fitting parameters ar€dp=314.09 K, O,
complex oxides of rare-earth elements with a stilwellite=818.48 K, @g,=2394.5K, C,=79.08J/mol K, C;
structure and the general formula LnBX@Ln-La, Pr, =96.93 Jmol K, andC,=112.97 J/mo} K.

X-Ge, S) (Refs. 1-4. In terms of their crystal structure It can be seen that a broad anomaly is observed in the
stilwellites are assigned to tHe3, or P3,21 space groups, phase-transition region at a temperature corresponding to
the basis of the structure being a helicoidal chain of,BO that of the ferroelectric phase transition. In this case, we did
tetrahedra extended along the three-fold screw aRissults  not detect any latent heat corresponding to a first-order phase
of dielectric, calorimetric, and optical measurements haveransition because of its broadening in the ceramic sample.
established that a ferroelectric phase transition takes place owever, the nature of the phase transition was clearly re-
LaBSiQ; crystals at around 520 °@Refs. 1, 2, and Band in  vealed when the specific heat was measured during heating
PrBGeQ crystals at 750 °GRef. 3. However, substituting and cooling near the phase transition. Figure 2 gives the
silicon for germanium substantially reduces the Curie pointemperature dependence of the specific heat of LaB8iO

to 140 °C in LaBSiQ and 685 °C in PrBSiQ(Ref. 7). Char-  the phase-transition region at 412 K. It can be seen that the
acteristic changes of the crystal structure in LaBSifystals  phase-transition temperature during heating is approximately
were investigated in Refs. 4 and 8 by x-ray techniques whicl K higher than that during cooling, which is typical of first-
confirmed that the space group changes fi®8&821 toP3;  order transitions.

as a result of a ferroelectric phase transition.

The aim of the present study was to make a further in-
vestigation of the phase transition in LaBgiOsing calori-
metric techniques which can be used to determine the type ol
phase transition and the excess entropy of the phase transi
tions, as well as by making dielectric measurements. 160

The specific heat of the borosilicate LaBSgiPrepared
by ceramic technology using simple oxides andBB;
reagent® was investigated by dynamic calorimetry at tem-
peratures between 100 an 520 K and by adiabatic calorimetryéﬁ
between 90 and 210 K. Using these data, the relative valuese ™
of the specific heat obtained by the adiabatic method were
converted to the absolute values required to determine the 40
excess entropy of the phase transition.

Figure 1 gives the specific heat of an LaBSi@ramic
sample as a function of temperature over a wide range. The 0
fine line gives the lattice specific heat which was calculated

120

x
3
g

80

LN L N LI A B LI DL BRI SR B I |

using the foIIowmg relation FIG. 1. Temperature dependence over a wide range of temperature of the
specific heat of a LaBSi©ceramic sample. Fine curve — lattice specific
Clat: COD(®D /T) + ClE(®El/T) + C2E(®E2/T) + AT, heat.
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FIG. 2. Temperature dependences of the specific heat of a LgB®iamic in the phase-transition range. The arrows indicate the direction of change in
temperature.

Note that, for our main purpose of determining the ex-indicates that the spontaneous polarization of borosilicate

cess entropy of the phase transition, the broadening of thg close to that of borogermanate and is approximately
phase transition in the ceramic plays a positive role becausg ,C/cn?.

in calculations of Note that preliminary data on the pyroelectric effect
520 K measured using a polarized ceramic give a spontaneous po-
AS= LOOK(CP—Clat)/TdT larization an order of magnitude lower than that obtained by

the calorimetric method.
the component of the phase-transition energy associated with  The temperature dependence of the permittivity of a
the latent heat of the transition is not lost; it is transferred tq 5g5iQ, crystal was measured at 1 MHz using a single crys-
the “Wings”'of the §pecific heat anomaly and is taken into ;,, grown by the flux methodFig. 3. In addition to the
account by integration. already noted extremely low Curie—Weiss constant, the

Graphical integration yielded the following values of th.e.curves obtained during cooling and heating clearly show a
excess energy and the excess entropy of the phase transitig

of LaBSIQ, ceramic: AQ=401=12 J/mol, andAS=1.05 sHarp peak at the Curie point, where the temperature hyster-
+0.03 3/mol- K ’ ' ' esis for the single crystal reaches 15-20 K and decreases as

The error arises from the difference in these values meaI[-he rate of change in temperature decreases. This character-

sured during heating and cooling of the samfig. 2. It istic € jump unambiguously indicates a first-order phase
should be noted that despite the substantial difference in thigansition, confirming the experimental data obtained by
phase-transition temperatures, the parameters of th@easuring the second-harmonic generation intehaity the
LaBSiO; crystal were extremely close to those of LaBGeO results of the calorimetric experiment presented above.
as can be seen from Table |. The approximately equal excess These results indicate that ferroelectric stilwellites have
entropies of the phase transitions in the two crydalth the  a fairly unusual combination of physical properties since a
phase transition temperatures differing by a factor of)two Curie—Weiss constant of the order of*10 is characteristic
of order—disorder phase transitions whereas a comparatively
low excess phase transition entropy is usually associated
TABLE I. Thermodynamic parameters of ferroelectric-phase transitions inyith displacement-type transitions.
LaBGeQ and LaBSIQ crystals. It should be noted that high-resolution neutron diffrac-
Material T, K Cew, K AQ, J/mol AS, Jimol- K References tion revealed elements of an order—disorder phase transition
LaBGeQ, 803 2.5X10° 136 0,05 > and 6 in the sygtem oB-Q tetrahedra in LaBGe_g)cry.s.taIs al-_
LaBSiO, 412  3.2<10° 401 1.05 though this effect was far less clearly defined in LaBsiO
(Ref. 10. However, with reference to the possible classifica




Phys. Solid State 40 (7), July 1998

£
801

0 | | 1
300 400 500 50
K

FIG. 3. Temperature dependences of the permittivity of an LaBSifgle
crystal at 1 MHz during heatingl) and cooling(2).
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larization (and therefore the saturation polarizajiare ap-
proximately the same for LaBSiCand LaBGeQ@ crystals,
we find that indications of displacement-type transitions pre-
dominate in both crystals, despite the low Curie—Weiss con-
stant.

The authors are grateful to the Russian Fund for Funda-
mental Research for supporting this work under Grant No.
96-02-1772a.
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A theory of the shape of inhomogeneously broadened resonant lines is developed for the case
where the shifts of the spin-packet resonance frequencies are determined by nonlinear

(in particular, quadraticrandom-field contributions. It is shown that the line shae) is

described by a narrow-type curve with broad wings. Homogeneous broadening reduces the
intensity | ,.{w) and broadens the line. A comparison is made of the calculated and
measured*Nb NMR line shapes for PbMgNb,s0; (PMN) at T=430 K and KTg 4gd\bg 0103
(KTN). The theory describes well the observed resonant-line shape anomalies. Specific
features in the structure of the disordered ferroelectrics PMN and KTN are discussed®98
American Institute of Physic§S1063-783%M8)03007-X]

Studies of EPR and NMR line shape have been attractef +1/2——1/2 transitions is determined by quadratic con-
ing considerable interest for many years. The reason for thigibutions of electric field gradients.
lies in that line-shape analysis provides valuable information ~ This work presents a theory of resonant line shape for
on random-field distribution in a lattice, concentration of de-the case where quadratic contributions play a dominant part
fects, their static and dynamic characteristics, spin-phonoin inhomogeneous line broadening.
interaction and so ofc.f., Ref. J. We also compare calculatetiNb NMR spectra with
Characteristics of a system, both static and dynajmic  those measured earlier in the Nb-doped incipient ferroelec-
the time scale of the measurement method ysa@ usually tric KTaO; and relaxor ferroelectric PbMgNb,,50;.
derived from the inhomogeneous and homogeneous contri-
butions, respectively, to the line shape and width. In particu-
lar, magnetic-resonance lines in disordered systems are, as &ryEORY
rule, inhomogeneously broadened, so that their shape repro-
duces the distribution function of random fields in the lattice. = The intensity of an inhomogeneously broadened line is
Investigation of this function is particularly important for the known' to be proportional to the number of configurations of
physics of phase transitions and for construction of phasehe local perturbation sources which produce the frequency
diagrams of such systerfis. shift Aw under study. Depending on the actual magnitude of
Quantitative information on the sources of the randomthe spin and the paramagnetic center characteristics, such as
fields determining the shape of inhomogeneously broadeneshin-phonon and spin-electric constants and quadrupole
lines is usually obtained by comparing the calculated withnuclear moments, the frequency shift can originate from ran-
measured line shape. The calculation can be performed idom strain, magnetic and electric fields, and their gradients,
terms of the statistical theory of line shape with inclusion ofcaused by the above-mentioned local perturbation sources.
both linear and nonlinear contributions due to random fieldsAmong such sources are usually impurities, structural de-
It was found that the presence of nonlinear and linear confects (for instance, vacancigsantisite ions etc. There are
tributions changes considerably the shape of resonant linesspecially many sources of random fields and their gradients
(see Refs. 4 and)5compared to that due to linear terms in disordered magnetic and ferroelectric systems, which are
only.® Whereas for both above cases an exact analytic sazharacterized by disorder in lattice cation substitution and
lution was found, the shape of an inhomogeneously broadthe presence of random magnetic or electric dipoles. It
ened line can be calculated only approximately by secondshould be noted that electric dipoles are usually created by
order statistical theor{,provided there are only quadratic, ions displaced from their equilibrium positions in the high-
and no linear terms. Note that second-order statistical theorgymmetry phase. Taking into account the linear and qua-
expresses the line shape through complex integrals whicliratic contributions of the above fields and their gradients,
can be solved solely numerically, so that the line shape carthe resonance-transition frequency shift can be written
not be presented in an analytic form. At the same time cases
where there are no linear contributions are quite common in  Aw=as+bs?, @
radio spectroscopy. For instance, in NMR spectra of nuclei
with a large quadrupole moment and spial (for example, where constant is dimensionless, and constadmthas the
Nb and Ta, where the width and shape of the lines aredimension of reciprocal frequency.
dominated by the interaction of the nuclear quadrupole mo- In the case where only linear contributions are essential
ment with gradients of random electric fields, the line shapdb=0, a# 0), the line shapd,(w) is calculated in terms of

1063-7834/98/40(7)/5/$15.00 1196 © 1998 American Institute of Physics
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first-order statistical theory and results in a Gaussian, HoltzEquation(6) suggests that as the dimensionless nonlinearity
markian, or Lorentzian profile, depending on the random-sparameterdA and the homogeneous broadening contribu-
field decay rate in space. tion (A7)~ ! increase, the maximum line intensitip max

The line-shape problem with simultaneous inclusion of=f,(0) should decrease, and the HWHM, increase because of
both linear and nonlinear terms tath order was considered the normalization condition/f,(w)dw=1. It should be
by us within statistical theor§> which yielded the following  pointed out that the expression determining the halfwidth at

expression half-maximumw+,, can be derived directly from E¢6) and

recast to

o fa(wy) 1

f = — > 2 W12
ml @) gl o’ (wy)] @ paz ~2In 2+ Sin(1+ Pwiy) =0. @)
where wy are real roots of the algebraic equation The results of numerical calculations of thg ) line shape
) . are displayed in Fig. 1la—1c for a humber of parameleys

¢(e)=w—aeg—be“—ce’—...—fe"=0. (3 and A7) ' We readily see that the line shape differs

. .. strongly from the Gaussian corresponding to linear approxi-
It can be added that Eq2) can be obtained also within mation, and that as the parametbrs and (A7) ! increase,

general probability theory as a probability distribution for a e maximum intensity of the line indeed drops, and its width

function of a random variabl%. o grows. Note that if more than one homogeneous broadening
In the case of no linear contributions pres¢at=0, L echanism operates, 7 3, 1/r,
1 I [

b#0 in Eqg. (1)], which is of interest to us here, the line
shape can be written with the use of E(®. and (3) in the

form 2. DISCUSSION OF RESULTS AND COMPARISON WITH
EXPERIMENT
f __ 1 £ Clisl -~/ 4 Note the unusual shape of the lines displayed in Fig. 1,
2(w) 1 +h . 4 .
2|Vbol b b with a narrow delta-shaped central part and broad, very low-

intensity wings forw/A=2. The line is fully symmetrical
As seen from Eq(4), while the shape function calculated in relative to the resonant frequeney=0. This is due to the
linear approximationf;(w), passes through a maximum at fact that the singular point originating from the denominator
=0 (i.e. at the resonant frequency which is the origin of thein Eq. (4) coincided with the resonant frequeney=0 of the
frequency coordinajef,(w)— o for 0—0. This divergence linear-approximation line shape. Taking into account simul-
can be removed by taking into account the contribution duganeously the linear and quadratic contributions destroys this
to homogeneous broadening, which is always present in regbincidence, as is evident from Eq®) and (3), and, as
systems, througlw— w+i/7 replacement, where #fs the  shown by detailed calculatios, produces an essentially
HWHM of the Lorentzian characterizing the homogeneous-asymmetric line with two rather than one maximum. Thus
broadening contribution. This procedure fully corresponds tahe line shape presented in Fig. 1 may be considered as a
convolution of the inhomogeneous and Lorentzian homogedirect consequence of the presence of quadratic and absence
neous broadening line shapes; one should also take into aef linear contributions of random perturbations to the
count that only the real part should be left in Ed), so that  resonant-frequency shift. A situation closest to the above the-

this equation can now be recast in the form oretical analysis can be realized in an experiment, for in-

stance, for certain orientations of the external magnetic field

folw)= 1 not making linear contrib_u.tions to.the frequen_c_y shift, as
1\% well as for+1/2—1/2 transitions, which are sensitive only to

24/b| w*+ p) nonlinear contributions of random electric fields and electric-

field gradients. Figure 2 compares the theoretical with ob-
i [ served line shape for the 1/2——1/2 ®*Nb NMR transition
T in a disordered ferroelectric PbNgNb,:0;. The *Nb
xXRe f; o +f| - b : nucleus is known to have a large quadrupole momentg
therefore the shape of its resonant lines should be sensitive to
(5 the spread in electric-field gradients. The spin of the
9Nb nucleus |=9/2, so that for all transitions except
+1/2——1/2 the frequency shift will be caused by linear
interaction of the quadrupole nuclear moment with random
electric-field gradients. The-1/2——1/2 transition does not
involve a linear contribution to the frequency shift. It is cal-
1 ° 1 culated _in second-order per_turl_)ation the_ory and is therefore a
fo(w)= 1zeXF{ _ z)cos 5. quadratic function of electric-field gradientsee. e.g., Ref.
A/ , 1 ; 2bA 2b7A 10), so that the shape of the inhomogeneously broadened
2mb| 0+ 2 NMR line will be described by Eq6), where parameter %/
(6) characterizing the contribution due to homogeneous broad-

We shall assume in what follows th&f(w) is a Gaussian,
the case met frequently in real material$;(w)=1/
A\27 exp(—w?2A?), whereA is the halfwidth. In this case
Eq. (5) transforms to
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FIG. 1. Theoretical shape of inhomogeneously broadened resonant lines. Nonlinearity pabémeté) 1.05, (b) 1.4, (c) 1.75; homogeneous broadening
parameter WA: 1—0.1,2—0.2; 3—0.4. The points show the Gaussian line shape calculated in first-order statistical theory.

ening should be related to the magnetic spin-spin interaction
values of the parameters describes sufficiently well the ob-

between Nb nuclei. Calculation of Afrom conventional re-

As evident from Fig. 2, Eq(6) used with the above

lations (c.f., Ref. 13 made under the assumption that theserved NMR line shape. The slight asymmetry in the mea-
ratio of the Mg to Nb ion concentrations in macroscopicsured line shape may be due to small contributions, other

regions is, on the average, 1:2, yielded=18 kHz. Using
Eq. (7) for the HWHM and the maximum line intensity de-
termined by

_ cog1/2b7A%)

 A\27blT

permitted us to obtailh=25 kHz andbA =0.25.

)

f 2 ma= fal

than the quadrupole and spin-spin coupling ones, that were
not included in the theoretical consideration. It should be
pointed out that, if PMN contained macroregions with 1:1
ordering(Ref. 12 and regions enriched in Nb, the spectrum
would have two lines, whereas one observes in it only one.
On the other hand, the existence of 1:1 regions would result
in 1/7=1kHz, while Eg. (7) makes it clear that values
1/7<1.5 kHz would produce for the observed line the un-
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physical resultw;,<0. Thus our analysis argues for the of the elastic dipole moment of Nb, and with 74/ 4
preser;ge n PMN_ only of 1:2-type regions. ~=1.5 kHz. As seen from Fig. 3, E@6) describes well the
A "Nb NMR line shape resembling the one presented inypserved line shape for all temperatures considered here,

Fig. 1 was observed in a study of the incipient ferroelectricwi,[h the parameterd =4 kHz andbA =0.14, and with the
KTa,_,Nb,05 (KTN) with x=0.012.° The line was ob- oy ec'14 300 kHz, 110 kHz, and 0.1 Hz foF=19.9

served to become more narrow, and the peak intensity of th . .
+1/2——1/2 line, to increase, with the temperature decreas—‘fS'l’ and 7.9 K, respectively, derived from the above

ing from T=19.9 to 7.9 K. As pointed out above, such aArhenius refation. .
behavior follows directly from Eq(6) with variation of the There was an attemptto explain the unusual shape of

homogeneous contribution to7/and is shown in Fig. 1a the*Nb NMR line in KTN by assuming that the broad base
and 1b. If we assume the homogeneous broadening to 1 the line observed at high temperatur@s; T, is due to
dominated by the spin-spin interaction of Nb with the neigh-the contribution of unresolved satellite transitiqi&?—3/2,
boring *8Ta and®*K nuclei, as well as by reorientational 3/2—5/2 etc), whereas foff <T, there is no such contribu-
motion of Nb among the equivalent orientations of its dipoletion because the satellites move far away from #ib2—
moments, the quantity &+ 1/7q_¢+ 1/7, should be tem-  _1/2 transition as a result of the symmetry made lower than
perature dependent, because,lshould decrease with de- - pic by off-central displacement of Nb ions far<T,
creasing temperature. As seen from Fig. 1, this should result, 10 K. This model does not, however, agree with the reten-

in an increase in peak intensity and a line narrowing, Whicr‘lion of the integrated intensity of the lines measuredrat

is in qualitative agreement with the observed line-shape .
variatign 9 P >T. andT<T,. Our explanation of the unusuf#Nb NMR

A detailed comparison of the theory with experiment isIine _sha_pe ir_1 KTN does not require_the assumption of Nb
presented in Fig. 3a, 3b, and 8=19.9, 18.1, and 7.9 K, leaving its site aiT~10 K and takes into account only the

respectively. The values of H,, for all temperatures were €xistence of an elastic dipole moment of Nb ions, whose
calculated from the Arrhenius relation 4#1/r,  dynamics were studied in independent experim&hismay

X exp(=U/T) with the parameteré) =200 K and, 1f,=7 be pointed out that, since the parameters characterizing the
x 10° Hz (Ref. 14 corresponding to reorientational motion dynamics of the elastic and electric dipole moments of Nb
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Results are presented of an investigation of the temperature dependences of the domain wall
mobility u as a function of the irradiation dose between 20 and 180 kR. It is shown that the values
of u depend nonuniquely on the amplitude of the switching field and the radiation dose for
switching current pulses of different polarity. ®98 American Institute of Physics.
[S1063-783®8)03107-4

The study of switching processes in ferroelectric crystals  The coercive fieldE, depends strongly on the radiation
is not only of general physical interest but also of practicaldose. The internal field also increased after each irradiation
interest, since devices have been developed whose operatipgocess and reached 400 V/cm at a dose of 160 kR.
principle is either based on the switching effect itself or on  After the first irradiation with a 20 kR dose, the switch-
the dependence of the crystal characteristics on this éffect.ing current pulses corresponding to reverse directions of the

The overall characteristics of the switching process angbolarization-reversing field remained symmetric. With the
the dynamic properties of the domain structure dependollowing irradiation, beginning with a 40 kR dose, the cur-
strongly on the existence of different defects in the crystalrent pulses became asymmetric, as induced by the internal
This particularly applies to ferroelectric triglycine sulfate field which maximized at room temperature. Near the Curie
(TGS whose crystal structure is extremely compi&and  point the asymmetry almost disappears.
where exposure even to low radiation doses creates a large Here, as in our previous studiéSwe assumed that, for
number of radiation defects in the crystal. the pulse with lower ,,,, and higherrs, the polarization-

The presence of radiation defects leads to substantigkversing field is directed inward so we described this pulse
changes in the ferroelectric properties, including the paramas positive. For the other pulse, arbitrarily called negative,
eters of the domain structure: the domain-wall mobility, the internal and polarization-reversal fields are in opposite
field, and activation energy. In an earlier stfiidtywhich we ~ directions, i.€.j ya<imax: Ts > Ts -
investigated characteristic features of the pulsed polarization We used the follow relation to calculaje
reversal of irradiated TGS crystals, we showed that the do- 2

) o . o pu=d“/Urg, 1)
main wall mobility « depends nonuniquely on the irradiation
doseD. whered is the sample thickness andl is the polarization-

Our aim here was to study the dose dependences of theversing field.
domain-wall mobility of TGS exposed to x rays from a Figure 1 shows temperature dependenceg &br posi-

30 keV source at a dose rate 6f240 kR/h. The investiga- tive and negative pulses at several radiation doses. CLis/e
tions were carried out using a pulsed technique where thplotted for an unirradiated sample. The behavioudT) in
frequency of the bipolar pulses was 300 HRefs. 4 and 5 this case is the same as that familiar from the literature,
Samples of nominally pure TGS comprised polar-cut waferexcept for a small peak assigned to a region of rearrangement
measuring 0.4 0.6x 0.09 cm with vacuum-deposited silver of the domain structure characteristic of a TGS cry&tal.
electrodes. This anomaly in thew(T) curve may be observed either as a

Before the measurements, the samples were annealedrabximum or as a minimum, which, as was shown in Ref. 5
110 °C for 1 h. We now report results of the investigation fordepends on the state of the domain structure in the sample
one sample whose coercive field after annealing, deterand the experimental conditions.
mined from the dielectric hysteresis loop at 300 Hz, was  After the first irradiation, the anomaly in the(T) curve
~350 kV/icm at room temperature. The internal field wasdisappears and the values @fdecreasdécurve2 in Fig. 1).
Zero. This result can be attributed to anchoring of some domain

The experimental method was as follows: the overallwalls at radiation defects. As the radiation dose is then in-
characteristics of the switching procegeaximum current creased, the values @f for the positive pulse continue to
i max @nd total switching time-;) were measured immediately decreasécurve3 in Fig. 1) whereas those for negative pulse
after irradiation and after 24 h, before the beginning of theremain unchanged and the same as those for cimerig.
next irradiation run. Thus, radiation doses were received evi. A further increase in the concentration of radiation defects
ery 24 h and the entire measurement cycle took 10 daydas the result that some of the sample volume is excluded
Experience showed that the switching characteristics medrom the switching process with a decrease in the total time
sured a few minutes after irradiation and more than 24 hrg, which shows up as an apparent increase in the domain
later, showed little change, i.e., no aging effect occurred. wall mobility calculated using formulél). This effect shows

1063-7834/98/40(7)/3/$15.00 1201 © 1998 American Institute of Physics
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a | | L | ) . .. .
20 30 20 FIG. 2. Dependences of the domain-wall mobility for the negative pulse on
o the x irradiation dose at different temperatur€¢;C): 1 — 28, 2 — 36,
7, 3— 40,4 — 44,

FIG. 1. Temperature dependences of the domain-wall mobility for negative
(4-7) and positive(3, 8, 9 switching current pulses for various radiation
doses:D=0 (1), 20 (2), 80 (3), 100 (4), 120(5,8), 140 (6), and 180kR  pulseu~ decreases with increasing fieldurvesl, 3, and5

(7, 9. Curvesl and2 refer to doses at which the pulse is symmetrical. in Fig. 5 whereas for the positive pulse, the valueS/,df
increase slightly at low dosegurve 2 in Fig. 5 and then
remain almost constariturves4 and6 in Fig. 5).

This nonunigue behavior of the(T) curves for pulses
of different polarity was also observed by us with a
chromium-doped TGS crystal and deuterated TGS. Although
in these last two cases, the nature of the internal field differs
from that induced by radiation, in all three cageslecreases
with increasing field for the negative pulse and increases for
the positive. The conditions under which these effects are
observed in these three groups of TGS crystals may differ
but the general behavior noted above still applies.

up particularly clearly for the negative pulseurves4—7 in
Fig. 1) and to a lesser extent for the positifeirves8 and9

in Fig. 1). Attention is drawn to the fact that, as the radiation
dose increases, so does the temperafyrat which switch-
ing is initiated in the sample for a given polarization-
reversing field(inset to Fig. 1.

At a 40 kR dose, “radiation annealing” is observed for
the negative pulsé€Fig. 2) similar to that observed by us
previously for the activation fieldr, where the values o
dropped at doses of 20—40 kiRef.4). In the present case,
the effect was observed as an increase in the domain wall
mobility. As the temperature increases from room tempera-
ture to the Curie point, the annealing disappears, i.e., it oc- 2k
curs in a bounded range of temperatures far from the phase
transition temperature.

A substantial increase in the wall mobility with radiation g
dose for the negative pulsé&ig. 3) as compared with the o
positive probably indicates that a larger fraction of the *E
sample volume is excluded from the switching process for '&
the negative pulse. Assuming that the switchable volumes X

2,
1
3

are proportional to the times andr , on the basis of the
data plotted in Fig. 4, it may be assumed that at temperatures

far from the Curie point, the switchable volumes differ ap- 1

proximately by a factor of 24, /7 =2) at 80 kR(curvesl

and 2 in Fig. 4), at 140 kR this ratio increases still further g . 1 . !
(curves3 and 4 in Fig. 4), and then remains constant with 25 35 45
dose. 5,

The pre.sence ,Of a strong. internal field in the SampleFIG. 3. Temperature dependences of the difference between the domain
|ead§ to an mterestmg. fea.ture in the dgpendenq& oh the ~ wall mobility for negative and positive switching current pulses at x-ray
amplitude of the polarization-reversal field. For the negativeadiation dose® =80 (1), 160(2), and(3) 180 kR .
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FIG. 5. Field dependences of the domain wall mobility for negatlves, 5
and positive(2, 4, § switching current pulses at x irradiation dodes-40
0 . . , , (1, 2), 120(3, 4), and 180 kR(5, 6).
a5 F& 45 ) N
7,°C able charged) is greater for the positive pulse than for the
negative. For example for the experimental conditidhs
FIG. 4. Temperature dependences of the total switching tiradsr nega- =36 °C, D=120 kR, the field is 670 V/cm anq* is ap-

tive (1, 3) and positive(2, 4) switching current pulses at x irradiation doses

D=80 (1, 2 and 140 kR(3, 4. proximately twice as large &% .

1J. C. Burfoot and I. G. W. TayloPolar Dielectrics and Their Applica-
tions [University of California Press, Berkeley, Calif., 1979; Mir, Mos-
We shall now put forward a hypothesis to explain this. cow, 1981, 526 py-

) : o .
The dc electric field makes the domain structure more M- E. Lines and A. M. GlassPrinciples and Applications of Ferroelec-
s . . . trics and Related Material§Clarendon Press, Oxford, 1977; Mir, Mos-
rigid” but at the same time, at a certain level it may detach 4, 1981, 736 pj.
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for a deuterated potassium dihydrophosphate crystakn 4Russiaﬁ, Kiex (1976. | y i ]

s ; ; L. N. Kamysheva, O. M. Golitsyna, S. N. Drozhdin, A. D. Maslikov, an
the permittivity was measured by a bridge method with a dc - o o217 G £ e Tetst, Petersbuiga?, 388 (1999 [Phys.
electric flelq qf one polarity apphed_ 5|multaneously_. We ob-  sgjig state37, 209(1995].
served a similar effect when studying the harmonic compo-5L. N. Kamysheva, O. A. Kosareva, S. N. Drozhdin, and O. M. Golitsyna,
sition of the switching currerit. Kristallografiya40, 93 (1995 [Crystallogr. Rep40, 82 (1995].

. .. 8A_S. Sonin and B. A. Strukovntroduction to Ferroelectricity{in Rus-
These experlmgntal res_ults suggest_that for.a posmye siar], Moscow(1970, 271 pp.

pulse when_ thel switchable field and the. internal field are in7|_ N, Kamysheva, N. A. Burdanina, O. K. Zhukov, L. A. Bespamyatnova,
the same direction, detachment of domain walls from defects Kristallografiyal4, 162 (1969 [Sov. Phys. Crystallogri4, 141(1969].
predominates, releasing a specific number of domain walls g I,’\(‘j; Ergjhﬁgng' i-gé\‘- Kamysheva, and Z. A. Liberman, Phys. Status
and facilitating polarization reversal. This conclusion is con- S°idi A 94 K69 (1986.

firmed by the observation that the magnitude of the switch-Translated by R. M. Durham
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Coordination polyhedra have been constructed for Pb in a PbZngtal. It is shown that there

is no geometric similarity between the displacements of the lead ions and the dipole

moments responsible for the antiferroelectricity, which is generally assumed in calculations of
the relative stability of the antiferroelectric and ferroelectric phases in pure Rkatr®

its solid solutions. The latest data on the atomic structure of phases witPlkthenand Cm2m

space groups are used to refine conventional reasoning on the dipole motif of this crystal.

It is shown that in the point-dipole model, the antiferroelectric dipole configuration is energetically
more favorable than the ferroelectric, which is consistent with the observation conditions for
both phases. ©1998 American Institute of Physids$$1063-783408)03207-9

Some characteristic features of the structure of lead zirand eight different sets of Pb—O distances and the same
conate which are responsible for its antiferroelectric propernumber of different oxygen trihexahedra. Like the authors of
ties were first described in 1981t was later showhthatthe ~ Ref. 9, we consider structure variafd) to be preferable
structure of lead zirconate has a monoclinic distortion bf 6 because, as was reported eatflend confirmed by our ESR
and that the lead ions are displaced antiparallel along thétudies;" the replacement of Bb ions by Gd* ions in lead
short diagonal of the rhonmibwhich lies in the base of the zirconate leads to the formation of four paramagnetic cen-
perovskite cell;3>90° in Fig. 1a. In Refs. 4-7 calculations ters. Computer modeling was used to show all four trihexa-
were made of the relative phase stability in Pbgzrdd its ~hedra in the same aspeétigs. 2a—24l Each has one plane
solid solutions. These authors assumed that the dipole motf Symmetry parallel to théB plane and passing through a

in the antiferroelectric phase is identical to the pattern of 0 &om and four O atoms. The unit cell of the antiferroelec-

atomic displacements shown in Ref. 1a: all the dipole mo_tric phase of zirconium niobate contains eight Pb atoms oc-

ments are collinear and identical and the ferroelectric phaslféuPX'ng,tr‘]No_ grystglg)grap.hrl]cagly mdepenldent ?Ohs tions f"lt
only differs from the antiferroelectric phase by the sign ofc(f.velS wit Z_t an d.' ’V\t”t t gsan:;:‘ va ues; tte atqmlc
the dipole moments, not their magnitude. The calculafions: Isplacements according 1o vane(all (thez coordinate axis

. . . . o .. is parallel to theC axis of the rhombic cell and perpendicular
yielded some discrepancy with experiment, specifically indi-

cating that the antiferroelectric phase is more stable than thtg the plane of the drawing in Figs. 1a and Ibhe eight Pb

ferroelectric provided that the Pb charge exceeds its valen dtoms showrtand the corresponding eight trinexahedaze

C(? . . . .
) . . ivided into four pairs according to the four types of nearest
and is +3e. We concur with the vieWthat the generally oxygen neighborhood. The trihexahedra for the Pb positions:

accepted model of the dipole motif of the antiferroelectric{l} and{4y, {2 and{3}, {5} and{8}, {6} and{7}, are equiva-

phase in lead zirconate requires some refinement. In order {gns anq have the following coordinates in fractions of peri-
check the validity of the assumptions on which this model isy§s of the rhombic cell:

based, we need to study the local symmetry of the lead po-

sitions in the neighborhood of 12 anions. The corresponding {1} : (0.75-6x, 0.125+ dy, 0),
coordination polyhedron in the antiferroelectric phase is a _

trihexahedron. To construct, this we investigated three alter- {4} : (0.25+6x, 0.875-4y, 0),
native variants of the coordinates of the antiferroelectric {2} : (0.25- 6%, 0.375-dy, 0),
phase atomga), (b), and(c) (Ref. 9, Table II). Calculations

using variants(a), (b), and (c) respectively gave four, six, {3} : (0.75+ 6%, 0.625+ 68y, 0),

1063-7834/98/40(7)/4/$15.00 1204 © 1998 American Institute of Physics
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FIG. 1. Schematic diagrams of the antiparallel displacements of lead atoms in the antiferroelectric phaseRbtnthepace grouga), dipole motifs of

this phaseb), and the electric-field induced ferroelectric phase W@in2m space grougc) in PbZrQ;. The solid line shows thAB faces of the rhombic unit
cells of both phases and the dashed lines are rhombs lying in the base of the perovskite cells containing one formula unit. Thgrddbadicate the

dipole moments corresponding the oxygen trihexahedra with these numbers shown in Fig. 2.

{5} : (0.75- 6x, 0.125+ 8y, 0.5), the z=0.5 plane. Any dipole from the=0 level differs
from a dipole from the=0.5 level in magnitude and direc-
{8} : (0.25+ 6%, 0.875- 4y, 0.5), tion.
On the basis of these conditions, the symmetry-allowed
{6} : (0.25- 6%, 0.375-9y, 0.5, dipole ordering forz=0 or 0.5 can be represented schemati-
cally as shown in Fig. 1b. Our recent experimental
{7} : (0.75+ 6x, 0.625+ 4y, 0.5). investigation$! revealed a substantial difference in the angu-

In order to establish the differences in magnitude ancl":.lr dependences of the ESR _spectra for' Gébns n lead
orientation of the dipole moments corresponding to the tri_zwconate corresponding to different paramagnetic centers.
; - ; -ég/e cite this as confirmation that the difference in the oxygen
’ neighborhood of Pb atoms occupying different positions in

of the dipoles for varianta) from Table Il in Ref. 9 and for ) ? .
variant (2) from Table | in Ref. 12 using well-known the lead zirconate structure strongly influences the physical

formulast® An analysis of these characteristics, which areProperties of this crystal. To a first approximation, this dif-

presented in Table | shows that the values\éfand « for fer'ence may be taken into account in the calculations by
lead positiong{1} and {2} situated in thez=0 plane differ USiNg the tabulated data.

negligibly. The same applies to positiof® and{6} from the When a strong electric field is applied to a lead zirconate
z=0.5 plane. The values oAl and « corresponding to crystal, ferroelectric phases may be induced in the crystal,

planes with differenz (for example, for positiong1} and including the rhombic ferroelectric phase with space group
{5}) differ appreciably. On the basis of Fig. 2 and the dataCm2m (Refs 12, 14, and 15The symmetry of the oxygen
presented in Table I, and also assuming that the antiferrdfinexahedron(Fig. 3) for this phase isnm2. The direction
electric phase belongs to tikbamgroup, we can formulate of the dipole moments aligns with the displacement direction
the following four conditions which should be satisfied by of the lead iongFig. 19. The direction of the Pb displace-
the dipole ordering in this phase) all the dipole moments Mments in theCm2m ferroelectric phase induced by the elec-
formed in lead zirconate with the involvement of Pb lie in tric field differs by approximately 90° from the directions of
planes parallel to th&B plane of the rhombic cell;)2ead  displacements in th&bam antiferroelectric phase so that
ions displaced in the same direction and surrounding theithex andy axes in Figs. 1a and 1b are orthogonal, which, in
anions form a chain consisting of two rows of dipoles; infact, is reflected in Table I. The calculated valuefin the
each row the dipole moments are parallel and have the santem2m ferroelectric phase is approximately 1.7 times lower
magnitude; the dipole moments in neighboring rows of thethan that in the antiferromagnetic phasee Table )L This
chain are noncollineaftheir axes form an angle of around relationship draws attention to another factor so far neglected
6.5°) and not equalthis is shown by the arrows of different in the theoretical investigations, specifically that the dipole
thickness in Fig. 1h 3) the dipole moments in neighboring moments in the ferroelectric and antiferroelectric phases may
rows belonging to differentantiparalle] pairs of chains are differ appreciably in magnitude.

antiparallel and of the same magnitudgtle preceding con- The expression for the enefhgbtained assuming that a
ditions are valid for dipoles lying in the=0 plane and in lead ion in PbZrQ has great freedom of movement and a
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FIG. 2. Oxygen trihexahedra and Pb—O bond lengths in the antiferroelectric phase ofRiEr@e Pbamspace group for the four nonequivalent positions
of lead:{5} (a), {6} (b), {1} (c), {2} (0.

dipole structure is formed as a result of the lead displace- Forg= +2e the coefficienD for the ferroelectric phase
ments, is given by exceeds than that for the antiferroelectric phaBd&FE)
U=-DA2 (1) =0.4526>D(AFE)=0.4430(the values oD are taken from
_ _ _ _the original publicatiofiin units of e/A%). If this last con-
whereX'is the displacement of lead along the perovskite XIYition is satisfied and the absolute values of the displace-

in the plane of the dipole motif, arfd is a coefficient which mentsX of both phases are the same, the ferroelectric phase

depends on the type of dipole configuration and the charge . . . : .
assigned to the lead ion. is theoretically stable, which contradicts the experimental

TABLE |. Differences between the coordinatas, Ay, andAz of the centers of gravity of lead anions and
cations in oxygen trihexahedra, distance between the centers of gfalitagnd the anglex between the
corresponding dipole moments and theaxis of PbZrQ rhombic cells,

Phase Atom  Ax, 10 °m Ay, 10¥m Az Al, 10 °m a,°®

AFE (Pbam) Pb{1} 0.339625) —0.0188(00) 0 0.34Q025) —3.16(8)
Pb{2} 0.339625) 0.0188(75) 0 0.340%9) 3.18(1)
Pb(3} —0.3396(25)  —0.0188(75) 0 0.34029) 3.18(1)
Pb{4} —0.3396(25) 0.0188(00) 0 0.3401B) —3.16(8)
Pbi{5} 0.3652(92)  —0.0188(00) 0 0.35688) —3.02(1)
Ph{6} 0.3652(92) 0.0188(75) 0 0.35@R) 3.03(3)
Pb{7} —-0.3652(92)  —0.0188(75) 0 0.35682) 3.03(3)
Pbi8} —0.3652(92) 0.0188(00) 0 0.35@B) —3.02(1)

FE (Cm2m) Pb 0 —0.2005 0 0.2005 90.0
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following results: forg= + 2e the energy of the ferroelectric

8 21: phase exceeds that of the antiferroelectric phase by a mini-
® 0’ mum of 2.8 times and by a maximum of 3.3 times. This is
2 qualitatively consistent with the observation that at room

temperature the antiferroelectric phase is stable in lead zir-
conate in the absence of external influences while the ferro-
electric phase is only observed when a strong electric field is
applied to the crystal.
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Electrical conductivity and dielectric properties of single-crystal TIGa®&ae been studied as a
function of y irradiation dose in the 100-280 K range including the existence of an
incommensurate phase. Anomalies in the form of maxima have been observedsin fif&),

tan 5=f(T), ande="f(T) curves at the points of transition from the paraphase to
incommensuratélC) phase,T;, and from the IC to commensurate pha$g, The increase in

the quantitiesr, tan 8, ande observed initially with increasing irradiation dose is followed

by their strong decrease and disappearance of the anomalies. It has been establisked that
irradiation does not affect the phase transition temperafjraadT.. © 1998 American

Institute of Physicg.S1063-783#8)03307-3

TIGaSe crystals belong to a large group of ternary range, which includes the interval of existence of the IC
wide-gap AB3CS semiconductors with ferroelectric proper- phase.
ties. Their characteristic feature is a strongly pronounced lay-  The electrical conductivityr, dielectric permittivity ,
ered crystal structure. The interest in semiconductor comand loss tangent tafiwere measured with an E7-12 digital
pounds of the ABSCS family stems from the fact that their meter at 1 MHz under cyclic cooling and heating at a rate of
physical and technological properties make them a promisin§.5 K/min. The samples were 0.5-0.8-mm thick single-
material for use in optical electroni¢Besides, at low tem- crystal platelets cleaved along (00 The contacts were fab-
peratures and atmospheric pressure, crystals of this familficated by depositing silver paste on the sample surface, with
exhibit a sequence of phase transiti¢gR3) with decreasing its subsequent firing at~350 K for several hours. The
temperature, from the initial paraelectric to incommensuratéample was clamped in a special holder maintained in nitro-
(IC) phase, with a subsequent transition to a commensuragen vapor. The sample temperature was measured with a
ferroelectric phase. As for the TIGaSerystals, neutron dif- chromel-copel thermocouple whose junction was at the
fraction studie$showed the paraphase-IC transition to occursample surface. The temperature was varied with a heater
at T;=120 K, and the IC-commensurate transition, Tat mounted in the sample holder.
=107 K. Recent x-ray diffraction measurements confirmed The samples werg irradiated at room temperature by a
the existence of an IC phase in TIGa%e the T,(117 K)—  C®® source providing~180 R/s in the irradiation zone. The
T.(110 K) temperature interval.Low-temperature investi- irradiation dose was accumulated in consecutive exposures
gation of dielectri¢, elastic>® and thermdl properties of of the same sample to 1, 10, 100, and 200 MR.

TIGaSe crystals revealed anomalies in the temperature in-  Figure 1 illustrates the temperature dependencer,of
tervals corresponding to the transitions. tan 8, ande of unirradiated TIGaSesamples measured in the

It should be borne in mind that phase transitions associeooling-heating cycling regime. The(T), tan&T), and
ated with modulated structures are very sensitive to various(T) curves are seen to exhibit a strong increase in the IC
lattice distortions, impurities, dislocations etc. Therefore theregion with distinct anomalies in the form of maxima at the
phase transition temperatur€sand T, measured by differ- points of the paraphase-IC transitiof; € 120 K) and IC—
ent methods and on different samples which are quoted inommensurate-ferroelectric phase transitionTgt111 K.
literature may differ, as a rule, by several degrees KelvinNote that a similar anomaly in the region of existence of the
which can be accounted for by the actual state of the sampld€ phase in TIGaSgand a close temperature behavior of the
under study. dielectric permittivity were obtained in Ref. 8.

Interaction of the modulation appearing in a crystal with Figure 2 presents temperature dependencas, &dnd,
incommensurate phases containing impurities and lattice dend e of TIGaSg samples irradiated to a dose of 100 MR.
fects results, as a rule, in a change in the temperature depeWe readily see that the irradiation results in an increase of
dence of the physical properties, which becomes particularlfhese quantities throughout the temperature range studied,
manifest in the vicinity of phase transitions. which can probably be attributed to radiation-induced an-

This paper reports a study of the effect of defects pronealing of lattice defects. A further increase of irradiation
duced byy irradiation in the electrical conductivity and di- dose to 200 MR reduces the magnituderotan é, ande for
electric properties of TIGaSerystals within the 100-280 K all temperaturegFig. 3. The maxima in thes(T) and

1063-7834/98/40(7)/3/$15.00 1208 © 1998 American Institute of Physics
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FIG. 1. Temperature dependence(af electrical conductivityo, (b) loss tangent ta@, and(c) dielectric permittivitye of unirradiated TIGaSecrystals.
1—cooling, 2—heating.

tan &T) curves disappear completely, and #(@) anomaly irradiated samples in cooling-heating cycles reveal hysteresis
in the region of existence of the IC phase decreases substa®f all the measured properties excey(T) (Fig. 3@, which
tially. We witness here radiation-stimulated aging of samplegnanifests itself particularly clearly at high temperatures, but
due to activated migration of natural defects ungléradia-  Nno hysteresis is seen in the phase-transition temperafyres
tion, which brings about stabilization of the domain structureand T, in these crystals.
and decrease in the quantities under stli@ifie experiments y irradiation is known to affect the phase-transition tem-
showed that the values of tan s, ande of TIGaSe samples  peratures in ferroelectrics, with the PT temperature decreas-
irradiated at doses of 1 and 10 MR lie between those ofng, as a rule, with increasing irradiation dd$e'?although
unirradiated samples and of samples exposed to 100 MR. for some crystals it grow’’ We readily see thay irradiation

We see that within the 170-280 K range,tan, ande does not influence the PT temperaturés and T. in
increase with temperature and exhibit hysteresis. The inTIGaSe. The same result was obtained for TlnSystals*
crease of these guantities with temperature in this region i$his may possibly be due to the nature and character of
readily accounted for, on the one hand, by an increase inshemical bonding in the crystals. A change in PT tempera-
free-carrier concentratiofas a manifestation of semicon- ture undery irradiation is observed in water-soluble crystals,
ducting propertiesand, on the other, by breakdown of the namely, ABX, ferroelectrics, which have ionic bonding
domain structureferroelectric behavigr Under coolingo, characterized by weak interatomic forces. Crystals of the
tan s, ande are larger than under heating, because the deA®B3CS group, such as TlinSand TIGaSg have layered
stroyed domain structure is in an excited nonequilibriumstructure and, although the interlayer bonding is weak, the
state, and cooling brings about thermal recovery of thdraction of the covalent component of chemical bonding in
samples to the state characterized by higher values of thesiee layers is quite substantial, and the energy photons is
quantities’ Note that measurements of both unirradiated andhot high enough to give rise to noticeable structural changes.
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Phase transformations of the disorder-order type in the homogeneity region of nonstoichiometric
titanium carbide TiG (0.5<y<1.0) have been studied. It has been established that,

depending on the actual composition of JiGhere may form in it forT<980-1000 K a cubic

or a trigonal ordered FC phase(space group§d3m and R3m, respectively and a

rhombic ordered BC, phase(space groufc222). The effect of ordering on the electrical

resistivity of the nonstoichiometric carbide Ti@as studied, and the temperatures of the reversible
disorder-order equilibrium transitions determined. The ordering in titanium carbide is shown

to be a first-order phase transition. 98 American Institute of Physics.
[S1063-78348)03407-9

The titanium carbide Ti¢C with typeB1 (NaCl basic  metry (space group?3,21 or, more likely,R3m), 3 as well
structure belongs to the group of strongly nonstoichiometrigas an orthorhombidspace groupC222) ordered phase
compounds which combines cubic and hexagonal carbidesr,i3C2_7 Observation of a trigonal ordered phasgCEi de-
nitrides and oxides MX and MpX, (M stands here for a gcriped in terms of space gro®8m was found to be erro-
Group IV or V transition metal, and X, for C, N, and)O  nequs. Ordering of Tigwith y>0.7 remained practically
Disordered titanium carbide T{TiC,[1, ) exists within | ,nstudied.
an extremely broad homogeneity region extending from  Tphe atomic-vacancy ordering of strongly nonstoichio-
TiCo.45 to TiCy oo, ~* where carbon atoms C and structural metric compounds is a widely encountered although poorly
vacancied] form a substitutional solid solution in the non- investigated phenomendnompared to metallic alloysThe
metallic sublattice. Depending on the actual composition angfects of ordering on the properties of strongly nonstoichio-
the regimes of preparation and heat treatment, the titaniutpetric compounds are comparable in magnitude and may
carbide TiG may obtain a disordered or ordered state. Theayen exceed those due to nonstoichiometry, i.e. the changes
disordered state of the TjCcarbide is in thermodynamic in the properties of a disordered compound caused by a
equilibrium above 1100 K, while fol <1000 K, the equi- change in its composition in that part of the homogeneity
librium state is the ordered one. Because of the low diffusiontegion where an ordered phase forms. The effects of ordering
mobility of atoms, however, the disordered state can be eagsyserved in the structure and properties of strongly nonsto-
ily maintained in nonstoichiometric titanium carbide by jchiometric compounds are properly reviewed in Refs. 1-3,
quenching it from T>1100 K to low temperatures g and 9.

(~300K), and it persists foiT <1000 K as a stable meta- The influence of ordering on the characteristics of ,TiC
stable state. are studied very poorly and in a nonsystematic way. An in-

Calculation$® made by the order-parameter functional yestigation was made of the effect of annealing on the heat
method-*°® show that ordering of the TiCcarbide (0.48 capacity and electrical resistivigyof the TiC, g5 carbide for
<y=0.96) can produce three ordered phases, namef, Ti T<300 K,'° and the electrical resistance of Big—TiCes
TizC,, and TiCs. Monte Carlo calculatioriperformed for a carbides with a higtiup to 1 wt % oxygen impurity content
more narrow composition interval, TiGs—TiCo 70, SUggeSt  \as measured within a temperature range of 300 to 1350
the existence in this part of the homogeneity region of,TiC K The ordering-induced change jnof the TiC, <5 carbide
ordered phases I and TiC, in thermodynamic equilib- a5 also investigated.In order to learn about the kinetics of
rium for T<950 K, which coincides with theoretical results ordering, the thermal diffusivity of Tig4, TiCoss, TiCo 60,
of Refs. 4 and 5. Experiments revealed in the titanium carang TiG, ;s was measured within the range 820—1428°1A
bide TiG, within the 0.5<y<0.7 interval, ordered phases of stydy was made of the influence of a disorder-order transi-
Ti,C type with cubic(space grouf-d3m) and trigonal sym-  tjon on the coefficient of thermal linear expansion of the

1063-7834/98/40(7)/8/$15.00 1211 © 1998 American Institute of Physics
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TABLE I. Composition, conditions of preparation, and some characteristics of samples of disordeyditafiGm carbide.

Composition, wt % Conditions of preparation
Grain size Lattice Temperature  Time
Formula Ti Chound Ciree O N d, um parametem, nm T, K t,h Pressing pressugg MPa
TiCy s 88.29 1151 Het 0.05 0.06 29 0.43057 1773 0.5 20
TiCo54 87.87 11.96 Het 0.08 0.06 26 0.43068 1773 0.5 25
TiCyss 87.13 12.71 Het 0.11 0.07 17 0.43105 1773 0.5 25
TiCp 6 86.31 13.43 Het 0.08 0.07 25 0.43152 1923 0.5 23
TiCoes 85.26 14.63 Het 0.10 0.07 31 0.43198 2173 0.5 30
TiCp g3 82.45 17.24 Het 0.14 0.07 28 0.43254 2173 0.5 30
TiCpgs 82.18 17.51 Het 0.12 0.07 20 0.43260 2173 0.5 30
TiCpgs 80.02 19.69 Het 0.08 0.07 42 0.43258 2473 0.5 35

carbides TiG 49, TiCoss, TiCo g3 and TiG eo.1**°Ordering ~ Same samples after annealing or electrical resistance mea-
of nonstoichiometric titanium carbide was observed to in-surements were studied by x-ray diffraction with €a ,
duce a change in microhardné8s’ The ordering low- radiation in A26=0.02° scan steps within the 62
temperature annealing was found to increase the basal lattice14—130° range; for annealed carbide samples, the expo-
period of the TiG carbide (0.6xy<<0.9) 17 and a similar sure time at each point was 5 s. All the samples were homo-
phenomenon was quoted in Ref. 13. geneous and contained only the disordered, pBase with

The above studiéd*® suffer a common failing in the typeB1 (NaCl) structure. The variation of lattice period with
absence of data on the crystal structure of the titanium caccomposition of the disordered Tj@arbide(see Table)lis in
bide under study, and therefore the statenféntSclaiming @ good agreement with the most precise available Gata.
the ordered or disordered state of a Ji&mple lack direct A microscopic study was carried out to determine the
confirmation. At the same time, it is the titanium carbidegrain size and to reveal any ordering-induced changes in the
(besides the carbide of vanadiuthat is a very convenient microstructure. The specimens were examined using
subject for investigation of ordering by the simplest andPNEUMET-Il, MOTOPOL-8, and MICROMET-1 metallo-
commonly accessible method of x-ray diffraction, becaus@raphs. The grain boundaries were revealed by etching the
superstructure reflections can be seen clearly in the presengpecimens in a SHNG-2HF+5H,0 mixture (the composi-
of ordering even in a powder diffraction pattern. The lack oftion of the etch solution is given in volume fraction3he
generally accepted information of studied titanium-carbidemetallographic investigation of our titanium carbide samples
samples casts doubt on the reliability of the results obtainegonfirmed the presence of a single phase. The grain size in
and conclusions drawt*° Apart from this, the studies of the samples of disordered Tj@arbide as obtained by the
the TiG, carbide described in Refs. 10~16 were carried ousecant technique was found to be 20+88, and reached as
within a narrow composition interval 0s5y<<0.7 and, thus, high as 42um only for the close-to-stoichiometric Tigg
cannot provide an adequate pattern of ordering-type phas@rbide(Table |).
transformations throughout the homogeneity region of the  Electrical resistance was measured by the four-probe
cubic phase of TiC. method on rectangular parallelepiped-shaped samples

The objective of this work was to study the effect of X 1.5X10 mm in size in vacuum not worse than 0.0013 Pa
nonstoichiometry and ordering on the crystal structure and1x10™° Torr). The resistance was measured within the
electrical resistivityp of the titanium carbide Ti¢. Other  temperature range 300—-1200#&1 K steps, with the current
conditions being equal, electrical resistivity is extremely senpassed through the samples being 20 and 100 mA. The rela-
sitive to disorder-order phase transformations, and thereforidve error in measurements pfdid not exceed 0.5%, and the
the character of a change jinwith temperature permits one Sample temperature during a measurement was maintained
to detect indirectly even very small changes associated witGonstant to within 0.2 K. The average heating and cooling

ordering. rate was 1 K/min. The sample porosiywas less than 1%,
and therefore no correction fér was introduced in the elec-
1. SAMPLES AND EXPERIMENTAL TECHNIQUES trical resistance measurements.

Samples of nonstoichiometric titanium carbide JiC
(0.52<y=0.98) with different carbon contents were pre-
pared by hot pressing of powder mixtures of Jig and
titanium metal in a high-purity argon ambie(tite conditions Consider in more detail what ordered phases with for-
of preparation are specified in Table | mulas TpC and TgC, can form in the nonstoichiometric car-

The composition of the samples obtainge Table )l bide TiC,. This will facilitate understanding the experimen-
and impurity content were determined by chemical and spedal data on the structure of ordered titanium carbide.
tral analysis, and the concentration of metallic impurities was A number of studies suggest formation of an ordered
found to be less than 0.02 wt %. The phase composition andii2C phase in TiG with 0.5<y=<0.65 forT<1100 K having
crystal structure of the as-prepared Ji€mples and of the cubic®~?* or trigonal'® symmetry (Fd3m and R3m, re-

2. THE PROBLEM OF SUPERSTRUCTURES IN THE
NONSTOICHIOMETRIC CARBIDE TiC,
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spectively. Formation in TiG 4, of a trigonal (P3,21) su-  disorder-order transition temperatures calculated in Refs. 4
perstructure of IC (TigCs.,) Was also establishéd?>The  and 5 for the TJC, and TEC; phases do not exceed 950 K.
cubic Ti,C phase(Fd3m) is believed to be metastable. It It thus still remains unclear what superstructures and in
was previously assum&f’ that the cubic TiC phase has a vv_hat sequence may form in nonstoichiometric titanium car-
higher disorder-order transition temperattig, . than the Pide TiG,.

trigonal one, i.e., that it is an intermediate ordered phase, a

higher-temperature one compared to the trigongCTihase. 3. EXPERIMENTAL DATA AND THEIR DISCUSSION

This assumption of a consecutive phase transition disordered .
1070 K 1050 K To achieve an ordered state, the prepared car-

phase(Fmsm” «s cubic ordered phasé:d:-}n’) PEIN bides TiQ).SZa TiC0_54, Tic0.581 TiCO.621 TiCO.681 TiCO.BS{

. — and TiGgs were annealed for 340 h by regime
trigonal ordered phaseR@m or P3;21) was put forward I 1070 K x 20 h+ 1020 Kx 20 h+ 970 K X 24 h-t 920 K
again in Ref. 25. Later, a conclusion was drawn that the><48 h+870 KX 72 h+820 KX98 ht770 Kx48 h. with the
cubic TpC phase can existin Til{y=0.58) as a metastable o crease of temperature in going over from one anneal tem-
phase with a temperatufigansabout 10 K lower than that of - heratyre to another, as well as in cooling from 770 to 300 K,
the trigonal ordered JC phaseR3m).’ being made at a rate of 1 K/min. The annealing gave rise to

An analysis of structural measureméris'®—?"reveals  superstructure reflections in the x-ray diffraction patterns of
that the cubic Fd3m) Ti,C superstructure is found, as a the TiCys5,, TiCqs4, TiCysg, and TiG g, carbides. No seg-
rule, in annealed TiCsamples withy<0.55—0.56, whereas regation of metalliax Ti was observed to occur in the course
in the annealed Tig carbide with 0.58y=<0.65 one ob- of annealing of nonstoichiometric TjC carbides with
serves usually trigonal ordering. It should be pointed out thay=0.52.
powder diffraction patterns of the cubie ¢3m) and trigonal A crystal structure

(R?m or P3,21) ordered TjC phases contain the same set . : .

f superstructure reflectioi§,and can be separated only in X-ray diffraction patterns of all annealed carbides ex-
Oh ¢ tri | di T i the oh ith hibit in the angular intervals 2~20.2—21.0° and~29.0
the presence of trigonal distortions In the phase With Space 5q g yitfse maxima not seen in the diffraction patterns of

groupR3m or P3,21, and with due account of the directions gisordered carbides. These maxima are parasitic reflections
of static atomic displacements. This may account for the facgriginating from radiation with\/2 wavelength and corre-
that earlier work®-% discussing only the cubic ordering spond to the (20Q), and (220}, structural reflections. They
model® assigned even the superstructure reflections obappear as a result of long exposures required for x-ray char-
served in annealed Tjarbide {y=0.59) to the cubic LC  acterization of annealed carbides.
phase. Later studié$?*~*"showed the trigonal JC, phase The x-ray diffraction patterns of annealed Fig and
to be the dominant ordered phase inQiwith y=0.6. Itwas  TiCq 4 carbides exhibit the same set of superstructure reflec-
pointed out that annealing the Tjd@itanium carbide withy tions. The first superstructure reflection with wave vector
<0.52 is accompanied by segregation of meta#liti.2>2227  |q|=(2ag; sin §)/A~0.870 is observed in the interval62

An ordered TiC, phase is assumed to exist in the ~17.8—17.9°(Fig. 1) and corresponds to a superstructure

TiCo 65-TiCo 7o region. There is some experimental evidenceVector {1/2, 1/2, 1/2 of length |g|~0.866. The next three
for its existence: superstructure reflections corresponding to the vectors

1) the presence of superstructure reflecti@’$, 2/3, 0 {3/2,1/2, 1/3, {32, 3/2, 1/3, and{3/2, 3/2, 3/2 are seen at

observed in an elastic neutron-scattering study of anneale%0%34'5’.45'9‘ and 55.4°. Th@/2, 3/2, 1/2. _superstructure
. . o8 reflection is very weak. The observed positions of the super-
single-crystal TiG g1;

2) weak superstructure reflections with a diffraction VeC_structure reflections and the absence of trigonql splitting of
tor |q|~2.03 characteristic of the rhombic 0, phase the (331}, (420),, and (422, fundamental lines sug-

q== ) IC 3t PNASE — josts formation in the TigGy, and TiG, s, carbides of an or-
(spape groupC222), which were olt7)served in an x-ray dif- dered TjC cubic phasdspace groug-d3m) as a result of
fract|on.pattern of annea!ed Td,-GO; ) the annealing. The channel of the disorder-order structural

3) dlffuseq negtron-dlffractlon maxima cgused by short-phase transition, TiC (space groupFm3m«Ti,C (space
range order in Tigze and corresponding in position 0 groupFd3m includes all arms of théke} star(see Ref. 1 for
(2/3, 213, 0 reflections® a detailed description of all wave-vectfs} stars in the first

4) an estimation of short-range order paramétérs  Brillouin zone of fcc crystals, as well as of their afms
single-crystal Ti@g, from diffuse neutron-scattering data  The diffraction pattern of the Tigxg carbide annealed by
showed that the best fit of theory to experiment is reached ifegime | contains superstructure reflectiofi$2, 1/2, 1/2,
one assumes the annealed Jigcarbide to contain two or- {3/2, 1/2, 1/2, and{3/2, 3/2, 1/2 in the angular interval
dered phases, J€ and TiC,. ~17.9,~34.4, and~55.4°. The x-ray diffractogram of an-

The existence of the €, phase follows also from cal- nealed TiGsg carbide differs essentially from those of the
culations made by the order-parameter functional méthod annealed Tigs, and TiG s, carbides in the presence of
and by Monte-Carlo simulatiofs® Moreover, calcu- trigonal splitting of the structural lines (228), (311)g;,
lations"® suggest a possibility of formation in the Tj@ar-  (331)s1, (420), and (422y,;. This implies that annealing
bide (0.78<y<0.88) of an ordered FCs phase. The produced in the Tigsg carbide a trigonalR3m) ordered
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a0l /2 2 this ratio chang_es abruptly te1.65. _ _

The x-ray diffractogram of the Tig, carbide annealed
T l by regime | exhibits, besides the reflectiofig2, 1/2, 1/2
(26~18.0°) and{3/2, 3/2, 3/2 (26~55.2°) corresponding
to the trigonal TjC phase(R?m), superstructure reflections
which are not present in those of the Ji§, TiCqs4, and
TiCysg carbides. They are located in the interval® 2
~30.6-30.7°,~41.2°,~42.6°, and~55.4—-55.5° with wave
vectors of lengthg|~1.488, 1.970, 2.038, and 2.6QFig.
2). An analysis showed that the two first reflections are due
to the armsk{M={2/3, 2/3, ¢ andk{P= -k of the {k,}
star, while the other two are due to the arii§={1/3,
-213-1/2, k{P=-k®, kP={-1/3,2/3-1/2} and
k®=—k{) of the{ks} star. In agreement with Ref. 28, this
set of superstructure reflections can originate only from the
orthorhombic ordered IC, phase(C222) formed in the
transition channel including two arms of tH&,} star and
four arms of the{ks} star. This superstructure is character-
ized by the{1/3, —2/3, —1/2} and{2/3, 2/3, § reflections to
FIG. 1. X-ray diffractograms of the nonstoichiometric carbide jijcin ~ be observed at 2=18.4 and 19.4°. The experimental x-ray
Qisordered(dots) ‘a_nd order_edsolid line) states. _The superstructure reflec- diffractogram obtained in this angular interval in the wing of
B L e % ee{1/2, 112, 17 superstructure reflection due to the trigonal
carbide does not exhibit any reflections within tie=26—35° interval. The ~ Ti,C phase exhibits a slight rig&ig. 2).
ordered carbide was prepared by annealing in regime I. In view of the assumptions of the cubic,Ti superstruc-
ture being metastable or existing within a narrow tempera-
ture interval’?>~?’we carried out an additional experiment.

] o ) ] __ Disordered TiG s, and TiG, sg carbides were heat-treated by
Ti,C phase; it is quite possible also that the annealed J4§C regime Il consisting of annealing at 1000 K for 135 h fol-

carbide contains, besides the trigonal, also a certain amoupt . - by quenchingat a cooling rate-250 K/min) to pre-

of ﬂf gﬁg'r(;;ﬁ;irgﬁLZ?nggie;[hat the ordered.Citvoe serve the structural state reached during the anneal. The dif-
221P fraction patterns of the Tig;, and TiG, 55 carbides annealed

phases forming in the TiG—TiCyss and TiG 56~ TiCqsg . . . . i )
composition intervals have different symmetries is the shar[?y regime I were practically identical with the ones obtained

change in the intensity ratio of the (2G@)and (111}, fun- fqr these carbides after the anneal by regime I Th_e only

damental lines; indeed, taking into account the product of thélifference was that the superstructure reflections which ap-
angular intensity factor®LG (P and G are the polarization Peared after the anneal by regime Il were a few times weaker
and geometric factors, anld is the Lorentz factorin the than those obtained after the anneal by regime I. This implies
region of existence of the cubic ;G superstructure, we ob- that the long-range order in carbides annealed by regime ||

tain for the ratiol ,09/1117~1.1, while as one crosses over to was less pronounced than that in the carbides subjected to
the region where the trigonal JG superstructure dominates regime I.

Intensity
-
S

I
4

Intensity
)
T

oL ! |
1.0 26.0

| 1 | { | 1 { 1 ] )
34.0 40.5 415 42.5 54.0 55.0 .0
28,°

FIG. 2. X-ray diffractogram of ordered TiG, carbide annealed by regime | and containing orderg@ @&nd TiC, phases. The superstructural reflections and
parasitic reflectiongdue to\/2 radiation) are identified with arrows; the maximum in th&#241.5-42.3° interval is the (20@) structural reflection.
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FIG. 3. Effect of ordering on the electrical resistivjgyof the nonstoichiometric carbide T§G,. 1—p(T) relation of disordered Tigs, under heating and the
nonequilibrium disorder-order transition2—uvariation of p under cooling and the equilibrium disordeorder transition3,4—variation of p under heating
of ordered and cooling of disordered Tig;, respectively.

B. Electrical resistivity heating and cooling of the TG, carbide resulted in a varia-

The results obtained in measurements of the electricdion of p along curves3 and4, respectively, which are simi-
resistivity p of samples of nonstoichiometric titanium car- 1ar to curve2 (Fig. 3).
bide, TiC,, are shown partially in Figs. 3-6. Thesep(T) relations are characteristic of an irreversible
The resistivity measurements made on the disorderetfansition from disordered nonequilibrium to an ordered
carbide TiG s, showed that the increase of temperature toequilibrium state with subsequent disordering Tor 960 K
~800 K is accompanied by conventional growthpodue to  (curvelin Fig. 3), and of an equilibrium reversible disorder-
carrier scattering from phonons. At~815 K one observes order transition(curves2—4 in Fig. 3). The formation of an
an anomalous decrease mfand, forT>960 K, first a very ordered phase in the TG, sample in the course gf mea-
fast (up to ~1030 K) and afterwards a slow increase of the surements is supported by the appearance in its diffraction
electrical resistivity(curve 1 in Fig. 3). The resistivity de- spectrum of the same set of superstructural reflections as the
creases monotonically under coolifgurve 2 in Fig. 3), to  one observed after a prolonged anneal of the;EjGample.
exhibit a fast drop in the 900-1020 K region. Subsequent Measurements of the electrical resistivity of the partially
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FIG. 4. Electrical resistivity of ordered TiG g, carbide annealed by regime | and measug8) during heating and2,4) during cooling.



1216 Phys. Solid State 40 (7), July 1998 Lipatnikov et al.

E E 242 DOO::ZO
é 220 #ooo
3. F 241
< . \ X
: B0 60 80 Tiles
[ o o®
200 w00 ° o?,o(poo
g — e L by T
L. QM ooooooo 2
3 0.900"‘””:::,;?000”’0
qu,o%"”o:,ooae“”
180 fo6 0% 80
2 000
:lullllllLllLlAlnllAlllllllnlnIA|n1|l|||l||1|I|
400 800 go't‘) 000 1200
?

FIG. 5. Temperature dependence of the electrical resistivitf the nonstoichiometric carbides Tjgs, TiCyg3, and TiG g5 during heating and cooling.

ordered carbides Tig, and TiG, 553 annealed by regime Il The electrical resistivity of annealed Tjg; carbide(Fig. 5
produced the same cooling and heatii(d) relations as the does not exhibit any features under cooling or heating. No
ones obtained for the TG, carbide. The change of the elec- features are observed in tg€T) relation of the nearly sto-
trical resistivity observed in these carbides at the transitionchiometric TiG, o5 carbide either.

from a partially ordered state to longer-range order is smaller The hysteresis observed in théT) dependences of the
than that ofp of the TiG, 5, carbide when it transfers from TiCg 55, TiCys4, TiCqsg, and TiG, g, carbides indicates that
the completely disordered to an ordered state. The intensitthe reversible transformations Tj& Ti,C and TiG« Ti3C,

of the superstructure reflections increased after the measurare first-order phase transitions. This conclusion about the
ments of electrical resistivity. character of the Ti(z—Ti,C transition was drawn earlier in

Figure 4 displays the(T) relation of the ordered Tigx,  studies of the ordering kinetics in T;;C;23 and confirmed in
carbide annealed by regime I. The electrical resistipityf  later workst'* At the same time a structural study made in
the TiGy g, carbide exhibits an abrupt growthAp~36—  Ref. 7 suggests that this is actually a second-order transition;
40 Q) -cm) within the interval 94&0T<<1060 K, which is  arguments for this were presented also in Refs. 4 and 5. As
connected with a transition from ordered to disordered stateor the TiC « Ti3C, transformation, it appears to be a first-
Further decrease of temperature redueds the region of  order transitiorf:>’
the disorder-order transition by only 12—-3d)-cm. This As follows fromp(T) measurements, the temperature of
means that the extent of ordering of the {Jig carbide
reached under cooling in the course @fmeasurement is
substantially smaller than that of the same carbide following
a prolonged low-temperature anneal.

The p(T) dependence of the annealed {ig carbide 200 \-
(Fig. 5 reveals only a very weak hysteresis at 770-880 K e
and a clearly pronounced increase of tipéd T coefficient at V4
T=~940 K. It may be conjectured that one has succeeded g !
here in achieving in Tiggg a very small extent of ordering 2 myt+ |
by a prolonged anneal; this is due most likely to the fact that g_ |
the TiG, g5 carbide lies in composition close to or just at the < :
boundary of the homogeneity region for the orderegCJi l

|
|
|

phase. Indeed, Ref. 29 reports only on short-range order in 100
dependence of Tig;e, Which corresponds most closely to
the TiC, superstructure.

The p(T) relation obtained on the annealed i3 L
sample(Fig. 5 at T~1040 Kreveals a break caused by an 05 0.7 09 y

abrupt_increase ofdp/dT from 0.024 to 0.03Qu FIG. 6. 300 K electrical resistivity vs composition of the Ti¢ carbide in

71 . -
'Cm'K_ .-.Th|5 very weak effect IS apparently @ CoNsequencey) disordered and2) ordered states; the dot-and-dash line identifies the
of the initial stage in the anneal-induced ordering in Jd6& boundary between the JG and TiC, phases.
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the equilibrium reversible disorder-order transiti®g,,s in e TRy TigC
the TiC0_52, TiCo‘54, TiC0_58, and Ticb_sz Cal’bides iS 980; 1000" _T'-+TIICy 990 K TiC 1
990, 1000, and 1000 Kwith an error of +10 K), respec-
tively. This is 120-140 K higher tham,,e860 K, 9K
40-60 K higher than the values calculated in Refs. 4 and 5 00k
and lower thanT,,—= 1038, 1058, and 1043 K for Tizg,
TiCo g3 and TiG g, respectively’’ and the values close to X [*Ti*Ti e N
the latter, namely, 1038 K for Ti,gand TiG 55, and 1063 (Fdgm) e \ \:\
K for TiCqgo. 22 6001 i

Figure 6 shows the dependence of electrical resistivity Ti ¢ 1Ti0
on TiC, composition at 300 K. The values(y,300) for (Fd 3m©R3m)
disordered TiG carbide were derived by extrapolating the “0F
p(T>Tyane relation corresponding to the disordered state of ) ) i I\
this carbide to 300 K, with due account of the value of 04 05 0.5 0.7 0.8 0.9
dpldT for T>Tane The electrical resistivity of disordered C/Ti,atomic ratio
TiCy carbide decreases with decreasing concentration o

. . . . IIIG. 7. Low-temperature portion of the equilibrium diagram of the Ti-C
structural vacancies and increasing carbon content, with thg,stem_ The rhombic TC, ordered phase forms at 990 K in the peri-

exception of the Tiggg carbide, for whichp(300) exceeds  tectoid transformation JC+TiC,—TizCy the region of phase equilibria
by 20—-25% the electrical resistivity of the other Ti@isor-  involving the ordered Cs phase is shown tentatively.

dered carbidegFig. 6). Ordered carbides have a lower elec-

trical resistivity than the disordered carbides of the same

composition. The ordering-induced decrease of the resistiv-

ity, Ap(y,300), found for TiGe, is ~40uLd-cm jibrium phase diagram of the Ti-C system within which the
(~24%); according to Ref.. 7, for Tigeos Ap(300)  nponstoichiometric titanium carbide TjQindergoes ordering
~20 uQ)-cm (~10%), which indicates a lower degree of (Fig. 7).

ordering reached in the study quoted. One can isolate in the aAg seen from the phase diagram, within the 654
p(y,300) relation for the ordered Tizarbide two portions <0 57 interval there may occur a consecutive phase transi-

. o\ . v
TLaC;h,C,\ Tigls \ \
1A
\
IR

\
\

s \

| Ti L, 1

(czzz) |\
11

4

\
\
i

corresponding to the regions where the orderegCTand 990+ 20 K
TisC, phases dominate. Within each portion, the electricakion disorderedTiC, carbide(Fm3m) —  cubic TiC
resistivity p(y,300) tends, under variation gf to a specific 960+ 20 K

minimum value corresponding to the stoichiometric compo-ordered phas¢Fd3m <«  trigonal Tib,C ordered phase
sition of the ordered phase, namely, in the region ofCTi (R3m). The possibility of such a sequence of phase transi-
homogeneity p(y,300) decreases with—0.5, and within  tjons was pointed out in Refs. 25 and 27. The rhombi€CTi
the homogeneity region of JT, the electrical resistivity ordered phase forms most likely in the peritectoid transfor-
p(y,300) decreases whey varies from the value corre- mation TpC+TiC,— TisC, at 990+ 10 K within the interval
sponding to the lower boundary of the homogeneity regiom 61<y<0.63. As follows from the low-temperature portion
(y=~0.58) toy=2/3 (Fig. 6). Judging from thep(y,300)  of the phase diagram for the Ti-C systeffig. 7), a Ti,C
dependence of the ordered Ti€arbides, the boundary of ordered phase with cubic or trigonal symmetry can be ob-
the homogeneity region between the orderegCTphase and  served within a broad composition range of nonstoichiomet-
the two-phase region (JT+TizCy) corresponds toy  ric titanium carbide, from Tig, to TiCyes, and the

~0.58-0.59. TiCo 49050~ TiCo.58_0.50interval is a single-phase region for
ordered TjC. The region where a JTCs-type ordered phase
C. Phase diagram may exist is shown tentatively, because its existence still has

aﬂOt been confirmed experimentally.

To conclude, our experimental study of the crystal struc-
and electrical resistivity of the TjCtitanium carbide
(0.52<y=<0.98) performed in the 300-1100 K range
) ) ) - ” showed that within the composition intervals 052
(R3m), from TiCo 5510 TiCo 5. The TiGse-TiCogsinterval <55 0.56y<0.58, and 0.62y=<0.68 ordering results
covers the two-phase regiii,C (R3m) +TizC, (C222)]. iy formation of a cubic(Fd3m) and trigonal(R3m) Ti,C

The region within which the rhombic ordered;Th phase 5 qereq phases and of a rhomHic222,) TisC, ordered

(C222)) dominates is apparently fairly narrow and does ”Otphase, respectively. The presence in §i&) relations ob-

extend beyond.Tig;Gg—TiCO_m. The Iovyest anneal tgmpera- tained under heating and cooling of hysteresis within the
ture used in this work was 770 K. Since even with such &ggion of an equilibrium reversible disorder-order transition
low-temperature annealing of the Tigs and TiGgs car-  jppjies that the TiG—Ti,C and TiG« TisC, transforma-

bides we have not succeeded in detecting gCsFtype or-  tions are first-order-phase transitions.
dered phase, one may conjecture that its transition tempera-

ture is less than 770 K. The above results and published The authors are grateful to P. Ettmayer and W. Lengauer
datd">"?>2'permit one to construct the portion of the equi- for fruitful discussions.

The above structural data and the results of the electric
resistivity studies suggest that the homogeneity region of th‘taure
ordered cubic TiC phase(Fd3m) extends from TiGag_g 51
to TiCys4-059 and that of the trigonal FC ordered phase
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Phase transitions in Rb  ,K;_,LISO, mixed crystals
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Structural phase transitions in f, _,LiSO, mixed crystalgwith x varying from 0 to )} have

been studied from the melting point to liquid-nitrogen temperature. Calorim@&iié

and DSM data, birefringence and optical polarization measurements were used to construct the
full phase T—x) diagram. It has been established that crystals of most compositions

(x=<0.95) grow in the hexagonal-trigonal KLiSBtructure. Replacement of K by the larger Rb
atom results in a considerable increase of the region of existence &3thephase and

expulsion of the high-temperature hexagonal phase.1998 American Institute of Physics.
[S1063-783%08)03507-2

Tridymite-like  crystalline  compounds  ALISO P112/n with c=c, persists at lower temperatures.
(A=Cs,Rb,K,NH) have a framework structure made up of In KLS, the phase transition sequence is differerit4
alternating LiQ and SQ tetrahedra sharing vertices to form P6smmc or P6;mc above 941 K; 2—rhombic Pc24n,
six-membered rings, inside which cation A is located. If thisPbn2,, or Pmcn (941-708 K; 3*—P63(708
cation has a large ionic radius, the hexagonal symmetry of-2427,]201 K); 4*—P31c(2427,]201-178 K), and
the rings can become distorted, as is the case with Cs arfisf —Cc or Cmc2, below 178 K. Despite intense studies of
Rb. All the above-mentioned representatives of the familythis compound, there still remain many questions bearing on
have totally different sequences of phase transit{®3 set- the symmetry of the phases, their number, and even the PT
ting in with decreasing temperature. The difference in symtemperatures. The main reasons accounting for these difficul-
metry of the phases is associated with different versions ofies are the complex twinning observed to occur in all phases
ordering of the tetrahedral groups. KLi$QKLS) and and coexistence of different structures in some temperature
RbLISQ, (RLS) feature very complex sequences of symme—regiOHS&f”6
try changes in phase transitions compared, say, to CsLiSO  This work presents the results of a study of
which undergoes only one PT. Rb.K;_,LiSO, solid solutions. We investigated their phase

Although the properties of most of the above compoundgliagram [ —x) by the optical polarization technique on dif-
are presently well known, there is still no answer to the quesferently oriented plates and by measuring birefringence and
tion why it is RbLISQ, and KLiSQ, that exhibit such a rich  thermal effects.
variety of phases and PTs compared to CsliS&ahd
NH,LiSO,. Valuable information relevant to this problem
can be obtained in a systematic study of solid solutions o
these compounds. The single-crystals to be used in the study were prepared

Even small additions of Rb and Cs to pure RLS and KLSby slow evaporation of the corresponding mixtures of aque-
to form RRCs,_,LiSO, mixed crystals with large catiohd  ous KLS and RLS solutions dt~300 K. The single crystals
reduce strongly the temperatures of transition to the monothus grown had the shape of hexahedral pelletsxfef.3,
clinic phaseP112 /n, which eventually disappears. In the hexahedral prisms fox>0.8, and needles for intermediate
middle part of the phase diagram tR2,/c11 phase with a values ofx. The samples were subjected to quantitative char-
negligible unit-cell monoclinic distortion becomes stable,acterization by x-ray fluorescence and atomic absorption
which in pure RLS exists within a narrow interval of 475 analysis. The Rb:K ratio in the crystals differed, as a rule,
—458 K. The phase diagram of RbH,); _,LiSO, follows a  from the one in the solution. The largest and best crystals
similar patter® We believe, however, that studies of solid obtained were those with a smallThe samples intended for
solutions of RbLiSQ and KLiSQ,, the crystals exhibiting optical microscope studies were cut perpendicular and paral-
the most complex phase-transition sequences, show the mdst to the growth axis.
promise. The region of the hexagonal-trigonal phase transition

The first of these crystals exhibits the following phaseswas investigated by the birefringence technique using a Be-
1—Pmcn with c=c, above 477 K; 2—an incommen- rek compensator with an accuracy to witkirl0™° on plates
surate-commensurate ferroelectric phase sequence obsenad parallel to the growth axis. This method permitted us to
in the 477-475 K interval; 3—a monoclinic ferroelastic use small samples and to choose single-domain regions. The
phaseP2,/cll with c=2c, between 475 and 458 K; 4— existence of thermal anomalies was determined by means of
P11n phase withc=5c, between 458 and 439 K; and 5— a DSM-2M differential scanning microcalorimeter operating

%. EXPERIMENTAL

1063-7834/98/40(7)/4/$15.00 1219 © 1998 American Institute of Physics
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FIG. 2. Thermal anomalies in crystals with different Rb conterit—0.12,
FIG. 1. Phase diagram of the i _,LiSO, solid solutions. The triangles 2—0.40,3—0.95,4—0.92,5—0.90.
relate to Ref. 11.

within the 8.7—9.7 J/meK interval, which is close to the
value R In 3=9.13 J/molK.

within the temperature region of 150—-750 K at temperature  In the second case one detects several anomalies associ-
variation rates of 8 K/min, as well as differential thermal ated with different phase transitions. The anomalies are fairly
analysis(DTA) up to the melting point and above it. close in temperature and rather diffuse, which makes their

Figure 1 shows the phase diagram of thgiRb ,LiSO,  separation impossible. Estimation &H andAS yields for
solid solutions obtained by us. Microscope studies using pothe 1-3 PTs: AH; 3=1000-1300 J/mol, andAS; ;
larized light suggest the onset of optically uniaxial symmetry=3-3.5 J/molK. The change in the enthalpy and entropy in
in the solid solution at room temperature up %e=0.95. the 3-4-5 transitions was found to be 400-600 J/mol and
Heating changes it to rhombic*2 with characteristic 120° 1-1.6 J/molK, respectively.
twins and straight extinctions. The temperature of this PT  For thex=0.75 compound, the total changes in enthalpy
decreases frore=700 K to =400 K with increasingk. This ~ and entropy accumulated in several transitions from the
transformation has the features of a reentrant PT with explorhombic to trigonal phase ardAH=3400 J/mol andAS
sive cracking of the sample and tailing of its temperature=6.75 J/moiK.
This manifests itself in DSM measurements in the presence
of one, two, or even three thermal-absorption pgakisve 2
in Fig. 2. In Fig. 1 this region of coexistence of two phasesTABLE I. Phase transition parameters derived from DSM measurements.
is bounded by a dashed line from below and has the largest

X T, K AH, J/mol AS, J/molK

width for compositions withk=0.3—0.8.

The compositions can be divided in two parts according ©-00 709 6193 8.73
to the change in enthalpyAH) and entropy AS), namely, 8'8;4 ggg’ gggg Z'?S
compounds with low and high Rb content£0—0.5 and 0043 697 6398 9.16
x=0.9-1, respectively(see Table)l In the first case one or  0.22 663; 635 6343 9.76
several anomalies corresponding to a clearly pronounced 0.40 622; 595 5236 8.80
first-order PT between the*2and 3 phases were observed. 075 433-530 3400 6.75
The change in enthalpy, 5200-6800 J/mol, is in a good 8'32 45153‘}_1?253?2;30356 124(1)4?8 34'261
agreement with dat& obtained for pure KLS. The change in = g5 458: 428 1600 35

entropy, determined a§S=AH/T, varies, depending ox,
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FIG. 3. Temperature dependence of the rotation angle of the optical indica-
trix in the monoclinic phase of RK; _,LiSO, (P112 /n). 1—x=1.0; 2—
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Small additions of K and Rb to the pure RLS and KLS
reduce strongly the transition temperatures to the ferroelastic ' .
phases 5P112,/n) in RLS and 5 (Cma2;) in KLS, so that 20 300 %00 500
for x<0.95 andx=0.20 these phases are no more observed TX
in the solid solution. Figure 3 shows the temperature depen-
dence of the rotation angle of the optical indicatrix aboutFIG. 4. Birefringence vs temperature in the vicinity of the hexagonal-
[001] in phase 5 for different compositions with respect tog'goﬁop;‘z"‘s:_tgagg”go'”s(?gl-8'-5051_(3):741_0-014' 2—0.043,3—
extinction in the rhombicPmcn phase. Thep(T) depen- - - - - - o
dence is the same for all compositions. Adding K to
RbLISO, does not affect the character of the PT, and onlyhysteresis curve obtained for the compositions with

shifts its temperature. Remarkably, for some compositiong— (.22 and 0.10 has a larger extent. This is possibly due to
the anglee may exist within a narrow temperature interval the coexistence of phases characteristic of K29y to the

bounded from below by an optically uniaxial phase. For i”'strong dependence of the transition temperature @ig. 1).
stance, ak=0.90 the monoclinic phase 5 exists under heat-

ing in the interval 407 —423 K, and under cooling, from 416
to 388 K. Ax=0.95 crystal grows simultaneously in mono-
clinic phase 5(extinguishing parfsand optically uniaxial We have studied the phase diagram—(x) of the
phase(nonextinguishing, dark regionsWhen heated, such a Rb,K;_,LiSO, solid solutions from the liquid-nitrogen tem-
sample starts to undergo total extinctionTgt=323 K at an  perature to their melting point. Our studies permitted estab-
angle¢(T), while aboveT;=410 K, ¢=0. No PT was ob- lishment of the corresponding phase boundaffég. 1).
served to occur under cooling &, with the sample remain- Addition of Rb ions to KLS increase the temperature of
ing monoclinic down to liquid nitrogen temperature. At a the uppermost structural PT from hexagonai J 1o rhombic
later time, howevetafter a few hours at room temperatyre (2*) phase and displace it gradually to the melting point, so
an optically uniaxial phase forms again in the crystal, and thehat forx>0.5 the two DTA anomalies accompanying these
above process can be repeated. two processes can no longer be resolved. We were not able
The boundary between the two optically uniaxial phasego find the boundary which would separate the regions where
P65 and P31c was studied by measuring the temperaturephases IRLS) and 2° (KLS) exist. For this reason we as-
dependence of birefringence. The results of these measursume that phase*2(KLS) has the same symmetry as phase
ments are displayed in Fig. 4. The transition we are interd (RLS), i.e. Pmcn Besides, the data obtained suggest that
ested in exhibits a characteristic temperature hysteresRbLiSO, does not have a high-temperature hexagonal phase
An(T)~50 K wide® Adding Rb to KLS shifts this PT up at all.
and stabilizes the trigonal symmetry at room temperature. As As the Rb content in the solid solution increases, the
xincreases, the jump in birefringenéa and the temperature temperature of the™2-3* reentrant transition decreases, and
hysteresis AT decrease  monotonically. For x  that of the 3-4* transition, increases, so that most compo-
=0.00, 0.043, 0.014 we han=3x10 3, AT~45 K, and sitions have trigonal symmetry at room temperature. Thus
for x=0.57 and 0.74 we foundn=2x10"° and AT  the hexagonal-trigonal structure was found to be the most
~20 K with an abrupt jump in birefringence. Note that the stable in these compounds.

2. DISCUSSION
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The birefringence of the KLS crystal was widely studied is observed also under hydrostatic compressfon.
by various authors(see, e.g., Refs. 9-11It should be This explanation does not, however, apply to the PT be-
pointed out that all of them used the most sensitive relativéween uniaxial phases. According to Ref. 12, this PT like-
methods, for example, the 8@&mont compensator. The Be- wise shifts upward under pressure. Because the composition
rek compensator employed in this work permits absolutén different growth pyramids, in our opinion, can be dif-
measurement of the birefringence. It was found that both iferent, we carried out atomic-absorption analysis of the
KLS and in the solid solutions the room-temperature valuesamples after the measurements in order to avoid errors in
An~4x10"* (A\=630 nm) is small, and falls off to zero determination ok.
near 270 K. The birefringence becomes negative as the tem- To conclude, our data suggest that the hexagonal-
perature is lowered still more. As seen from Fig. 4, the trugrigonal structure of KLiSQ is more stable than RbLiSO
temperature behavior of birefringence in KLS is differentand occupies therefore most of the area bounded by the
from its usual patterf-1! phase diagran(Fig. 1). Partial replacement of K by the

The compounds studied by us here have the so-calleldrger cation Rb makes the structure more loose and favors
“point of optical isotropy” on the temperature scale, which stabilization of theP31c symmetry with a larger unit cell
depends both or and on the light wavelength, because theyvolume®®
are characterized by a large birefringence dispersion. The
birefringence changes byn~1x102 from the red to
green wavelength region. While in principle this offers a
possibility of using these compounds in narrow-band optical
filters, merohedral twinning poses an insurmountable ob-, - ) )

. . . S. V. Mel'nikova, V. A. Grankina, and V. N. Voronov, Fiz. Tverd. Tela

stacle on the way to implementing this idea. (St. Petersbuig36, 1126(1994 [Phys. Solid Stat@6, 612 (1994)].

Studies of the RIK;_,LiSO, solid solutions with  2s v. Melnikova, A. D. Vasiliev, V. A. Grankina, V. N. Voronov, and
x=0.10, 0.15, 0.20, and 0.50 below room temperature were K. S. Aleksandrov, Ferroelectrics70, 139 (1995.

2 . .
r in Ref. 11. It w h \?v’n h KL r | with K. Kawamura, A. Kuramashi, N. Nakamura, H. Kasano, H. Mashijama,
started € t was shownthat a Sc¢ ystal L S. Nakanishi, and H. Itoh, Ferroelectrit65 279 (1990.

added Rb undergoes the same PT as a pure one. Adding R shiroishi, A. Nakata, and S. Sawada, J. Phys. Soc.4ra11 (1976
shifts the trigonal-hexagonal transition toward higher tem-S5p. E. Tomaszewski and K. Lukaszewicz, Phys. Status Soli@ilAK53
peratures, and the PT to the ferroelastic phase, toward lowe(1982. , ,
temperatures. On the whole, our results are in accord with7$' 5 LO “;iﬁﬁe;”;'fg ggfgﬁsafgg:s?((fg%?
the conclusmns-of Ref- 11. F_lgure 1 ShpWS, however, that the’s. Bhakay-Tanhane, C. Karunakaran, and C. Vaidyo, High Temp. High
phase boundaries in our diagrams disagree markedly withPress16, 91(1986.
those quoted in Ref. 11. We observed a stronger effect of \l’\éo*i'(elzn;%””' F.J. Schier, and A. S. Chaves, Solid State Comm@H,
su.bs.tltutlon on the .transmon temperaturgs. The reasons fag; Leif3o, A. Righi, P. Bourson, and M. A. Pimenta, Phys. Re\®
this lie possibly in different conditions of birefringence mea- 2754(1994.
surement. In our measurements, the sample was freé&R. L. Moreira, P. Bourson, U. A. Léita A. Righi, L. C. M. Belo, and
whereas in Ref. 11 it was subjected to uniaxial compressiop,M- A- Pimenta, Phys. Rev. B2, 12591(1995.

. . s S. Fujimoto, N. Yasuda, and H. Hibino, Phys. Lett.184, 42 (1984).
of 50 bars. Such compression is capable of shifting the tem-

perature of the ferroelastic PT up by 7*KA similar effect  Translated by G. Skrebtsov
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Boundary conditions for narrow-gap heterostructures described by the Dirac equation
A. P. Silin and S. V. Shubenkov
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(Submitted September 15, 1997
Fiz. Tverd. Tela(St. Petersbung40, 1345-1346July 1998

Boundary conditions are obtained for narrow-gap heterostructures formed by semiconductors
whose energy spectrum is described by the Dirac equation. The case where the carrier mass
exhibits axial anisotropy is analyzed. A helicity operator whose eigenvalue is conserved

over the entire heterostructure is generalized for anisotropic heterostructurdD9&®American
Institute of Physics.S1063-783M8)03607-1

It is well-known' that a whole range of narrow-gap wherelX are the components of the unit vector along the axis
semiconductors such as IlI-V and IV-VI compounds can beof anisotropy, and; andv, are the Kino matrix elements
described using an equation similar to the Dirac equation irparallel and perpendicular to the axis, respectively. These
guantum electronics, where the velocity matrix element formatrix elements are related to the effective electron and hole
the interband transitions plays the role of the velocity ofmasses, which are equal in the Dirac model, by
light. In descriptions of narrow-gap heterostructures, the=(A/vH2), mLz(A/vf). To solve the problem, we assume
problem of boundary conditions arises. The Dirac equation ishat the boundary is a certain transition layer of fairly small
a first-order equation and thus, at first glance, the wave funahickness 2, within which all the parameters differing from
tion should be continuous at the boundary. However, when ane semiconductor to the other, vary. We also assume that
factor with a higher-order derivative varies on passingthese parameters vary fairly smoothly within the layer from
through the boundary, a more thorough analysis is required; , v, , A=, G~ for z=—a on one side of the transition
similar to that made for the Schiimger equation, when a layer tOUH+ ,v, A", G* for z=a on the other side. We can
factor with a higher-order derivative also varies, specificallynow write an equation which describes the free electrons and
the carrier mas$? holes in the entire structure by replacidg G, andv! in

We shall consider the case where two narrow-gap semiformula (1) with the functionsA(z), G(z) v!(2):
conductors are in contact along a planar interface, each de-

scribed by a corresponding Dirac equation A(2)=A", G(2=G~, vl(z2)=vl", z=-a,
Eg(r)=Huy(r), A(2)=A", G(2)=G*, vi(=vl*, z=a. @
H=a'v; p;+BA=+G™. (1)  Thez axis is perpendicular to the layers of the heterostruc-

ture. Note that here we describe a more general case of
Here o and,@ are Dirac matricesﬁ)j is the momentum op- nharrow-gap heterostructures compared with that considered
erator,(r) are four-component functiond,*, G*, andv ™ in the rev_iew% because we allow the matrix elements of the
are the half-widths of the energy gaps, the work functionsyelocity v! to vary (examples of these systems are given in
and the rates of the interband transitions for the fitstand ~ Ref. 6. Thus, we need to modify the kinetic term in E@)
second () semiconductors. We also assume that the Bloctwhich is given for constans{, so that the Hamiltonian re-
functions in both semiconductors are the same. The cag®ains Hermitian. As a result, we obtain
where the Bloch functions differ was discussed in Ref. 4. ' .
Note that unlike the Schidinger equation, near-boundary — H=1/2a'vl(z)p;+a'pjul(2)+BA(2)+G(2).  (4)
(interface states may appear for the envelopes in the Dirac
equatior® This evidently indicates that an adequate descripin order to obtain the boundary conditions, we need to estab-
tion of narrow-gap heterostructures may be obtained usinish how the functionsj(x,y,a) and #(x,y,—a) are related
an envelope function approximation. The indicesvbfare  fora—0, i.e., fora of the order of atomic distances. Assum-
associated with possible anisotropy in the rate of the intering that Eq.(4) is symmetric with respect to transverse trans-
band transitions. For IV-VI semiconductors, this anisotropylations, it can easily be integrated overandy, thereby
is axiaf and thus we confine our analysis to this case. Waereplacing the operatorg[)(, |E)y) with the quantum numbers

then have (dx, gy). Then, integrating Eq4) overz between the limits
. , . , [—a,a], using the fact thaa is small, we neglect part of the
vi=ylil+v, (8-1D), (2 terms

1063-7834/98/40(7)/2/$15.00 1223 © 1998 American Institute of Physics
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n I(z l(z) XAl
a'vl(2)n; ‘f;( ) +1/2a '( n;#(z)=0. (5) w<+)=exp|’—|52]w( ), (8)
Here, and subsequently=(0,0,1) is the unit vector in the Here
direction of thez axis andA=1. Note that this equation _ @ b i
gives continuity of the normal current component whichisa X= (v, (v cO 2¢ by ST ¢)
necessary condition at the interface. Equatibnis easily v
solved on the segmeft-a,a] after multiplying it from the
left by a'v!(z)n;. After integrating Eq.(5), we obtain the A (a.a )S'r‘(2¢)( -~ ta%)
following boundary conditions: 1+(a ,a")

Voryt= \/Texp[—l— ]t//” (6) —(U”_UL)ZSinZ(M)Xn,

v? 4

Here 1/ZA=1/2((‘;r ?}) is the spin operatorg are the Pauli g =(I*—(I*,n)n/\1— (1" ,n 2) |* -are the unit vectors

matrices, anng the anisotropy axis on both sides of the interface, and
~ +7 3 v=vt=0" is satisfied in this case.
= + in? :
v \/U” cosg+o "SIt e, For anisotropic heterostructures we also need to gener-
ot - alize the helicity operator
1 1
¢=arctan — tan ¢ | —arctag —tan ¢ |, ~
v v b__- (a, 9 _ ; (,[na.]) ©
—% _
¢ is the angle betweemandl, they axis is orthogonal to the 727, aL

(n,l) plane and coincides with the axis of rotation fronto Here 3,0 and?, are the Dirac matrices arg = (g, 0y:0). In

|, exp{—i (4/2)3,,} is the operator for rotation by the angle  the isotropic case, this operator retains its value on passing

about they axis, llf(ﬂ_ y(a), andyt)=y(—a). Inthe iso-  through the interface. In the anisotropic case, it corresponds
tropic caseg vanishes and the boundary conditions becomeo the operator

simpler

\/v‘*":p(*'):‘/v—:z(—)_ (7) pP=—
It was shown in Ref. 6 that, compared with the ordinary

boundary conditions whereby the wave function is
continuous, the boundary condition&) do not influence the

~ ikvimnmvf-qisijk
0T i (10
lvpn™]d, ik
which commutes with the Hamiltonia).
This work was supported financially by the Russian
f. Fund for Fundamental Resear(@Projects Nos. 96-02-16701

determination of the energy spectrum in problems with di d 97-02-163 d by the M ‘s
ferent quantum wells and also do not influence the amplitudém ; 46and by the Ministry of SciencegProject
No. 97-1087 “Nanostructurey.

of scattering from a planar interface. However, the boundary
conditions(6) and(7) substantially alter characteristics such
as the probability density and the spin density. In particular,1
for the quantum well considered in R&— whereA andG

are the same for the quantum well and the barrier and®nly g gastard, Phys. Rev. B5, 7584(1982.
varies, being greater in the quantum well than in the barrier3A Sasaki, Phys. Rev. B0, 7016(1984.

— the carrier localization in the well increases as a result of S. G. Tikhodeev, JETP Let63, 171(1991].
the boundary Cond|t|0n$7) B. G. Idlis and M. M. Usmanov, Fiz. Tekh. Poluprovod§, 329 (1992

[Sov Phys. Semicon@6, 186 (1992].
We also considered the case of a bicrystal, i.e., the casea v. kolesnikov and A. P. Silin, zh. Esp. Teor. Fiz109, 2125(1996

where a crystal is rotated by the angfeabout then axis, [JETP82, 1145(1996].

where UH* = UH* =v| and vir =v, =v, . Integrating expres- A. 1. Akhiezer and V. B. BerestetskiQuantum ElectrodynamicViley,
. . . New York, 1965; Nauka, M 1

sion (5) under the same assumptions as before, we obtain the'\¢ YOk 1965; Nauka, Moscow 1969

following boundary conditions: Translated by R. M. Durham
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Linear circular dichroism in nonlinear absorption of light in a quantum well
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Fiz. Tverd. Tela(St. Petersbupg40, 1347—-1349July 1998

The far infrared absorption spectrum caused by optical transitions of holes between size-
guantization subbands is calculated f@iGaAs/AlIGaA$001) quantum-well structures. The
selection rules for optical transitions at the center of the two-dimensional Brillouin zone

are determined. Allowance is made for resonant saturation of one-photon electronic transitions
between size-quantized subbands of light and heavy holes. The linear circular dichroism

in one-photon nonlineairesonantand two-photon absorption of light in a size-quantized well
are investigated. ©1998 American Institute of Physids$5$1063-78308)03707-1]

Experimental and theoretical studies of optical phenomihose for a bulk sample in that the normalization voluvhis
ena in quantum-well structures are now appearing increaseplaced by the are& and also summation over the three-
ingly frequently(see Ref. 1 and the literature cije@ind are  dimensional wave vectdt={k, ,k, Kk} is replaced by sum-
mainly examining optical transitions between size-mation over the two-dimensional wave vector and over
guantization subbands of the conduction and valence bandke indices of the size-quantization levels.
in semi- In the limit of infinitely high barriers, the matrix element
conductors. of the rate operator for thdr{fm)—(I'n"m’) intersubband

We shall investigate the absorption of light in a semicon-optical transitions in a structure witf{[ 001] with the quan-
ductor quantum well caused by optical transitions betweetum well k, =0 has the form
size-quantization subbands of light and heavy holes. In order
to identify the main laws governing the absorption of polar- O
ized light, we consider the simplest case of an infinitely deep eV
symmetric quantum wellwe neglect the absence of a center
of inversion in 1I-V semiconductoys +B[J;.J1€ Jmm}- )

It is known that confinement of the transverse motion of
an electron in a quantum well leads to size quantization o
the transverse component of the quasimomentlgh (see )
Refs. 1-3. This quantization leads to splitting of each en- (ny_ 1 2n'n
ergy branch of the valence band into two-dimensional sub- Z dp2_p2
bands. In this case, the states of free holes are characterized
by the two-dimensional wave vectdr, ={k, k,} and the m,m’'==+3/2,+1/2,J, -are the matrices in the Lattinger—
subband numben. Fork, =0 the states of heavy holeB)(  Kono basisg is the polarization vector of the lighty andB
with the projection of the momentum= *3/2 on the prin- are the semiconductor band paramétens,m’ = +3/2 for

2
=— k" {(A=XB)e,Smny

’n'm’,lnm_ﬁ z

Here we have

[1-(—1)" "], @)

cipal axis of the structure and light hole [) with m= I,I"'=h; mm’'==*x1/2 forl,l’ =I.
+1/2 do not mix and they are described by two independent It can be seen from Eq$2) and(3) that in the model of
series with the energy infinitely high barriers, the selection rules for the optical
an\2 42 transitions at the poink, =0 have the following form: for
Eﬂ=(—) S the €|z polarization the n)— (hn’) and (n)—(In") tran-
d /) 2m, sitions are allowed and for thelL z polarization the (in)
n\2 %2 —(In") transitions are allowed, whereandn’ have differ-
|°: (F) 2_m| (1) ent parity. Note that for am-type GaAs—AlGaAs structure

intersubband optical transitions are forbidden for thez
wherem,,(m,) is the bulk effective mass of the heaglight)  polarization.
holesn=1,2,3,.. . ,d is the width of the well. For k, #0 the wave functions of the holes contain im-
We shall also assume that the four Bloch states of theurities of all four statesm= *£3/2,=1/2 and these simple
heavy and light holes are described by the Lattinger—Kongaelection rules are violated.

basi4, multiplied by expik,2), and thez axis lies in thg001] At low temperature, the distribution function has the step
direction, i.e., is directed along the normal to the surface oform 6(E—Eg), whereEg is the chemical potential of the
the wall. holes. In this case, the spectrum of intersubband absorption

It is easily shown that calculations of the coefficient of comprises a set of relatively narrow peaks corresponding to
light absorption in a quantum-well structure differ from hl1—hn,In transitions. Each peak is bounded by a region of

1063-7834/98/40(7)/3/$15.00 1225 © 1998 American Institute of Physics
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energiesiw betweenE("—E" (or EM—E" and E{"
X(kg)—Eg (or E(kg)—Eg), where ke is the Fermi
quasimomentum(Ref. 1).

Rasulov et al.

We shall subsequently analyze linear circular dichroism

in linear one-photon and two-photon absorption in quantum-
well semiconductor structures. We shall initially assume

saturation of one-photon optical transitifris in

|ez’|2:C030ev |eli|2:1_|ez’|21 )
and for circularly polarized light
le,|?==sirtg,, |e.|?=1—]|e,|*FP;cosh,, (9

2

where x is the photon wave vector arfél, is the degree of

p-GaAs/AlGaAs structures. The expression for the coeffi-circular polarization.

cient of one-photon absorption in a size-quantized well of

width d can then be written in the form

27w
K(l):|_k E , |Ml(’lr)n'n’,lmn|2A|"5(E|/“'kj.
L smm,
I,I";nn’
~Eink, o), @
1
where
0 (0)
A ffnl)g__fl’n’kj_ )
R Vi s VI

Mf,lg,m,’lnm is the matrix element of thd’'n’m’)—|Inm)
one-photon optical transitionl, is the time of departure

from the resonance region dfbranch hoIesEmkl is the

energy spectrumff,?&L is the equilibrium hole distribution

function (allowing for size quantization and thes function

describes the law of energy conservation for the optical tran(S-Polarized light,
sition given above. We assumed that the carriers are size

guantized along the axis but remain Bloch in the other
directions. In the Lattinger—Kono representafiome then
have

2aD? .
KM= 3 Z |k§nn )|2/~L2n’,1n
h O)nwd n'n
|e/?dQ
) f— (6)
== ) (14 AL |el?)?
where
2 1 1
— )2 -1 _ " -
o= g IO, g
ﬁe’wzﬂwd2
Mln’,ln:MZn’,ln(l_)h)y (7)

 8waT,T,B2

« is the fine structure constan¢¥/c#), the expressions for
m("™ andm(" given in Ref. 1, for example, are not included
here because of their cumbersome nat&regnd D are the
bulk band parameters of the semiconductprGaAs, e’
=eu*iey, e, €, €, are the projections of the polar-
ization vectore on thex', y', andz’ axes which are related
to the direction of the two-dimensional wave vedtor, w is
the frequencyl is the intensity of the exciting lighty,, is the
refractive index of light at the frequenay, and Q) is the
solid angle of the vectdk, . For linearly polarized light we
than have

In anticipation, we note that no analytic form can be
obtained for the coefficient of one-photon nonlinéerso-
nany absorption of light. Thus, we shall subsequently inves-
tigate the intensity of light which satisfies the conditibn
<l,. Then, for thep polarization, i.e.el z, we have

27w

KV=—"""pB2> QW) (10
+ nwﬁ3(l)d3 nn’ nn
where
Q;er)12|/"«2n’,ln||k(zn n)d|2
-~ -1 D% D?
X T (') qi2l =
[a b 3 kel ]BZ, (11

a=78/12, b=35/12 for linearly polarized lighta=1, b
=7/16 for circularly polarized light.

For a different experimental geometry, i.e., felz
we have

2maB?
KV="""— > Q¥, (12)
ﬁ nwh3wd3nn’,s=t mn
where
B+xA ’ ~ ~ Ii ’
S = RERTAE ERS AR
l.=(BXA)IIB, u_=pin s K+=HMon'ins (13

a=1, b;=3/8 for linearly polarized light;a;=1/2, b,
=3/32 for circularly polarized light.

We shall now analyze the case of different, two-photon
nonlinear absorption of light, neglecting resonant saturation
of this optical transition, for which the contribution to the
absorption coefficient has the second order of smallfess.
Then, after simple but cumbersome calculations we write
expressions for the two-photon absorption coefficient in the
form

KﬁZ):K(Z)(d|Z):Kﬁ(J|h+th)’ (14@

K@=K@(eLz)=K(Jn+JInn, (14b)
where

KO 4A+B)? Tt Y

| _(577)23% ho?( #%8 \° | 2waBmg

171128/ 47a d \szD2 ! nwﬁ?’wd?”
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Mﬁgl) ( 5 772>2 1 2 for two-photon absorption and the condition
"omg | 256 i hhw m, mi| pirr e 2ho—Eol V'E— V'|2')
2= 1 E__+3_8 (21) = 2_ 2 (17)
My o Mo myy Migngin - 3ho—Eo(vi — 1))
Inn=din E ? for three-photon ab_sorptic_m,_whekt—:n) or |I;n,) are inter-
A+B) "’ mediate stateg)n) is the initial state, andl’'n’) or |I"n”
a1 1 are the final hole states, amﬁznz'molm .
3 _ Hhh Z'Mi—l ﬁ_“’ 4ﬂ We also consider it appropriate to note that when the
" my w2y Eo, my light is obliquely incident on the wall of the well, the coef-
ficient of one-photon absorptiameglecting resonant satura-
Mo w3\ |72 tion) also depends on the degree of polarization of the light.
_m_hh 1+8M<21) ' This case is clearly not a manifestation of linear circular
hh dichroism in one-photon absorption but is most likely bire-
Jn=3nn(l=h),  Eg=h2m2(2myd?) 1, fringence, which will be considered in a separate study.
/J'|(|nfn ):Mln,l’n’ , (15

a,;==8/3 for linearly polarized light andi;=1,2 for circu-  YFor example, in heterostructures consisting of thin GaAs layers alternating
larly polarized light. According to our calculations, the coef- Z)W'th comparatively wide AlGaAs layers. o
ficient of linear circular dichroism for two-photon absorption ~caculations of the coefficient of light absorption rGaAs/AlGaAs
. guantum-well structures with infinite walls were made for the general case
is 1.5eLz and 8/3 forez. _ _  (fork, #0, T#0) in Ref. 5.

In conclusion, we note that nonlinear absorption of light
in quantum-well structures differs substantially from nonlin-
ear absorption in a bulk semiconductor. This is because in1 ' N _
structures with size quantized wells, absorption of light takes R: Ya. Rasulov, Doctoral Dissertatiém Russian, St. Petersburg1993,
plgcg in the space of.the.two-dlmensm_nal wave vegtor 2B. A. Tavger and V. Ya. DemikhovskiUsp. Fiz. Nauk96, 61 (1969
(similar to the absorption in a bulk semicondugtand be- [sid].
tween size quantization levels. The second stage of light abT. Ando, A. B. Fowler, and F. Stern, Rev. Mod. Phygl, 437 (1982
sorption modifies the selection rules for optical transitions in ,[Mir. Moscow, 1985, 437 pg.

F;. b . = le. f P h b 4G. L. Bir and G. E. PikusSymmetry and Strain Effects in Semiconductors
non Inear a_ _sorptlon. _Or -exameze)’ or two-photon absorp- [Wiley, New York, 1975; Nauka, Moscoi973, 754 ppl.
tion an additional contribution t&'<’ appears as a result of 5L, E. Golub, E. L. lvchenko, and R. Ya. Rasulov, Fiz. Tekh. Poluprovodn.
allowance for the law of energy conservation between the 2%6), 91 (1993 [Semiconductor29, 566 (1995].

P ; ; ; ; ; °D. A. Parshin and A. R. Shabaev, Zhkdp. Teor. Fiz92, 1471(1987
initial and intermediate states. This contribution appears sub [Sov. Phys. JETRS, 827 (1987,

jeCt to the condition ’S. D. Ganichev, E. L. Ivchenko, R. Ya. Rasulov, |. D. Yaroshnifskid
7 — ,2 B. Ya. Averbukh, Fiz. Tverd. Tel&St. Petersbung35, 198 (1993 [Phys.
Minine  ho—Eg(n“—n'?) 16 Solid State35, 104 (1993].

ln. — 2_p2
Moty 2hw—Eg(n'“—n7) Translated by R. M. Durham
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An analysis is made of the region of existence of crystalline order in a system of spatially
separated electrong) and holes k) in two coupled quantum wells for various concentrations
temperatured, and distance® between the layers. A study is also made of crystallization

in a system of electrons in semiconductor structures near a metal electrode for various diktances
between the semiconductor and the metal. Calculations of the crystalline phase were made
using variational calculations of the ground-state energy of the system allowing for pairing of
quasiparticles with nonzero momentum. For a system of two coupled quantum wells,

regions in {T,n,D) space are determined in which electr@n hole charge-density waves exist

in each layer and regions where these charge-density waves are in phase, in other words,
indirect excitons(or pairs with spatially separated electrons and Hole®racting as electric
dipoles, become crystallized. In the electron system in semiconductor structures near a

metal electrode, regions of existence of an electron crystal are also obtain€mjD]} space,
where over large distances the electrons interact as electric dipoles because of image

forces. © 1998 American Institute of Physids$$1063-783%8)03807-9

Two-layer systems with spatially separated electra)s ( phaset! In addition, as was noted briefly in Ref.(6ee also
and holes ) in double quantum wells are now attracting Refs. 11-1% crystallization ofe—h pairs could be achieved
considerable attentiolt,> especially in view of the predicted in a certain intermediate range of low electron and hole con-
superfluidity in such a systefhquasi-Josephson effe&$, centrations.
and unusual properties in strong magnetic fiéfdS Several The main purpose of the present paper is to make a
physical realizations of systems with spatially separated eledetailed analysis of the phase diagram for the region of crys-
trons and holes are possible. Electrons and holes may Hallization ofe—h pairs. We shall consider the phase diagram
formed by laser radiation, they may be transferred to a statef a system of spatially separategh pairs in theT—-n-D
of partial thermodynamic equilibrium in a system of coupledparameter spacdtemperature—concentration—distance be-
guantum wells to which a transverse electric field is appliedfween layers For a two-layere—h system, as will be shown
they may form excitons with spatially separated electronsubsequently forT#0 and the interlayer distancB #0,
and holegindirect excitongand exist in an equilibrium state there exists a finite region of concentrations for which
for times much longer than their energy relaxation times butharge-density wave6€CDWSs) of electrons and holes, re-
shorter than their mutual recombination time. The recombispectively, appear in each layer. There is alsd-aa—D
nation times may be fairly long because of the spatial separegion within the region of existence of the electron and hole
ration of the wave functions of the electrons and hdfda CDWs in which a density wave exists for the indirect exci-
these semiconductor structures, which are also promoted hlgns ore—h pairs (in other words, in this region the CDWs
the application of an electric field normal to the layefas  for the electrons and holes are in phase
well as a result of the localization &f and h in different In small semiconductors in a metal matrix or near a
regions of momentum spagemaking a quasiequilibrium metal electrode electrostatic image forces should play a sig-
state of thee—h system attainable. In this case, the electronsificant role®!’” An interesting physical effect in these sys-
and holes are characterized by different quasiequilibriumiems involves the influence of the image on crystallization in
chemical potentials. It is also possible to have a situatiorihe electron systetf~2° When allowance is made for the
where the spatially separated electrons and holes are inimage forces at a semiconductor—metal interface, the Cou-
state of thermodynamic equilibrium so that their chemicallomb law of interaction is replaced at large distances by a
potentials are the same. This may be achieved in coupledipole law and this is reflected on the phase diagram of the
quantum wells of the second type. system and, in particular, should lead to quantum melting at

The phase diagram of these two-layer systems is of patow concentrationgunlike Coulomb systems®-2° Here, a
ticular interest, especially the formation of condensed phasemicroscopic approach is also used to determine the regions
in this system. of existence of an electron crystal for various concentrations

It has been found that a system of spatially separated, temperature3, and distanced between the semiconduc-
electrons and holes has a fairly rich phase diagram. Unddor and the metal electrode.
certain conditions in this system, excitons with spatially Subsequently, all the quantities are made dimensionless
separatece and h may undergo a transition to the liquid by using the radius and energy of a two-dimensional exciton

1063-7834/98/40(7)/6/$15.00 1228 © 1998 American Institute of Physics
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FIG. 1. Diagram for the Gor'’kov—Nambu Green functions in the Hartree—
Fock approximation for an electron—hole system. The indecorresponds
to the electron layer an@ corresponds to the hole layer.

as units of length and energy,
=(eoh?’l2mé?), E,=(2me*/ eh?).

respectivelya,

1. CHARGE-DENSITY WAVES IN A TWO-LAYER SYSTEM.
HARTREE-FOCK APPROXIMATION

The conditions for the formation of CDWs in a two-
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Fﬁﬁ(rlr,lt)

1
= — gf %(g)(r,r”,t)zl(I’",I‘"',I)F?;B(r"',r’,'[)

1
x d2r"d2r" + gf GRS(r,r",t)

XSF ga(r”,r',t)d?rd?r”,

Faﬁ(rvr,at)

1
— §J Gi(g)(r,r",t)Ez(r",r"’,t)FgB(r’”,r’,t)

Xd2r17d2r17/+ if G?;([g)
SZ

X(r, " OSF p(r",r' tyd?rd?r”,

where 3= (e2F gg(r"”,r"”,0)/[r" =r"|) + (€*Ggp(r” 1" ,0)/
7= 17]) = (€%F g(r 1" QYN[ — T 7[7+ D).

Here G and F are the normal and anomalous Gorkov
Green functions of the quasipartic®sandS is the average

layer e—h system may be analyzed using an expression fofreéa per quasiparticle. The subscriptsand 8 describe the

the free energy of the system with allowance for two types ofayer of excess electrons and holes, respectively; the anoma-
pairing: between electrons and same-band holes and betweklyis Green functiorr,,, describes pairing, with the momen-
electrons and holes in a different layer. The momenta of théum #b, of electronic excitations in the layer with their

pairing quasiparticles differ by the minimum vector of the

reciprocal lattice of the emerging CDW. As a result, a peri-

own holes, i.e., with holes in the electron filling of the
layer. This pairing leads to the formation of an electron

odic density appears along the layers, proportional to the gafgDW with the reciprocal lattice vectds (the period of the

A, (which characterizes the pairing along the layand a
periodic pair density proportional to the gap (character-
izing the pairing between the layerdhe temperature- and
concentration-dependent valuesof and A, are found by

electron lattice is related to the electron concentratidoy
b=27n). Similarly, F 5 describes the formation of a
hole CDW in theg layer. For simplicity we shall assume
that the concentrations of electrons and holes and their dis-

minimizing the total free energy in a self-consistent approxi-Persion laws are the sante, ; is the anomalous Green func-

mation allowing for all the Coulomb interactions of the non-
uniform electron and hole distributions.

tion which corresponds to pairing of excess electrons in the
a layer with excess holes in the layer with the momentum

We shalll first calculate the normal and anomalous Greef b-

temperature functions of a system of spatially separated
andh in the Hartree—Fock approximatidfig. 1).

In analytic form these equatioriseglecting the possibil-
ity of quasiparticle tunneling between layghave the formt
(see also Refs. 6, 22, and)23

G;B(r,r’,t)

1
=G?;&§’)(r,r’,t)——32f GRS (r.r", 0S4 (r,r" 1)
m o 20120 m 1 h(0) "
XFgg(r”,r',t)der"dr _§ Gpgg (r,r",t)
"oem "o.r 20020 m 1
X2o(r", 1" ) F ,g(r" ' 1) dr"d?r +—82

><J Gls (11" S GRa(r",r" yd?r"d?r”,

For the following calculations it is convenient to use
Fourier transforms of the Green functions and mass operators
in terms of the imaginary time and the coordinates. A Fourier
series expansion is performed along one of the coordinates
assuming that the Green functions are spatially periodic be-
cause of the presence of CDWs in the system: for the differ-
ence between the coordinates we use an expansion as a Fou-
rier integral.

We shall solve this system of equations for values of the
control parameters close to their critical values at the crystal
melting point. In this case, we shall allow for one harmonic
of the CDWs with the reciprocal lattice vectbr =b. The
validity of this assumption will be analyzed subsequently.
Then, in the spirit of the BCS approximatiéhwe shall
neglect the dependence of the mass operators of the
electron—hole interaction on the frequencies and momenta of
the quasiparticles. This assumption may be justified by the
fact that the values of these parameters which make the larg-
est contribution to the Green function are small. The small-
ness of the mass operators is associated with the closeness of
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the system to the critical point while the smallness of the

characteristic momenta is associated with the low concen-
trationsn for which a Wigner crystal existspn'?) (Ref.
25). Under these assumptions, we can assumethands,,
are constants®,;=Aq, 3,=A,.

Assuming the proposed symmetry @f and h, the
anomalous Green functions for the electrons ondhend 8
planes are the samg;,, ,=F . We shall then solve the
problem for momentg close tozb. Thus, we can set

#2b?
- 2m

, 1)

&b
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i
pe(r):p(r):_NFaa(t:_ovr)v (5)
whereN is the number of electrons on theplane.
We find for p,(r)
VETAT+AS

" nAlthTsm(br) ©

ry= ,
o VE+AT+ A3

wheren,=n,=n. Thus, the electrons on the plane form a
CDW whose amplitude is equal to the factor at by

wherem is the reduced effective mass of the electrons angvhich is proportional toA;. Note that the argument in

holes,m,=m,=m.

sin(r) is determined to within an arbitrary phase. On ac-

The free energy of the system in the Hartree—Fock apcount of the symmetry oé andh, the same expression de-

proximation is given b$*

)
For= =53 [ 160(0.0)1 (G (0y.p) -G

d’p

X (27h)?’

©n,p)] (2

where w,=(2n+1)#T. From Eq.(2) using the Hartree—

scribes the CDWs for holes on tieplane but in general, the
phase for sirtfr) may differ from the CDW phase for the
electrons(see below Consequently, the condition;#0
corresponds to the appearance of CDWSs of excess electrons
on thea plane andbecause of the assumed symmetry of the
layerg excess holes in th@ plane, with these waves not
generally being in phase.

By analogy with expressionis), the densityp,(r) of
pairs (of indirect excitons for a quasiequilibriua—h sys-

Fock approximation described above, we find the free eNergitm) of spatially separated excess electrons and holes can

Fue of a system withe—h pairing in each layer and between

layers
Vér+AT+AS
, (Af+A§)tanhT _ o
= — —+ ,
HF 4\/§§+A%+A§ coul

whereE_,, is the direct Coulomb energy of a system with

electron and hole CDWs in the and B layers, respectively,
assuming that these CDWs are in phadescribed by the
function p,(r))

Ecou™ ezj

where p,(r) =pd(r)=pp(r) is the charge density wave of
electrons in thex layer and holes in thg8 layer, respec-
tively, p,(r) is the density ok—h pairs of spatially separated
electrons and hole¢Eq. (4) gives the energy per particle
rather than pee—h pair). Integration in Eq(4) is performed
over distances between 0 angr() /2, wheren is the ex-
citon concentration(i.e., integration is performed over a

pa(r)pa(r’)d?rd?r’
=]

p2(r)pa(r')d?rd?r’
[r—r'|2+D?

(4)

also be expressed in terms of the Green funckgp. As a
result, we find

Vér+AT+AS
2T
VE+ATHAS

nA, tanh

sin(br)

pa(r)= @)

For A,=0 the density wave of spatially separateeh
pairs (or excitong disappears, i.e., foA;#0 and A,=0
electron and hole CDWs exist on theand 8 planes but they
are not in phase.

In order to find the Green functions of the quasiparticles,
we confined ourselves to a single harmohic=b when
solving the system of equations, i.e., we assumed that the
CDW is sinusoidal. In this case, the free energy of the sys-
tem only contains two variational parametérg and A,. If
we were to take into account the next terms of the sum in the
system of equations, the number of variational terms would
be greater than two. The total free energy minimized for a
larger number of parameters will be lower for a giveand
h concentration. Thus, the threshold concentration obtained
here, for which the crystal becomes unstable relative to the
transition to the liquid phase, is an upper limit.

In a two-dimensional system, a crystal with a triangular

single CDW period which in the approximation used is simi-lattice?® comprising a set of identical CDWs is stable. The

lar to integration over one unit cell of an electron crystal triangular crystal is a set of three phased CDWSs having wave
The first term in Eq.(4) describes the repulsion of like vectors equal in modulus but whose directions form a closed
charges in each layer. The second term corresponds to tligangle. In the standard approach adopted by us, the condi-
effective attraction of electrons in one layer for holes in an-tions for independent formation of each of these CDWs are

other.
The electron density in one laygg(r)=p4(r) may be

essentially studied, i.e., the energy of commensurability of
these three CDWs is neglected. This is justified at the CDW

determined using a rearranged Hartree—Fock approximatiofiormation threshold, where the CDW amplitude proportional

The density is expressed in terms of the Green function

to A, is negligible(it has a higher order ia; than the CDW
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energy calculated aboyeSignificantly crystallization for a By analogy with the reasoning put forward in the section
two-dimensional electron crystal is continuolgee Ref. 27 for a system of indirect excitons, we use the Green functions
and the literature cited in the Hartree—Fock approximation described above to find

the free energyFyr of a system withe—h pairing in each
layer and between layers

2. CRYSTALLIZATION OF ELECTRONS IN A VEe+A2
2
SEMICONDUCTOR NEAR A METAL INTERFACE Actanh—=——
Fi —2T E (8)
=— +Eg;
H H H ; HF dip»
Electrons in a thin semiconductor near a metal interface 4,/§b?+A2

interact according to the lawU(r—r’)= (e¥|r—r’]) ] i ] , ,
— (e¥[r—r'[?+4d?), where the second term correspondsWhere,EdiP is .the direct dlpqle energy assougted with the
to the attraction of one electron to the electrostatic image ofePulsion of like charges with allowance for image forces,
another [r—r’| is the distance between the electrons along®" @ System with CDWs in the electron layer,
the surface and is the distance from the mejal
If the characteristic distance between the electrons Egp= 2e?d? j
is substantially larger than the distance from the interface
[r—r'[>2d, then U(Jr—r')~(2e°d%|r—r'|%), i.e., at wherep(r) is the electron charge density wave in the semi-
large distances the electrons in the semiconductor near thgnductor layer. In Eq9) integration is performed over dis-
metal interact according to the dipole law. Electrons above @ances betweend and (wn) /2, wheren is the exciton
thin film of helium above a metal electrode interact similarly. concentration(i.e., integration is performed over a single
The conditions for the formation of CDWs in a two- CDW period which in the approximation used, is similar to
layer e~h system may be analyzed using an expression folntegration over a single unit cell of the electron crystal
the free energy of the system assuming pairing of electrons By analogy with Sec. 1, using the Green functions, we
with same-band holes in the semiconductor, which are affind for p(r)
tracted to the electrons, with allowance for the image forces
according to the dipole law(|r—r'|)~ (2€?d?/|r—r'[3).
The momenta of the pairing quasiparticles differ by the mini-
mum vector of the reciprocal lattice of the forming CDW. As p(r)= JEE+ A2 '
a result, a periodic density appears along the layer, propor- b
tional to the gapA which characterizes the electron—hole wheren is the electron concentration. Thus, if allowance is
pairing (with a difference between the quasiparticle momentanade for image forces, two-dimensional electrons form
b associated with the reciprocal lattice of the forming elec-CDWs whose amplitude is equal to the factor at Isi(
tron crysta). The temperature- and concentration-dependenithich is proportional ta\. By virtue of the above condition,
value ofA is obtained by minimizing the total free energy in A#0 corresponds to the formation of CDWs from excess
the self-consistent approximation allowing for all the dipole €lectrons with allowance for image forces.
interactions of the nonuniform electron and hole distributions
with allowance for image forces. 3. ANALYSIS OF RESULTS. PHASE DIAGRAMS
The equations for the normal and anomalous Green
functions in the Hartree—Fock approximation, renormalized For a two-layer system it follows from the condition
because of the electron and hole pairing, have the form  A;=0 that the critical melting points and concentrations of a
two-dimensional unphased crystal in one layer do not depend
on the distanc® between the layerén the unphased case
the average distance between the layers in the self-consistent
approximation is zeno For T=0 the region of crystalline

p(r)p(r’)d?rd?r’

r=r'|?

, (©)

nA tanhT sin(br)

(10

1
Gh(r’r’,t)=Gh(O)(l’,r/,t)— gJ Gh(o)(r,r”,t)

XE(r" " OF (", Hd?r"d?r” phase in one layer begins from=0 (r,=) and the crystal
melts atr =55 (wherer ;= (7n) ~/?). At final temperatures,
+i GMOr r HSGN(r" v t)d2rd?r, the crystal melts at two points which approach each other
s? with increasing temperaturéFig. 2. At T=2.5x10 2% a
crystal does not exist for any concentrations. Ber o the
F(r,r',t) exciton-density wave cannot exist. Wh&r-0, the exciton-

density wave melts at two concentrations which become in-
=— if GEO(r r" S (r",r" H)EN(r™ v’ t)d?r"d2rm  creasingly separated with decreasidg
s? We constructed phase diagrams of the system which
comprise graphs of{ andT5 as a function ofng" andngj,
i if GO e S F(rr 1) d2rd2r” for variousD, wherenS" and TS -are the concentration and
? Y v ’ melting point of the CDW in one layer amgf}, and T5 are
~ the concentration and temperature at which the phased prop-
where 3= (2e2d?F(r",r",0)/|r"—r"|%) + (2€?’d®G  erty of CDWs positioned in different layers disappears. Fig-
X(r" e 0)/|r"—r"|3). ure 2 gives these graphs f&r=3.0 and 5.0, which shows
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20+ 7] FIG. 3. Critical melting pointsT in a two-dimensional electron system
| I 4 allowing for image forces as a function of the concentratio — in units
~ L _ of 1°Rys, Ry;=(2m*e%/#2%¢), n — in units of 1Ga; 2 a}
=(h2e/2m* €?). The distance between the semiconductor and the metal is
i b d=7.0 (1), 6.0(2), 5.0(3).
10 7]
B ce ]
r \ CDWs formed on different plandse., regions of existence
) 1 i 1 1 1 { . . p . g
0 2 5 0 of a dipole crystal of indirect excitons
n Thus, threshold regions for the existence of electron and

FIG. 2. Critical melting pointsT in a system of spatially separated CDW hole CDWs have been obtained for a system of spatially
electrons and holeghe upper line corresponds to the loss of crystalline S€parated electrons and holesTirn—-D parameter space
order in the electron and hole states on one plane and the lower line corrétemperature—concentration—distance between layé&s-
sponds to melting of the exciton crystals a function of the concentration gions of phasedthe existence of an exciton crys)taind

n: T — in units of 1GRy% , Ry5 =(2m*e*/%2¢), n in units of 1Ga% 2, ; L .
a = (#2e/2m*e2). Distance betwees andh layersD =3.0 () and 5.0(b) independent CDWs in different layers have been determined

Arbitrary notation:L — region of liquid,C — region of unphased andh in T-n-D parameter space.
crystals, andC C — region of existence of exciton crystakgion of phased For a two-dimensional electron system where allowance

e andh crystalg. is made for image forces formed in a semiconductor near a
metal interface, an electron CDW undergoes melting if
A=0. Crystallization takes place in the two-layer system in
that at below-critical final temperatures, for fixed value®of a narrow range of concentrations'(d)<n<n$'(d) and
there are two regions of crystal instability relative to the quantum melting of the crystdhs a result of zero-point vi-
transition to the liquid. At final temperatures within the re- brationg occurs at two points'(d) andn$'(d).
gion of existence of electron and hole CDWSsénand h We constructed phase diagrams of the system compris-
layers, there is a region of existence of an exciton-densityng graphs ofT® versusn®' for various distanced between
wave of spatially separatedandh (i.e., a region of in-phase the semiconductor and the metal, whafé and T are the
e andh CDWs). concentration and melting point of the electron CDW in one
If the conditionA;=0 is satisfied, melting of the CDW layer. Figure 3 gives these graphs &b+ 7.0, 6.0, and 5.0. It
occurs on one plane. lA,=0, the phase property of the can be seen from Fig. 3 that at below-critical final tempera-
CDWs formed on different planes disappears, i.e., the excitures for fixed values ofl, there exist two points where the
ton crystal melts. Crystallization in a two-layer system takescrystal is unstable relative to a transition to the liquid.
place in the narrow range of concentration§'(D)<n One of the author§Yu. E. L)) is grateful to delegates at
<n$'(D) and quantum melting of the cryst@s a result of the Conference on Low-Dimensional Electron Systems
“zero-point vibrations”) takes place at two points$'(D) (Dresden for useful discussions of the results.
andn3'(D). An analysis of the conditioth,=0 shows that This work was supported by grants from the Russian
in the ground state and at low temperatures electron and hokund for Fundamental Research, INTAS, and the Interna-
CDWs on different planes are in phase. Within thel, and  tional Scientific-Technical Program “Solid-State Nanostruc-
D ranges of existence of independent CDWSs in each layettures.” The work of one of the author®©.L.B.) was sup-
the phase diagram of the system shows phased regions pbrted by the ISSP Program “Soros Graduates.”
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A statistical approach including direct correlation functions is applied to study the influence of

the surface confining the nematic liquid phase on the Franck elastic coefficients. Specific
calculations are made for a model system composed of ellipsoidal molecules interacting by means
of the Gay—Berne potential near the interacting surface.1998 American Institute of
Physics[S1063-783%8)03907-0

In an ideal single crystal of a nematic liquid crystal the — f,,=+ (kp,— kyg) #[N(VN)+NnXV Xn], (7)
molecules are oriented on average along the direci@tef.
1). However, the presence of confining surfaces impairs thisvherev is the external normal to the surfaBeconfining the
ideal configuration. Distortion of the order occurs and thisnematic liquid crystal and the last term in E&) describes
varies from one point to another. For an axial nematic liquidthe energy associated with the confining surfSce
crystal these distortions are described by the traceless sym- In the most conventional treatment in liquid-crystal

metric tensor physics, the expression for the free ene(gy only takes
1 account of the contribution§g and fg (Ref. 1) while the
Qij:EQ2(3ninj_5ij)r ) divergent contributiond 15+ f,, are usually ignored since

these do not alter the corresponding Euler—Lagrange equa-

whereQ,=(P,(coss)) is the order parameter, ogs=nk, k  tion.
is the unit vector directed along the long axis of the molecule It was shown in Ref. 2 that, when contributions of the
i, P, is the Legendre polynomial of order Ref. ) 5; is  type k.5 are taken into account, the standard variational pro-
the unit tensor, and the angular brackets denote the statistice¢dure to determine the director field becomes more complex
average. since the continuity of the director field is violated near the

The distortion of the director fielsi(q) may be deter- confining surface. It was recently shown that near the con-
mined by minimizing the functional of the free energy den-fining surface the coefficients akg; # 0, which means that

sity the coefficientsk,3 can be renormalized by introducing an
effective dependence on the transverse and longitudinal
1 bending However, this approach has been strongly criticized
f="fo+Kijn; ;+Kijhi jict+ EKijkIn| N+ (2 . : e e .
since the idea of discontinuity of the field(q) near the

wheref, is the energy density of the undeformed stétg, confining surface is a theoretical artifct.

Kijx» andK;;, are the elements of the elasticity tensors, and At the same time, without detracting from the impor-
n;,;=an;/ax; . In the bulk of the nematic liquid crystal we tance of allowing for the contributions of the coefficiekis

find K;;=0 and the contributions of the typ€;n; ;, may andk,,, it should be noted that th.e coefficients d{r&Qz,. .
be expressed in the fofm and thus they depend on the distance from the confining

surface since the order paramefgrin turn becomes a func-
f131 f24=kiaV(NVN) = (K13t Kog) V[NVN+NXV X N], tion of this distance.
) Here we shall attempt to investigate the influence of the

whereas the other important part of the functional, proporsurface on the Franck elastic coefficients by applying previ-

tional to the squares of the derivatives of the director, may b&usly developed statistical approaches using direct correla-
written in the Franck forrh tion functions!®!* A feature common to all these ap-

proaches is that they are based on density functional theory
fF=E[K1(Vn)2+Kz(nVXn)2+K3(n><V><n)2]. 4) and the fiqal derivation of the calc.ula.tion dependences for
2 the coefficientK; of a system of uniaxial molecules uses a
scalar approximation of the direct correlation function
C(qij.& ,§), whereq;; is a vector connecting the centers of
B gravity of two molecules, and, ande are unit vectors di-
F_J deFJrf dS(f13+f24)+f dSt, ®) rected along the long axes iohndj molecules, respectively.
According to the model proposed in Refs. 12 and 13, we
haveC(q;; ,& ,g)=C(|q;j|/0)=C(y), whereo is the width
f13=Kkq3(wn)(Vn), (6) of the potential well of the Gay—Berne intermolecular poten-

Thus, the final expression for the free energy has the form

where

1063-7834/98/40(7)/3/$15.00 1234 © 1998 American Institute of Physics
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tial, which is determined by Eq$8)—(10) in Ref. 14. The Using the order parametefd,, Q4, and Qg calculated
authors of Ref. 11, on the other hand, proposed a simplausing the single-particle distribution function of the molecu-
approximation  C(q;; ,& ,g)=exp(—BP(q;;,6,6))—1, lar orientation determined in Ref. 18, we calculate the di-

where 8= (kT) "%, k is the Boltzmann constant is the mensionless Franck elastic mod#li /K, K, /K, andK3/K
absolute temperature, anbl is the interparticle interaction as a function of the distance from the interacting surface
potential. using two approaches: Refs. 12 and 13 using E8js:(10)

Specific expressions for the coefficierfs in the ap- and Ref. 11, using Eq$11)—(13). The interaction potential
proach proposed in Refs. 12 and 13 are written in the formof the ellipsoidal molecules forming the nematic phase was
taken in the Gay—Berne forth

Ky
= 1+a(5-92), tS) 0o\ 12 [0\ 8
q)(qu 1&1%):4808(a!e11QJ) r_ - r_ ’ (15)
Ky ij ij
K ~17a(l+32), ©) wherer;;=|q;| - o(e ,&.8;)+ 0o, & and e are the unit
vectors directed along the long axes of ellipsoidal molecules
& —1-4a(1-32), (10) i andj, respectivelyg;; is a vector connecting the centers of
K the molecules, and;=q;;/|q;;|. The parameters of the po-
whereK = (1/3) (K, + Ko+ Ks), tential en.ergya(ell,ej ,&;) and the dimensi.ortr(el',ej ,aj)
are functions which depend on the relative orientation of
- Q4—Qs - w’—1 B y>—1 moleculesi andj and are given by Eqg3), (4), and (8)—
T Q,—-Q’ a= A2 +2)’ 0= 211’ (10) in Ref. 14, respectively. These functions also depend on

the shape of the molecules, which is determined by the pa-
andy=ay /o, is the ellipticity of the molecules forming the rametery (denoted byo)/o, in Ref. 14 whereg) is the
nematic liquid crystal, where is the length of the major |ength of the major semiaxis of the ellipsoidal molecule and
semiaxis, andr, is the length of the minor semiaxis of the ¢ is the length of the minor semiayjsand on the energy
ellipsoidal molecule. The expressions for these coefficientparameter, /¢, in the notation used in Ref. 14. The values

in the approach described in Ref. 11 have the form of the parameterg and v in these notations were taken as 1
K, and 2, respectively.
K= 1+ a1—324, (11 The presence of a solid wall presupposes that molecules
forming the nematic phase occupy the half-spagd) (the
K, coordinate system is chosen so thatxhexis coincides with
K ~172a1-12, (120 the normal to the surface and thaxis is oriented so that the

director lies in thexz plang. The wall also interacts with the

Kz nematic molecules by means of the potential
K lrataz, (13
2w Ew 2 (0)s) 9 0o 3
where a;=2t, t=(R?>-1)/(7R?+20), z;=a;+Q,/Qy, P@x)=3 518 5] o] | (16)
a,=(27/16%, andR=y+ 1. The quantitieQ,; (i=1,2,3) Tw W W

have the same meaning as the order parameters. For instangge energys,, and dimensionab,, parameters depend on
the results of calculating the coefficients of elastidityin  the orientation of molecule and are determined by expres-
the bulk of a nematic phase formed by ellipsoidal moleculessions (20) and (21) from Ref. 18, respectively. The energy
interacting by means of the Berne—Pechukas poténtial parameters, =&, determines the interaction of the wall
showed that as the coefficient of ellipticity increases, the with the molecules of the system amdis the distance be-
ratio of the coefficients of transverse and longitudinal bend+ween the molecule and the watl= (e x &y ,€i ).

ing K3/K; increases while the ratio of the coefficients of We shall subsequently usg as the unit of energy and
twisting and longitudinal bendinl,/K, decreasef’ltwas &, as the unit of length and in this notation, the proposed
also demonstrated that the experimentally confirmedheory also includes several independent parameters: the di-

relationt’ mensionless volume* =v/o> and temperaturd=kT/z,
5 K, and also the parametessand y, which reflect the degree of
0.5<K—<3.0, 0.5<K—<O.8 (14 interaction of the wall with the system molecules and the
1 1

nature of the ellipticity of these molecules, respectively. The

is satisfied over the entire temperature range of existence ddist parameter was taken gs 3.

the nematic phase. The results of the calculations are plotted in Fig. 1. It
For a nematic phase confined by an interacting planshould first be noted that the values of the Franck coeffi-

wall, the order parametefd,, Q,, andQg vary with distance cients calculated using both approaches formulated in Refs.

from the confining surface. The results of the calculationsl2 and 13, and in Ref. 11 converge with increasing distance

show that the influence of the wallegardless of the nature from the wall. The dimensionless twisting coefficidf /K

of the interacting surfageonly extends to a few molecular calculated using both approaches depends weakly on the dis-

layers and is mainly determined by the character of the intancex; from the interacting surfadeurve5 was calculated

termolecular correlation$, using Eq.(9) and curves using Eqg.(12)] whereas the coeffi-
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20 Thus, a previously developed statistical mdgievhich
- 1)/0'3=0.2 a}llows for correlations between the translationalland orienta-
E. 0 tional degrees of freedom of the molecules forming the nem-
.. ‘ atic phase was used to describe the Franck coefficients of
*. elasticity near the interacting surface. The results of the cal-
-~ culations showed that the values of the elastic moduli near a
_3_._-.__._0 strongly interacting surfaces,,=5¢,) calculated using the
. Ky /K s_tatlsncal approach Wh|ch_ mcorpor_ates a scalar approxima-
- tion of the direct correlation functiotf;®® are appreciably
T higher than these moduli calculated using the approach from
"'~---_..‘2,<;:___ T X, /K Ref. 11. This difference is several times for the coefficients
7 2 T “ of longitudinal bendingK;/K and slightly less for the coef-
- s ficients of transverse bendirg, /K. This can be attributed
. / to the fact that, because of the more accurate approximation
- VA~ of the direct correlation function achieved in the approach
. g .
v — - I =S K/ from Refs. 12 and 13, the correlations near the surface
-/ 6 are described more accurately. The fact that both approaches
;" give similar results with increasing distance from the surface,
i merely indicates that far from a strongly interacting surface
(eqw=5¢g0) the approximation C(gij .&.€)
~exp(—BP(q;; & ,€))— 1 is fairly acceptable for the direct
7] TN AN T AP N N T 0 U0 AU S W M A O I correlation function. In this case, the relative changes in the
10 20 3.0 35 coefficientsK 3/K; andK, /K, calculated using the two ap-
; /of proaches, satisfy the experimentally confirmed relatib$.
To conclude, the authors would like to thank the Russian

FIG. 1. Dependence of the dimensionless Franck coeffici€ptK on the Fund for Fundamental Resear(ﬁrant No. 96-03-32417}6\
distance from the walk; /(rf , for v*=0.2, y=3.0, £¢,=5.0¢(, and the for financial support

dimensionless temperaturg=0.75. The curves give the coefficients of pport.
transverse bendinl, /K [curve 1l — calculated using Eq8), curve2 —
using Eqg.(11)], longitudinal bendind<; /K [curve3 — calculated using Eq.
(10), curve4 — using Eq.(13)], and twistingK, /K [curve5 — calculated
using Eq.(9), curve6 — using Eq.(12)].
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Over a wide range of glancing-incidence angles, bremsstrahlung from an x-ray tube was used to
measure the reflection spectra of an Si—Séstem with different dioxide thickness near

the SiL, 3 ionization threshold. The angular dependence of the depth of formation of the reflected
soft x-ray beam was determined experimentally and compared with that obtained from a
theoretical analysis of the interaction between electromagnetic radiation and the surface of an
isotropic solid. ©1998 American Institute of Physid$$1063-783%8)04007-9

Ultrasoft x-ray reflection spectroscopy, one of the spec-at fixed angles of glancing inciden@g on the reflector with
troscopic methods for shallow core levdlsith a binding the detector in the corresponding positiofy2The reflection
energy of tens and hundreds of electron yoltsin be suc- coefficientsR were determined as the ratio of the intensities
cessfully used for a qualitative, nondestructive, layer-by-of the incident and reflected beams. The incident and re-
layer phase analysis of the surface layers of solids, althoughected radiation was recorded using two detectMBU-6
a detailed study of the depth of formation of the reflectedchannel-type secondary electron multipliers with Csl photo-
beam is required. cathodes The fine structure of the reflection spectra was

The depth of penetration is conventionally taken to beinvestigated near thé, 5 ionization threshold of Si with
the distance along the normal to the surf@@eover which 0.3 eV resolution. The energy positions of the structural
the intensity of the electromagnetic waves decreasiesd®  components of the reflection spectra were determined with

1 ® an accuracy of 0.1 eV. The relative level of statistical fluc-

oo Im(\/roszeo), (1)  tuations in the counting ratdN/N was ~29%. The error in

D c the angular readings for the reflector, which determines the

where 6, is the angle of glancing incidence anrdis the error in setting the zero position, was 0.2°.

permittivity.
It can be seen from Ed1l) that the depth of penetration 2. EXPERIMENTAL RESULTS AND DISCUSSION
of the radiation will increase as the angle of incidence in- . . )
. gle ol It was shown in Refs. 2 and 3 that the near-field fine
creases so that by varying the angle of incidence, we can : .
. . structure of the x-ray reflection spectra are extremely sensi-
smoothly vary the thickness of the surface layer forming the. : .
. . tive to changes in the chemical state of the atoms. The fluc-
specularly reflected beam. This relation or numerous modi- " . . - .
N : . tuations of the reflection coefficient observed near the ion-
fications are presented in most studies. o . .
. . : jzation thresholds of the internal levels of the atoms forming
The aim of the present study is to make an experimenta

determination of the angular dependence of the depth of forgart of the reflectors are such that the composition can be

mation of a reflected soft x-ray beam and to compare thi gnalyzed gualitatively from the energy position of the fine-

wih tat cacuiated using Eq1). wich was obiained from (UL COToTer o e relecion specis The pude
a theoretical analysis of the interaction between electroma y be prop

. L . . X g6er of atoms of a particular species in the reflecting layer.
netic radiation and the surface of an isotropic solid. A favorable factor for the study of the Si—Si@ystem is

the substantial difference in the form and energy position of
the fine-structure components of the Si and Si€flection

The sample was an Si—Sj@ystem with different sili-  spectra near the, 3 ionization threshold. This allows us not
con dioxide thicknesses (2(0M.5nm, 8.5-1.0nm, only to investigate the formation of the fine structure of the
14+1 nm, 19-1 nm, 26+ 1 nm, 63-1 nm) grown on an Si  reflection spectrum as a whole but also to make a separate
substrate by oxidation in a dry oxygen atmosphere. In thi@nalysis of the dynamics of appearance of the structural com-
case, film growth takes place at the Si—Siddterphase ponents typical of the Si substrate against the ,Si@ck-
boundary and the surface is the result of spontaneous growtQround as the thickness of the oxide film increases. Accord-
The thickness of the dioxide was monitored by ellipsometrying to Refs. 4 and 5, the near-field fine structure of the 5

The measurements were made using a PCM-500 x-rageflection spectra of single-crystal Si and amorphous, $0
spectrometer monochromator in a special chamber attacldentified in the ranges 98-104 and 104-110 eV, respec-
ment using bremsstrahlung from an x-ray tube. The spectraively (Fig. 1). We shall use the spectra shown in Fig. 1 as
dependences of the reflection coeffici&®{E) were studied standards.

1. SAMPLES AND EXPERIMENTAL DETAILS

1063-7834/98/40(7)/4/$15.00 1237 © 1998 American Institute of Physics
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Completely different behavior of the reflection spectra as
a function ofé, is observed for Si@films 26, 19, and 14 nm
thick (Figs. 2b and 2c At small glancing angles, the reflec-
tion spectra of these systems reveal a structure characteristic
of silicon dioxide. However, as the glancing angle increases,
structural componeni@&, b) characteristic of the spectrum of

b single-crystal silicon appear and subsequently become
sharper. It can be seen that the appearance aath® struc-
ture is related to the ang®, and the thickness of the dioxide
film: this structure appears earlier for smaller dioxide thick-
ness. At large glancing angles, the reflection spectra com-
prise superposed spectra of silicon and silicon dioxide.

Figure 2d shows the reflection spectra for a dioxide film
8.5 nm thick. It can be seen that the reflection spectra at the
glancing angles studied consist of superposed fine-structure
components of the Si and SjQpectra. It should be noted
that, as the glancing angle increases, the structure of the Si
spectrum becomes sharper and clearer. Note that this system
was also studied using synchrotron radiafiofhe results of
the measurements using bremsstrahlung from an x-ray tube

a and synchrotron radiation were almost the same.

Figure 2d gives the reflection spectra for an Si—SiO
system with natural oxide~2 nm) on the surface. It can be
seen that all the measured spectra are mainly described by
the fine structure components characteristic of Si. The
weakly defined structural componertsandB correspond to
the SiQ spectrum.

An analysis of the measured reflection spectra of

9{" ”;2 ”;b_ 11'0 Si—SiO, clearly indicates that the depth of formation of the
£, eV reflected beam has an angular dependence. We shall attempt
to give a quantitative estimate of this dependence, for which
FIG. 1. Near-field fine structure of &, ; reflection spectra of single-crystal e shall associate the depth of probing with the thickness of
Si (& and amorphous SiQ(b) for an angle of glancing incidena®~4°.  ne SjQ, film at which structural components of the substrate
spectrum appear in the reflection spectrum. This dependence
is plotted in Fig. 3 and is close to linear.

Figure 2 shows the di, ; reflection spectra of Si—SiO Also plotted in Fig. 3 are the results of calculating the
with different thicknesses of dioxide on the surface over asame dependence using Hd). We used the optical con-
wide range of angles of glancing incidence. For clarity, westants calculated from the experimental reflection spectrum
selected from the series of reflection spectra obtained, thos# the thick SiQ film (100 nm using the Kramers—Kronig
showing the most typical changes in the fine structure as theispersion relatiod. The calculations are made for the pho-
angle of glancing incidence was varied. A complete analysison energy corresponding to the principal maximum in the Si
of all the spectra indicates that, as the thickness of the oxideeflection spectrun{100 e\) used to analyze the spectral
film decreases, the structure gradually changes from thairofile. The curves calculated for other photon energies in
characteristic of the fine structure of amorphous Si®0, the range 95-108 eV are similar. There is a range of angles
thickness 63 ninto that typical of the fine structure of 6,<5—6°, in which the depth of formation is approximately
single-crystal siliconSiO, thickness 2 nrn In the interme- 5 nm and does not depend ép. For higher values of), the
diate range of Si@layer thicknesses, the spectra comprisedepth of formation begins to depend appreciably on the angle
superposed fine-structure components of the Si and, SiCof incidence.
spectra. It is quite noticeable that the experimental and calculated

We shall how examine the angular dependences of theurves differ substantially in terms of profile and absolute
reflection spectra for each system. Figure 2a shows that, foralues. The experimental data reliably indicate that a depen-
thick SiO, film (63 nm), the reflection spectra measured atdenceD(6,) exists for smallé,, where the theory predicts
different angles of glancing incidence have the same numbeto such dependence. All the values on the experimental
of components and the same relative energy position of thessurve are 1.3—3.0 times higher than the calculated ones.
components as the spectrum of solid Si®ig. 1), i.e., for The exaggerated experimental valuesDdfd,) may be
all these angles of glancing incidence, the reflected beam iattributed to the high sensitivity of the measurements. In fact,
formed in the dioxide layer. The angle is limited by the low D(6,) determines the depth at which the wave field is re-
values of the reflected radiation for large angles of glancinglucede-fold in the sample, but it is quite possible to detect
incidence. the signal from a deeper interface at which the field was
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Lot ence on the relative sensitivity of the measurements at dif-
ferent thicknesses.
Before reflectrometry can be used for a layer-by-layer
1 2 analysis of the chemical phase composition of the reflectors,
we need to make a detailed study of the reason for the ob-
5 served effect, which we shall attempt to do in our following
‘q-za- studies.
This work was supported by the Russian Fund for Fun-
damental ReseardiGrant No. 96-03-33319a
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Diffraction patterns produced by quasi-elastically backscattered electrons focused in a thin single-
crystal S{1002X1 near-surface layer have been studied. The measurements performed in

the 0.6—2-keV range are compared with calculations made in the single-scattering cluster
approximation. This model is shown to describe adequately the experiment. An analysis

is made of the relation among the diffraction patterns observed for different silicon faces, and of
the effect of the primary-electron beam orientation. The relations governing the focusing of
quasi-elastically backscattered electrons escaping from the crystal along the main crystallographic
directions have been established. The various aspects of the effect for backscattered

electrons undergoing inelastic interaction with the electron subsystem of the crystal have been
investigated, ©1998 American Institute of PhysidsS1063-783#8)04107-0

Surface-structure analysis of solids has presently at itelectron subsystem of the solidp to 300 eV. This infor-
disposal a large number of powerful tools including, in par-mation is important to broaden the potential of the method
ticular, low- and high-energy electron diffraction, photo- andbecause, by properly adjusting the energy-loss range of de-
Auger-electron diffraction, electron microscopy, scanning-tected electrons, one can vary the thickness of the probed
tunneling and atomic-force microscopy, and so on. Recentlayer.
they have been complemented by medium-energy electron
diffraction, a method that is ideally suited to probing the
crystal structure of 10—20-A-thick near-surface layers ofl '
solids’~® The highest surface sensitivity is reached in this  The studies were carried out with a secondary-electron
method by analyzing diffraction patterns produced only byspectrometer capable of angular resolution, which is de-
quasi-elastically backscattered electrons, which undergecribed elsewhereThe QEEB diffraction pattern&ikuchi
phonon-assisted inelastic interaction in reflection. Thispattern$ were obtained with a mobile electrostatic energy
method permits real-space visualization of the atomic strucanalyzer under normal incidence of the primary electron
ture of objects with no long-range order, and real-time invesheam on the crystal surface. The primary electron energy
tigation of atomic processes in the near-surface layer. was varied within the 0.6—2-keV interval. The backscattered

To realize in practice the inherent potential of this electrons were detected with a channel electron multiplier.
method, one has to study in detail the mechanism of quasiFhe energy resolution of the spectrometer was 0.4%, and its
elastic electron backscatterif@EEB) diffraction patterns. angular resolution, 1°. Measurement in each electron take-off
Studies carried out by us on a number of model objects witlirection was accompanied by determination of the elastic
known surface structurBN(100), Ref. 4; Mq110), Ref. 5;  electron-scattering peak intensitylhe angular distributions
Si(111), Ref. 6 showed these diffraction patterns to be of electrons backscattered with different energy losses were
dominated by the electron forward-focusing effect. Thistaken in a similar way. Data acquisition proceeded automati-
work, intended as a continuation of our recent investigationsgally by a PC-controlled measurement system. The azi-
reports a first study of QEEB diffraction patterns from an-muthal electron take-off angle was varied by rotating prop-
other main silicon face, 8100, which has permitted us not erly the crystal about an axis perpendicular to its surface, and
only to find the relation between the diffraction patterns ob-the polar angle, by turning the analyzer about an axis lying in
tained from different faces of the same single crystal but alsthe sample-surface plane. The measurements were carried
to understand how they are affected by a change in orientaut within a broad angular rang#=18—86°, ¢=0—360°
tion of the primary electron beam. A comparative analysis ofin 1° steps in both parameters. These data were subsequently
experimental data obtained for different faces is interestingonverted by a special program into two-dimensional con-
also from the standpoint of establishing the actual mechatour mapd (6, ¢) of backscattered electron intensity in take-
nism governing the process of electron focusing in a crystaloff angle. .

We have used this approach in the present work to determine The samples were cut from single-crystal IKE plates
the dependences of the electron focusing efficiency on eleand were 22.814.0x0.25 mm in size. The §100) face was
tron energy, focusing-chain length, interatomic distancesaligned to not worse than 10 arcmin. To obtain an atomically
and electron take-off orientation relative to the surface. Fi<lean surface, the crystal was heated for a short time in
nally, we have obtained new information on the focusing ofvacuum up to 1200 °C. The elemental composition of the
electrons having lost energy in backscattering, to excite theurface was determined by Auger spectroscopy. After the

EXPERIMENTAL TECHNIQUES
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tions due to elastic coherent backscattering of the primary
electrons. Their intensity decays with increasing energy, and
they are seen no longer in Fig. 1b and 1c.

Maxima of the second type have a substantially larger
width (of about 10}, and their intensity, by contrast, grows
with increasing energy. Their main distinctive feature is the
constancy of spatial orientation with varying energy, which
coincides with that of the closest-packed crystal atomic lay-
ers. In particular, the strongest maxima in all three patterns
are the peaks along the close-packed atomic directibh®
and(111), oriented at 45 and 55° to the sample surface nor-
mal. In this respect, the data obtained for thé€l80) face
agree with our previous results for other single crystals,
which supports the following model of QEEB diffraction-
pattern formation: Primary electrons penetrating into the
crystal undergo inelastic collisions with phonons and are
scattered into the backward hemisphere. These electron-
phonon scattering events may be considered as generation
inside the crystal of diverging electron waves. It is the sub-
sequent focusing of electrons emitted by the above sources
by closely-packed atom chains that results in their take-off
along the closest-packing directions. This is why QEEB dif-
fraction patterns directly reflect the crystal structure of the
near-surface region of a crystal, and their symmetry corre-
sponds fully to that of the crystal, which is evident from the
patterns in Fig. 1, characterized by a four-fold rotation axis.

As the electron energy increases, the focusing maxima
become more narrow, and their number increases through the
appearance of new diffraction spots corresponding to less
closely-packed atomic rows. Another characteristic feature
of QEEB patterns at medium energies is the gradual forma-
tion of bands with enhanced scattering intengiikuchi
bandg, which are oriented along the closest-packed atomic
planes of the crystal. In silicon they af&10. Such bands
are barely seen at 0.6 keV but are already well pronounced at
1.25 keV(Fig. 1b. They are still brighter and more distinct

at 2 keV. By contrast, the band width decreases with increas-
FIG. 1. a—c QEEB diffraction patterns measured for @& single crystal ing energy.
at electron energies of 0.6, 1.25, and 2 keV, respectively; d—f diffraction
patterns calculated for the same energies in the plane-wave approximation

of the single-scattering cluster model. 3. DIFERACTION PATTERN SIMULATION

\\\w'// d i

The above diffraction patterns were compared with the

surface cleaning, the impurity content did not exceed 100/56"%'”S of numerlcal caIcuIat!or.]s based on the forward
monolayer. The atomic structure of the silicon surface wa lectron-focusing effect and similar calculations performed
monitored by the LEED method. The above procedurd®” the S{111) face® We used the single-scattering cluster

yielded a crystal with a standarca-type reconstructed sur- model developed by us earlier for the case of quasi-elastic

face. The measurements were performed at room temperslectron backscattering. The results of the simulation are dis-

ture in a vacuum of %107 ° Torr. played in Fig. 1d—1f. _ _
We see that the calculated patterns describe fairly well

the experiment. Indeed, they reproduce correctly all the main
maxima of the measured distributions, as well as the
enhanced-intensity bands corresponding to scattering from
(110 planes. One clearly follows also in Fig. 1d—1f the
Figure 1 illustrates typical diffraction patterns obtainedabove dynamics of pattern variation with increasing electron
for the S{100) face at different energies. Their comparisonenergy. For instance, as in experiment, the Kikuchi bands,
reveals certain dynamics in pattern variation with increasingvhile barely seen at 0.6 keV, are clearly distinct at 1.25 and
energy. The data relating to the lowest energy of 0.6 ke\2 keV, which shows that the main contribution to their in-
(Fig. 13 exhibit two types of diffraction maxima. The first of tensity comes from numerous maxima of electron focusing
them, seen as bright dots, are the conventional Bragg refleérom less closely packed atomic rows of the crystal. Simi-

2. QEEB DIFFRACTION PATTERNS IN THE 0.6-2-KeV
RANGE
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FIG. 2. a—diffraction pattern calculated for a single silicon-atom chain

oriented along110); b—same for the two nearest chains shown below. FIG. 3. a—QEEB diffraction pattern for the($IL) face measured at 2 keV

(Ref. ©; b—same pattern turned as a whole so as to mak&1b@ direc-
tion perpendicular to sample surface; c—total diffraction pattern for the
Si(100 face obtained from the data in Fig. 2a; d—diffraction pattern mea-

larly to the S{111) face, the disagreement between theorysured directly for SL00.
and experiment is primarily due to the substantially higher
intensity of the maxima in the calculated patterns corre-

. D . . simplicity, only atoms located farthest from the surfdtte
sponding to the110 and(111) directions. This overestima- darl?er oyne)SV\)//ere assumed to be emitters. We clearly see
tion is due, on the one hand, to the inadequacy of applyin )

the plane-wave apbroximation to the descrintion of small-ghat taking into account the next atomic row does indeed
P bprox P affect the profile of the maximum by making it less sym-
angle electron scattering from crystal atoms, and on th

ther. to the nedalect of multiol ttering events which m etrical through broadening in tH&10 plane. Inclusion of
OIher, 1o the neglect of muttiple-scattering events w Chfa. @urther chains into consideration complicates still more the
play an important part for the closest-packed atomic c Ins'spot shape and brings it closer to the one observed experi-
The purely visual similarity between the calculated and

. . . o mentally.
experimental patterns is buttressed by their quantitative com- y

parison using the reliability factofsThe values of the reli-
ability factor R, obtained for all the patterns considered aregBRTEAhC‘;:;)ER%JV;FFTZERD;ZFTRQEITC'%T\I F;?‘_;TNEEE,NS
quite satisfactory, namely, 0.105, 0.101, and 0.109 for the
energies of 0.6, 1.25, and 2 keV, respectively. An essential feature of these diffraction patterns is that
Numerical simulation of diffraction patterns permits one they are rigidly connected with a crystal and turn together
to better understand the formation mechanism of a number ofith the sample when it is tilted. The same result can be
features in their fine structure. For instance, the pattern cabbtained in another way by comparing the patterns measured
culated for the energy of 0.6 keV reproduces qualitativelyfor different silicon faces. Figure 3 shows two such patterns
the characteristic splitting of diffraction maxima along the obtained at a 2-keV energy. One of them was mea$ud
(110 direction, which is observed clearly in experiment. the S{111) plane(Fig. 39, and the other is the Q00 pat-
Therefore, an analysis of the results of simulation may shetern (Fig. 3d that we have just discussed. Figure 3a shows
light on the origin of the fine structure in the profile of this distinctly three maxima due to electrons escaping along the
maximum. Its appearance is related with specific features K100 directions oriented at an angle of 55° to the surface
the silicon structure, which represents nested fcc lattices digiormal. If we turn now the pattern as a whole so as to make
placed by a quarter of the period along all axes. As a resulipne of these directions perpendicular to the surface, we ob-
the (110 chains turn out to be doubled roWBig. 2b), and it  tain the result presented in Fig. 3b. Such a turn produces two
may be conjectured that the observed effect is caused hynfilled regions in the pattern. The clearly pronounced ele-
interference of the corresponding electron waves. To checkents of a new four-fold symmetry permit us, however, to
this hypothesis, model calculations were performed for aeconstruct the whole patte(Rig. 39. This is how a diffrac-
single and a double rowWFig. 2a and 2b, respectivglyFor  tion pattern for thg100 face should look if a change of the
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angle of incidence of the primary beam by 55° is unessential. 80
A comparison of the data in Fig. 3c with direct measure-
ments made for the &i00) face shows that they nearly co- - }
incide. Thus a change in the primary beam orientation leaves {
indeed practically unaffected the diffraction pattern. - %
At the same time a more careful analysis of the dis-
cussed patterns reveals some differences too. For instance, i {
the diffraction structure in the periphery of the pattern is R
better seen in Fig. 3c. The main maxima also differ some- ?2 [_
what in relative intensity. The strongest maxima in Fig. 3c
appear along thg110 directions, whereas the strongest
peaks in Fig. 3d lie alongl11). This means that the focusing - ° L]
of electrons moving in physically equivalent directions is A2 of

affected to a certain extent by the orientation of these direc- R :‘Z ,L_-: g

tions relative to the crystal surface, as well as by the angle of

incidence of the primary beam. [/ 1 L s 1 PR
14 16 18 20

o
L,A
5. FOCUSING OF QUASI-ELASTICALLY BACKSCATTERED
ELECTRONS FIG. 4. Electron focusing efficiency along silicon atomic chausstheir
average length. Different symbols relate to chains oriented along the follow-

An analysis of the experimental data obtained in thising directions:l — (110, 2(111), 3—(112), 4 — (130, 5 — (123, 6 —
work permits one to establish some characteristic features t]a-%’al:a_foilt]ﬁ]g ,511—1)<f1£006>}.. Points 6-8 were obtained from an analysis of
electron focusing in propagation along various crystallo-
graphic directions in silicon. This process can be quantita-

tively assessed by means of a paramgtewhich describes ciency is 47, 58, and 64% for the23 (112, and (110
the efficiency of focusing along different atomic chains  djrections, respectively. Similarly, different values pfare
=T mao—min)! mad X 100%, found for different atpmlc c_hf_;uns fdr=16.5 an_d 195 A. Ir_1
) ] ] ] ] all cases the focusing efficiency along chains of a given
where | 5 is the measured intensity of quasi-elastic back-ength is the higher, the larger is their packing density. On
scattering along a given atomic chain, angh is that at the  the whole, this rule is confirmed also by a comparison of
minimum of the diffraction patterf. . N ~ data obtained for chains of different length. For example, the
As follows from our data, the focusing efficiency in- points corresponding to thd23 and (130 directions with

creases with electron energy for all low-indexed directionsihe |argest interatomic spacingk0.2 and 8.5 Alie substan-
as this was observed for the(11) face, and this is due to ja|ly below the others.

the increasing length of the scattering atomic chains. Con-

sider now the effect of the focusing chain lengithnd of the appears more reasonable to use for determiningttie
atomic spacingl on efficiencyy. The lengthsL, which de-  yg|ations only data obtained for physically equivalent direc-
pend on the orientation of atomic chains relative to the Surtions. In our case one can try to analyze such a relation for
face normal, were determined within the simplest model Ofpree directions{110), (111, and(112. While no definite
single quasi-elastic large-angle electron scattering using thgonclusion can be drawn for the first of them, wherearies
mean electron free paths for inelastic scattering recom- jnsjgnificantly, in the other cases, a lengthening of the chain
mended in Ref. 8. results in a decrease of focusing efficiency. This is particu-
The electron focusing efficiency along different crystal- |arly noticeable for thé111) direction, for which a compara-
lographic directions was analyzed for 2 keV. This energy isjyely small change ir brings about a considerable increase
largest in the_ range covered in thi_s study an_d_provides the the number of scattering atonggom three to five, in
deepest probing depth, thus reducing to a minimum the efzonsequence of the specific features of the chain’s internal
fect of surface reconstruction. The focusing effect was studsiyycture. The physical reason accounting for the weakening

ied for the (123, (110, (111, and (130 crystallographic o the effect lies in defocusing processes which become sig-
directions oriented, respectively, at 37, 45, 55, and 71° to thgjificant in the case of long atomic chains.

surface normal, as well as for two physically equivalent
(112 directions making different anglg86 and 657 with

the surface normal. The results of this analysis are present
in Fig. 4 showing the data obtained for different chains as a
function of their length. Also shown are data for th¢13il) The focusing effect manifests itself also in diffraction
face® What immediately strikes the eye is the strong influ-patterns produced by electrons backscattered from a crystal
ence of row packing density on the magnitude of the effectwith energy losses. We made a quantitative study of this
Indeed, one may find in the diagram points with substantiallyeffect based on experimental distributions of backscattered
different ordinates for practically the same valued.ofor  electrons in azimuthal take-off angle for different polar
instance, for a chain length of about 14 A the focusing effi-angles. In their comparison with the above QEEB data, the

Taking into account the strong influence of this factor, it

FOCUSING OF ELECTRONS BACKSCATTERED WITH
ERGY LOSS
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8o}~ pattern. The main falloff takes place fatE<100 eV. The

curves are clearly nonmonotonic in this energy region and

exhibit stronger focusing for losses corresponding to single

and double excitation of bulk silicon plasmons. Remarkably,
1 the magnitude of obtained under electron scattering involv-

ing single plasmon excitation is practically the same as that

for quasi-elastic backscattering. FRE>100 eV, the focus-

ing efficiency decreases monotonically down to about 5% for

AE=300 eV. The falloff in they(AE) relation can be ac-

counted for by electron defocusing increasing with the in-

crease of the path traversed by electrons as they escape from
oLt ) 1 y 1 L 1 the crystal. Indeed, the mean escape depth from which the
0 100 200 300 backscattered electrons emerge grows with increasifg

A, eV Note, however, that, in contrast to the above QEEB process,
FIG. 5. Focusing efficiency of inelastically backscattered electusribeir the path traversed in this case by an electron is substantially
energy loss. Curvd was obtained for the chains oriented algdd® and  longer, and therefore electron defocusing arises not only
curve2, for (112-oriented chains. through multiple elastic scatterifigh but in inelastic events
as well.
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It is proposed that the kinetics and dynamics of ferroelectric liquid crystals may be studied by
using the echo responses to the pulsed action of a microwave electric field. For

ferroelectric liquid crystals, with homogeneously oriented molecules, calculations are made of the
echo signals for two pulses and it is shown that these have values which are quite easily
measured. ©1998 American Institute of Physids$1063-783#8)04207-5

For some time, the principal method of studying the ki- The free energyF of a Sm-C crystal depends on the
netic parameters of various materials has involved usingolarization vector Py, Py, 0), and on the pola and azi-
transient processes such as free induction and spin’&ého. muthal ¢ angles of the director. After minimizing with re-
Here we show that long-lived phase memory and relategpect to the vectoP (Ref. 5, which in this case is given by
echo signals may exist in several types of molecular motion
in liquid crystals whose kinetics have not yet been studied by ~ Px=Xx(Ex+ 6 sin ¢({—pue")),
such methods.

Conditions required for echo effects in a material are the ~ Py=x(Ey+ 0 sin o({—u¢’)), D
presence of nonlinear interactions, matching of the oscilla- )
tion frequencies of various degrees of freedom with the ex!€ free energy density has the form
ternal excitation frequencies, and long relaxation times for a b K NE
these degrees of freedom. In liquid crystals the nonlinear E=_g24+ Z g%+ 9(9/)2+ _92(¢r_ _) - KEZ
interactions are always strong, as is evidenced by the well- 2 4 2 2 K 2
def_in(_ad phase_transition_s. The other co_ndiFior?s can also be —X({— 1) O(Ey sin ¢—E, cos ¢), )
satisfied. For instance, in type*Csmectic liquid crystals
(subsequently abbreviated to Sri)Cdamping of the rota- wherea=a(T-T,), b>0, 6 is the angle of inclination of
tion around the cone of the long axis of the molecule takeshe long axis of the molecule to theaxis, ¢ is the angle
place over times of the order of 18s (Ref. § (for com-  petween the polarization vectér and they axis, E is the
parison, in ferroelectric crystals where echo signals are reliexternal electric fieldK and g are the redefined elastic
ably observed, the relaxation times of the corresponding demoduli, / and u are the piezoelectric moduli, is the rede-
grees of freedom are of the order of T0s). These rotations fined chirality, y is the dielectric susceptibility, and the
of the molecules in Sm-Cmay be used to form echo pro- prime indicates a derivative with respectzo
cesses. The ferroelectric phasén the absence of an external

Several different systems can be used to excite echo rdield) is characterized by a finite deflection of the director by
sponses. In liquid crystals excitation may be provided by thehe angled,=(—a/b)? from thez axis and by a helicoidal
system used in ferroelectric crysthlshere two microwave twisting of the polarization around this axis. In this case, the
pulses of electric field with the frequenciesand 2w and  director can only have a homogeneous polarization when
durationst; andt,, separated by the intervat>t,,t, are A=0. ForA#0 this only occurs in the presence of a static
applied to the sample. In this case, the first pulse acts on thelectric fieldE, exceeding the critical valug, (Ref. 5.
boundary of the sample while the second, spatially- It is known that the free-energy densify at constant
homogeneous pulse acts on the entire sample. temperature plays the role of the potential energy. The ki-

We shall assume that the smectic layers lie in Xlye  netic energy per unit volume after a transition to the continu-
plane and that the first pulse acts on the boundar®) so  oum limit® has the form
that its strength vector lies in the plane of the layer and
causes only small deflections of the molecular axes from
equilibrium. These oscillations propagate into the sample.
The second pulse rotates the wave vector of these oscilla-
tions, which reach the=0 boundary and generate coherentwherel is the moment of inertia, and is the molecular
oscillations of the molecular dipole electric moments, whichconcentration. The equations of motion are obtained from the
are identified as an echo response. corresponding Lagrange function

In . .
= (p262+ 1), @)
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ING=g0"+1np20—ad—be>—Ko(¢')2— 2\ ¢’ vv_hich_ the wave pack_et begins to propagate in the opposite
direction. In the solution of Eqg4) this corresponds to the
+X({— o' )(Ex sinp—E, cose), term

X<

Infow?/ a+2Inw
X[t=27])expi[ (t—2r)—k,z])+cC.C., 9

wheret;=t, if t;>1,/2, andt;=t, in the opposite case. The

We shall consider the case=0, Eo=0. Assuming that o ejopew(x) has a maximum at=0 from which it fol-

within the smectic boundary layer, the exciting field is ho- lows that the wave packet reaches the boundar by the
mogeneous, we find the solution of the equatichs time t=2r, when a response of coherent electric radiation
should be observed. By virtue of E(R), its amplitude has

IN62p=—2In00¢p+K(6%¢") +\(6%)’

QDinv(th) =

ZtiElezy\P(Z_U¢
+ x{0(Ex coso+E, sin @)+ xub'(Ey sin ¢

—E, cosg). (4)

@(0,t)=— Xt 5Ewd), the form
In ow )
X
Egh= CtiEpEay, (10)
2 + 2 y
0(0,t)= 0+ );{ Exy(1), (5) Inw6,) a+2lnw
Inw*+2a 5
cno_ | X | 2 e e (12)
v_vhich will serve as the_ bqundary c_on_dition for the propaga- y nw?l 0 2atine? 1xE2y -
tion of a perturbation inside the liquid crystéihere E;, . . .
denotes thex component of the electric field for the first ~ In the other case where the relaxation times satisfy the
pulse. inequality 7, 7,> 7, two essentially different scenarios are

The process of excitation of oscillations in the system isP0ssible for the evolution of the systenk,#k, and
essentially nonsteady-state so that, in addition to harmonite=Ks . In the first, the wave packets of the polar and azi-
oscillations, we also need to allow for small changes inmuthal oscillations are localized at different points in the
amplitude’ Neglecting unimportant effects involving distor- Sample by the time the second pulse is applied. However, the

tion of the wave packet, the solution of the equati¢fisis returned oscillations from both reach the boundas0 by
written as the time 2r. As a result, the componeEﬁcmin Eq. (11) will
have the form

x¢ . 2

e(z)=- SEn®(z+v expli(wt+k,2)} pecho_ X a uK E1y
Nfow Y Inw?6y 2a+Inew?|\ Inw?
+c.c., (6)
3§w2E1y 27172
x¢ Inw?+2a iy (12

6(z,t)= g+ —5——E1y®(z+v,t) @

Inw®+2a For the cas&k =k, two situations are also possible. In the

X exp(i (wt+kgt)}+c.c., @) first, the wave pac!<ets propagate withlmos) the same
group velocities. This occurs near the phase transition point
where®(t) is the envelope of the exciting pulse, k,, and  and forg~K. The amplitude of the echo signal then has the

k, are linked by the dispersion relations form
2
Inw?=KK;, Inw?=gki-2a, (8) EechO:Xzizﬁo wk  Eyy
X 4 2
andv, andv, are the corresponding groups velocities. In ¢ Inw®+2a
general, the oscillations of the polar and azimuthal angles are a E 2712
. 1x

unrelated and the corresponding wave packets propagate ( 5 > (=P (13
with different group velocities. In addition, the oscillations 2Inw® 2Inw®+a
of the polar angle are damped considerably faster. Thus, gen- 22 K Qg2 2
erally speaking, different situations may arise by the time ofEecho:X M 0 Elx)
application of the second pulse For example, g7 Y 460 | \ Inw? 2lnw?+a
>7,, Wherer, and 7, are the damping times of the azi- - 2711/2
muthal and polar oscillations, the second pulses disappear by + 3afl 6o n k6o Eiy LE
the time 7. Interaction between the secolidomogeneoys 2lnw2+a ¢ |Inw?+2a =2y
pulse at frequency @ and the oscillationseoexgi(wt (14

+k.2)} creates “antiphase” oscillationsxexpwt—k,z},
which appear in the solutions of Eggl) because they con- If g#K, the situation is similar to that when the wave vec-

tain nonlinear componenfsThe envelope of these oscilla- tors are different in the sense that the wave packets will be
tions ceases growing with the end of the second pulse, aftesituated at different points in the sample. However, since the
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wave vectors are the same, the interaction with the second Y22 3¢E, 2
pulse of, for example, polar oscillations initiates azimuthal E§°h°(27): 5 5 Y
oscillations which propagate with a different group velocity. 460o(2Inw°ta) [\ Inw”+2a
Thus, the first echo response will be observed at time 2 KE. | 2112
=27(1+al(Inw?)) (here it is assumed that,t,<7 and KR t.E,y, (19
a<0 in the ferroelectric phagethe second will be observed 2Inw? Y
at 27, and the third at 2,=27(1— (ga)/(klnw?)). The am-
plitudes of these signals will have the form ES"27,)=0, (19
ech X2l uk6/4 2,2
) = e WEnE (19 B2, = XK e B (20
4inw 00
XL k26,14 L . : g
E§°hC(27-l)= z—tiElyEZya (16) If the Sm-C crystal is situated in a static electric field
INw*+2a E, which straightens the helicoidal twisting of the directior
239 is directed along theg axis) and the exciting field of both
ESNq2 )= x“{"abo tiE, Epy, (17) pulses is directed along theaxis, the amplitude of the echo
X 8Inw?(2Inw?+a) Y signal recorded at time2has the form
|
242
sche AR L HEsEn, 2
(a—4lnw?) (2Inw?—2a—Kk?—gk?)(Inw?+ x{)
echo._ 3K w(2NE+ pa) (2N + pwlnw?— ugk?)tE 1 Eoy

_ . 22
Y (Inw?—gk?—a)(a—4Inw?)(2Inw?—2a—Kk2—gk?) (Inw?+ x{) @2

For the parameters of DOBAMBC df¢  taking place therein. It may be predicted that the observation
p-decyloxybenzilidings’ -amino-2-methylbutyl-cinnamate  of these signals will be a step in studying the kinetics of the
(Refs. 5, 9, and 10 x=0.2, {=80cgs esu ,I~10"*  liquid crystal state.
g-cn?, n~10°cm 3, w=27x10® Hz, pulse duration The authors are grateful to I. V. Ovchinnikov for useful
10 ° and exciting-pulse amplitude 1®/cm, the amplitude discussions and valuable advice.
of the echo signal is IC¢° V/cm, which is quite easy to ob-
serve experimentally.
A comparison between the echo response parameters iFe. L. Hahn, Phys. Re\80, 580 (1950.
homogeneously ordered Sni-Gand the corresponding pa- 22- gl-:(-"“ ar}fi ID-AE-SK?pIan,dPRy?\)I Rgvl-’cll-eﬂ-‘l, I1:C_>62T(196d'é9.T ben
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phase detection experiments. M. B. Vinogradova, O. V. Rudenko, and A. P. Sukhoruk@vave Theory
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ent regions of application of the exciting pulses. Experiencesg, a. ostrovski, S. A. Pikin, and V. G. Chigrinov, Zh. isp. Teor. Fiz.
of studying transient echo-type processes in many classes of77, 1615(1979 [Sov. Phys. JETB0, 811 (1979].

materials has shown that it is possible to measure three é?A. S. Sonin,Introduction to the Physics of Liquid Crystdls Russiad,
more different kinetic parameters whose physical meaning is 2uk& Moscow1983, 320 pp.
determined by the nature of the material and the processe&sanslated by R. M. Durham
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FULLERENES AND ATOMIC CLUSTERS

In and Si distribution in synthetic opals
V. V. Ratnikov, D. A. Kurdyukov, and L. M. Sorokin

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
(Submitted November 27, 1997
Fiz. Tverd. Tela(St. Petersbung40, 1373-1375July 1998

An X-ray photoelectric absorption by samples of synthetic offa® loaded by In and Si has

yielded filler distribution profiles over thickness. The ${® sample exhibited a uniform

filling of SO voids throughout the sample thicknéses average, 16.9% of each large voi@ihe

SO+Si sample, besides the near-surface region where large voids are completely filled,

revealed a region with variable Si concentration in the SO, where the Si content decreases linearly
down to a depth where pure SO is found. 1®98 American Institute of Physics.
[S1063-783M8)04307-X

Synthetic-opal-baseBO) cluster lattices stimulate pres- tion of the indium oxide by hydrogen. The indium filling
ently considerable interest from both scientific and deviceprofile had to be uniform and symmetrical with respect to
application potential standpoint. Filling the void sublattice in one half the original thickness. Based on these requirements,
the SO host with various compounds creates materials withs well as in order to increase the range of measured inten-
novel physical properties.Therefore investigation of the sity, the sample was ground off {d/2)t on one side, and
structure of SO loaded with filler&he state of the filler in the x-ray absorption measurements were performed under
voids, the coherence of the crystal lattice in neighboringsuccessive thinning of the sample from the side of fillitige
voids and in the bulk, the degree of filling and its profile with frontside.
depth in the sample, ejcappears to be of primary impor- The experimentally measured relatigd) is shown
tance. Earlier studies demonstrated the possibilities offeredraphically in Fig. 1 and is linear throughout the thickness
by x-ray absorption porometry in probing SO materials, bothrange covered. The slope of relati¢h) yielded the linear
undoped and those loaded with different fillérsThe objec-  coefficient of absorption tang,, n=d In(lo/1)/dt
tive of this work was to measure the distribution of In and Si=125.4 cm %,
among the void sublattice in the opal host matrix.

B. SO+Si sample

1. SAMPLE PREPARATION AND EXPERIMENTAL RESULTS A p|ane_para”e| p|ate of Sing|e_crysta| SO Wltl'b

We measured photoelectric absorption of x rays by SG 300,um.was loaded with silicon by thermal decomposition
samples whose voids were filled with In and Si by liquid and©f monosilane. The opal plate was attached to a quartz tube

gas techniques, respectively. The measurements were carridfh high-temperature cement and placed in an electric fur-
out on a DRON-2.0 x-ray diffractometer using monochroma-nace. A mixture of silane with argon was passed through the

tized CuK «, radiation(beam cross section 0<ll mm). The plate. The silane underwent thermal decomposition in the
incident x-ray intensity; varied insignificantly in the course

of measurements<{0.1%), and the scatter among several -
measurements of the transmitted intensityfor a fixed 1"‘:
sample thickness remained within 0.5—1.0&pending on -
the thickness interval studigdThe error in thickness deter- 0 [
minationt of samples representing plane-parallel plates did 3
not exceed 0.5%. The results of x-ray transmission measure- -
ments were studied as a function of sample thickness 6-—
~
~N O
In(lo/1)="1(1). 1) Ry
A. SO+In sample 5 2 B
The starting sample was a 1.8-mm thick plane-parallel I S Y Y [ S
g P P b g 200 500 1000

plate. Indium was introduced into the host matrix by the
liquid technique. In this method, the sample was first soaked
in an indium nitrate solution, after WhICh the nitrate was FIG. 1. Dependence of the x-ray absorption coefficient on thickness for a
thermally decomposed to the oxide, with subsequent reducso+in sample.

t,pm

1063-7834/98/40(7)/3/$15.00 1249 © 1998 American Institute of Physics



1250 Phys. Solid State 40 (7), July 1998 Ratnikov et al.

sample. While the conditions were isothermal, the high flowthe large voids whose volume fractionps-0.26 were filled
resistance of the opal in the sample produced a pressure greempletely, the In density in the SO would pg, ,= pp{)n
dient, and this accounted for nonuniform loading of the=0.26 7.31=1.9 g/cn?. The values of /p),, andpl)” were
sample with the material. taken from Ref. 4. Thus our measurements give for the per-
The sample was glued onto a thin quartz glass with theentage filing of large voids Py, n=(0.32/1.9)100
frontside on, and backside-thinned to a thickness of.80 =16.9% (or 10.4% if reduced to integrated porosity, where
The experimental relatiofl) consisted of three portions p=0.42.
(Fig. 2): A—thickness regiort=300-240um, linear rela- Thus our data do not permit a reliable conclusion on
tion with tanax=44.5 cm!; B—thickness regiont=240  whether all voids are filled uniformly or the larger ones only,
—115um, nonlinear relation1); and C—again linear rela- and whether there are sites of preferential In crystallization

tion with tanac=80.7 cm L. in the SO void lattice. Our measurements suggest that In
exists in SO in polycrystalline staidecause its diffraction
2. DISCUSSION pattern resembles that of powdep.In

X-ray absorption in a material of complex composition
can be writteh
B. SO+Si sample

In(lo/D)=2 (M/p)ipit;, 2) Judging from the outer appearance of the sample, Si is
distributed nonuniformly in the SO; indeed, the backside of
the sample had the color of the starting SO material. Because
in region A the value ofp” (extracted from tam,) practi-
cally coincides with the density,, quoted in Ref. 21.283

and 1.280 g/cr) respectively, this region is identified by us

) . as pure SO. The nonlinear character of relafirwithin the
Note also that the relationd) and (2) behave linearly only thickness range 240-116m argues for the appearance in

for a constant absorber density. N ! S :
The single-crystal SO chosen to be loaded with indiumthe SO of an absorbesi) with a varying densityincreasing

and silicon had an integrated porosity of 42.49%hich toward the frontside

corresponds to an effective SO dengity—1.28 glcm. The Further decrease of the sample in thicknésgion C)
mass coefficient of absorption of quarlm/Q.))goZ: 3"1 672 restores the linear character of relatidn, i.e., the Si density
I " ’

) ] ] ; becomes stabilized here. Subtracting the value ofatgn
and for pure SO the relatiori$) and(2) will be straight lines ¢, tanac determined for this region yields for the Si den-

with tan ag,= (M/p)sio,pop=44.38 cm *. Thus, the slope of sity in this region of the SO sampley,:si=(79.2—44.4)/
Eq. (1) yields the linear coefficient of absorption of the com- 60.3=0.58 g/cni. Calculation of the Si density in SO with
pound, and the absorber density is determined frem completely filled large voids(volume fraction p=0.26
=tane; /(M/p);. yields popisi=Ppg =0.26-2.33=0.60 g/cni [the data for
A. SO+In sample (m/p)sg; andpﬁ' were taken from Ref. ¥ The close fit of the

. o . o calculated to experimental density of Si in SO indicates that
~ The linear course of Eq1) implies a uniform distribu-  |5rge voids in this thickness region of the sample are filled
tion of In in the SO void lattice over the sample th|ckness.near|y completely.
Subtraction of tanmy,, from the measured tad,, yields In the region of varying Si content in SO the experimen-
for the density of In in the SOpgpin=(t@Naopiin  tal and calculated relations of ty§&) are compared using a
—tanag)/(m/p)n=(125.4-44.4)/252.6-0.32 glcnt.  If  jinear approximation of Si density variation with depth in the

where (M/p); is the mass coefficient of absorption of com-
poundi with densityp; and thickness;. Because the glass
thickness during the S®Si measurements remains constant,
the glass absorption term enters E®) in the form of a
constant and only shifts relatiof®) along the Inly/1) axis.

form
.6 psit)=cppgyt, )
/ where, as beforep=0.26, dt=t,—t, t is the measured
. thickness within the region of varying Si content, ani a
a0 " normalization coefficient defined a@s=1/(t,—tc). Heretc

is the boundary separating the regions with constant and
varying Si content. We then use E®) to calculate the con-
tribution of Si to relation(1) in region B:

d In(lo/1)s=0.5(m/p)sipsi(t)dt (4)
and, adding this value to the value of llg{{),, for pure SO

n(l,/7)
153
®

QT T T T T T TTrIrrr— 1 rrrrrg

18 DY UMY N S [ EY W B B 3' 1 of the same thickness, obtain calculated values of
1 ¢ }mfw o0 |n(|o/|)gg'55i, which can now be compared with experiment.
’

Their good agreement argues for a linear variation of Si den-

FIG. 2. Dependence of the x-ray absorption coefficient on thickness for as_ity Within_the thickness region where the content of this
SO+Si sample. filler is variable.
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To conclude, x-ray absorption measurements performeton (Grant 96-02-16948aand of the Ministry of Science
on synthetic opals loaded with fillerdn and Sj demon- (Grant 97-021pis gratefully acknowledged.
strated a possibility of obtaining quantitative information on
such macroscopic characteristics of these materials as the
total degree of filling and the character of filler distribution 1y . Bogomolov and T. M. Paviova, Fiz. Tekh. Poluprovods, 826
in depth. For SG-Si, the presence of a linear portion in the (1995 [Semiconductor®9, 428(1995].
dependence of absorption on thickness within the near2V. V. Ratnikov, Fiz. Tverd. TeldSt. Petersbuig39, 956 (1997 [Phys.

. - Solid State39, 856 (1997)].
0,
surface region £100um) argues for 100% filling of the 3L. M. Sorokin and V. V. RatnikovAbstracts of National Conference on

lattice voids(only of large onepand for a failure of penetrat-  appiication of X-Ray and Synchrotron Radiation, Neutrons and Electrons
ing into small voids even by the gas loading technique. It is to Materials ResearckDubna, 1997 (AFT, Moscow, 1997, p. 44.

shown that liquid techniques provide uniform filling of opal ‘A Guinier, Theorie de la Radiocrystallographi¢Dunod, Paris, 1956
voids with suitable material [Russ. trans., GIFML, Moscow, 1961
Support of the Russian Fundamental Research Foundaranslated by G. Skrebtsov
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Calculation of the binding energy of electrons and positrons in a dielectric cluster
V. V. Pogosov and I. T. Yakubov
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An analysis is made of analytic expressions for the binding energy of electrons and positrons in
dielectric clusters. Calculations are made of the sizes of critical argon and xenon clusters

for which the binding energy is near-zero. ©98 American Institute of Physics.
[S1063-783%8)04407-4

The interaction between electrons and atoms possessirand pseudopotential-scattering theory to obtain an alternative
high polarizabilities is an attraction process so that they mayasymptotic form for the binding energy of a charged particle
be localized in clusters? Electron clusters have been ob-
served experimentally in dense xenon. In helium, for which —EO_
the polarizability of the atoms is low, electrons are localized TP omR

in bubbles. The interaction between a positron and an atom is = ) .
always an attraction process as a result of the absence ¥1ereC=2.86,&=L/r, andL is the scattering length of a

exchange interaction. Positron clusters have been observéyantum particle in a dielectric. We shall show first, that
experimentally in all dense inert gases. In Ref. 1, estimateEXPressior(2) is preferable because it indicates smaller sizes

were made of clustering temperatures and “optimum” cIus-Of critical electron clusters compared with expressibrand

ter sizes. These clusters contain hundreds of atoms whoS€¢0ONd, that the critical siz¢at least of electron clusterare

density is close to that of the liquid. However, xenon clusterd€términed by the presence of surface states, which were

containing only some tens of atoms and giving an electroddnored in Refs. 5 and 6.
binding energy of around 10 meV were detected experimen-
tally by mass spectrometfy.These are called “critical” Large clusters

clusters. The values oW, mg;, andL for electrons and positrons
In clusters containing a large number of atoms, the l04n these medigXe and A) were measured in Refs. 7—9 or
calized quantum particles are almost free. Their energy spegaliculated previoush for a wide range of densitietsee
trum is determined by the nature of the scattering by theraple ). Figure 1 gives the dependendds) and(2) for an
cluster atoms and depends on the denSity of the medium. |@|ectr0n in ar(Xe)N cluster and a positron in e(Ar)N cluster
Ref. 4 the following expression is used to calculate the elecfor the density of the liquid state taken at the triple point. It
tron binding energy can be seen that the curv&s(N) differ appreciably. Ex-
5202 pression(2) indicates smaller sizes of electron critical clus-
, (1) ters (Xe)y compared with formulgl), consistent with the
2mgR? condition E,(N*)=0.
Note that an approach developed earlisee Ref. 1P
can only be used to estimate how compression of a cluster
e e—1 under the action of surface tension influences the binding
2R & (1b) energy of a charged patrticle for terms proportional tB 1/

and no higher. This is because the correclri_QmR2 in the

(=Vo) is the ground-state energy of an electron in a SOIIdexpansion of the density of atoms at the center of the cluster

. . _ 1/3_. . . i ey o - - - T
dlelectr_lc,R—N r Lﬂr_le cluster radluS}f is the number of n=ng+ny /REM,/R2, is unknown (ng=(%mr3)"L, n,
atoms in the clusten; is the average distance between the

. : =2ny0,/B , whereoy and B, are the surface tension and
atoms, andng is the effective electron mass. In Ref. 5 the 070! Bo 9o <l Bo o
o e i ~ " the bulk modulus of the liquid). Nevertheless, for critical
critical cluster sizeR* was estimated from the condition

E0—0 clusters where Eq(2) cannot be applied, self-compression
b_ . . . . _
The second term in Eqa is the electron kinetic en- may be assumed when the particle is localized near the clus

o . . ter surface.
ergy. However, it is incorrect to introduce the effective mass.

In this particular case, the mean free path and the wavelength .

of the electron are close to the cluster radius. The effectivé ritical clusters

mass can only be calculated and introduced correctly when As the size of the cluster decreases, the surface region
the first length is much larger, i.e., the motion is almost freeoccupies an increasingly larger part of the cluster volume
In Ref. 6 we used the approximation of an effective mediumand the electron spends an increasing amount of time in this

277_2

[1-Cé&], 2

Ep=Ep—

where the “classical” binding energy is

Eg:_Vo

1063-7834/98/40(7)/3/$15.00 1252 © 1998 American Institute of Physics
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TABLE I. Values of Vo, mgs, andL, used to calculate the binding ener&y(N) of electrons €¢7) and
positrons €*) in large clusters.

Vg, eV L,aq Meg /M 1* (Ref. 11 N*
A B
Xe e —0.71(Ref. 7 0.7 (Ref. 9 0.64 (Ref. 10 1 9 7-8
1.6 12 9-10
Ar e —0.11(Ref. 9 1.0 (Ref. 9 0.66 (Ref. 10 1 27-28  22-23
1.6 40-41  32-33
e’ —1.2(Ref. 8 —1.0(Ref. 10 1.25(Ref. 10 1 - 27

Note: The values ofl* to determineN* were taken from Ref. 11. ColumA refers to rigid clustergzero
compressibility and columnB to self-compressed clusters.

region and outside the formal boundary of the cluster (
>R) where it is bound to the cluster by the polarization tail
of the potentialV(r). This is attributed to the electrostatic

c ee—1R| R? 1
Z(r)_?{-}"‘lr_z r2_R2_8+1

componen¥/(r), which we calculate exactly as the energy of

interaction with a dielectric sphere of radiRs However, the

short-range componeM(r) can only be taken into account

for r<R, i.e., as in Ref. 6

—EJ—UgF4(r), r<R,

V(r)=
D7 —E2-UoFur), =R

©)

Here we have

2

= _ g r ge
1(r)= G+DR Rz—r2+ TR
R? *© 1 r\ 2k
N ez T & kketkT D) ﬁ) '
1.2
03} N
- ANE;
z [
(P
o4l
g bt aalassaaaagtl
a 01 0.2 03

N /3

FIG. 1. Binding energy calculated using E¢ba and(2) (dashed and solid
curves, respectivelyas a function of number of atoms in clustér 1, 2 —
electron in xenon clusteB, 4 — positron in argon cluster.

r2

r2—R2

X|In

* 1 R 2k
—21 k(kg+k+1)(?) ]

andU,=V,—T, (see the notation in Ref.)6The potential

(3) has regular asymptotic forms fofR—~ and ¢/R—0.
The critical cluster size corresponding to the number of at-
omsN* is calculated from the Jost—Kolojero condition

FdrrV(r)=|*>1, (4)
0

written for V(r)<0 (Refs. 1 and 2

For small solid-statéXe)y and(Zr)y clusters, the poten-
tial at the center of the cluster may be estimated as close to
V,. For the solid stateY, is close to zeroespecially for
argon'® and, if allowance is made for the classical size cor-
rection and self-compression, it can even become positive,
i.e., even more incapable of confining an electron. However,
the polarization tail oW (r) in the ranga >R depends fairly
weakly on whether the cluster is in the liquid or solid state.
Thus it is clear that, when the first bound state is formed, the
electron will preferentially be located outside the cluster, be-
ing localized in the surface state for-R*. From this rea-
soning,V(r)=0 can be assumed for electron clusters with
r<R*, whereas for >R* the potential is polarized with the
standard cutoff at =R* +r/2 (Fig. 2.

For different potentiald,* in Eg. (4) has values between
1 and 1.6(Ref. 11). By solving Eq.(4) for R* and givenl *,
we can determindN* =(R*/r)3. Table | gives calculated
results for rigid clusters made for two values Idf. Also
given are the results of a self-consistent model where an
equation for the force balance in the cluster is solved to-
gether with Eq(4) (see Ref. & In this case, the equation is
simplified since the electron pressure is omittas the clus-
ter size decreases, this pressure becomes zero when the first
bound state appeard-or xenon the critical value is approxi-
mately ten atoms, which is very close to the experimental
value® In Ref. 4 values oN* = 8 and 46 were obtained as
a result of cumbersome calculations fofe)y and (Ar)y
clusters, respectively. Our simple calculations agree with
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tute the complete expression for the potent&ltruncated at
r=R*+r/2, into criterion (4). These calculations give
N* =27 for I* =1. This value ofN* agrees with the calcu-
lations for large clusteréFig. 1).

Unlike an electron, a positron has a more or less equal
probability of being located outside or inside the cluster sur-
face. A positron is localized at smaller argon clusters than an
electron because of the comparative dominance of attraction
in the positron—atom interaction.

This work was partially supported by the Russian Fund
for Fundamental Research and also by the International So-
ros Program for Support of Education in the Exact Sciences
(ISSEB (Grant N APU 07208p
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Two-dimensional microclusters made up of particles repelled by the dipole law and confined by
an external quadratic potential are considered. The model describes a number of physical
systems, in particular, electrons in semiconductor structures near a metallic electrode, indirect
excitons in coupled semiconductor dots etc. Two competing types of particle ordering in

clusters have been revealed: formation of a triangular lattice and of a shell structure. Equilibrium
configurations of clusters witNl=1-40 particles are calculated. Temperature dependences

of the structure, potential energy, and mean-square radial and angular displacements are studied.
These characteristics are used to investigate cluster melting. Melting occurs in one or two
stages, depending dd. Melting of a two-shell microcluster takes place in two stages: at low
temperatures—from the frozen phase to a state with rotationally reoriented “crystalline”

shells with respect to one another, followed by a transition involving breakdown of radial order.
Melting in a cluster made up of a larger number of shells occurs in one stage. This is due

to the fact that the potential barrier to intershell rotation is substantially lower than that to particle
jumping from one shell to another for smal| and of the same order of magnitude for

large N. A method is proposed for predicting the character of melting in shell clusters by
comparing the potential barriers for shell rotation and intershell particle jumpingl9@3
American Institute of Physic§S1063-783@8)04507-9

Electrostatic image forces should play a substantial panvere calculated within a broad range of temperatures and
in small semiconductor crystallites embedded in a metalliddensities. In contrast to a Coulomb syst¥hin a dipole
host, or near a metallic electrode. Their role can becomsystem(as in a Lennard-Jones onat the melting point]’
dominant, for instance, in semiconductor structures with a=D?/(2a%ksT) =62, there are noticeable jumps in the mag-
small band gap 2, where image forces near the metal nitude of thermodynamic quantities, for instance, a jump in
boundary are capable of initiating the semiconductor-metainternal energy per partici is the dipole momeng is the
transition! Image forces can give rise to a number of otheraverage distance between neighboring partickgsjs the
spectrum rearrangement effects. For example, exciton stat@&oltzmann constant, ant is the absolute temperatyre
localized in the vicinity of the semiconductor-metal interface  On the other hand, microclusters, i.e. systems consisting
can appeaf.Image forces result in an increase of their extentof a large number of neutral or charged particles, have been
and in a semiconductor-metal Mott transition in an excitonattracting in recent years increasing interest of both purely
systen? Another interesting physical phenomenon includesscientific and applied nature. These systems are interesting in
the influence of image forces on crystallization in an elec-their strong structural sensitivity to the number of particles,
tronic systen?® Taking image forces at the semiconductor-in unusual rearrangements of the structure with increasing
metal interface into account replaces Coulomb interaction aemperature, etdsee, e.g., Refs. 15-p1If the particles are
large distances by the dipole law, and this manifests itself iracted upon by a repulsive potential, the cluster is confined by
the phase diagram of the system, in particular, resulting imn external field. Coulomb clusters were investigated earlier
guantum melting at low concentratiofis contrast to Cou- in Refs. 17-20, and logarithmizortex oneg, in Ref. 21. At
lomb systemg®~° Excitons with spatially separated electrons the same time dipole clusters remained unstudied. This paper
and holes in coupled quantum wells likewise feel dipole re+eports a study of dipole clusters and an analysis of their
pulsion at large distances, which should affect strongly thestructure and of the character of their melting as functions of
phase diagram of the systéimt this relates also to particles the number of particles they contain.
in a layer of a magnetic liquid, a layer of dielectric clusters  The paper is organized as follows. In Sect. |, we describe
on the surface of an electrolyte etsee Ref. 12 and refer- physical realizations of dipole clusters. Sect. Il deals with
ences therein dipole-cluster configurations at the global and local minima

Extended two-dimensional dipole systems were studieaf potential energy and with a competition between the shell
in a number of works(see Refs. 12-14 and referencesand triangular structures as the number of particles in a di-
therein. For instance, melting and various characteristics ofpole microcluster increases. Sect. Ill presents the results of
dipole systems were investigated by molecular dynamicgalculations of the melting. The dependence of the melting
simulation'* Thermodynamic functions, the structure factor, scenario on the number of particles discovered by us is de-
the dielectric function, and other characteristics of the systemscribed, in which melting occurs in small clusters in two

1063-7834/98/40(7)/6/$15.00 1255 © 1998 American Institute of Physics
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stagegorientational melting of shells followed by their deg- 170}
radation, which in large clusters it becomes completed in
one stage as a first-order transition. A comparison is made of
the barriers to intershell rotation with conservation of the
internal crystalline shell structure, and to particle jumping
between shells.

1. PHYSICAL MODEL

Electrons in a thin semiconductor or in a quantum dot
near the interface with a metal interact with one another ac-
cording to the lawU(x) =e%/ ex—e?/(e x>+ 4d?), where
the second term relates to the attraction of one electron to the
electrostatic image of anothéxis the electron separation on
the surfaced is the distance to the metad,is the electronic
charge, ana is the dielectric permittivity of the medium

If the characteristic distance between electrons exceeddG. 1. Potential energy per partictes particle numberN for two-
substantially the separation from the interfage>@), then dimensional dipole_ clustergl ,,0/N. _1—tota_| potential energjupo,)/N,
U(X)~262d2/(8X3), which means that at large distances 2;—average pot_entlal en?ggy of all interactions among partiles,)/N

. . . =(U2N)Z(U;;)=1/2NZr;;®, 3—external potential energy(Ue,)/N
electrons in a semiconductor near a metal interact by the (a2,
dipole law. Electrons above a thin helium film coating a
metal electrode interact in the same way. We shall consider

subsequently a classical case, i.e., assume that the electronjdgrshell motion on the whole. The maximum step was re-
Broglie wavelength\p<n~2 wheren is the electron con- g ced (each 16 steps by about a factor 0.8—0)9om 5
centration. X103 to 1x 1078 in dimensionless units.

We are going to consider two-dimensional clusters of  \ye found(a) local and(b) global minima in potential
particles coupled by dipole interaction, which are confinedenergy. It turned out that small dipole clustésimilar to
by an external potentidll¢,(r). For electrons in a semicon-  coylombid’~2 and logarithmié' ones have shell structure
ductor nanostructure the interface of the latter plays the pag; |ow temperatures.
of the confining potential. For electrons above a helium film,  \ye are going to present now the results of our computer
the lateral confining potential may be the potential of a smalkjmylation.
metallic electrode submerged in helium. We assume the con- Figure 1 permits a conclusion that the internal, external,

fining potential to be quadratitye,(ri)=ar{’, whereais a8  an total potential energies per partid&/N, increase prac-

positive constant. _ tically linearly with the number of particles. This implies that
After some scaling transformations for a small number of particle$y<40, the system has the
V5515 ke2/5 £2/5 properties of a cluster with no characteristics of a cry§tal

r——a 1 T——3pmasl; U——3s5asU (1) which E/N=cons.
D a”D a” D . -
Table | lists the shell filling numbers and the correspond-

the Hamiltonian takes on the form ing potential energies for the global minima of two-
1 dimensional dipole clusters. Consecutive filling of the shells
H=>, Fg+2 r2. (2)  reminds one of the periodic table of elements. Initiafigr
i>] ij i

small N) all particles spread along one circle close to the
Besides the above physical realizations, the Hamiltoniaigenter of the systenthe minimum of the confining poten-
describes also a cluster made up of excitons with spatiallfial) to form regular polygons. Each shell can contain not
separated electrons and holes in a double-layer struttire, more than a certain number of particles. After all the shells
which are confined in a “natural” semiconductor datre- have been filled, i.e. when they contain the maximum pos-
ated by interface roughneser artificial coupled semicon- sible number of particles, a new shell appears. Here one par-
ductor dots, or excitons polarized by an external electridicle appears at system center after a particle was added to
field. This Hamiltonian is applicable also to a cluster of mag-the system with thé5,..) configuration, two particles, after
netic particles in a drop of a magnetic liquid, to a cluster ofthe (1,7,..) configuration, three—after th@,7,..) or (2,8,..)
colloidal particles in a plane drop, etc. configurations, four—after thd€3,9,..) configuration, and
five, after the (4,10,..). Similar effects are observed for
Coulombid¢’~?°and logarithmié* clusters.
2. EQUILIBRIUM CLUSTER CONFIGURATIONS Because the confining quadratic potential is centrosym-
metric, it would seem that the cluster shells should have the
To find equilibrium particle configurations, we used ran- shape of regular polygons inscribed within circles. This is
dom search for a minimum in the potential energy of a sysirue, however, only for clusters consisting of one shell, or of
tem under random particle motion alternating with randomtwo shells with the inner one containing only one particle. As
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TABLE I. Shell structure and potential energy of dipole clusters confined by ask
a harmonic potential. | R
: " hide
Number of Shell Potential QMAM
particles filling energy B o ad
25 1 0f%
1 1 0.000000& 10° R ngn::?"
a
2 2 1.2932046 10° = L o DA/‘Z
3 3 3.041821% 1¢° & 0,
4 4 5.520836% 10° s
5 5 8.785647% 10 1.5 f
6 15 1.2289768 10 - 4
7 1,6 1.6281382 10" =
8 1,7 2.1083395L0 8
9 2,7 2.631354% 10" |
10 37 3.1901168 10" i
11 38 3.7616958 10" L L . | L
12 3,9 4.3999784 10 0 20 40
13 4,9 5.0634108 10" '}
14 4,10 5.789595% 10
15 5,10 6.5399898 10" FIG. 2. (1) Average separation between partialemd(2) size of the system
16 1,5,10 7.304922810" R vsnumber of particledN for two-dimensional dipole clusters.
17 1,6,10 8.113623110"
18 1,6,11 8.950633210"
19 1,6,12 9.842177310" obtained using the following definitiofsee Ref. 2L Define
20 17,12 1~077565@1822 the shell as a convex polygon made up of the maximum
21 2,7,12 1.17400071 possible particlegwhich houses the preceding shelhd sat-
22 2,8,12 1.27153221C° o : i . ;
23 3812 1379791910 |sfy|_ng t_he follqwmg rule: the maximum distance from a
24 3,8,13 1.475311810% particle in the given shell to the center of the system must be
25 3,9,13 15814029107 less than the minimum distance to the system center from the
26 49,13 1-692167@1822 particle of the next, counting outward, shell. We see then a
27 4.9,14 1.80470791 defect in the shell structure, but on the whole particles form
28 4,10,14 19198318107 ; .
29 510.14 2 040432810 a tnangular lattice, and therefore onan no Ionggrresolve
30 5,10,15 2.161630410% unambiguously the shells. Thus there are two kinds of order-
31 1,5,10,15 2.283908710° ing, viz. formation of a triangular lattice and formation of a
32 161213 2-40933291822 shell structure, representing two competing processes. In di-
33 1,6,12,14 253684681 pole clusters the triangular structure appears for smaller
34 1,6,12,15 2.6669867107 _ . . - hmic o< whi
35 1.6.12.16 2 8012640107 than it doe_s in Coulombl_c and_ Iogarlt_hmlc ones; which _
36 1,6,12,17 2.940787810% can be attributed to the dipole interaction being characterized
37 1,7,13,16 3.082509710° by a shorter-range potential. Because a regular triangular lat-
gg ggigig i'géggggﬁ tice has hexagonal symmetry, one observes deviations of the
20 301414 35124690107 shell shape from circular foN>30. This phenomenon is

similar to crystal “faceting.” For instance, some particles in
a dipole cluster lie not at cluster boundary but rather at a
distance of the order of a lattice period from it.

As seen from Fig. 2, the average separation between

the number of particles in small-clusters increases still
more, the symmetry undergoes spontaneous breakdown. T
manifests itself the strongest in the cluster with two particle
at the centefin theN=9 cluster, see Tablg.lIn this case it

is preferable for the second shell to take on an elliptic Shap%nically onN for all N. A comparison of Fig. 2 with Table
since the first shell consists of two particles.

ASNi i lar lattice bedins to f insid | permits a conclusion that the size of the systBminder-
s N Increases, a tnangular attice begins 1o form inst egoes a jump as a new shell appears and as a particle is added
the cluster. Fragments of the triangular lattice become no;

. : . : to the first shell(counting from the system cenjeAt the
ticeable already in a 12-particle clusféhe (3,9 configura- L . X

o . . . ) t f th ticl k
tion in Table I. Starting with 32 particles, the triangular same time if increasing the numblirby one particle makes

. : . . the cluster more symmetric, the size of the system may even
lattice dominates in the cluster; some particles cannot b

fully assigned to distinct shells, because they reside betweealecreaseslightly, as is demonstrated by Fig. 2. On the
them to form a fragment of the triangular lattighis frag- Whole, the size of the system grows approximatelyak

. which corresponds to constant particle density.
ment is centered close to the cluster boundary rather than at P P y

the center of symmetry of the confining potentidfor in- 3. MELTING AND PHASE TRANSITIONS
stance, in a cluster of 37 particles which form a configuration™
corresponding to the global minimum of potential energy =~ We used in this work the Monte Carlo method with ran-
(Table ), the distribution of particles among the shells wasdom motion of shells as a whole and random particle motion

articles grows monotonically with increasing particle num-

Br (for N>3), the rate of this growth falling off somewhat
with increasingN. As for the size of the system, although it
shows a general trend to growing, it does not depend mono-
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FIG. 3. (a) Radial andb, ¢) angular displacementstemperature for a two-dimensional dipole clustér 37. (a) 1—total RMSD,2—RMSD of outer shell,
3—RMSD of middle shell4—RMSD of inner shell(b) AMSD relative to the closest particles in the given sh&#-AMSD of outer shell,2—AMSD of

middle shell,3—AMSD of inner shell;(c) AMSD relative to the closest particles in the nearest sielAMSD of middle shell relative to closest particles
in the outer shell2—AMSD of inner shell relative to closest particles in the middle shell.

to study the temperature dependence of various physicalire AT which was varied from X 10 © to 5x 103, after
guantities. Such a combination of random motions gives avhich the system was maintained at the new temperature for
~10% gain in the rate of convergence. On finding an equi4x 10* Monte Carlo steps. Next the statistical characteristics
librium configuration, the system was heated by a temperawere calculated by averaging overx10°—1x 10" steps.
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TABLE Il. Melting temperatures and potential barriers. B
Te Ly Ui 308.7
N=37. Orientational melting of - - 2.8<10°!
outer relative to middle shell
N=37. Orientational melting of - - 2.25¢10°!
middle relative to inner shell A¢ 308.6
N=37. Total melting 9.¢10 3 59 9.7x10 2 :’&
N=10. Orientational melting of 1.2x10°% 2.6x10* 3.5x10°° v
outer relative to inner shell
N=10. Total melting 7.4610°° 45 5.6<10°?
308.5
This was followed by further heating by the same procedure. 064 | L , : L
The quantities calculated are as follows: ) 0.6 0.8 7.0 1.2
(1) Total potential energy ,q; T-10%

(2) Radial mean-square displacemetR$1SD), both to-
tal and for each shell separately:
N 2 2
1§ (=)
(00)=sr 2 — 3

Ri=1 a

FIG. 4. Total potential energy of a two-dimensional clustel,y vstem-
peratureN=37.

tential, and, as a result, the shell structure competes here with
the triangular latticeThe melting of a two-dimensional ten-
particle cluster occurs in two stages.

At Te, (see Table I the cluster undergoesomplete

gwelting, similar to theN=237 cluster described above. The
only difference here is that the temperature dependence of
potential energy is nearly linear and does not have any fea-

) 1 M ((hi— 122 — (i — Pir2)? tures, so that it cannot be used to determine the melting
(612=1- iZl ’ 22 —., (4 temperature.

RIZ 0 The AMSD of the outer shell with respect to the closest
wherei, andi, relate to the nearest particle in the same Orparticles in the inner shell experiences, however, the first
neighboring shell, respectively, and$g=27/Ng is the av-  jump at a substantially lower temperatufg, (Table II, Fig.
erage angular distance between neighboring particles in 8a). Hence atTcz a ten-particle cluster undergoesienta-

given shell consisting o particles. tional melting. ForT, >T>T,, the shellswhile remaining

The temperature dependence of RMSD for a two-, 1 i )
P P internally ordered (inside a shell particles do not switch

dimensional dipole cluster withl=37 is shown in Fig. 3a. X i
The total RMSD exhibits a break at a temperaftige(Table places, begin to rotate relative to one another. As seen from
1 ig. 5b and 5c, the total RMSD, the RMSD of the outer

II). The temperature dependences of RMSD for each sheﬁ .
separately coincide precisely with that for the total RMSD.She"’ and the AMSD of the outer shell with respect to the

The AMSDs relative to the closest particles in the same sheffIOSeSt par_'ucle.s |n3|d§ it likewise undergo a Jumpg At
and in the nearest shells suffer a break at the same tempe/d€ Same time in the inner shell, the RMSD and the AMSD

ture for all shells(Fig. 3b and 3¢ This means that the relative to the closest particles inside it do not exhibit any
N=37 cluster undergoes a phase transitiom at with the features at this temperature. One may thus conclude that at
1

S T.. the outer shell adjusts, as it were, to the inner one and
system loosing its ordered structure. Ho# T, , the number 2 , ,
. . . 1 starts to rotate about the latter, with considerable loss of both
of particles in shells begins to change, the shells exchan

articles and become diffuse. Foe>T. , no one shell is Yadial and angular order in thater shell.
part iHuse. ¢ The value of the dimensionless paramdigr(Table II)

distinct', with particles moving in a rgndom way. As SNyt which melting sets in in the systefin units of D=kg
from Fig. 4, the potential energy, which grows nearly lin- —1) can be calculated from the expressiofi
early with temperature, undergoes a jumpTa%Tcl. This =(2a°T,) . ForN=37, the valud4=59 does not differ
implies that the phase transition occurring in the cluster agnuch from the valud ;=62 at which a dipole crystal melts.
T=T,, is first order as in a two-dimensional dipole For N=10, however, the valuE =45 is smaller, which is
crystal* due to the large role played by the quadratic confining po-
Melting of a two-dimensionaN= 37 dipole cluster fol- tential for smallN.

lows the scenario of that of a two-dimensional dipole crystal ~ We found potential barriers to intershell rotatidd,,

with a triangular lattice. This is not valid, however, for mi- and particle jump#J; (with due account of relaxatiof’ for
croclusters consisting of two shells only. Despite the shortelusters of 37 and ten particles. For a cluster of 37 particles,
range character of dipole interaction, a considerable role ithe orientational barriers are higher than the radial barrier for
played in these microclusters by the quadratic confining pojumping from the global minimun(1,7,13,16 with triangular

where Ny is the total number of particles in a shell, and
averaging() is performed over various Monte Carlo configu-
rations;

(3) Angular mean-square displacemefgMSD) rela-
tive to the nearest particles in the shell under study and t
those in the neighboring shell:
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FIG. 5. (a, 9 Angular and(b) radial displacementgstemperature for a two-dimensional dipole clustér 10. (a) AMSD of outer shell relative to the closest
particles in the inner shellp) 1—total RMSD,2—RMSD of outer shell3—RMSD of inner shell;(c) AMSD relative to the closest particles in the given
shell: 1—AMSD of outer shell2—AMSD of inner shell.
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Measurements of the specific heat and elastic wave velocities fgg ulerene sample treated

at high pressure and temperature are used to estimate the Debye temperature and the
function AC=C,—C,, and also to calculate the thermal expansion work in the ideal
approximation. Similar calculations were made for graphite, diamond, silicon, germanium, and
various refractory metals. The results were used to draw qualitative conclusions on the
structural stability of a new material obtained from fullereng ®hich possesses extremely high
hardness. ©1998 American Institute of Physids$$1063-783#98)04607-3

A new form of carbon — fullerene g — is being stud-  cannot be made. Cuni&shows the change i@, for ultra-
ied in many fields of science, including physical materialshard fullerite as a function of temperature and, in this range,
technology. the values are approximately 7—8% higher than the measured

By treating fullerene g at high pressures and tempera- curve for diamond.
tures, the authors of Ref. 1 obtained fullerite samples with ~ Experimental data on the specific heat of initig), @t
unique mechanical properties, capable of scratching the haremperatures between 4 and 300 K were obtained in Ref. 6.
est face of diamond. The densify of the samples was These values may be described by the Debye function. The
3.15 g/cmi (p=23.51 g/cni for diamond. selected characteristic temperature is 58.8 K.

Here we report comparative results of measurements of ~For the initial G and the ultrahard fullerite sample we
the specific heat of initial fcc fullerite with a lattice param- Used a conventional technique to estimate the Debye tem-
eter of 14.1 A, OSCh-7-3 grade graphite, natural diamondperatg_re@ fro_m the elastic constants and/or the elastic wave
and a sample of ultrahard fullerite obtained at a pressure of€locities, using the following relations from Ref. 7:

13 GPa and temperature of 1200 °C, having a disorde_red cell  @=(h/k)(3NplamM)*V,,, (1)
structure based on deformegdCnolecules(typical cell size
~4.0 A) (Ref. 1). For these materials and various other ele-

ments, we calculatedC=C,—C, and the thermal expan- : . . .
.- P density, andv,,, the specially averaged elastic wave velocity

sion work in the ideal approximation. L g
bp . . calculated from the longitudind, and sheaVW, velocities of
The thermal measurements were made using a differen:

tial scanning microcalorimeter withi=4% accuracy. The irr:e tef:zs;ueclavzi\r/]es of an isotropipolycrystalling sample us-

temperature range of the measurements was 350—600 K anog

the rate of temperature scanning was 2 K/min. Vi=[1/3(AINZ+2N3) 1R 2)
Figure 1 gives results of our measurements of the sp

cific heat of the initial Gy, p=1.68+0.05 g/cni (curvel),

OSCh-7-3 graphite = 1.80+0.06 g/cni (curve2), ultrahard Vin=[(C11+2Cy)/3p]"2 ©)

fullerite, p=3.15+0.01 g/cni (curve 3), and diamondp  gjnce no compact sample was available, the calculations of
=3.51+0.14 g/cni (curve4). The density measurement er- V,, for the initial G5, were made using experimental data on
ror for the method of weighing in liquid was 3%. For com- he yitrasound velocities from Ref. 8j=2.49x 10° m/s and
parison, the triangles give the specific heat of the initigy C V,=1.2x10° m/s. A similar estimate made assuming a ho-
from Ref. 2. Our measured values ©f, for the initial ful- mogeneous elastic continuum gives®~45K  at
lerite agree with those given in Ref. 2 to within 2—3%. The ,=1.62 g/cni. If we take into account a correction for the
measured values of, for diamond agredto within 2%  porosity of the sample and use the values of the elastic con-
with the reference data given in Refs. 3 and 4, which isstants given in Ref. 8, we obtai®~56 K. In a subsequent
within measurement error. study’ experimental data were obtained on the elastic con-
The specific heat curves for this range of temperature arstants of a @, single crystal at room temperature, giving the
distributed uniformly with increasing material density, the calculated value® ~66 K. This value applies to the fcc
specific heat decreasing with increasing density. Similarityphase of G, and is quite acceptable.
or agreement between the specific heats of fcc fullerite and In order to estimateé® for ultrahard fullerite, we used
graphite was noted in Ref. 5, although the density and gradacoustic microscop{ to measure the transversg and lon-
of the graphite was not given so that an accurate comparisagitudinal V; velocities of sound, which were (810.3)

whereh is Plank’s constank is the Boltzmann constany

is Avogadro’s numberM is the molecular weightp is the

Cor (for a cubic crystal from the elastic constants

1063-7834/98/40(7)/3/$15.00 1261 © 1998 American Institute of Physics
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rials: 1 — Cg fullerite. 2 — OSCh-7-3 graphite3 — ultrahard fullerite 4 T,K
— diamond, triangles — specific heat of initiakd@rom Ref. 2.
FIG. 2. Temperature dependenceAdd=C,—C, : 1 — ultrahard fullerite,
2 — diamond,3 — boron,4 — graphite,5 — germanium6 — silicon, and
7 — fullerite Cyp.
X 10° m/s and (17.68:0.3)x 10° m/s, respectively. For com-
parison, single-crystal diamond has values of,
=(10.4-12.8x10° m/s andV,=17.5<10° m/s, according diamond, and various covalent elements for comparison. The
to Ref. 4. We then calculatéd,,, using formula(2) and this initial data for the calculations were obtained by linearly ex-
value ofV,, was used to calcula® as given by formulgl).  trapolating the values ad andB from the handbook&!?
For ultrahard fullerite we obtaineW,,=9.0x10° m/s and The values ofAC for the initial Gy fullerite are lower
®~1450 K. For comparison the similar characteristic forthan those for graphite. The ultrahard phase has a character-
diamond is in the range 1800—2000 K. The higher value ofstic similar to that calculated for diamond which corre-
C, for ultrahard fullerite compared with diamond agreessponds to small differences between the coefficients of ther-
with the lower® value in this case. mal pressure whose role in the stability of crystal structures
It is known that at low temperatures the difference be-at the phenomenological level was examined in Ref. 13 for
tween C, and C, is negligible. However, with increasing elements in the periodic table and metal-like compounds.
temperature this difference increases in accordance with tHeow values ofAC are typical of the diamond-like structures
well-known relation from classical thermodynamics of germanium and silicon up to approximately 0,5 in-
cluding pre-melting temperatures. For comparison metals
Cp—C,=AC=a"BT, 4 such as W, Pt, and Zr have the following values /o€
whereAC is the difference in specific heat per unit volume, (X102 J/n?-K) at 298 K, 0.9,,,, and T,,, respectively:
a is the volume coefficient of thermal expansidh,is the 16, 97, and 324; 44, 128, and 450; 7.37 and 110. The rela-
bulk modulus, and is the temperature. Relatiqd) can be tively low value of AC for Zr may be explained by the fact
expressed in terms of the coefficient of thermal pressyre that it is usually assumed that this metal typically exhibits
(Ref. 10 some degree of covalent bonding. With reference to Fig. 2,
AC=KaT, ) we note that covalent crystals have substantially loweér
values than metals.
whereK,=aB=(yC,)/V, vy is the Gruneisen constan€, is A comparative qualitative analysis of crystalline carbon
the specific heat at constant volume, ands the atomic or  structures can best be made using the paramigtarwhere
molecular volume. Thus, having the approximate valuk of A—K.aT? ©)
from measurements of the specific h&€tand the value of t
B, we can estimata. In this case, the coefficient of thermal is the specific work of thermal expansidi,is the heat con-
expansion was difficult to determine by direct measurementtent per unit volume at constant temperatlireand the other
(dilatometry because of the small size of the samples notation is given above.
(=1.5 mm. The bulk modulus of the initial & is approxi- It can be seen from the calculated data plotted in Fig. 3
mately 0.14 10' Pa(Ref. 11 and for the ultrahard phase, that the initial G, has the lowest value of the parameter
according to our ultraviolet measurement das=4.4 A/H, including the carbon phases, which qualitatively indi-
X 10' Pa. This givesa~25x10 ¢ K™ for the initial G,  cates that some of the thermal energy undergoes intramo-
anda~6x10 6K~ for the ultrahard phase with=1.8, lecular absorption which increases with temperature and at
which is quite acceptable. If the calculated valuesacdre 1100 K causes breakup of the molecules. Pressure and tem-
extrapolated to the density of ourg{s in accordance with perature treatment of the fullerite leads to the formation of a
Ref. 11, the value o should bg26-289x 10 6 K™%, which  new structural state whose specific thermophysical character
confirms our estimates. is similar to that of diamondsee curved and?2). Formally
Figure 2 gives calculated curves AfC as a function of this may be attributed to the similar values of the bulk
temperature at normal pressure for twg, @hases, graphite, moduli and coefficients of thermal expansion for these two
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1.5F 1) Measurements of the specific heat, calculations of the
characteristic Debye temperature for two fullerite phases,
and also the ratio of the thermal expansion work to the heat
content suggest that a substantial fraction of the thermal en-
ergy is absorbed intramolecularly compared with monatomic
carbon phases.
7 2) In the temperature range studied, the ultrahard fuller-
3 ite phase of slightly lower density than diamond has a spe-
cific heat approximately 10% higher. In this case, the ratio of
0.5 4 the characteristic temperatures shows the expected agree-
5 ment. The specific work of thermal expansion of the new
] phase and of diamond are almost the same in this tempera-
ture range.

=
Q
T
-

A/H - 10%

0 w0 00 T, K

FIG. 3. Temperature dependence of the paramfetir. The notation is the

same as in Fig. 2. 1v. D. Blank, S. G. Buga, N. R. Serebryanaya, G. A. Dubitsky, R. H.

Bagramov, M. Yu. Popov, V. M. Prokhorov, and S. A. Sulyanov, Appl.
Phys. A 64, 247 (1997).
types of carbon phases. The Sllghtly hlghel’ value of this“J- Jin, J. Cheng, M. Varma-Nair, G. Liang, Y. Fu, B. Wunderlich, X.-D.

. P Xiang, R. Mostovoy, and A. Zettl, J. Phys. Che86, 5151(1992.
parameter for graphlte may be caused by indications of me3Concise Handbook of Physicochemical Quantijtiedited by K. P. Mish-

tallic bonding which show up in the familiar increase of the chenko[in Russiad, Khimiya, Leningrad(1974, 200 pp.
electrical resistance with increasing temperature. For a com?A. P. Batichev, N. A. Babushkina, A. M. Bratkovskit al, in Handbook

parative analysis we calculated the paraméé for vari- of Physical Quantitigsedited by |. S. Grigor'ein Russiaf, Energoat-

. . omizdat, Moscow(1991), 1232 pp.
ous metals such as W, Pt, and Zr and obtained the followinGg \yunderlich and Yimin Jin, Thermochim. Ac226, 169 (1993.
values (< 10°) at temperatures of 298 K, 0I5, and T,,: B. V. Lebedev, K. B. Zhogova, T. A. Bykova, B. S. Kaverin, V. L.

0.9, 2.8, and~11.0; 1.6, 4.5, and~15.0; 0.55, 2.3, and Karnatsevich, and M. A. Lopatin, Izv. Ross. Akad. Nauk Ser. Khan.
~5.0, respectively. The highest value of this parameter is,2229(1996.

. Physical Acoustigsedited by W. P. Mason, Vol. Ill, Chap. [fA\cademic
observed for Pt which does not undergo structural transfor- press New York: Mir, Moscow, 1968, 390 fip.

mations at high temperatures and pressures. In solid WEN. P. Kobelev, Y. M. Soifer, I. O. Bashkin, A. F. Gyruv, A. P. Moravskii,
samples, no transitions are observed under temperature an@dnd O. G. Rybchenko, Phys. Status SolidL 80, 157 (1995.

a . . 9 - :
pressure(transitions do occur in small particleslthough ’;H; ﬁ?f';"é gég'(l'\gg%'aev' Ya. M. Scifer, and S. 5. Khasanov, Chem.
theoretical calculations show bcc—hcp transitions are posey. b jank, s. G. Buga"N. R. Serebryanaya, G. A. Dubitsky, M. Yu.

sible at pressures above 100 GPa. Zirconium is known to Popov, V. M. Prokhorov, N. A. Lvova, and S. N. SulianovHroceedings
undergo various transitions at moderate temperatures andpPf the International Conference on High Pressure Science and Technology
- - o . ... (Joint AIRAPT-16 & HPCJ-38 Conference), Kyoto, 198Y press.
pressures up _to 55 kpar, i.e., it exhibits structural |nstab|I|ty11L. N. Yakub, Fiz. Nizk. Temp19, 726 (1993 [Low Temp. Physl9, 522
which is consistent with the lowA/H value. Thus, the cor-  (1993].
relation identified for carbon structures is not specific and?v. E. Zinov'ev, Thermophysical Properties of Metals at High Tempera-
may be extended to other elements and materials. tures[in Russian, Metallurgiya, Moscow(1989, 384 pp.
. . A, A. Nuzhdin, Neorg. Mater24, 1638(1988.
Thus, the following conclusions can be drawn from

these results. Translated by R. M. Durham
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Figure 6 on page 15 should be as follows.
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