
PHYSICS OF THE SOLID STATE VOLUME 40, NUMBER 7 JULY 1998
METALS. SUPERCONDUCTORS

Fermi surface of doped lithium
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The Korringa–Kohn–Rostoker method with Green’s function averaged over the atomic
configurations in a complex Ising lattice and a muffin-tin potential was used to calculate the
electronic-band structure in lithium containing vacancies ands, p, andd impurities. It is shown
that substantial changes in the profile of the Fermi surface do not lead to necking, as was
postulated previously, but cause splitting of the electronic states at the face of the Brillouin zone.
This is attributed to the reduced symmetry of the crystal lattice with impurity excitation of
the electronic-subsystem. ©1998 American Institute of Physics.@S1063-7834~98!00107-5#
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Lithium is probably the most popular material for r
search into the physics of metals. The abundance of exp
mental and theoretical data on lithium offers extensive sc
for using this material to check out newly developed resea
techniques. At the same time, intensive testing of new m
ods using lithium has occasionally resulted in the discov
of unexpected properties of this material.1–5 Some of these,
especially the properties of the Fermi surface,3–7 have
formed the subject of active discussion for decades.

In the author’s opinion, the problem of the shape of t
Fermi surface of lithium, formulated back in 1970 in Ref.
has still not been settled despite the apparently unambigu
conclusion reached in the fundamental study reported in R
7, that this surface is close to spherical with a maxim
deviation of 4.661.0%. This is confirmed by all known the
oretical studies aimed at calculating the shape of the Fe
surface. Thus, the present paper attempts to identify, at l
in principle, the factors which could cause substantial dev
tions from sphericity and then assess them.

The first assumption made was that the shape of
Fermi surface in lithium may undergo considerable chan
as a result of thermal excitation. This assumption was ba
on the fact that the electron–phonon interaction in this m
terial is fairly strong and the sample becomes intensely
during an experiment.4 However, a thorough analysis of th
temperature dependence of the band structure of lithium8 re-
vealed that thermal action cannot be responsible for s
substantial changes in the shape of the Fermi surface w
lead to necking or at least contact with the face of the B
louin zone.

The next step was to study the shape of the Fermi
face as a function of the lithium vacancies and impuriti
For this purpose the Korringa–Kohn–Rostoker method9,10

was used with the Green’s function11 averaged over the
atomic configurations in a complex Ising lattice. The muffi
tin potential was constructed as in Ref. 12. The constana
56.597 a.u. of the body-centered cubic lattice3 was the same
1071063-7834/98/40(7)/2/$15.00
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in all the calculations. The Fermi energyEF was determined
numerically using an expression

N~EF!5E H 1

2
1

1

p
arctanS 2

EF2E

G D J d3k ~1!

for the number of electron-filled states. HereE5E(k) is the
energy of the single-electron state andG5G(k) is the width
of the broadening of this state obtained as a result of sea
ing for a self-consistent solution. Integration in Eq.~1! is
performed over the Brillouin zone whose irreducible part
shown schematically in Fig. 1. The cross sections of
Fermi surface on the faces of the irreducible part of the B
louin zone for high-purity metallic lithium are shown in Fig
2. In this case, the Fermi surface consists of near-sphe
segments. The deviations from spherical in our calculati
are almost 1.5 times bigger than those in other theoret
studies, although they do not exceed 6%. The deviations
main almost unchanged after small quantities of vacan
and impurities are introduced into the lithium. The shape

FIG. 1. Irreducible part of the Brillouin zone of a simple cubic lattice.
9 © 1998 American Institute of Physics
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the Fermi surface is only severely distorted above cer
critical values of the concentrations~Fig. 3! caused by split-
ting of states reaching theXMR face of the Brillouin zone.
The cross sections of the Fermi surface, shown in Fig. 3
the faces of the irreducible part of the Brillouin zone a
shown in Fig. 4. In this case, the shape of the Fermi surf
is almost independent of whether vacancies ors, p, andd
impurities are introduced into the material. It chang
sharply with increasing concentration, above certain criti
values. For vacancies this critical value is 0.1%. Howev
under normal conditions lithium contains significantly few
vacancies. Thus, there is no reason to assume that vacan
and vacancies alone, may influence the shape of the F
surface in lithium.

When 0.1% sodium or potassium impurities are int
duced into lithium, the states undergo splitting at the surfa
as shown in Fig. 3. This splitting may be achieved by int

FIG. 2. Cross section of the Fermi surface with faces of the irreducible
of the Brillouin zone in high-purity lithium.

FIG. 3. Fermi surface of lithium containing 0.1 at. % sodium impurities
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ducing only 0.04 at. % iron. However, these concentratio
of such a commonly used metal as iron are encountered
tremely rarely in lithium samples intended for research p
poses. Sodium and potassium are the most commonly oc
ring impurities with concentrations frequently exceedi
0.1%. Unfortunately, the quantitative impurity compositio
is not given in those experimental studies which indicate t
the Fermi surface of lithium deviates substantially fro
spherical. Attention is merely drawn to the fact that samp
~including single-crystal ones! containing below-critical con-
centrations of sodium and potassium impurities, not only
hibit no necking at the Fermi surface but also reveal no c
tact of the face of the Brillouin zone.

To conclude, a substantial change in the shape of
Fermi surface does not lead to necking, as has been po
lated in various studies, but causes splitting of the electro
states at the face of the Brillouin zone. This is attributed
the reduced symmetry of the crystal lattice with impur
excitation of the electron subsystem.
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FIG. 4. Cross sections of the Fermi surface of lithium containing 0.1 at
sodium impurities.
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Characteristics of the thermodynamics of the electronic subsystem in intercalated
titanium dichalcogenides

A. N. Titov and A. V. Dolgoshein
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Results of an electrochemical experiment are used to calculate the concentration dependences of
the chemical potential and entropy of silver in AgxTiTe2. It is shown that the electronic
contribution to the thermodynamic functions must be taken into account in any explanation. The
thermodynamic functions are modeled and the density of states in the conduction band is
refined. It is confirmed that a band of localized states exists near the Fermi level, as was
hypothesized previously to explain kinetic experiments. Various mechanisms are
considered for the formation of these localized states. ©1998 American Institute of Physics.
@S1063-7834~98!00207-X#
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The influence of intercalation on the properties of la
ered transition-metal dichalcogenides is conventionally
scribed using a ‘‘rigid-band’’ model in which the entire in
fluence of intercalation is reduced to increased filling of
conduction band of the initial compound. This model acc
rately describes intercalation compounds of laye
transition-metal dichalcogenides with alkali metals but
intercalated transition metals and silver, the picture is no
simple. Various authors1–6 have suggested that intercalatio
leads to carrier localization to explain the electronic prop
ties. This assumption explains the experimental data but
not identify the nature of the localization. In Ref. 6, for e
ample, localization was attributed to the appearance of
energy gap as a result of modulation of the Fermi surface
intercalant ions. In other studies localization was attribu
to trapping of the Fermi level by a band of localized sta
formed either by screening of the intercalant Coulomb
tential by conduction electrons and the formation of virtu
bound states in the conduction band,2,5 or by the formation of
covalent Ti–Ag–Ti centers.3,4,7The need to use a large num
ber of previously unknown parameters to determine the e
tronic structure from results of kinetic experiments mak
this approach rather unattractive to determine the natur
the carrier localization in intercalated materials based on
ered transition-metal dichalcogenides. Thus, in the pre
study we attempted to solve this problem by using data
the concentration dependence of the thermodynamic pa
eters of a typical material which demonstrates carrier loc
ization as a result of intercalation — AgxTiTe2.

1. EXPERIMENT

The material used to prepare the samples was obta
by ampoule synthesis from the elements. The procedure
to prepare and characterize the samples was describe
detail in Ref. 4. The electrochemical measurements w
made using polycrystalline samples with an AgI solid ele
trolyte at temperatures between 450 and 620 K. The exp
mental method was described in detail in Ref. 8. The exp
1081063-7834/98/40(7)/3/$15.00
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mentally determined concentration dependences of
thermodynamic functions are plotted in Figs. 1 and 2.

2. MODELING OF THERMODYNAMIC FUNCTIONS

According to Ref. 9, the thermodynamic functions m
be represented as the sum of the electron and the ion co
butions

mAg5me1m i , SAg5Se1Si , Se52S ]me

]T D
x

. ~1!

The ion entropy may be obtained as the sum of the confi
rational and vibrational components

Si5Sconf1Svibr . ~2!

In the Einstein model, the concentration dependence
the vibrational entropy can be neglected10 and the configura-
tional contributionSconf can be calculated with allowance fo
the structural characteristics.11 The difference between th
experimental and ionic thermodynamic functions cor
sponds to the electron contribution to the thermodynam
system.

FIG. 1. Theoretically calculated entropy of silver atoms and ions in AgxTiS2

versus silver contentx. Dots show experimental values.
1 © 1998 American Institute of Physics
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The electron contribution was modeled to allow for t
three possible influences of intercalation on the elect
structure described above.

For the case where a gap is formed, the behavior of
thermodynamic functions is determined by the ion contrib
tions since the number of electrons in the Fermi level
small and the electron contribution can thus be neglecte

To model the other two situations, the electron chemi
potential was calculated from the equation of electroneut
ity

E
0

`

r~«! f ~«!d«5pV1ND, ~3!

wherepV is the hole concentration in the valence band,ND is
the donor~silver atom! concentration, with the density o
states in the conduction band given as the sum

r~«!5r1~«!1r2~«!, ~4!

wherer1 is the ‘‘band’’ density of states andr2 is the addi-
tional density of states associated with the band of locali
states, whose explicit form depends on its nature.

For the case of virtual bound states the localized sta
are ‘‘added’’ to the band states, wherer15r0;«1/2 is the
density of states in the initial TiTe2, and r2 is the ‘‘addi-
tional’’ density of states having a Lorentzian curve12

r25
xNTiD

p$~«2Ed!21D2%
, ~5!

where x is the silver content,NTi is the concentration o
titanium atoms,Ed is the position of the localized state ban
measured from the bottom of the conduction band, andD is
its width.

It was postulated in Ref. 3 that Ti–Ag–Ti centers a
formed by the hybridization ofdz

2 orbitals of titanium atoms
~forming the conduction band of TiTe2) and thes-states of
silver. Thus, thedz

2 orbitals of the titanium atoms forming
the center are ‘‘extracted’’ from the conduction band a
‘‘switched’’ to the localized state band. In this case, thr
types of centers may be formed: Ti–Ag–Ti, Ag–Ti–Ag, a
Ti–vacancy–Ti. Their concentration may be calculated us
the gas approximation assuming randomly filled availa

FIG. 2. Theoretically calculated chemical potential of silver atoms and i
in AgxTiS2 versus silver content. Dots show experimental values.
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positions for the silver atoms. Since the coefficient of fillin
of the octahedral positions in the van der Waals gap by si
atoms isx, the probabilities of the formation of these cente
are 2x(12x), x2, and (12x)2, respectively.3 An analysis of
the concentration dependence showed that only Ti–Ag
centers contribute to the localized state band whereas
states of the other titanium atoms forming Ti–vacancy–
and Ag–Ti–Ag centers remain band states.3 The expressions
for the different contributions to the density of states~expres-
sion ~4!! then have the form

r15@~12x!21x2#r0 , ~6!

r252x~12x!Dr~«!, ~7!

where Dr(«) is the function describing the profile of th
localized state band.

3. RESULTS AND DISCUSSION

The concentration dependences ofm i and Si calculated
using the structural data3 are plotted in Figs. 1 and 2 togethe
with the experimental curves. It can be seen that the conc
tration dependence of the ion entropy is the direct oppo
of the experimental curve while the dependence of
chemical potential does not reveal any change in slope. T
the gap formation model cannot be applied to this class
materials and will not be considered subsequently.

To calculate the electron chemical potential, it was
sumed that the triply degenerate maximum of the vale
band is located at the pointG and the conduction band ha
three equivalent minima at pointsM and L which overlap
with the valence band (DEGL50.63 eV, DEGM50.3 eV!
~Ref. 1!.

The profile of the localized state band for the cen
model was determined from the concentration dependenc
the activation energy for semiconducting conductivity o
tained by recalculating the results of Refs. 4 and 7. In th
studies the concentration dependences of the kinetic pro
ties of AgxTiTe2 were described assuming thatn-type con-
ductivity is achieved by excitation of electrons from the l
calized state band to the conduction band. In this case,
conduction activation energy may be related to the ene
gap between the Fermi level and the upper edge of the lo
ized state band~boundary of mobility!. The concentration
dependence of the activation energy is close to a Lorent
curve ~Fig. 3!.

Thus, the virtual-bound-states model and the cen
model have four parameters: the effective electron (me) and
hole (mh) masses, the position of the localized state ba
(Ed), and its width (D), which were determined from opti
mized concentration dependences of the thermodyna
functions. In the virtual-bound-states model, for all values
the parameters no abrupt increase in entropy was obse
for x.0.74. The parameters obtained for the center mo
are given in Table I. The theoretical curves in Figs. 1 an
are plotted for the values of the parameters given in Tabl
The rms deviation of the theoretical curves from the expe
mental ones does not exceed 0.013 eV for the chemical
tential and 0.03 meV for the entropy.
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On the other hand, the parameters of the electron st
ture can be estimated from independent experiments.
average carrier mass was determined in Ref. 3 and it
noted that the hole conduction exhibited activation-type
havior with an activation energy of;0.12 eV, which was
attributed to the excitation of electrons from the valen
band to the localized-state band. This means that the en
position of the band can be estimated as the sum of
activation energy and the band overlap. In the same stud
was noted that the electrons were ‘‘frozen out’’ at 80 K fro

FIG. 3. Result of approximating the concentration dependence of the
vation energy forn-type semiconducting conductivity of AgxTiTe2. Solid
curve — Lorentzian curve.

TABLE I. Effective-carrier masses (me and mh) in free-electron masses
position (Ed) and width (D) of localized-state band determined experime
tally and calculated theoretically using the model of Ti–Ag–Ti localizati
centers.

Parameters Calculations Experiment

me /m0 0.1 me1mh

2
51.5

mh /m0 2.9
Ed , eV 0.72–0.77 0.75
D, eV 0.006–0.01 0.007
c-
he
as
-

e
gy
e
it

which we can obtain the characteristic width of this ba
(D;kT). The parameters thus estimated are also given
Table I. It can be seen that satisfactory agreement is
served between the estimated and calculated paramete
the electronic spectrum.

It thus has been found that, of the three possible mod
of localization, only the center model satisfactorily describ
the experimental results. For the gap model, the experime
pattern was the direct opposite, and for the virtual-bou
states model it was impossible to select parameters w
gave accurate agreement between experiment and theor
though this model was used successfully for an Ag–T2

system. In AgxTiS2, however, the localized-state band
above the Fermi level and begins to be filled with electro
at silver concentrations close to the maximum possible
AgxTiS2. Even for compositions in equilibrium with metalli
silver, the degree of filling of the localized-state band
AgxTiS2 is insufficient to make a choice between the virtu
bound-states model and the center model. If the degre
filling varies widely, as in AgxTiTe2, it can be appreciated
that localization is caused by the formation of Ti–Ag–
centers.

This work was supported by the Russian Fund for Fu
damental Research~Grant No. 97-03-33615a!.
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Insulator-metal transition in the single-crystal high- Tc superconductor Bi-2201
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Variations in the temperature behavior of resistivity,r(T), in theab plane of the anisotropic
single-crystal high-Tc superconductor BiSrCuO~2201 phase! have been observed at the
insulator-metal~IM ! transition. At low temperatures, as one approaches the transition, the Mott
relation for two dimensions, lnr}T21/3, changes to lnr}T21/2, which corresponds to
hopping conduction with a Coulomb gap in the density of states. Negative temperature slopes
were revealed in the samples near the transition. Estimates suggest that superconductivity
in these samples sets in from the Anderson insulator state. The behavior of the width of the
superconducting transition and of the temperature of its onset,Tcon, at the IM transition
has been studied from measurements of the ac magnetic susceptibility. It is shown that in the
vicinity of the IM transition the superconducting transition becomes broader, and the
onset of the transitionTcon shifts toward higher temperatures. This behavior is attributed to
nonuniform superconductivity resulting from formation in the crystal of superconducting droplets
with different values ofTc , which is caused by fluctuations in the local density of states
due to the inherent disorder in the crystal. In these conditions, superconductivity has a percolation
character. ©1998 American Institute of Physics.@S1063-7834~98!00307-4#
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Among the problems to be solved on the way to a be
understanding of the nature of high-Tc superconductivity is
the significance of disorder in the superconducting mate
Single-crystal BiSrCuO phase 2201 is a convenient mo
object for such studies. This is the simplest bismuth-ba
high-Tc compound containing one CuO2 plane in the unit
cell. Our data place the superconducting transition temp
ture Tc in these crystals within the interval 2–13 K, thu
making it possible to study their transport nonsupercond
ing properties down to low temperatures, where the effec
disorder-induced random fields becomes essential. The t
nology for growing of these single crystals has reache
very high level.1 One succeeds in obtaining samples wh
are homogeneous both from x-ray diffraction and microco
position measurements, practically do not degrade with ti
and do not change their properties under thermal cycling

The chemical formula of the compound is frequen
written in the form@Bi22yCuy#@Sr22(x1y)Bix1y#CuOz ,2 to
stress that copper present in excess of stoichiometric com
sition can occupy the bismuth sites, and an excess of
muth, the strontium sites. Bi, Sr, Cu, and O atoms are in
Bi31, Sr21, Cu21, and O22 ionic states. An increase in th
content of bismuth cations should be accompanied by tha
oxygen anions to form double Bi-O layers. This gives rise
the ‘‘superstructural’’ incommensurate modulation in theab
plane along the CuO2 sheets. Because the superlattice a
the host lattice are incommensurate, even crystals with a
fect substructure contain random fields generated by ran
variations in the superlattice parameter. This internal str
tural disorder does not depend on the degree of perfec
with which the crystals were grown.

It is known that stoichiometric high-Tc cuprates are an
1081063-7834/98/40(7)/4/$15.00
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tiferromagnetic insulators with the conduction band split
strong electron correlation~the Hubbard bands!.3 The insu-
lating gap separates the filled lowest band, caused by
overlap of 2p oxygen orbitals in the CuO2 planes, from the
empty 3d(Cu) band. Excess oxygen acts as an acceptor
electrons transfer from the filled band to oxygen levels, w
holes forming in the lowest band. The trivalent Bi31 in
BiSrCuO crystals acts as a compensating impurity, and
hole concentration decreases with increasing Bi concen
tion.

The band diagram of this material resembles that o
degenerate, heavily doped and strongly compensatedp-type
semiconductor.4 In the case of high random fields and lo
hole concentrations the Fermi level crosses the hills of
2p(O) band potential relief, and states with energyF are
localized. As the hole concentration increases, the Fe
level moves downward and approaches the hole mob
edgeVc . The crossing by the Fermi level of the mobilit
edge initiates the IM transition, which is known as th
Anderson transition in Fermi glasses.5

1. RESULTS OF MEASUREMENTS

We studied temperature dependences of the resist
r(T) of our single crystals from room to helium temper
tures. As all other high-Tc cuprates, BiSrCuO single crysta
are strongly anisotropic. We are presenting here result
measurements made in theab plane. The linear dimension
in the ab plane were'131 mm, and the sample thicknes
across theab plane, i.e., along thec axis, was 3–5mm. The
technology used to grow the single crystals is describ
elsewhere.1 The closeness to the Anderson transition can
conveniently characterized by the room-temperature resis
4 © 1998 American Institute of Physics
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ity r290.6 By choosing properly samples with different room
temperature resistivities, we could vary the hole concen
tion from sample to sample and follow the variation
conductivity at the IM transition.

Figures 1 and 2 show temperature dependences of
resistancesRab(T) for samples1 and 2 with low hole con-
centrations, withr290525 and 8 mV•cm, respectively. The
Rab vs T relations exhibit semiconducting behavior.Rab

grows rapidly with decreasing temperature~Fig. 1!. In the
low-temperature domain these relations are fitted best o
by the Mott law for hopping conduction in two dimension
~Fig. 2!:

r;exp~T0 /T!1/3. ~1!

For sample 1 which has a larger value ofr290 the linear
dependence of lnRab on T21/3 ~Fig. 2! starts from room
temperatures. For this sample,T051.43105 K. As the pa-
rameterr290 decreases, the transition to hopping conduct
occurs at progressively lower temperatures (Th). For sample
2, Th550 K, T054000 K.

The inset to Fig. 1 plots theRab vs 1/T relation for
sample2 on a semi-log scale. We readily see that the init
portion of the plot, within the room-temperature region, e
hibits an activated behavior

r;exp~«1 /kT!, ~2!

where «15F2Vc . This change in the temperature depe
dence with decreasing parameterr290 is explained as due to
the Fermi level approaching the mobility edge. Thermal
tivation of holes from theF level toVc at high temperatures
turns out to be more favorable in this case than tunnel
under the potential hills. The activation energy«1 is not
constant and decreases with decreasing temperature,
larly to the way it occurs in extrinsic semiconductors wi
random fields.4 The activation energy decreases also asF
approachesVc ~i.e., with decreasingr290!. The magnitude of
«1 determined in our samples from the slope of the init
portion of the lnRab vs 1/T plot varied from 34 meV for
sample2 to 0.3 meV for sample4, with Th shifting toward
low temperatures.

FIG. 1. Temperature dependence ofRab of sample2, r29058 mV•cm.
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The quantity T0 in Eq. ~1! is related to the two-
dimensional density of statesN(F) at the Fermi level
through4

T0513.8/@kN~F !Rloc
2 #, ~3!

where Rloc is the hole localization length. AssumingRloc

'\/(gm* )1/2,7 where g is the random-potential swing
which in order of magnitude is equal to«1 , andm* is the
hole effective mass, we obtain for sample2, N(F)'7
31027 erg21 cm22. This value is considerably smaller tha
the density of states calculated within the free-elect
model. Thus the values ofT0 indicate that the Fermi level in
samples1 and2 lie deep in the density-of-states tail.

For samples3–7 ~Fig. 3!, r290<4 mV•cm. The Fermi

FIG. 2. ln Rab vs T21/3 relation for sample1, r290525 mV•cm, T051.4
3105 K, and for sample2, r29058 mV•cm, T0543103 K.

FIG. 3. Temperature dependences of sample resistance in theab plane
normalized to the resistance at 150 K. The resistivityr290 of samples
1–7 (mV•cm): 25, 8, 3.7, 3.5, 2.5, 1.8, and 0.35.
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level in these samples is located closer to the mobility ed
The value of«1 , which is approximately equal toF2Vc , is
small, but at not too low temperatures the inequalitykT
@«1 holds. In these conditions, the potential relief does
affect the conduction, and the hole concentration is pra
cally temperature independent. TheRab(T) relation is domi-
nated in this region by the mobility of the holes rather th
by their concentration. The characteristic linear course of
relation,Rab}T, is accounted for by elastic carrier scatteri
from phonons. As the temperature decreases, an activ
behavior becomes evident in samples 3 and 4, which tra
forms to hopping conduction with a Coulomb gap presen
the density of states at the Fermi level:

r;exp~T1 /T!1/2. ~4!

Observation of the dependence~4!, accounted for by the
Coulomb gap, is in itself an argument for the closeness of
F level to Vc . For sample3, T15170 K ~Fig. 4!. The tem-
perature T1 decreases with decreasingr290; indeed, for
sample4 we obtainedT156 K.

As parameterr290 is reduced still more, the samples b
come superconducting~curves5–7 in Fig. 3!. A negative
slope in the Rab vs T plot appears in sample5 (r290

52.5 mV•cm). We believe that this sample becomes sup
conducting from the Anderson insulator state with decre
ing temperature. Note that negative temperature coeffici
were observed earlier in high-Tc cuprates.6,8 In sample7,
r29050.35 mV•cm. The Fermi level here is still closer to th
mobility edge, and theRab vs Trelation is practically linear.
An activated behavior is seen only in the slight sloping of
plot at low temperatures nearTc .

In studies of the effect of random fields on supercond
tivity it is important to specify the way in which the temper
ture and width of the superconducting transition were m
sured. In superconducting samples we determined th
quantities from the temperature dependences of ac mag
susceptibilityx. These measurements permitted us to der
the temperature of the onset of the superconducting tra
tion Tcon ~from the decrease ofx by 10%! and the transition
width DTc ~from the interval of decrease by 10 and 90%!.

FIG. 4. ln rab vs T21/2 dependence for sample3, r29053.7 mV•cm. Posi-
tion of contacts inrab measurements is shown.
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When the parameterr290 was reduced~i.e., the F level
shifted into the region of delocalized states!, the Tcon tem-
perature in the samples fell from 13 to 2 K. The transiti
width also depended on parameterr290. Figure 5 presents
the dependence of transition widthDTc on Tcon for the
samples under study. The relation clearly follows a cor
lated behavior. Samples with a highTcon exhibit broad tran-
sitions. There were no samples with high values ofTcon and
transition widths less than 4 K. Narrow transitions, less th
0.5 K, are usually observed in samples with a lowTcon.

2. DISCUSSION

The temperature dependences presented in Fig. 3
normalized to the sample resistanceR at 150 K.9 The point
T5150 K was chosen arbitrarily in the high-temperature
gion, where no features associated with the IM transition
observed. We readily see that the graph with a negative t
perature coefficient for sample5 fits well into the general
pattern ofR(T) evolution observed as one approaches
transition. The negative slope exhibited by this superc
ducting sample is due to the fact that, as the tempera
decreases, single-particle tunneling through the poten
hills becomes progressively more difficult, but at the sa
time two-particle Josephson tunneling of Cooper pairs
comes possible. The conditions under which this pheno
enon can be observed are specified in the review Ref. 1

1! The transition to localization takes place o
conductivity scales of the order of the minimum metal
conductivity sc . For quasi-two-dimensional high-Tc super-
conductors,sc'13103 V21 cm21. For sample5, sc'6
3102 V21 cm21 near the superconducting transition.

2! For localized superconductivity to set in, the supe
conducting gap 2D should considerably exceed the ener
separationdE between the levels of the carriers localize
within a region with dimensionsRloc(E). For quasi-two-
dimensional high-Tc superconductors, 2D'7Tc , and dE

'@pRloc
2 N(F)#21. The measured temperatureTc for sample

5 is 10 K. The density of statesN(F) for sample5 can be

FIG. 5. Increase of the superconducting transition width with the shift of
onset of transition toward higher temperatures because of nonuniform
perconductivity. Inset shows the method of determiningTcon andDTc .
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estimated from measurements on a nonsuperconduc
sample4 close in properties to it, where the Coulomb gap
the density of states is observed. The temperatureT1 in Eq.
~4! is related toN(F) in the two-dimensional case throug
T156.6/@4pkN(F)Rloc

2 #.4,10SinceT156 K for sample4, we
obtain 2D'20dE .

3! In order for superconductivity to set in throughout t
crystal, the coherence lengthjab must exceed the widthr s of
the potential barriers separating the superconducting regi
The magnitude ofr s can be estimated from measurements
the R(T) relation for nonsuperconducting samples close
the IM transition. Indeed, the transition from activated
hopping conduction should occur at a temperatureTh defined
by condition7

g/~kTh!'~m* g!1/2r s /\. ~5!

Here, the right-hand part is the argument of the exponen
describing the probability of tunneling through a potent
barrier of heightg and widthr s , and the left-hand part co
incides in order of magnitude with that in Eq.~2!. For sample
2, whose Fermi level lies deep in the density-of-states t
g'34 meV, Th550 K, and, accordingly,r s546 Å. For
sample 4,«1'0.3 meV, Th'13 K, and, accordingly,r s

'17 Å. It is known that for cuprate high-Tc superconduct-
orsjab'30 Å, which means that for sample4, and sample5
close to it in properties, the inequalityjab.r s holds. All
these estimates show that we observe superconductivit
the Anderson insulator. We note also that throughout
whole range ofr290 variation covered we did not observ
samples with characteristics of a normal metal.

As a result of spatial fluctuations in the local density
states induced by random fields, superconductivity beco
spatially nonuniform in the vicinity of the Anderson trans
tion. As the temperature decreases but is still aboveTc , su-
perconducting droplets with local transition temperatures
pear in the normal phase10 ~see also Refs. 11 and 12!.
Experimentally this phenomenon manifests itself in a shift
the transition onset pointTcon toward higher temperatures
ng
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f
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al
l
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in
e

f
es

-

f

and an increase of transition width~Fig. 5!. In a simply con-
nected region, the effect of statistical fluctuations becom
unessential asVc2F increases, the droplets disappear, a
the transitions become narrow,DTc'0.5 K. In such samples
the F level crossesVc while still remaining in the density-
of-states tail. The lowTcon temperatures ('2 K) are caused
by random-field-induced degradation of superconductivity
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Correlation between the electric-field effect and weak-link type in YBa 2Cu32xOy and
YBa2Cu32xOy /Agx high- Tc superconducting ceramics
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An experimental study is reported of the effect of an electric fieldE<120 MV/m and of
temperatureT on the critical currentI c and I -V characteristics of yttrium-based high-Tc

superconducting ceramics. The materials studied were copper-deficient ceramics,
YBa2Cu32xOy ~D samples!, and YBa2Cu32xOy /Agx ceramics@S samples with silver present in
amounts equal to the copper deficiency (0<x<0.4)#. It has been established that inD
samples at 77 K, the electric field increasesI c and reduces substantiallyR for I .I c , whereas in
S samples no field effect is observed. Measurements of theI c(T) dependence near the
critical temperature showed that they can be described for all samples by a relation of the type
I c5const(12T/Tc)

a, wherea'1 for theD samples, anda'2 for theS samples. The
results obtained suggest that the electric-field effect correlates with the existence in the ceramic
of SIS-type weak links at grain boundaries. ©1998 American Institute of Physics.
@S1063-7834~98!00407-9#
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An earlier study1 in the electrode-insulator-superco
ductor system detected a reversible effect in an external e
tric field E on theI -V characteristics of the high-Tc ceramic
YBa2Cu3Oy ~Y-123!. Later investigations2–5 showed this
field effect to depend markedly on the composition a
preparation method produced of the ceramic. In particu
doping the Y-123 ceramic with silver specific features in t
effect.3–5 The physical nature of the field effect in high-Tc

ceramics remains unfortunately unclear, although it w
conjectured2 that it is connected primarily with possible in
fluence of the field on the weak links at grain boundaries

An analysis of the electric-field effect in Y-123 and Y
123/Ag and its comparison with the data reported in Refs
7 led the authors of Ref. 3 to conclude that the field eff
arises in the presence in the ceramic of weakSIS-type links
~superconductor-insulator-superconductor!. The fact is that
doping the Y-123 ceramic with silver changes the weak-l
type fromSISto SNS~superconductor–normal-metal– supe
conductor!,7 and after such doping either the field effe
disappears3,4 or theI -V characteristic exhibits a specific hy
teresis, with the field effect observed only within the upp
branch of the characteristic. The above conclusion on
change of the weak-link type in the Y-123 ceramic dop
with silver was based7 on the temperature dependence of t
grain-boundary critical current close to the grain-bound
critical temperature. Silver was directly observed to seg
gate at grain boundaries in silver-doped dysprosium-ba
high-Tc ceramics.8

This work reports special experiments where the sa
high-Tc ceramic samples were used to study both the e
tric-field effect and the temperature dependence of the c
1081063-7834/98/40(7)/3/$15.00
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cal currentI c near the critical temperatureTc . The materials
studied were copper-deficient YBa2Cu32xOy ceramics and
YBa2Cu32xOy /Agx ceramics with silver contents equal t
the copper deficiency (0<x<0.4). The experiments lead t
a conclusion that the electric-field effect correlates with
presence in the ceramic of weakSIS-type grain-boundary
links.

1. EXPERIMENTAL TECHNIQUE

We studied copper-deficient YBa2Cu32xOy high-Tc ce-
ramics~D samples! and similar ceramics doped with silve
YBa2Cu32xOy /Agx ~S samples!, with 0<x<0.4. The ce-
ramics were prepared by the citrate sol-gel technique.9 In this
technique, first the nitrates of yttrium, barium, copper, a
silver were dissolved in doubly distilled water and mixed
the desired ratio. Next, citric acid was added to the solut
in an amount of one-gram equivalent of acid per one-gr
equivalent of the metals, followed by ethylenediamine add
dropwise until pH56 was reached. After this, water wa
evaporated at 80 °C to obtain viscous dark-blue gel. Furt
heating to 150–200 °C resulted in spontaneous combus
of the gel with formation of a very lightweight powder wit
grain size less than 0.3mm. This metal-organic precurso
was annealed for 2 h at 500 °C, to besubsequently calcined
two times in air flow at 840 °C for 15 h, with the powde
ground in an agate mortar in between. The resulting pow
was extremely uniform, with grains of submicron size, whi
facilitated its further sintering. It was thereafter ground on
more in an agate mortar and pressed into 73737-mm pel-
lets, which were sintered in air flow for 100 h at 940 °
8 © 1998 American Institute of Physics
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1089Phys. Solid State 40 (7), July 1998 Orlova et al.
Finally the pellets were annealed for 4 h at 910 °C in an
oxygen ambient, followed by cooling to room temperatu
during 10 h.

The structure of the samples thus obtained was stu
previously10 by x-ray diffractometry, as well as with a scan
ning and a transmission electron microscope equipped
attachments for chemical analysis.

The samples used to measure the superconducting c
acteristics~I -V curves and temperature dependence of
resistanceR! were approximately 1.53234 mm in size,
with four indium contacts deposited on their 234-mm side
faces. Before contact deposition, a layer about 0.2-mm th
was removed from the sample surface.

The experiments on the effect of external electric fie
were carried out in the electrode-insulator-supercondu
system at 77 K, i.e., atT,Tc , similarly to the way this was
done in Ref. 1. A high negative voltageU(Umax56 kV) was
applied to the metallic electrode, which was insulated fr
the sample by a teflon filmt550 mm thick. Transport cur-
rent I was passed through the current contacts, and voltagV
was measured across the potential contacts. The critical
rent was determined by the 1mV/mm criterion.

When measuring the electric-field effect, the field cou
be turned on both before the experiment and in duringI -V
measurements at the desired currentI.

The temperature dependences of the critical current w
obtained close toTc . The point is that forSIS-type weak
links these dependences can be presented approximate
the form11,12

I c~T!5const~Tc2T!, ~1!

while for theSNSlinks

I c~T!5const~Tc2T!2. ~2!

Thus the experimental data obtained should permit judgm
to a certain degree on the character of weak links in cera
samples. The fact that it is the weak links that dominateI c in
the D and S samples under study was shown by a study
the magnetic-field dependence ofI c .10

2. RESULTS AND DISCUSSION

Measurements of the temperature dependence of ele
cal resistance showed that the critical temperatureTc for D
andSsamples within the interval 0<x<0.2 practically does
not change and is 91.7 K (R50), with a transition width
DT<1.5 K. The value ofTc is observed to shift slightly only
for x50.4, namely,Tc'91 K for D and S samples for the
sameDT.

The effect of electric field on theI -V curves for the
Y-123, YBa2Cu32xOy , and YBa2Cu32xOy /Agx ceramics
(x50.4) is illustrated by Fig. 1. We readily see that in t
Y-123 samples (x50) the field increases the critical curre
and reduces substantially the resistanceR for I .I c ~curves1
and18!. A similar effect is observed also inD samples with
x50.4 ~curves2 and 28!. At the same time in the silver
doped ceramic~Ssamples,x50.4! no field effect is observed
within experimental error~curves3 and38!. Similar phenom-
d
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ena are seen inx50.2 samples, namely,D samples feel the
electric field, whereas inS samples no field effect is ob
served.

Figure 2 demonstrates the variation of voltageV in the
I -V curves for Y-123, as well as for theD and S samples
(x50.2) with the electric field turned on and off forI
5const. We see that application of a fieldE5120 MV/m
reducesV in the undoped ceramics, whereas in theS sample
there is again no field effect. For smallV, a sample can be
converted from resistive to superconducting state by appl
tion of electric-field~curve 1!. The observed field effect is
reversible.

Figure 3 shows the dependences on electric field of
critical currentI c and voltageV in the I -V characteristics for
I 5const inD samples (x50.4).

Figure 4 displays the dependences ofI c on the quantity
12T/Tc in the vicinity of Tc for different ceramics. The
results are plotted in logIc-log(12T/Tc) coordinates to per-
mit one to determine the exponent in the expression

FIG. 1. I -V characteristics of YBa2Cu3Oy ~1, 18!, YBa2Cu32xOy ~2, 28!, and
YBa2Cu32xOy /Agx ~3, 38! obtained forx50.4 and different values ofE
~MV/m!: 1–3—0; 18–38—120; T577 K.

FIG. 2. Change in voltageV in the I -V curves, with an electric fieldE
5120 MV/m turned on~↓! and off ~↑!, obtained on samples of~1! Y-123,
~2! YBa2Cu32xOy , and~3! YBa2Cu32xOy /Agx for x50.2 andT577 K.
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I c5const~12T/Tc!
a.

The dashed straight lines correspond to the valuesa51 and
2. As evident from Fig. 4, for the Y-123 and YBa2Cu32xOy

ceramics~x50, 0.2, and 0.4! the experimental points fit onto
the straight lines corresponding toa'1, while in the case of
YBa2Cu32xOy /Agx ~x50.1 and 0.2! the straight line through
these points yieldsa'2.

In other words, the temperature behavior ofI c for sto-
ichiometric or copper-deficient yttrium-based ceramics is
agreement with Eq.~1! corresponding toSIS-type weak
links. On the other hand, for ceramics doped with silver
amounts equal to the copper deficiency, theI c(T) relations
nearTc are described by Eq.~2!, which is characteristic of
SNS-type links. As already pointed out, a similar effect w
observed on a silver-doped Y-123 ceramic.7

Let us compare now the data on the electric-field eff
with the I c(T) relations obtained on the same samples in
vicinity of Tc . It turns out that the external electric fiel
influences theI -V curves by changing the critical current an
resistanceR for I .I c only if SIS-type weak links are presen
in the sample. By contrast, no electric-field effect is obser

FIG. 3. Critical currentI c and voltageV vs E obtained atI 54.7 A on the
YBa2Cu32xOy ceramic (x50.4) atT577 K.

FIG. 4. Temperature dependence of the critical current for~1! YBa2Cu3Oy ,
~2,3! YBa2Cu32xOy /Agx , and ~4,5! YBa2Cu32xOy samples obtained for
different values ofx: 1—0; 2—0.1;3, 4—0.2;5—0.4. The log–log plot was
chosen to determinea in the relationI c5const(12T/Tc)

a. The dashed lines
display thea51 anda52 cases.
n

t
e

d

in samples withSNSweak links. It is reasonable to assum
that the observed changes in the field effect and the chara
of weak links in a silver-doped material are due to the c
responding changes at grain boundaries in the ceramics
der study.

Indeed, an earlier study of the microstructure of t
YBa2Cu32xOy and YBa2Cu32xOy /Agx ceramics led to the
following conclusion.10 First, both types of samples reveale
segregation of the nonsuperconducting phases Y2BaCuO5,
BaCuO2, and CuO forx>0.2. The content of Ag in the
lattice was always smaller than its nominal concentratiox
and did not exceed 0.03 even forx50.4. Silver was found to
segregate primarily in the form of precipitates distribut
uniformly through the bulk of the sample. The dope
samples~S! exhibited also a larger fraction of clean inte
faces~compared toD samples!. A local chemical analysis
performed with the EDX attachment directly in the TE
revealed an enhanced concentration of Ag at some of th
boundaries. Moreover, forx50.4 one observed at clea
grain boundaries or in their immediate vicinity specific A
precipitates 2–5 nm in size and with an average separatio
about 30 nm. It is apparently the percolation pattern of
transport current through such ‘‘clean’’ boundaries that
counts for theSNSbehavior of theS samples.

To conclude, our experimental data demonstrate a co
lation between the type of weak links and the presence of
electric-field effect. The latter appears to be connected w
the influence of the field on theSIS-type weak links. If this is
so, then the disappearance of the field effect~or its manifes-
tation in a specific hysteresis in theI -V characteristics4! in
silver-doped yttrium-based ceramics is most likely due to
strong decrease~disappearance! of such links and formation
of predominantlySNS-type links. It is only natural to assum
that the effect of the field in the presence of insulating lay
at grain boundaries should be more pronounced than in
case of metal interfaces.

Special thanks are due to Yu. P. Stepanov for prepa
tion of the ceramic samples.

1B. I. Smirnov, S. V. Krishtopov, and T. S. Orlova, Fiz. Tverd. Tela~Len-
ingrad! 34, 2482~1992! @Sov. Phys. Solid State34, 1331~1992!#.

2B. I. Smirnov, T. S. Orlova, and S. V. Krishtopov, Fiz. Tverd. Tela~St.
Petersburg! 35, 2250~1993! @Phys. Solid State35, 1118~1993!#.

3T. S. Orlova and B. I. Smirnov, Supercond. Sci. Technol.6, 899 ~1994!.
4B. I. Smirnov and T. S. Orlova, Fiz. Tverd. Tela~St. Petersburg! 36, 3542
~1994! @Phys. Solid State36, 1883~1994!#.

5B. I. Smirnov, T. S. Orlova, and H.-J. Kaufmann, inProceedings of the
Fourth International Conference and Exhibition: World Congress on S
perconductivity~Houston, 1994!, edited by K. Krishen and C. Burnham
Vol. 1, p. 232.

6J. Jung, M. A.-K. Mohamed, S. C. Cheng, and J. P. Franck, Phys. Re
42, 6181~1990!.

7J. Jung, I. Isaac, and M. A.-K. Mohamed, Phys. Rev. B48, 7526~1993!.
8C. Nguyen-van-Huong, E. Crampin, J. Y. Laval, and A. Dubon, Sup
cond. Sci. Technol.10, 85 ~1997!.

9R. S. Liu, W. N. Wang, C. T. Chang, and P. T. Wu, Jpn. J. Appl. Phys.28,
L2155 ~1989!

10T. S. Orlova, J. Y. Laval, A. Dubon, C. Nguyen-van-Huong, B.
Smirnov, and Yu. P. Stepanov, Supercond. Sci. Technol.~in press!.

11V. Ambegaokar and A. Baratoff, Phys. Rev. Lett.10, 486 ~1963!.
12P. G. de Gennes, Rev. Mod. Phys.36, 225 ~1964!.

Translated by G. Skrebtsov



PHYSICS OF THE SOLID STATE VOLUME 40, NUMBER 7 JULY 1998
Magnetostriction of the high-temperature non-cuprate superconductor BaBiKO
V. V. Eremenko and V. A. Sirenko

Physicotechnical Institute of Low Temperatures, Ukraine Academy of Sciences, 310164 Kharkov, Ukraine

G. Shimchak and A. Nabyalek

Institute of Physics, Polish Academy of Sciences, 02-668 Warsaw, Poland

S. N. Barilo, V. I. Gatal’skaya, and S. V. Shiryaev

Institute of Solid-State and Semiconductor Physics, Academy of Sciences of Belarus, 220072 Minsk, Belarus
~Submitted December 19, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 1199–1203~July 1998!

Measurements of the magnetostriction of the isotropic high-temperature superconductor
Ba0.66K0.34BiO3 revealed an effect of the order of 1026 which exceeds that for conventional
superconductors but is not as high as the giant magnetostriction of cuprate high-temperature
superconductors. A thermodynamic analysis of the results enables comparison with the
results of numerical calculations of effects induced by magnetic flux pinning. ©1998 American
Institute of Physics.@S1063-7834~98!00507-3#
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Like the similar effect in magnets, the change in t
dimensions of superconductors accompanying a norm
superconducting~NS! transition in a magnetic field, which
corresponds to the thermodynamics of the superconduc
state, is called magnetostriction. The description of the ef
in these two types of ordered media differs in terms of
dimensionality of the order parameter~one-dimensional for a
superconductor and three-dimensional for magnets!. The
magnitude of the effect in ordinary superconductors does
exceed;1027. In high-temperature superconductors with
high current-carrying capacity, giant (;1024) magnetostric-
tion effects are observed which depend nonmonotonically
temperature and field.1–5 An explanation of this effect base
on the magnetic field pressure which causes the magn
flux to migrate over a sample with strong pinning has fou
convincing experimental confirmation in studies reported
different authors, and is consistent with the critical-st
model of a superconductor.3 The correlation between th
magnetic and strictional characteristics of these materials
mixed superconducting state is satisfactorily described u
concepts developed for conventional metal superconduc
However, giant magnetostriction effects were not obser
in ordinary superconductors having equally high critical c
rents and therefore pinning. Thus, an analysis of how
characteristics of the structural and superconducting state
high-temperature superconductors~HTSCs! influence their
behavior in a magnetic field is required to fully identify th
mechanisms responsible for the effect. A convenient ob
to identify the importance of the contributions of these ch
acteristics to the formation of the superconducting st
and the characteristics of HTSCs is the compou
Ba12xKxBiO3~BaBiKO! ~Refs. 6–12! which does not have
some of the distinguishing features of cuprate HTSCs,
has the highest superconducting transition temperatureTSN

'30 K of the non-cuprate superconductors, close to tha
LaSrCuO. Unlike cuprate HTSCs, this compound conta
1091063-7834/98/40(7)/5/$15.00
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no two-dimensional metal–oxygen planes, which are con
ered to be an important factor determining the hig
temperature superconductivity. It has no magnetic mome
which eliminates magnetic pairing mechanisms. Various
perimental evidence~especially the observation of a stron
isotope effect and measurements of the superconducting!
suggests that a phonon mechanism is responsible for the
perconductivity of BaBiKO. Moreover, as in cuprate HTSC
the superconductivity in this compound only occurs near
metal–insulator transition in the cubic phase (x.0.3) and
disappears as a result of a phase transition to the semi
ductor phase as the potassium content decreases. In vie
this, we used the cubic modification of BaBiKO to inves
gate magnetostriction and we compared these data with
sults of similar measurements for high-temperature and c
ventional superconductors using established ideas on
influence of the magnetic field on the dimensions of a sup
conductor.

1. MAGNETOSTRICTION COMPONENTS OF A
SUPERCONDUCTOR

In a magnetic field the change in the dimensions o
sample below the superconducting transition temperatur
determined by the thermodynamic contributions to t
Meissner superconducting state and by the influence of m
netic flux redistribution as the field penetrates into t
sample.

A thermodynamic analysis of the mechanical effects i
superconductor takes into account the volume change
companying a superconducting transition and the dep
dence of the thermodynamic critical fieldHc on the pressure
and temperature. The volumeVs of the sample at tempera
tures belowTSN is considered to be a function of the extern
magnetic fieldHe . In fieldsHe<Hc the difference between
the free energies in the normal and superconducting stat
1 © 1998 American Institute of Physics
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Vs

8p
Hc

2 and the change in volumeV5(]F/]p)T,H in a mag-

netic field in the superconducting region is obtained by d
ferentiating the corresponding change in the Helmholz
ergy with respect to pressure13

VN2VS~0!5VS

Hc

4pS ]Hc

]P D
T

1
Hc

8pS ]VS

]P D
T

. ~1!

Thus, an analysis is made of two thermodynamic com
nents~neglecting the penetration of the field into the samp!
of the superconductor magnetostriction. The compon
1
V

(]V/]P)T,H*0
HMdH, whereM is the magnetization of the

sample, is associated with the magnetic field pressure on
superconductor in the Meissner state. By analogy with m
netics, it is called induced magnetostriction. The induc
magnetostriction is negative and always compresses
sample so that the reduction in its volume compensates
the increase in magnetic energy. The component assoc
with the pressure dependence of the thermodynamic cri
field ~spontaneous magnetostriction! *0

H(]M /]P)dH is
caused by changes in the electronic structure near the F
surface, the phonon spectrum, and electron–phonon inte
tion. Estimates of these two components for ordinary sup
conductors gives an order of magnitude of;1027.

When the field penetrates into the superconductor, a
tional stress componentss ik are created14 which act on the
superconductor in the magnetic field, thereby producing
ditional magnetostriction components. Penetration of
magnetic field may be caused by the demagnetization fa
associated with the sample geometry, circulation of exc
currents in the surface layer, and by characteristics of
mixed state of a type-II superconductor. The component
sociated with the demagnetization factor which is determi
by the sample geometry does not usually exceed 1029 ~Ref.
15!. The component associated with the excess currents
culating in the surface layer16 is of the order of 1027. The
experimentally measured magnetostrictions of lo
temperature superconductors did not exceed 1027, in com-
plete agreement with the reasoning put forward in Ref. 8

In the mixed state of a superconductor, a magnetic fl
distribution is established whose gradient from the surfac
the sample is determined by the balance between the pin
forces of the magnetic flux lines at defects and the Lore
force. We shall subsequently use the simplest descriptio
this state in terms of the Bean model16 in which the critical
current densityj c is assumed to be independent of the ma
netic field. An abundance of experimental data has now b
accumulated to support the validity of the Bean model
HTSCs.3 In this model, as the field increases, a compress
force acts on the crystal since vortex migration is imped
by the flux pinning effect. As the field decreases, a ten
force acts by the same mechanism. In zero fields, trap
vortices create tension. Simple reasoning~put forward in
Ref. 1, for instance! allows us to derive an expression for th
local internal stress in a sample in the mixed state
-
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s~x!52
Be

22B2~x!

2m0
, ~2!

whereBe is the magnetic induction at the surface of a sam
in an external fieldHe , He , B(x)5F0n(x) is the local mag-
netic flux density, andF0 is a magnetic flux quantum. We
then have

DL

L
5

1

LE2 l /2

L/2 s~x!

E
dx;1024, ~3!

where E is Young’s modulus. If the distributionB(x) is
known, for example, modeling3,9 can be used to obtain th
magnetostriction curve. In our previous study17 we reported
results of a numerical simulation of the magnetic field d
pendence of pinning-induced magnetostriction taking i
account the magnetic flux distribution in the sample us
the model described above. Analytic expressions were
tained for the change in length in a magnetic field f
samples in the form of an infinitely long ribbon. The resu
were used to construct magnetostriction hysteresis loops
a wide range of variation of the parameters

DL

L
5

1

EE0

1

s~h!dh,

DL

L
5

1

E

m0 j c
2Ld

p
Fp

2
~km2k1!hm1

pk1

2
h

2kmarctanhSAk1
22km

2

k1
D

1k1
2arctanhSAk1

22km
2

kmk1
D 1F~km ,k1!G , ~4!

whereh5y/L, h5 He/ j cd, hm5Hm/ j cd, Hm is the maxi-
mum field in an irreversible magnetization cycle,d is the
sample thickness,h15Hm2He/2 j cd, km5cosh(phm), k1

5cosh21(ph1), km5A12km
2 5tanh(phm), k1[A12k1

2

5tanh(ph1),

F~km,k1!52/pFk1M ~km,k1,x5k1!2E
km

k1
M ~km,k1,x!dxG .

This expression yielded satisfactory qualitative agreem
with the results of measurements of the field dependence
the magnetostriction for the high-temperature supercond
ing compound La1.85Sr0.15CuO4 ~Ref. 17!. Here, these rela-
tions will be used to make a quantitative comparison w
experimental data for BaBiKO.

2. EXPERIMENT

The measurements were made using single-cry
Ba0.66K0.34BiO3 samples prepared by electrochemical dep
sition from a KOH flux~see Ref. 7 and the literature cited!.
The superconducting transition temperature of these sin
crystals was 32.5 K. The temperature dependences of the
tice parameters and the structural deformations in the m
netic field were measured in an x-ray diffractometer with
low-temperature attachment at fields between 0 and 5 T.
magnetostriction was measured using strain gauges in
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FIG. 1. Results of magnetostriction mea
surements for Ba0.66K0.34BiO3 single
crystals.
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@100# crystallographic direction, perpendicular to the appli
magnetic field in the range between 0 and 12 T with the fi
varied at a constant rate of 1 T/min. The field dependenc
the sample magnetization was measured at the same tim
a ballistic method. The critical current densityj c

in zero fields was 1.73108 A/m2 at 4.2 K and 0.67
3108 A/m2 at 10 K. The results of measurements of t
magnetostriction in fields up to 12 T are plotted in Fig. 1
temperatures of 4.2 and 10 K. This clearly shows that
field dependence of the magnetostriction is irreversible
correlates with the irreversibility of the magnetization. T
absolute values are'1026, and are an order of magnitud
lower than those measured for cuprate superconducto1–5

and an order of magnitude higher than those for lo
temperature superconductors.15

3. DISCUSSION OF RESULTS

It has been shown that the main contributions to
magnetostriction of superconductors are determined by
magnetic field pressure on the sample below the NS tra
tion temperature and the pressure dependence ofHc . We
shall estimate these contributions for the compound un
study.

1… Thermodynamic contribution

Estimates using formula~1! are made forT510 K

which corresponds to
T

TSN
50.31 for this compound. Using

the thermodynamic expressions and the temperature de
tives of the main superconductivity parameters obtained
varying the Eliashberg function10, for the first term in for-

mula ~1! we obtain by substituting (]Hc /]T)P.21.86
Hc

TSN

VS

Hc

4pS ]Hc

]P D
T

.21.86
VS

TSN

Hc
2

4pS ]T

]PD
Hc

.

d
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by

t
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-

e
e
i-
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a-
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Using the Ehrenfest equation, this term becom
;21.86(VS)/(TSN)(Hc

2)/(4p)3a(T)T/C(T), where C is
the specific heat anda is the linear coefficient of therma
expansion. The second term is given by

Hc
2

8pS ]VS

]p D
T

.VS

Hc
2

8p

3

E
.

Then we have

DV

VS
.3

DL

L
.

Hc
2

8pF 3aT

CTSN
2

3

EG .
On the basis of data given in Ref. 18, we can estimateHc

2

'10 J/mol. An estimate of the specific heat using data fr
Ref. 18 gives C.0.5 J/mol. X-ray data givea.0.9
31026. Thus, forT/TSN50.31 we obtain

DL

L
'831026,

which is slightly higher than the magnetostriction values o
served experimentally~Fig. 1!.

2… Pinning-induced magnetostriction

This component was estimated using Eq.~4!. Young’s
modulusE of a cubic crystal, which appears in Eq.~4! is
given by19

1

E
5

c11c2

~c112c2!~c12c2!
1S 1

c3
2

2

c12c2
D

3~nx
2ny

21nx
2nz

21ny
2nz

2!, ~5!

where n is the unit vector in the direction of strain,c1

5lxxxx, c25lxxyy, c35lxyxy (l iklm are the tensor compo
nents of the elastic moduli!.

Here we used values of the elastic moduli calcula
from the dispersion curves using the results of inelastic n
tron scattering measurements.20 The calculations are given in
the Appendix. The reciprocal Young’s modulus for the stra
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in the ~100! plane corresponding to the experimental geo
etry was calculated using Eq. ~5!: 1/E50.912
310212 m2/N.

An analysis of the terms in Eq.~4! shows that for fairly
high values of the reduced magnetic fieldhm[Hm/ j cd
;10, the termF(km ,k) becomes vanishingly small and th
main contribution toDL/L for various values of the externa
magnetic fieldHe is made by one of the first two terms. I
this case, over a wide range of external fields (He<0.9Hm)
the values ofk15k1(hm ,h) and km5km(hm), which does
not depend on the external field, are almost one. Thus,
first term in Eq.~4! p/2(km2k1)hm vanishes for this range
of fields He whereas the second term (pk1)/(2) h is linear
with respect to the external field. As the external magne
field approachesHm , this causes a sharp drop in the valu
of k1(hm ,h) and thus, decreases the second term and
creases the first term in Eq.~4!, which ceases to depend o
the external field. At external fields for whichhm2h/hm

;10210, the absolute value of the negligibly sma
term kmarctanh(Ak1

22km
2 /k1) begins to increase, which re

ducesDL/L for He5Hm to the same negative value as f
He52Hm .

Thus, for high valuesHm (Hm>30j cd) the hysteresis
loop DL/L comprises two symmetrically positioned isosc
les triangles whose apexes are in contact at the origin and
formed by two sloping line segments

DL

L
56

m0 j ca

2E
, He56

j ca

2E
Be ~6!

and by the vertical line segmentsBe56Bm ~Fig. 2!. In Fig.
2 the solid lines give the results of the numerical calculatio
of the magnetostriction of this compound using formula~4!.
The dashed lines give the calculations using the approxim
analytic formula~6!. The calculated absolute values of th
magnetostriction agree satisfactorily with the experimen
data for T54.2 K, uBeu,5 T. In stronger fields the mea

FIG. 2. Results of calculations of the magnetostriction for Ba0.66K0.34BiO3 :
1 — T54.2 K (j c51.73108 A/m2), 2 — T510 K ( j c50.67
3108 A/m2). Solid curves — calculations using Eq.~4!, dashed curves —
using Eq.~6!.
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sured values are half the calculated ones. AtT510 K, the
measured values exceed the calculated ones foruBeu
,2.5 T. The difference between the calculated values
the real dependence of the magnetostriction on the exte
field as the temperature increases can be attributed to the
that the model does not contain the temperature as an i
pendent variable. An increase inBe increases the region o
penetration of the magnetic field into the sample and int
sifies its inhomogeneity along theX axis, which is neglected
in the model.

Thus, the measured field dependences of the magn
striction of a non-cuprate isotropic HTSC have an irreve
ible property which corresponds to the irreversibility of th
magnetization curves. The values of the magnetostriction
substantially~more than an order of magnitude! higher than
those for low-temperature metal superconductors. Howe
the giant magnetostriction effect typical of layered cupr
superconductors was not observed. In a comparison betw
the experimental results and the numerical calculations,
tention is drawn to the exaggerated estimate of the ther
dynamic contribution. This is because the estimate was m
assuming that the sample is completely transferred to
superconducting state after the magnetic field is switched
In a real situation, the value ofVS appearing in the thermo
dynamic relation used only describes that part of the sam
volume which undergoes a superconducting transition a
flux trapping. The relative volume of the sample occupied
the trapped flux and not undergoing an NS transition may
estimated from the experimental curveB(H) as the ratio of
the trapped magnetic flux to the valueBc2 , which corre-
sponds to the upper critical field. As a result, a comparis
between the experimental results and the calculated ther
dynamic components reveals satisfactory agreement.
also applies to the results of the numerical simulation of
pinning-induced magnetostriction. Thus, the results of m
roscopic investigations cannot identify the determining co
tribution to the effect. The results also indicate that bo
types of components reflect contributions associated with
magnetic field pressure and induced by magnetic flux p
ning. This last factor is responsible for the irreversible b
havior of the field dependence of the magnetostriction. T
difference between these results and the data for l
temperature superconductors can be attributed to the hi
pressure sensitivity ofHc for this compound. An analysis a
the microscopic level is required to explain the differen
between the results and the measurements for cuprate HT
and the absence of giant magnetostriction.

APPENDIX

The dispersion laws for elastic waves in a cubic crys
are given as follows:19 the wave vectork lies in theXOX
plane (q is the angle betweenk and the abscissa,r is the
crystal density!:

rv1,2
2 5

1

2
k2$c11c3

6A~c12c3!224~c12c2!~c12c222c3!sin2qcos2q%,
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rv3
25c3k2, ~A1!

in particular, forq50 ~the wave propagates along the fou
fold axis!

rv1
25c1k2,

rv2
25rv3

25c3k2, ~A2!

for q5p/4 ~the wave propagates along the diagonal of
side face of the cube!

rv1
25k2

c11c212c3

2
,

rv2
25k2

c12c2

2
,

rv3
25c3k2. ~A3!

Then the elastic moduli of a single crystal possessing cu
symmetry are

c15rS ]v1

]k D
[100]

2

,

c25c122rS ]v2

]k D
[110]

2

,

c35rS ]v2

]k D
[100]

2

. ~A4!

For the BaKBiO compound under study with the densityr
.7.673103 kg/m3 we obtain c1.1.022310212 N/m2, c2

.1.51310213 N/m2, andc3.2.45310213 N/m2.
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Effect of low-level Ge additions on the superconducting transition in PbTe:Tl
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A study is reported of the effect of low-level germanium additions~;0.0120.1 at. %! on the
parameters of the superconducting transition, viz. the critical temperatureTc , the second
critical magnetic fieldHc2 , andudHc2 /dTuT→Tc

in PbTe doped with 2 at. % Tl, which are derived
from the dependence of the electrical resistivity of a sample on temperature~0.4–4.2 K! and
magnetic field~0–1.3 T!. The discontinuity revealed by experimental data is related to the onset of
a Ge-induced structural phase transition. ©1998 American Institute of Physics.
@S1063-7834~98!00607-8#
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Introduction of an isovalent Ge impurity into lead tellu
ride is known~see, e.g., Refs. 1, 2! to induce a structura
phase transition~PT!. The PT temperatureTpt depends sub-
stantially on germanium contentx in the Pb12xGexTe solid
solution. Extrapolation of the experimental dependen
Tpt(x) to low Ge concentrations~x of the order of a few
tenths of an at. %! gives helium temperatures for the P
point.

Thallium-doped PbTe ceramic samples exhibit
the same temperature region~close to 1 K! bulk super-
conductivity3 induced by the filling of Tl impurity resonan
states.4,5

It thus appears of interest to study the effect of a str
tural PT on the parameters of the superconducting trans
in Pb12xGexTe:Tl.

The effect of Ge additions on the properties of PbTe
samples was studied earlier.6,7 It was established that low
level additions of Ge influence strongly the superconduct
characteristics of the material. In particular, it was poin
out that when Ge is added in amounts of a few fractions
an at. % to PbTe:Tl, no superconductivity is observed ab
T>1 K.5 It was shown that Ge contents of the order of a f
tenths of an at. % do indeed reduce the critical tempera
Tc down to 1 K and even lower.6 One did not, however
succeed in establishing the effect of the structural PT
duced by introduction of the off-center impurity Ge on t
superconducting transition in Pb12xGexTe:Tl.

This work reports on a comprehensive study of the eff
of low-level Ge additions on the parameters of the superc
ducting transition in PbTe:Tl. The onset of the supercondu
ing transition was established from measurements of
temperature dependence of sample resistivityr(T,H) in zero
and dc magnetic fieldsH of up to 1.3 T. The parameters o
the superconducting transition, viz. the critical temperat
Tc and the second magnetic fieldHc2 , were determined a
the level of 0.5rN ~rN is the normal-state sample resistivity!.
The studies were performed on ceramic samples prepare
1091063-7834/98/40(7)/2/$15.00
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a technology similar to that used in Refs. 3–7.
Consider the experimental data obtained. As seen

Figs. 1 and 2, the samples exhibit typically a nonmonoto
dependence of the superconducting transition parameter
Ge content in the batch. The composition dependences oTc

and udHc2 /dTuTc
reveal a discontinuity at a Ge content

0.05 at. %. Note that this deviation from monotonic behav
is observed against the background of a small scatter in
hole concentrationp5(7212)31019 cm23 @the hole con-
centrationp was determined from Hall measurements at
K using the relationp5(eR77)

21, where R77 is the Hall
coefficient#. The Fermi-level position in the samples and t
energies of the Tl impurity states remain practically u
changed with Ge added up to 0.3 at. %.

The break in the composition dependences ofTc and
udHc2 /dTuTc

observed at Ge contents;0.05 at. % can be
assigned to the existence of a gap in the spectrum of thall

FIG. 1. ~a! Critical temperatureTc and~b! hole concentrationp at 77 K vs
germanium contentxGe in (Pb12xGex)0.98Tl0.02Te solid-solution samples.
6 © 1998 American Institute of Physics
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resonant states. Its existence in PbTe:Tl was suggeste
studies4,5,8 of the effect on the parameters of the superc
ducting transition of filling of Tl impurity resonant states b
electrons, as well as by tunneling spectra obtained9 on high-
quality PbTe:Tl films on BaF2. PbTe samples doped wit
thallium and an acceptor codopant~Na or Li! close to the
composition corresponding approximately to half-filling
Tl impurity states by electrons, exhibit usually lower critic
temperatures and magnetic fields than the ones observe
samples having close compositions but differing slightly
the degree of Tl impurity state occupation by electrons.4,5,8

The assumption of the existence of a gap in the spect
of Tl resonant states accounts for the degradation of the
perconducting transition parameters. It does not, howe
explain the subsequent rise of the critical temperature an
the temperature derivative of magnetic field
Pb12xGexTe:Tl following their abrupt drop at 0.05 at. %Ge

In our opinion, the discontinuity observed in the expe
mental data onTc andudHc2 /dTuT→Tc

is most likely associ-

FIG. 2. Derivative udHc2 /dTuT→Tc
vs germanium contentxGe in

(Pb12xGex)0.98Tl0.02Te solid-solution samples.
in
-

on

m
u-
r,
of
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ated with the onset of a structural phase transition
Pb12xGexTe:Tl. The matter is that the parameters of the s
perconducting transition in IV-VI semiconductors with res
nant Tl levels are dominated by the density of states at
Fermi level,4 which, in its turn, depends on the position
the Tl impurity band relative to the edges of the degeneraL
andS bands. A structural transition from the cubic to rhom
bic phase driven by the temperature dropping belowTpt may
create features in the density of states due to the lifting
degeneracy at theL andS points of the Brillouin zone. Thus
the critical temperatureTc and the second critical magnet
field Hc2 of Pb12xGexTe:Tl samples with Ge contents belo
0.05 at. % correspond to the cubic phase, and those forxGe

.0.05 at. %, to the rhombohedral phase.

Support of the Federal Program ‘‘Integration’’~Project
No. 75! is gratefully acknowledged.
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Effect of phonon scattering from neutral and charged impurity centers on the lattice
heat conductivity of PbTe: „Tl, Na…

M. K. Zhitinskaya, S. A. Nemov, and Yu. I. Ravich

St. Petersburg State Technical University, 195251 St. Petersburg, Russia
~Submitted November 11, 1997!
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Experimental data on the effect of thallium and sodium impurities on the lattice heat
conductivity of PbTe at room temperature are reported. Because the lattice of lead chalcogenides
is strongly polarized near charged impurities, the effect of impurities on the lattice heat
conductivity depends substantially on their charge state. This property of the material has been
used to determine the charge state of the thallium impurity in PbTe. The results obtained
argue for a model of quasi-local thallium-impurity states which assumes low electron-correlation
energy at an impurity center. ©1998 American Institute of Physics.@S1063-7834~98!00707-2#
ity

e
ry

er
n
p

n
ig
ve
n
e
or
ry

im
om
n

in
tic
f-

u
o

ea
e

nd
.
tro
e

ho
m

i-

a
w

l-

i-
an

con-
it
the
on-
nic

to

en-
igh
e

re-
as-

d

is-
ed

n-
ity
Doping PbTe with thallium produces a band of impur
resonance states within the valence band.1,2 Codoping lead
telluride, in addition to thallium with an electrically activ
impurity, for example, with Na acceptor, permits one to va
within a broad range the filling of Tl impurity states, in oth
words, their charge state.2,3 These codoping experiments o
PbTe suggest that the Tl impurity band has two states
impurity atom.

At the same time the ratio of energies of the one- a
two-electron states at a Tl impurity center, i.e. the s
and magnitude of the correlation energy, remains contro
sial. 1,2,4 To explain the sharp drop of mobility at 4.2 K i
PbTe:Tl single crystals with Fermi level lying within th
impurity band, it is assumed, in particular, that the c
relation energy of electrons at a Tl impurity center is ve
small.2,3 Resonant scattering of holes into one-electron
purity states results in this case in the relaxation time bec
ing eneegy dependent, a reduction of mobility, and a cha
in the relative magnitude of the transport coefficients.

Additional information on the impurity charge state
PbTe can be extracted from data on its effect on the lat
component of heat conductivity. It is known that the e
fective phonon scattering cross sectionF from a charged
impurity in lead telluride exceeds a few times that from ne
tral impurities.5 This was used to study the charge state
the In impurity in PbTe.6

This work reports a study of the room-temperature h
conductivity¸ of PbTe samples doped with Tl and Na. Th
thallium contentNTl was constant and equal to 2 at. %, a
the content of sodium,NNa, was varied from 0 to 2.5 at. %
The composition of the samples studied and their elec
physical parameters are listed in Table I. The samples w
prepared by conventional ceramic technology, including
mogenization anneal at 650 °C for 100 h. The sample co
position and uniformity of impurity distribution were mon
tored by x-ray microprobe analysis.

Heat conductivity measurements were carried out
room temperature. Besides the heat conductivity itself,
1091063-7834/98/40(7)/3/$15.00
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measured the Hall coefficientR, Seebeck coefficienta, and
electrical conductivitys, which were thereafter used to ca
culate the electronic component of heat conductivity¸e

5(k0 /e)2LsT, whereL is the Lorentz number. The electr
cal conductivity coefficient was measured to not worse th
5%. Control measurements of̧ in PbTe:Na samples with
hole concentrations p51.2531020 and 531018 cm23

showed a good agreement with available data7 both on the
heat conductivity and lattice resistivityWl5¸ l

215(¸
2¸e)

21. The error in determiningWl can be slightly larger
because of inaccuracies in the measurement of electrical
ductivity and in calculation of the Lorentz number, but still
does not exceed, from our estimates, 10–15% for most of
samples studied, and 20% for samples with high hole c
centrations and with a large contribution of the electro
component to total heat conductivity,̧ e>(0.520.7)̧ .
When calculatinģ e , the Lorentz number was taken equal
its value for degenerate statistics,L5p2/353.29. We did
this based on the following considerations: first, the conc
tration of free carriers, i.e. holes, in the samples was h
(p5131020 cm23), and second, the contribution of th
light-hole band to̧ e was found8 to dominate that due to the
heavy-hole band.

Consider the results obtained. As seen from curve1 in
Fig. 1, the total heat conductivity of PbTe:Tl samples
mains practically constant with the thallium dopant incre
ing from 0 to 2 at. %, and is 20 mW/~cm•K!, as in PbTe:In
~Ref. 6!. The total heat conductivity of PbTe:Tl codope
with sodium within the range 0,NNa,2.0 at. % was also
found to be practically constant.

Of most interest are data on the additional lattice res
tivity. Throughout the thallium concentration range studi
~curve2 in Fig. 1!, DW5 f (NTl) is a linear relation. Codop-
ing PbTe samples containing 2 at. % Tl with sodium~curve2
in Fig. 2! produced the following results. As the Na conce
tration was varied from 0 to 1.2 at. %, the lattice resistiv
Wl practically did not change, and forNNa50 was close in
absolute magnitude to the value ofWl for PbTe doped with 2
8 © 1998 American Institute of Physics
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TABLE I. Electrophysical characteristics of samples.

Matrix Dopant p•10219, cm23 s, V21
•cm21 ¸, mW/~cm•K! a, mV/K

composition concentration, at. % ~77 K! ~300 K! ~300 K! ~300 K!

PbTe Tl
0.3 2.0 210 16
1.0 7.74 20.6
2.0 10.0 460 17 103

Pb0.98Tl0.02Te Na
0 10.0 460 17 103
0.25 10.0 470 18.4 108
0.60 9.1 406 18.9 –
0.90 8.0 454 19.1 –
1.20 6.7 412 19.3 –
1.50 5.7 646 19.6 130
2.0 7.8 730 20.0 122
2.5 13.0 1250 20.2 113
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at. % Tl. ForNNa.1.2 at. %,Wl increases rapidly, with the
growth being noticeably in excess of experimental error.

Let us consider theWl5 f (NNa) relation obtained. We
shall assume the variation ofWl to be due to specific feature
of phonon scattering in PbTe codoped with Tl and Na. Th
one can use Ioffe’s expression5 to estimate the phonon sca
tering cross sectionF from heat conductivity data:

¸/¸05W1 /W0511~N/N0!F~ l 0 /a!, ~1!

whereN is the impurity concentration,N0 is the number of
atoms per 1 cm3, a is the separation between neighbori
atoms,l 0 is the phonon mean free path in an impurity-fr
crystal,F is the coefficient in the expressionS5Fa2 ~S is
the cross section of phonon scattering from the impuri!,
and ¸ and ¸0 , Wl and W0 are the lattice heat conductivit
and thermal lattice resistivity of the crystal with impurity an
without it, respectively.

It was found that with only one dopant present, thalliu
the phonon scattering cross sectionF decreases with increas
ing Tl content in PbTe. This decrease is small, and one m
assumeFTl>1.9. As for the dependence of the scatteri
cross section on sodium content in PbTe:Tl samples cont
ing NNa52 at. %, it exhibits a nonmonotonic behavi

FIG. 1. Dependence of heat conductivity¸ ~1! and additional lattice resis
tivity DWl ~2, 3! on thallium concentrationNTl in PbTe at 300 K.~2!
calculated fromDWl5(¸PbTe:Tl

l )212(¸PbTe
l )21; ~3! DWl introduced by a

charged impurity~I!.5
n

,

y

n-

~curve1 in Fig. 3!. When sodium is codoped into PbTe:Tl,F
first decreases, to begin again to increase starting fromNNa

51.2 at. %.
As already pointed out, our discussion of the results w

be based on the assumption that the phonon scattering c
section is dominated by the polarizing distortion of the cry
tal lattice by a charged impurity.5 If one calculates the aver
aged phonon-scattering cross section in the PbTe:~Tl, Na!
system using the relation

F̄5~FTlNTl1FNaNNa!/~NTl1NNa!, ~2!

then, in the region where the phonon-scattering cross sec
from thallium atoms,FTl does not depend onNNa concen-
tration,F̄ is found to grow monotonically withNNa. In par-
ticular, curve2 in Fig. 3 shows graphically theF(NNa) re-
lation for FNa54, which is close to the phonon scatterin
cross section from any charged impurity in PbTe,5 and FTl

51.9 ~the value chosen by us!. Thus one has to assume th
the scattering cross section from thallium atoms depends
sodium concentration because of the change in the rati
charged to neutral thallium atoms induced by the codopi

To explain this feature, consider the model of quasi-lo
impurity states. As already pointed out, doping with thalliu
which substitutes for lead creates an impurity level below
valence-band top, and this level is substantially broaden

FIG. 2. Dependence of heat conductivity¸ ~1! and additional lattice resis-
tivity DWl ~2, 3! on sodium concentrationNNa in PbTe:Tl at 300 K.NTl

52 at. % in all samples.~2! DWl5(¸PbTe:Tl:Na
l )212(¸PbTe:Tl

l )21; ~3! DWl

introduced by a charged impurity~I!.5
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primarily by resonant scattering.1,2 The impurity band was
experimentally established3 to contain two electronic state
per each impurity atom.

In PbTe samples doped only with Tl, most of Tl atom
are in the neutral state, with a part of the impurity ato
equal to the hole concentrationp in the valence band charge
negatively. Introduction of a small amount of a codopant,
(NNa,p), reduces the fraction of charged atoms. For h
contents of the codopant (NNa.p) Tl atoms become posi
tively charged.

In other words, codoping with a donor or acceptor im
purity changes the filling of Tl quasi-local states~up to a
total depletion or band filling by electrons! because of the
thallium impurity states in PbTe being amphoteric. Th
changes the ratio of the charged to neutral impurity cent
The average cross sectionF will now be

F̄5@FTl
0 NTl6FTl~NNa2p!6FTl

ch~p2NNa!

1FNa
chNNa#/~NTl1NNa!, ~3!

FIG. 3. Phonon-scattering cross sectionF vs sodium concentration in
PbTe:~Tl, Na!. ~1!—calculation using Ioffe’s equation;5 ~2, 3!—averaged

cross sectionF̄ calculated from Eqs.~2! and ~3!, respectively.
s

a
h

-

s.

where the plus~minus! sign is taken forNNa,p (NNa.p), p
is the hole concentration in the valence band,FTl

0 is the
phonon scattering cross section from the neutral Tl impur
andFTl

ch is that from charged Tl atoms. The cross section
scattering by neutral thallium atoms calculated from the d
in Fig. 3 using Eq.~3! was found to beFTl

0 >0.74, and that
for charged atoms,FTl

ch>4.7, which is in a good agreemen
with the assumption of the polarizing distortion of the latti
by a charged impurity providing a dominant contribution
the phonon-scattering cross section. Using the obtained
ues ofFTl

0 andFTl
ch and assumingFNa

ch53.7, we calculated
theF5 f (NNa) relation~curve3 in Fig. 3!. It is seen to be in
qualitative agreement with experiment.

To conclude, the available experimental data on h
conductivity in PbTe:~Tl, Na! can be explained by assumin
that part of Tl atoms, which depends on the concentration
the codopant Na, is in neutral state. This means that
model with negative Hubbard energy4 is inapplicable to the
Tl impurity in PbTe.
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Contribution of nonequilibrium optical phonons to the Peltier and Seebeck effects
in polar semiconductors

Yu. V. Ivanov, V. K. Za tsev, and M. I. Fedorov
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Additive contributions to the Seebeck and Peltier coefficients made by nonequilibrium
longitudinal optical phonons have been calculated. The results obtained are valid for any
temperature and applicable to polar nondegenerate semiconductors with low carrier concentrations.
The calculated components of the thermoelectric coefficients are exponentially small in the
low-temperature domain and reach a maximum atkBT;\v0 . In materials with a large carrier
mass and strong electron-phonon coupling the contribution of optical phonons to the
Seebeck coefficient can exceed 1 mV/K. ©1998 American Institute of Physics.
@S1063-7834~98!00807-7#
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Both the carrier drag by acoustic phonons and the
verse process are well studied at present. It is these phen
ena that dominate frequently at low temperatures the S
beck and Peltier effects, respectively. In po
semiconductors, carrier interaction with elastic optical vib
tions is considerably stronger than that with acoustic on
Therefore, despite the lower group velocity of optic
phonons, their deviations from equilibrium state should
taken into account when considering transport phenomen
these materials.

Various versions of quasi-particle drag involving no
equilibrium optical phonons were studied in Refs. 1–5~see
also references in Refs. 2 and 3!. Because of the inelasticity
of electron scattering, the calculations were performed in
low- and high-temperature limits allowing the use of t
relaxation-time approximation. The contribution of drag
transport phenomena is maximum, however, atkBT;\v0

(v0 is the limiting frequency of longitudinal optica
phonons!. Only in this case the number of quasi-particles
the phonon subsystem is large enough, and their devia
from equilibrium state is not too small.

This work makes use of a simple model to calculate
corrections to the Peltier and Seebeck coefficients in a p
semiconductor at an arbitrary temperature, due to a devia
of longitudinal optical phonons from equilibrium. To sim
plify the calculations, we assumed that the coupling w
acoustic vibrations is the strongest of all the interactions
volving optical phonons. This approximation is valid for lo
carrier concentrations.

1. MAIN EQUATIONS

It is well known that the coefficients of Seebeck,S, and
Peltier,P, are related throughP5TS. It is therefore suffi-
cient to calculate one of them. We shall consider the con
bution of nonequilibrium optical phonons to the Peltier e
fect, because the isothermal processes underlying it
simpler and more revealing.
1101063-7834/98/40(7)/6/$15.00
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We are going to use in the calculation isotropic parabo
spectra of carriers and longitudinal optical vibrations

«k5
\2k2

2m
, vq5v01aq2. ~1!

Herem is the effective carrier mass. Parametera determines
phonon dispersion.

The conservation laws allow an electron with wave ve
tor k to interact with a quasi-particle withq;max$k,k%,
wherek is the abscissa of the point where spectra~1! inter-
sect. Therefore, if the carriers in semiconductors are not
heavy, they entrain only long-wavelength phonons,
which the termaq2 is small compared to the limiting fre
quencyv0 . One cannot, however, neglect dispersion.1 Oth-
erwise the group velocity of optical phonons will becom
zero, and, hence, the heat flux carried by them will a
vanish.

In the approximation linear in parametera, the phonon
correction to the Peltier coefficient can be written

Pp5
wp

j
5

\Dv

e

Pp

Pe
, ~2!

where wp and j are the densities, respectively, of the he
flux transported by longitudinal optical phonons and of t
electric current,e is the carrier charge~for electrons,e,0!,
Pp and Pe are the total quasi-momenta of the phonon a
electron subsystems, and

Dv5ak2, k25
2mv0

\
. ~3!

All the above vectors are parallel to the electric field, a
only their moduli are used in the scalar coefficient~2!.

In the problem considered here, the distribution functi
of longitudinal optical phonons is determined by nonequil
rium processes in the electron subsystem. It would be us
to exclude it from our analysis. To do this, we invoke t
phonon equation of Boltzmann

05Spe1Spa , ~4!
1 © 1998 American Institute of Physics
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whereSpe andSpa are the collisional integrals of longitudi
nal optical phonons with carriers and acoustic vibrations,
spectively. The left-hand side of the equation vanishes
cause of the Peltier effect being isothermal. The integralSpe

can be presented in the form of a sum

Spe5Spe
p 1Spe

e , ~5!

where

Spe
p 52npe~q!N1~q!, ~6!

Spe
e 5w~q!E n1~k!$@11N0~v0!2n0~«k2q!#

3d~«k2«k2q2\v0!2@N0~v0!1n0~«k1q!#

3d~«k2«k1q1\v0!%
2d3k

~2p!3 , ~7!

n0(«k) and N0(v0) are, respectively, the Fermi and Plan
functions,n1(k) and N1(q) are the anisotropic parts of th
distribution functions which are linear in electric field. Th
collisional frequency of phonons with equilibrium carriers

npe~q!5w~q!E @n0~«k!2n0~«k1q!#

3d~«k2«k1q1\v0!
2d3k

~2p!3 , ~8!

and the function

w~q!58p2\av0
2k21q22 ~9!

determining the probability of three-body collisions in pol
semiconductors6 depend on the dimensionless electro
phonon coupling constanta. Each of the terms in the linear
ized collisional integral~5! describes the processes whe
only one of the interacting subsystems is nonequilibriu
The superscript refers to this subsystem.

The major nonelectronic channel of nonequilibriu
optical-vibration relaxation is apparently the decay into t
acoustic phonons.7–10 At temperatureskBT;\v0 the acous-
tic subsystem is close to equilibrium. Therefore the co
sional integralSpa in Eq. ~4! can be recast in the relaxation
time approximation

Spa52npaN1~q!. ~10!

The frequency of long-wavelength quasi-particle decaynpa

can be written7,9

npa5npa
0 F112N0S v0

2 D G . ~11!

Its temperature behavior is dominated by the factor in
brackets. Besides, this frequency is practically independ
of the quasi-particle wave vectors.10 Therefore parameternpa

0

may be considered constant.
We can now readily expressN1(q) throughn1(k). Sub-

stituting Eqs.~5!, ~6!, and~10! in ~4!, we come to

N1~q!5tp~q!Spe
e , ~12!
-
e-

-

.

-

e
nt

where tp(q)5(npa1npe)
21. This inequality permits us to

transform the quasi-momentumPp in the starting equation
~2! to the form

Pp5\E kEf ~k!n1~k!
2d3k

~2p!3 , ~13!

where

f ~k!5221k22E tp~q!w~q!$~q22k2!@N0~v0!

1n0~«k1q!#d~«k2«k1q1\v0!1~q21k2!

3@11N0~v0!2n0~«k2q!#

3d~«k2«k2q2\v0!%
d3q

~2p!3 , ~14!

andkE is the projection of the wave vector onto the directi
of the electric fieldE. The product\k f (k) may be consid-
ered as the average contribution of an electron with w
vector k to the total quasi-momentum of the dragg
phonons. For low carrier concentrations

npa@max~npe~q!!, ~15!

and integral~14! is solved in elementary functions~see Ap-
pendix!.

The triple integrals determining the quasi-momentaPp

and Pe can be readily reduced to single ones by expand
n1(k) in spherical harmonics

n1~k!5(
lm

nlm~k!Ylm~q,w!. ~16!

The polar angleu is reckoned from the electric-field direc
tion. Becausef depends only on the modulus ofk, and kE

}Y10, Eq. ~13! transforms to

P5
\

A12p5 E0

`

k3F~k!n10~k!dk, ~17!

where F(k)5 f (k) for quasi-momentumPp , and F(k)51
for Pe .

To calculate coefficientn10(k) in expansion~16!, we use
the electronic equation of Boltzmann in the form

n1~k!5n1
0~k!1ted~k!Sep , ~18!

where

n1
0~k!52\

]n0

]«k
uk, u5

eted~k!

m
E. ~19!

It is assumed that besides the interaction of carriers w
optical phonons described by the collisional integralSep

there is an additional scattering mechanism for which
relaxation-time approximation is valid. We shall refer to
conventionally as electron interaction with ‘‘defects.’’ W
assume also that the relaxation time corresponding to
process obeys a power law dependence onk:

ted~k!5ted
0 x2r , ~20!
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where x5k/k. For instance, for scattering from acoustic
phononsr 521/2, and for scattering from ionized impuritie
r 53/2.

The collisional integralSep can be conveniently divided
into two parts

Sep5Sep
e 1Sep

p . ~21!

The termSep
e depends only on the electron distribution fun

tion n1(k) and describes collisions with equilibrium
phonons. The termSep

p takes into account the nonequilibrium
state of phonons and is responsible for the reverse ca
drag by phonons. It is very difficult to calculate the cont
bution due to mutual drag of quasi-particles3 to thermoelec-
tric effects. Let us consider a semiconductor with a low c
rier concentration satisfying inequality~15!. In this limiting
case the termSep

p may be neglected compared toSep
e .

The relation of inequality~15! to the smallness of the
reverse drag allows a straightforward explanation. In norm
scattering processes, the quasi-momentum is conse
Therefore, for any distribution function, the rate of trans
of quasi-momentum from one subsystem is exactly equal
opposite in sign to that of its reception by the other su
system. In the case being considered here, this statemen
duces to the following equalities

U E \kSep
e 2d3k

~2p!3U5U E \qSpe
e d3q

~2p!3U, ~22!

U E \kSep
p 2d3k

~2p!3U5U E \qSpe
p d3q

~2p!3U. ~23!

If both relation~15! and Eqs.~4!, ~6!, and~10! are met, then
the right-hand side of equality~22! will be substantially
larger than that of~23!. Hence the left-hand sides of equa
ties ~22! and~23! are in the same relation to one another.
other words, only an insignificant part of the qua
momentum imparted to phonons returns back to the e
tronic subsystem. Note also that we have nowhere fixed
distribution functions in an explicit form, with the relation
used specifying only their connection. Therefore the integ
on the left-hand side of Eq.~23! should be small for any
function N1(q) determining it. This is possible if the inte
grand itself is small. Thus the inequalityuSep

p u!uSep
e u is in-

deed upheld at any point in phase space.
The remaining term in Eq.~21! can be written in our

approximation

Sep
e 52nep~k!n1~k!

1E w~k82k!$N0d~«k2«k82\v0!

1~N011!d~«k2«k81\v0!%n1~k8!
d3k8

~2p!3 , ~24!

where

nep~k!52av0x21$N0 ln~x1Ax211!1u~x21!

3~N011!ln~x1Ax221!%, ~25!

N0[N0(v0), and functionu(t) vanishes fort,0 and is
equal to one fort>0.
l

ier

-

al
ed.
r
ut
-
re-

c-
e
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To derive the equation for coefficientn10(x),2 multiply
~18! by Y10(h,w) and integrate it over angle taking into a
count the orthogonality of the spherical harmonics. We
nally come to

b1~x!n10~Ax221!1b2~x!n10~x!1b3~x!n10~Ax211!

5n10
0 ~x!, ~26!

where

b1~x!52av0ted
0 N0u~x21!x2r 21

3H 2x221

xAx221
ln~x1Ax221!21J , ~27!

b2~x!511ted~x!nep~x!, ~28!

b3~x!52av0ted
0 ~N011!x2r 21

3H 2x211

xAx211
ln~x1Ax211!21J , ~29!

n10
0 ~x!5Cted

0 x2r 11 exp~2hx2!, ~30!

h5\v0 /kBT, andC is a factor which does not depend onx
and cancels when one calculates the ratioPp /Pe .

We shall consider variablex as a fixed parameter. The
coefficient n10(x) will correspond to a carrier with energ
«k5\v0x2, and the linear equation~26! relates the coeffi-
cient to be found with two others corresponding to the en
gies\v0(x261). It is to these levels that the carrier tran
fers upon interaction with an optical phonon. Equation~26!
is valid for an arbitraryx. Therefore one can consider a set
equidistant levels\v0(x21 i ) and write for each of them a
relation of the type~26!. We shall obtain in this way an
infinite set of linear equations

(
j 50

`

cın10~Ax21 j !5n10
0 ~Ax21 i !, i 50, 1, 2, . . . ,

~31!

where only the coefficients

cii 215b1~Ax21 i !, cii 5b2~Ax21 i !,

cii 115b3~Ax21 i ! ~32!

are nonzero. In the form it is written, this system is valid f
x,1. This does not restrict the generality of the approa
since the solution of the system is a set of relatio
n10(Ax21 i ) whose regions of definition cover the who
range of carrier energy variation.

The distribution function decreases exponentially w
increasing energy, and therefore one can always truncate
set~31! at thel th equation by replacing in itn10(Ax21 l 11)
with n10

0 (Ax21 l 11), or by dropping altogether the term
containing this function. The number of retained equatio
depends on temperature. For example, forh@1 one can re-
tain two or three equations. In this case one will easily fi
an analytic solution to the system.
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2. DRAG THERMOPOWER

We have been dealing until now with calculation of t
Peltier coefficient~2!. In practice one most frequently use
the Seebeck coefficient. In order to determine the contri
tion of nonequilibrium optical phonons to the Seebeck effe
it is sufficient to divide~2! by temperature. Taking into ac
count the explicit form of functionf (k) in the approximation
of low carrier concentration~A1!, we obtain

Sp5
kBaDv

enpa
0 D~h;r ,s!, ~33!

where

D~h;r ,s!5h
Pp8

Pe
, ~34!

s5av0ted
0 , and Pp8 differs from Pp in the absence of the

factor av0 /npa
0 in f (k). Function ~34! is always positive.

Therefore the sign of thermopower depends on that of
rametera in the phonon spectrum and the carrier type.
a.0, the sign ofSp coincides with that of the diffusion
induced thermopower.

The dimensionless parameters determines the relative
significance of carrier interactions with optical phonons a
‘‘defects.’’ Two limiting cases here are of interest: 1! s→0
and 2! s→`.

In the first case,ted
0 !(av0)21, and, hence, one ma

neglect electron-phonon coupling when calculating funct
D. In these conditions,cı j in Eq. ~31! turns out to be an
identity matrix

n10~x!5n10
0 ~x!, ~35!

which simplifies considerably the calculation of th
D(h;r ,0)[Dr(h) relation. In some cases one succeeds
expressingDr(h) through modified Bessel functions~see
Appendix!. The family of theDr(h) curves is displayed in
Fig. 1a.

In the second case,ted
0 @(av0)21, and therefore only

electron-phonon interaction account for the carrier qua
momentum relaxation. One may drop the additive ones in
diagonal elements of matrixci j , and divide after that all
equations of set~31! by av0ted(Ax21 i ). This procedure
will exclude from the equations the factors containingted ,
and the solution will become proportional to (av0)21. The
latter parameter combination does not affect the ratioPp8/Pe .
Of all the arguments in theD(h;r ,`)[D(h) relation only
the reciprocal reduced temperatureh will be retained. Func-
tion D(h) is shown graphically in Fig. 1b.

The temperature dependence of the Seebeck coeffic
~33! is dominated by functionD. The actual curve from the
family displayed in Fig. 1 is chosen in accordance with t
operative relaxation mechanism of the electronic subsyst
The quantitySp is determined by factorkBaDv/enpa

0 . The
maxima of the curves in Fig. 1 acquire the heights of or
unity. Therefore, this factor allows easy estimation of t
phonon contribution to the Seebeck coefficient.

In a general case, ass increases, theDr(h) curves trans-
form gradually intoD(h). Figure 2 presents by way of il
lustration a family of such intermediate relations f
-
t,

a-
f

d

n

n

i-
e

nt

e
m.

r

r 53/2. Each of these relations can be identified with a fix
value ofs. For some relaxation processes this parameter
itself be a function ofh.

We readily see that the temperature dependence ofSp ,
similarly to the case of carrier drag by acoustic phonons,
a clearly pronounced maximum. The high-temperature
gion is characterized by a power-law falloff ofSp and Pp

with increasing temperature@see Eq.~A5!#. Particularly slow
is the variation of the Peltier coefficient. The decrease of

FIG. 1. Dr(h) relations for different values of~a! r and ~b! D(h).

FIG. 2. D(h;r ,s) function for several values ofs and a fixedr 53/2.
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phonon relaxation time is partially compensated by the
crease in their number.

In contrast to the acoustic-phonon drag, in the lo
temperature domain one observes an exponential variatio
the relationsSp(h) and Pp(h) @see Eq.~A4!#. The reason
for this is actually quite simple, namely, carriers in the p
sive region («k,\v0) can impart their momentum~we have
in mind here the Peltier effect! only through scattering from
the already available optical phonons, whose number
h@1 is exponentially small. The probability of phono
emission by electrons in the active region («k>\v0) is prac-
tically independent of the presence of elastic excitations.
number of carriers with such energy is, however, also ex
nentially small.

Somewhat unexpected is the decrease of functionD with
increasing role of electron-phonon coupling~Fig. 2!. A simi-
lar shift of theDr(h) curves down is observed to occur wi
decreasing parameterr ~Fig. 1a!. These two features have
common origin. As shown in the Appendix, as a result of
nonphonon carrier scattering dominating even at low te
peratures, the major contribution to the Peltier effect com
from electrons in the active region. A decrease inr causes a
decrease in the relaxation time of these carriers, of func
n1(k) in this energy region, and, hence, of the total phon
quasi-momentum determining relation~34! as well. Simi-
larly, inclusion of electron-phonon coupling becomes ma
fest in a rapidly decreasing deviation from equilibrium
carriers with«k>\v0 through creation of optical phonons

3. APPLICABILITY RANGE OF THE CALCULATION

The most essential limitation on the generality of t
above calculations is imposed by the assumption of low c
rier concentration. To be more exact, we have used in
calculation relation~15!, assumed the carriers to be nond
generate, and did not take into account in Eq.~9! the screen-
ing by electrons of the polarization fields.

Consider limitation~15!. In the absence of degenerac
the integral in Eq.~8! is easily taken to yield

npe~q!52av0emh21 sinhS h

2 D y23 expH 2
h

4
~y21y22!J ,

~36!

where m is the chemical potential in units ofkBT, and
y5q/k. Substitution of this relation reduces inequality~15!
to

npa
0 @av0emh21g~h!, ~37!

whereg(h) is a function close to unity in the temperatu
region of interest to us here. For the typical valuesnpa

0

;1023v0 ,7–10 a;0.1, andh,10, the necessary conditio
for inequality~37! to be met is nondegeneracy of the carrie
(em!1).

It is more convenient to use carrier concentrationn than
the chemical potential. Expressingem through this
concentration,6 and droppingg(h), we obtain in place of
Eq. ~37!

n!npa
0 k3/4p3/2av0h1/2. ~38!
-

-
of

-

r

e
-

e
-
s

n
n

i-

r-
e

-

Substitution of the above values of the parameters redu
inequality~38! to a still simpler form:n!1023k3. The value
of k3 may vary within a broad range, but it can be read
calculated for any given material.

It is extremely difficult to investigate the range of a
plicability of Eq. ~9! to processes involving long-waveleng
quasi-particles withq;k;k. Crude estimates can be mad
using a theory11 developed for short-wavelength phonons.
turns out that, for concentrations satisfying relation~38!, one
may neglect polarization-field screening. Thus it is the
equality ~38! that determines the carrier concentration ran
within which our results are correct.

This calculation was based also on two other simplifyi
assumptions

k!
b

2
,

Dv

v0
!1. ~39!

Hereb is the length of the smallest reciprocal-lattice vect
The product \k determines the characteristic quas
momentum of the phonons interacting with carriers. The
fore the first inequality has permitted us to restrict oursel
to a parabolic elastic-excitation spectrum~1!. Due to the sec-
ond relation we retained in Eq.~2! only the term linear in
Dv. As already pointed out, however, the calculated co
ficients Pp and Sp are exponentially small in the low
temperature domain. Therefore the higher-order terms di
garded here may turn out to be significant and even domin
for h@1.

Inequalities~39! break down in materials with very larg
effective carrier masses. This follows directly from the de
nitions ~3!. Besides, the Boltzmann equation formalism e
ployed here is inapplicable to semiconductors with stro
electron-phonon coupling. Fora;1, the quantum uncer
tainty of electron energy is comparable to the scale\v0

characteristic of the problem considered here.
At the same time it is for the materials with sufficient

largeam anda that phonon contributions to the thermoele
tric coefficients may become dominant. ForDv'0.1v0 and
a'0.5, Eq.~33! may be used apparently for crude estimat
In this case the maximum value ofSp is ;3 mV/K. For
comparison, the electronic contribution6 to the Seebeck co
efficient form'28 @the chosen value of the chemical pote
tial satisfies condition~37!# does not exceed 1 mV/K.

Support of the Russian Fundamental Research Fou
tion ~Grant 95-02-04103a! is gratefully acknowledged.

APPENDIX: FUNCTIONS f „k … AND Dr„h…

If inequality ~15! is satisfied,tp in Eq. ~14! is deter-
mined only by frequencynpa and does not depend onq.
Besides, the carriers are not degenerate in this case
therefore, one may dropn0(«k6q) in Eq. ~14!. In this ap-
proximation, integration is performed easily to yield fo
function f (k)

f ~k!5av0npa
21x23$N0@xAx2112 ln~x1Ax211!#

1u~x21!~N011!@xAx2211 ln~x1Ax221!#%.

~A1!
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The first term in braces is due to carrier scattering from l
gitudinal optical phonons, and the second, to creation of
latter by electrons in the active region.

As already pointed out,\k f (k) is the average contribu
tion of an electron with a wave vectork to the quasi-
momentum of the dragged phonons. Figure 3 shows gra
cally a family of x f8(k) relations. Functionf 8(k) differs
from f (k) in the absence of factorav0 /npa

0 . We readily see
that each carrier in the active region drags phonons m
more effectively than that in the passive one.

If nonphonon scattering is dominant in the electron
subsystem (s→0), the ratioPp8/Pe can be easily calculated
Using Eqs.~17!, ~30!, ~35!, and~A1!, one can write function
~34! in the form

Dr~h!5
h r 17/2I r~h!

16G~r 15/2!cosh2~h/4!
, ~A2!

where

I r~h!5E
0

`

dz sinh z expS 2
h

2
coshzD H sinh2r S z

2D
3~sinh z2z!1cosh2r S z

2D ~sinh z1z!J , ~A3!

andG(t) is the gamma function. The two terms in the brac
in Eq. ~A3! are accounted for by the corresponding term
Eq. ~A1!. At low temperatures~h.2!, the integrand in Eq.
~A3! is noticeably different from zero within the regio
z,1. By expanding hyperbolic functions, one can eas
verify that for r .21 the second term is larger than the fir
one. Therefore phonon creation processes provide the m
contribution to the Peltier effect, despite the exponentia
small number of electrons and holes in the active region.
high temperatures, the contributions of the two terms are
the same order of magnitude, but most of the carriers by
reside in the active region. Hence it is these carriers

FIG. 3. Reduced electronic contribution to phonon quasi-momentum
function of reduced electron wave number calculated for three values oh.
-
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dominate at any rate the Peltier effect at any temperature~the
processes responsible for the Seebeck effect were not
sidered in this work!.

It is appropriate now to analyze the asymptotic behav
of function Dr(h). For h@2

Dr~h!→
Ap

G~r 15/2!
h r 12e2h, ~A4!

and forh!2

Dr~h!→
G~r 12!

2G~r 15/2!
h3/2. ~A5!

The last relation yields, in particular, a very slow decrease
the Peltier coefficient with increasing temperature (Pp

}h1/2).
If the scattering parameterr is a positive integer, the

integral ~A3! can be expressed through modified Bes
functions. For instance

I 0~h!5
4

h
K1S h

2 D , ~A6!

I 1~h!5
4

h FK0S h

2 D1
2

h
K1S h

2 D G . ~A7!

In a general case relationDr(h) can be calculated by nu
merical techniques.

1!We shall not consider acousto-optical drag,3 in which optical phonons only
transfer the quasi-momentum obtained from electrons to acoustic vi
tions and can have no dispersion at all.

2!In place of n10(x) we should have writtenn108 (x)[n10(kx). We have
dropped the prime hoping that this would not give rise to any confus
thereafter.
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Deep impurity states and intrinsic defects in photorefractive Cd 12xFexTe crystals
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Studies were made of the low-temperature optical and photoelectric properties of Cd12xFexTe
crystals (x50.0038) which provided information on the optical quality of these crystals
and the nature of their inhomogeneity, and also revealed deep Fe21 impurity centers and singly
charged acceptor complexes. It was established that these complexes, which include
doubly charged cadmium vacancies and ionized donors, are anisotropic. It was shown that their
anisotropy is determined by the nature of the donor atom and its position in the crystal
lattice ~at a cationic or anionic site!. Since these crystals contain real deep impurity centers and
acceptor complexes, a mechanism is proposed for the photorefractive effect in these
crystals. It was observed for the first time that the photorefractive properties of CdTe crystals
containing impurity 3d elements may exhibit anisotropy unrelated to that of the
electrooptic effect. ©1998 American Institute of Physics.@S1063-7834~98!00907-1#
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Semiconductor CdTe crystals doped with elements
iron-group transition metals (3d elements! are among the
most promising photorefractive materials for the near inf
red. For instance, the electrooptic coefficients of CdTe
three times higher and the sensitivity twice as high as
corresponding values for GaAs and InP crystals.1 This en-
hancement of the parameters becomes quadratic in the
fraction efficiency of the photorefractive grating. An add
tional advantage of these materials compared with BaT3

and LiNbO3 oxide crystals whose photorefractive propert
have now been studied fairly comprehensively, is that th
have a much faster response time because of the high m
ity of photoexcited carriers in semiconductor crystals. Ho
ever, studies of the photorefractive properties of these m
rials have neglected their optical quality, the presence of
deep impurity centers and intrinsic structural defects, th
nature, and their energy and crystal structure. Thus, the
cromechanism for the photorefractive effect in CdTe crys
containing 3d elements has yet to be determined, which
inevitably slowing down research aimed at fabricating ma
rials with specific controllable photorefractive properties.

The incorporation of 3d elements in CdTe crystals lead
to the formation of deep impurity levels.2 Photoionization of
these impurity centers results in the formation of free carr
whose diffusion creates a space-charge field and there
changes the refractive index as a result of the electroo
effect. At the same time, ionized deep-impurity centers m
function as traps for photoexcited carriers. Hence, the im
rity states of 3d elements play a decisive role in the appe
ance of the photorefractive properties of semiconductor
terials. Therefore, the acquisition of the most comprehen
information on the energy and crystal structure of de
impurity centers and structural defects with allowance for
possible formation of various anisotropic complexes in cu
CdTe crystals is important not only to determine the mic
mechanism for the photorefractive recording of informati
1101063-7834/98/40(7)/5/$15.00
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in these materials but also to select the optimum crystal
entation for this recording.

It has been shown2,3 that an efficient method of obtainin
this information for CdTe crystals containing 3d elements
involves complex low-temperature investigations of their o
tical properties and photogalvanic current spectra. In this
case, differently oriented noncubic centers present in
crystals will be excited differently by a directional ligh
beam.4 Thus, the intensities of the bands of photoionizati
transitions in the photogalvanic current spectra for differ
groups of centers should differ. This means that these m
surements can be used to detect and study noncubic imp
centers and complex intrinsic defects in cubic CdTe cryst

Here we report low-temperature studies of the opti
and photoelectric properties of Cd12xFexTe crystals to obtain
information on the optical quality of these crystals and
establish the nature of their inhomogeneity, and also to
tect anisotropic impurity complexes and intrinsic structu
defects, and to determine their nature and the position of
energy levels. The results are used to propose for the
time a mechanism for the appearance of the photorefrac
effect and its anisotropy caused by the presence of an
tropic centers in CdTe crystals containing 3d elements.

1. EXPERIMENTAL METHOD

The Cd12xFexTe crystals were grown by the Bridgma
method. During the growth process a suitable quantity
tellurium atoms was added together with iron atoms.3 The
impurity concentration was determined using an MS-
x-ray microanalyzer and wasx50.0038. The samples wer
oriented by x-ray diffraction.

The absorption and photogalvanic current spectra w
measured with a KSVU-23 device. For the low-temperat
studies the crystals were placed in a cryostat whose temp
ture was kept constant to within60.1 K. The photogalvanic
7 © 1998 American Institute of Physics



h
3

si

o
ur

nd
rm
a
er
f
-

he
n
t

on
th
t
w
u
ec
ec

t
th
a

d
o-
ur
in
h

am

g
fo

ra

on

-
tio

tio

i
e
n

es
w-
pec-
of

ec-
ep-
er

g-

els
an
ors

1108 Phys. Solid State 40 (7), July 1998 Gnatenko et al.
current spectra were excited using a KGM-250 lamp wit
stabilized power supply and were recorded with a V7-
voltmeter-electrometer.

The photogalvanic current spectra were measured u
plane-parallel samples whose thicknessd satisfied the condi-
tion kd@1, i.e., the light was absorbed at the front surface
the crystal. Grid electrodes were deposited on the nat
cleaved faces of the crystals~the front and rear faces! per-
pendicular to the direction of propagation of the light a
their ohmicity was checked. As a result of the nonunifo
depth distribution of excess minority carriers in the cryst
illumination of the samples produces a diffusion current p
pendicular to the crystal surface~since the cross section o
the incident light was uniform, this eliminated carrier diffu
sion perpendicular to the direction of propagation of t
light!. As a result of the establishment of equilibrium in a
isolated sample, a potential difference is created between
illuminated and dark surfaces of the crystal, which is resp
sible for the Dember photoemf. In our measurements
input resistance of the electrometer was much lower than
resistivity of the samples so that in these experiments
measured a diffusion current close to the short-circuit c
rent. The direction of this current is determined by the dir
tion of the carrier concentration gradient, i.e., by the dir
tion of light propagation. The samples were exposed
unpolarized monochromatic light so that we could ignore
polarization of the exciting light when a monochromator w
used. The polarity of the photogalvanic~photodiffusion! cur-
rent was determined by the polarity of the charge observe
the front ~illuminated! surface of the sample and was opp
site that of the excited carriers. Thus, in this case meas
ments of the photogalvanic current allowed us to determ
not only the energy but also the type of phototransitions. T
photogalvanic current spectra were normalized to the s
number of incident photons.

The photoluminescence spectra were measured usin
SDL-1 spectrometer. An LGN-404 argon laser was used
excitation, together with an FE´ U-62 photodetector.

2. EXPERIMENTAL RESULTS AND DISCUSSION

It can be seen from Fig. 1 that, at liquid-helium tempe
ture, background absorption of 2.0 cm21 is observed in the
transparency region of a Cd12xFexTe crystal ~around
1.0 eV!. According to Ref. 3, absorption in the 1.05,E
,1.25 eV range is caused by the following photoionizati
transition:

Fe211hv→Fe311e.

The absorption band atT54.5 K ~curve1 in Fig. 1! near the
absorption edge (1.25,E,1.48 eV) depends on the impu
rity concentration and corresponds to intracenter absorp
between the5E5D –3T1(3H)-states of the Fe21 impurity
ion.3 At T5300 K ~curve 2 in Fig. 1! the band is strongly
broadened and overlaps with the fundamental absorp
edge of the CdTe crystal.

It should be noted that the background absorption
mainly attributable to light scattering by crystal inhomog
neities formed as a result of the CdTe doping. It is know5
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that exciton excitations are highly sensitive to various typ
of defects and impurities in crystals. Thus, the fact that lo
temperature exciton reflection and photoluminescence s
tra are observed~Fig. 2! indicates that the samples are
fairly good optical quality.

An analysis of the observed photoluminescence sp
trum reveals an exciton emission line from a shallow acc
tor (A0X line! which is a complex, singly charged cent
consisting of a doubly charged cadmium vacancy (VCd

22) and
a singly ionized donor (D1), i.e., a (VCd

22 –D1) center.6

Characteristics in the form of inflections, visible at the lon
and short-wavelength wings of theA0X line, indicate that
Cd12xFexTe crystals contain other shallow acceptor lev
with different binding energies. The spectrum also reveals
emission line assigned to excitons bound at neutral don

FIG. 1. Absorption spectrum of Cd0.9962Fe0.0038Te crystals atT54.5 ~1! and
300 K ~2!.

FIG. 2. Photoluminescence~1! and exciton reflection spectrum~2! of
Cd0.9962Fe0.0038Te crystals atT54.5 K.
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(D0X lines!. It should be noted that the shallow donor a
acceptor states observed in the emission spectra of bo
excitons strongly influence the electrical properties of Cd
crystals.7 Thus, theA0X- and D0X emission lines may be
taken as indicators of the electrical properties of the crys
and their intensities are proportional to the concentration
shallow acceptors and donors, respectively. It can be s
from Fig. 2 that theD0X line is broadened as a result of i
overlap with the shorter-wavelength emission line of ex
tons trapped at potential fluctuations of the crystal latt
(M0X line! which appear as a result of the nonuniform d
tribution of iron impurity centers in CdTe crystals. A cons
quence of this disordering is some broadening of the exc
reflection band compared with the undoped crystal. Anot
factor responsible for broadening of the exciton reflect
band is the scattering of excitons at the impurity potenti8

The observed short-wavelength~compared with undoped
CdTe! shift of the exciton reflection band~around 5 meV!
indicates that semiconductor solid-substitution solutions
formed — semimagnetic Cd12xFexTe semiconductors.

The nonuniform distribution of iron impurity atoms i
these crystals is to some extent attributable to the forma
of magnetically ordered clusters. This conclusion follo
from the results of measurements of the low-temperature
tical spectra, the magnetic susceptibility, and its ani
tropy.3,9 The formation of these clusters depends on the c
centration of iron atoms. For example, when the concen
tion is NFe,231019 cm23 (x50.0013), the Fe ions ar
mainly contained in CdTe crystals as isolated dou
charged ions. The magnetic susceptibility of these crysta
described by the Curie–Weiss law and the samples are m
netically isotropic. When the concentration isNFe.2
31019 cm23, the temperature dependence of the param
netic component of the susceptibility deviates from t
Curie–Weiss law and some magnetic anisotropy appe
These changes are caused by the formation of magneti
ordered clusters in Cd12xFexTe crystals which are also
present in the crystals studied since the concentration of
atoms isx50.0038. At these concentrations the iron imp
rity ions may be in other charge states as well as dou
charged.3

Thus, these low-temperature studies of the optical pr
erties of Cd12xFexTe crystals have yielded information o
the homogeneity of the crystals, on the presence of d
impurity levels of Fe21 ions, and also on shallow accept
and donor defects, which are primarily responsible for
electrical properties of these crystals. Information on the
ergy position of the levels of these impurity centers and
trinsic defects relative to the crystal energy bands may
obtained by measuring the photogalvanic-current spectra10,11

In the photogalvanic-current spectra of these crys
~Fig. 3! the positive bands are caused by photoionizing tr
sitions of electrons from impurity or defect levels to the co
duction band, while the negative bands are attributed to
excitation of valence-band electrons to discrete levels p
tioned in the crystal band gap~photoionization of holes from
impurity levels to the valence band!.2 When light propagates
in the ^110& direction, the photogalvanic current spectru
consists of two positive bands whose peaks correspon
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1.485 and 1.585 eV. The high-energy band is caused by
citon dissociation and indicatesn-type conductivity when the
crystal is excited in thê 110& direction. The band nea
1.500 eV was observed previously in CdTe crystals dop
with other 3d elements~V, Ni, and Te in Refs. 10, 11, and
12, respectively!. This indicates that this band is caused
the presence of intrinsic structural defects in the crystal wh
it polarity indicates photoionization of electrons from th
acceptor level to the conduction band. Since the hi
intensity 1.485 eV band is only observed for the^110& direc-
tion, this acceptor level belongs to an anisotropic cen
whose axis coincides with thê110& direction in the crystal.
In studies of the photoluminescence spectra of bound e
tons, whose results were presented above, it was establi
that in these Cd12xFexTe crystals the majority shallow ac
ceptor is a singly charged (VCd

22 –D1) center. It should be
noted that in an earlier study13 electroabsorption revealed th
existence of a complex center involving a cadmium vaca
and a donor bound to a chlorine impurity. Since chlori
atoms replace tellurium vacancies, the orientation of t
complex corresponded to the^111& direction. In our case, the
ionized donors are evidently accidental impurities of gro
III atoms ~Ga, In, or Al! positioned at cationic sites in th
^110& direction. Thus, the 1.485 eV band is caused by p
toionizing transitions involving this anisotropic center.

It can be seen from Fig. 3 that regardless of the direct
of propagation of light, the photogalvanic-current spectru
reveals a broad positive band with a peak near 1.330
whose energy position matches that of the intracenter
sorption band between the5E(5D) and3T1(3H) states of the
Fe21 ion.3 Since the direct photoionization energy of Fe21

ions is 1.08 eV, this impurity-center excited state is in re
nance with the conduction band. The appearance o
photogalvanic-current signal in this part of the spectrum
caused by auto-ionization of electrons from an excited im
rity level to the conduction band. A consequence of this re
nance is the observation of a broad structureless asymm
intracenter absorption band~curve 1 in Fig. 1!. Since the

FIG. 3. Photogalvanic current spectrum of Cd0.9962Fe0.0038Te crystals atT
578 K. 1–3 — propagation of light in thê 110&-, ^100&-, and ^111&-
directions, respectively.
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1.330 eV band is observed for different directions of prop
gation of the light, it is clearly associated with the excitati
of isolated iron impurity ions. It can be seen from Fig.
~curve3! that the photogalvanic-current spectrum also exh
its a broad band near 1.400 eV which may be assigned t
anisotropic center whose axis is in the^111& direction. This
center may be a complex incorporating an iron ion an
donor positioned at an anionic site, whose formation may
attributed to the presence of accidental chlorine atoms in
crystal.

It can be seen from Fig. 3 that the negative 1.495
band observed in the photogalvanic-current spectrum, w
light propagates in thê111& direction, is complex. The long
wavelength wing reveals a kink~indicated by the arrow on
curve3! whose energy position matches that of the posit
1.485 eV band for thê110& direction. It should be noted tha
in this last case such a feature is observed on the sh
wavelength wing of the high-intensity band~indicated by the
arrow on curve1!. This indicates that the photogalvani
current band in the range 1.48–1.50 eV is complex and
attributable to the appearance of various photoionizing tr
sitions in the spectrum. Specifically, the 1.495 eV band m
be assigned to transitions from the valence band to a l
with the energyEc20.10 eV which corresponds to a com
plex center comprising cadmium vacancies and chlorine
oms in place of tellurium. Such an anisotropic center is o
ented in thê 111& direction. When light propagates in th
^100& direction, a negative band is observed at 1.505 eV.
appearance is attributed to the presence of another leveEc

20.09 eV which is formed as a result of the presence o
complex incorporating a cadmium vacancy and group III
oms positioned at a cationic site in the^100& direction. The
1.54 eV band is assigned to transitions involving the le
Ec20.05 eV. A positive 1.45 eV band is also observed
the ^100& direction. The energy position of this band ind
cates that an acceptor level withEv10.14 eV also partici-
pates in the photoionizing transition, which according to R
14, corresponds to an ionized interstitial tellurium atom
the complex (InCdVCd). The appearance of the 1.45 eV ba
for the ^100& direction is evidently attributable to the in
volvement of this anisotropic acceptor complex whereas
the other directions it is attributed to an isolated accep
center.

Thus, studies of the photogalvanic current spectra
these crystals revealed the photoionization of deep levels
volving Fe21 ions, causing their charge transfer to the Fe31

state. It should be noted that for CdTe crystals contain
iron impurity atoms, ESR also revealed the presence of
ions in the stable Fe31 state. In this case, the positive char
is clearly compensated by the presence of singly char
acceptor complexes. These complexes are the anisotr
singly charged acceptors involving cadmium vacancies
donor atoms observed in the present study, whose conce
tion in the dark should correspond to that of the Fe31 ions.
On the basis of these results, we can propose the follow
mechanism for the appearance of the photorefractive ef
in these crystals. When Cd12xFexTe crystals are excited b
Nd laser radiation, the photorefractive effect may occur a
result of one-photon excitation and photoionization of Fe21
-
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impurity centers. The absorption of laser light by the crys
which varies in space during the formation of a photorefr
tive grating, leads to the formation of a periodic distributio
of free electrons. These electrons diffuse from regions
high concentrations to regions of low concentrations a
then recombine with Fe31 centers to form neutral Fe21 cen-
ters. Thus, in the regions of the crystal corresponding to
peaks of the diffraction grating, the concentration of Fe31

centers is higher than that required to compensate for
negatively charged acceptor centers. In other regions of
crystal some distance from the peaks of the diffraction p
tern, there is an excess of singly charged acceptors as a r
of trapping of electrons by Fe31 centers. The excess ionize
deep donor Fe31 centers near the diffraction pattern pea
and the excess uncompensated acceptors in other parts o
crystal result in the formation of a periodic space charge fi
which modulates the refractive index and thus produces
photorefractive effect. It has been shown that different ani
tropic acceptor centers having different orientations are
served in these crystals. This has the result that, depen
on the direction of the exciting light, particular centers u
dergo photoionization so that they cannot participate in co
pensating ionized deep donor Fe31 centers. Thus, assumin
that the crystal contains different concentrations of particu
anisotropic centers having different orientations, the mag
tude of the photorefractive effect should depend on the m
nitude of the photorefractive effect relative to the direction
the exciting light~in addition to the dependence arising fro
differences in the electrooptic effect for different directio
in the crystal!. It should be noted that when a Cd12xFexTe
crystal is excited by neodymium laser radiation atT
5300 K, singly charged acceptor centers may unde
photoionization as a result of optical transitions involving t
absorption of many longitudinal optical phonons. We are
the opinion that, in its general form, the proposed model
the formation of the photorefractive effect and its anisotro
also applies to other 3d impurity elements, especially fo
vanadium-doped CdTe crystals which are the most prom
ing photorefractive materials for the near infrared.1,10,16 To
conclude, it should also be noted that these investigation
the photogalvanic current spectra for different directions
propagation of light indicate that these measurements a
fairly effective method of detecting anisotropic centers
cubic photorefractive crystals, of determining their photoio
ization energies and orientation in the crystal, and also
optimizing the orientation of the crystals when these are u
as photorefractive elements.
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Influence of structural characteristics on the thermal conductivity of polycrystalline
diamond films
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By analyzing the signal formed by the photoacoustic effect as a function of the light modulation
frequency, it is shown that this effect may be used to determine the thermal conductivity
of diamond materials. The method is checked experimentally for two types of polycrystalline
diamond films grown by chemical vapor deposition with the gaseous medium activated
by a dc discharge and a microwave discharge. The data obtained on the thermal conductivity of
the films are discussed with reference to the results of an investigation of the optical
absorption, Raman light scattering, and cathodoluminescence of similar films. It is shown that
the thermal conductivity of polycrystalline diamond films depends on the structural
characteristics, which are determined by the deposition conditions. ©1998 American Institute
of Physics.@S1063-7834~98!01007-7#
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Following the development of relatively simple metho
of obtaining diamond films by chemical vapor depositi
~CVD!, there has recently been an upsurge of interest in
study and practical application of diamond materials. D
mond CVD films are usually polycrystalline, which mea
that their properties have various characteristic features c
pared with single crystals. Some of these characteristic
the light absorption spectra were identified by us in an ear
study using a method based on the photoacoustic effe1.
Here we show that the photoacoustic effect may also be u
to study another important parameter of diamond films
the thermal conductivity. This problem is topical because
view of its fundamental characteristics, diamond has
highest thermal conductivity yet recorded compared w
other materials, which makes this property of considera
interest from the point of view of practical applications but
the same time, creates appreciable problems for the mea
ment of this parameter in polycrystalline CVD films.2,3

1. DEPENDENCE OF THE AMPLITUDE OF THE
PHOTOACOUSTIC SIGNAL ON THE THERMAL
CONDUCTIVITY

The photoacoustic effect involves the formation of
acoustic wave in a gaseous medium surrounding an ob
when the latter is heated by absorption of periodica
intensity-modulated light.4–6 The dependence of the ampl
tude of the photoacoustic signal~i.e., the amplitude of the
acoustic wave recorded using a microphone placed with
sample in a hermetically sealed measuring cell! on the coef-
ficient of absorption of light can be used to obtain the cor
sponding spectral characteristics.1 At the same time, the pho
toacoustic signal also depends on the thermophys
parameters of the material~the thermal conductivityk and
1111063-7834/98/40(7)/5/$15.00
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the specific heatC), and also on the density and geomet
dimensions of the sample.4–6 The dependence of the sign
amplitude onk opens up the fundamental possibility of usin
the photoacoustic method to determine the thermal cond
tivity of materials, including diamond films.

A theoretical analysis of the photoacoustic effect c
yield a general expression for the acoustic wave amplitude4–6

but this is fairly cumbersome and difficult to interpret.
some cases of practical importance, this expression ma
simplified appreciably. For instance, if the sample thicknesl
is substantially larger than the effective depth of absorpt
of light lb ~whereb is the absorption coefficient!, which in
turn is smaller than the characteristic thermal diffusi
length m „m5(2k/rCv)1/2, wherer is the density of the
material andv is the light modulation frequency…, the am-
plitude q of the acoustic wave may be written as

q5Y1k21/2r21/2C21/2v21. ~1!

If the depth of penetration of light exceeds the thermal d
fusion length (1/b.m), then

q5Y2br21C21v23/2, ~2!

whereY1 andY2 are constants which consist of a combin
tion of parameters determined by the experimental con
tions, the properties of the gas filling the measuring cell, a
the base material on which the sample is placed in the m
suring cell.

It then follows from Eqs.~1! and ~2!, that, if the mea-
surements are made at the same light modulation freque
for two identically shaped samples, the corresponding am
tudes of the photoacoustic signal (q1 andq2) will be related
by

q1 /q25~k2r2C2k1
21r1

21C1
21!1/2, ~3!
2 © 1998 American Institute of Physics
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if the depth of light absorption is smaller than the therm
diffusion length, and by

q1 /q25b1b2
21r2C2r1

21C1
21 , ~4!

if the thermal diffusion lengthm is less than 1/b.
It can then be seen from Eqs.~3! and~4! that, by making

measurements at the same frequencyv in different spectral
ranges for which the depth of light absorption is less than~at
wavelengthl1) or larger than~for l2) the thermal diffusion
length, we obtain

k15k2~b2 /b1!l2
~q1 /q2!l2

~q2 /q1!l1

2 , ~5!

where the subscriptsl1 and l2 indicate the wavelength a
which the quantity in parenthesis is measured.

Equation ~5! can be used to determine the relati
change in the thermal conductivity in different sections o
diamond film or different samples having similar dimensio
and ratios of thermal diffusion length to depth of light a
sorption. The absolute value of the thermal conductivityk1

can be determined if we have a sample with known he
conducting propertiesk2 , such as a diamond single crysta
In addition to the amplitudes of the photoacoustic sig
measured in two spectral ranges, we also need to know
coefficients of light absorption of the calibration sample a
the film (b2 and b1) in the range of comparatively wea
absorption of light (b.1/m). Assuming that the amplitude
of the photoacoustic signal depends linearly on the abs
tion coefficient (q;b) ~Refs. 4–6! over a fairly wide range,
Eq. ~5! may be simplified substantially

k15k2~q2 /q1!l1

2 . ~6!

Note that~6! is derived assuming that the investigat
and calibration samples have fairly similar geometric dim
sions~thickness! and optical and heat-conducting propertie
In addition, the light modulation frequency should ensu
that the following condition is satisfied in both cases

m5~2k/rCv!1/2, l . ~7!

Substituting into~7! tabulated values for single-crystal dia
mond which are evidently limiting values for polycrystallin
films (k525 W•cm21

•K21, r53.5 g•cm23, C56.19 J•g
•K21) ~Ref. 7!, we find that condition~7! will be satisfied in
10-mm thick diamond for a modulation frequency high
than 20 000 rad/s and for a thickness of 500mm, which is
close to the realistic value in heat sinks, the modulation
quency should be at least 800 rad/s. This estimate shows
the proposed method may be implemented in relativ
simple experiments at light modulation frequencies atta
able using conventional mechanical choppers.

An important factor is that the photoacoustic method c
give the thermal conductivity and not the thermal diffusi
length as in the widely used method based on the so-ca
mirage effect where a probe laser beam is refracted i
gaseous medium surrounding the sample while the latte
heated by modulated light.2,3,8 This difference between th
two methods arises because the photoacoustic method
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sures the phase and the amplitude of the photoacoustic s
whereas methods based on the mirage effect generally
measure the phase of the signal.

2. EXPERIMENTAL RESULTS AND DISCUSSION

For the experimental investigation we used samples
diamond films grown by CVD. One batch of samples w
prepared in a plasma activated with a dc discharge and
other batch was prepared in a microwave discharge pla
using an ASTeX machine. The aim was to determine
only the parameters of each film but also to obtain data
compare the deposition methods.

In both cases, polished silicon substrates were used.
deposition conditions were approximately the same and t
cal of this type of process: substrate temperature;950 °C,
gas mixture pressure;100 Torr, and ratio of gas compo
nents CH4:H252:98. The growth rate of the films wa
;5 mm/h for the dc discharge and;15mm/h for the micro-
wave discharge. The prepared samples exhibited typ
morphology for diamond polycrystalline films with chara
teristic well-defined faceting of randomly oriented crysta
lites. A portion of the films was removed from the substra
by etching the silicon using a mixture of hydrofluoric an
nitric acids.

The photoacoustic measurements were made using
updated photoacoustic spectrometer made by Princeton
plied Research Corporation~Model 6001!. The light source
was a 150 W deuterium lamp whose radiation was focu
onto the sample which was inside an air-filled, hermetica
sealed, measuring chamber. The light was modulated b
mechanical chopper in the frequency range between 20
5000 Hz. The size of the light spot on the sample was
proximately 333 mm. All the measurements were made
room temperature.

It is well known that the radiation from a deuterium
lamp lies mainly in the ultraviolet, which corresponds to i
terband absorption in diamond. This ensures fulfillment
one of the two conditions for which the initial relations~1!
and ~2! and the final Eq.~6! are valid. Another important
condition which must be satisfied to ensure that these r
tions are valid, is the ratio between the thermal diffusi
length and the sample thickness„see condition~7!…. Note
that, if the thermal diffusion length exceeds the sample thi
ness„i.e., condition~7! is not satisfied…, the amplitude of the
photoacoustic signal will be determined by the properties
the base material on which the sample is located. In our c
this is silicon, for films not detached from the substrate, a
stainless steel for the detached films.

Thus, with a suitable choice of modulation frequen
(v.2k/rCl2), the absolute value of the thermal conducti
ity of the diamond film can be determined using Eq.~6! if we
have a sample with known heat-conducting properties.
this calibration sample we used single crystals of type
synthetic diamond measuring 33330.3 mm ~Sumitomo
Electric Corp.! for which the thermal conductivity is betwee
15–20 W•cm21

•K21, according to Ref. 7.
To determine the light modulation frequency for whic

condition ~7! could be considered valid, we measured t
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frequency dependences of the photoacoustic signal am
tude. The photoacoustic signal from the samples was norm
ized to the amplitude of the signal recorded from a carb
black standard under similar conditions, for which the f
quency dependence of the photoacoustic signal as give
formula ~1! can be considered to be reliably established4–6

This normalization allowed us to take into account the f
quency characteristics of the system, such as the sensit
of the microphone and the frequency response of the am
fiers.

Figure 1 gives a log–log plot of the experimentally d
termined dependence of the normalized photoacoustic si
amplitude on the light modulation frequency (n5v/2p) for
a diamond single crystal~1! and samples of polycrystallin
films of different thickness obtained using a dc discharge~2,
3! and a microwave discharge~4, 5!. It can be seen that th
frequency dependences for the diamond single crystal
described by relation~1! for modulation frequencies highe
than;500 Hz, which agrees with the estimate made earl
At lower frequencies, some deviation from the depende
;v21 is observed, evidently because of the already no
influence of the measuring cell material~stainless steel! or
the silicon substrate, which possess relatively low therm
conductivity. The frequency dependences obtained for
polycrystalline films are similar, although the modulatio
frequency at which the amplitude of the photoacoustic sig
is proportional tov21 i.e., condition~1! is satisfied, depend
on the type of film and its thickness: as the film thickne
increases, the corresponding frequency range begins at l
frequencies. For films of the same thickness, this conditio

FIG. 1. Frequency dependences of the normalized amplitude of the ph
coustic signal for a diamond single crystal~1!, diamond films of thickness
;20 ~2, 4! and 150mm ~3, 5! obtained in a CVD reactor using a dc dis
charge~2, 3!, and a microwave plasma~4, 5!.
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satisfied at lower frequencies for films deposited in a mic
wave discharge compared to those grown using a dc
charge. These relationships show that the thermal condu
ity of the polycrystalline films is lower than that of th
diamond single crystal and the thermal conductivity of film
grown in a dc discharge is substantially lower than that of
films deposited in a microwave discharge.

The increase in the normalized amplitude of the phot
coustic signal observed for all the samples at modulat
frequencies higher than 2700 Hz~Fig. 1! is clearly a conse-
quence of the procedure used to normalize to the signal f
carbon black. As the modulation frequency increases,
value of this signal decreases@the frequency dependence o
the photoacoustic signal is given by Eq.~1!# and at a certain
frequency becomes comparable or even smaller than the
plitude of the acoustic noise, whereas the signal from
carbon black continues to vary as;v21. As a result of
normalizing to the frequency characteristic determined us
the carbon black signal, some distortion appears in the
quency dependences for diamond materials. This factor
termines the minimum thickness of diamond films who
thermal conductivity can be established by photoacou
measurements.

This qualitative estimate of the thermal conductivity r
lationship between the various samples given above can
supplemented by a quantitative estimate using Eq.~6!. By
way of example, Fig. 2 gives the frequency dependence
the amplitude ratio of the photoacoustic signals (q2 /q1) for
relatively thick diamond films (;150mm). It has been
noted that at low modulation frequencies the amplitude
the photoacoustic signal depends on the substrate param
and thus, the ratio of the photoacoustic signal amplitu
becomes unity, regardless of the type of substrate. At h
modulation frequencies~above 2700 Hz!, the signals are

a-

FIG. 2. Frequency dependence of the amplitude ratio of the photoaco
signal from diamond films 200mm thick deposited in a dc discharge plasm
~1! and in a microwave discharge~2!, to the amplitude of the signal from a
diamond single crystal.
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again equalized~their ratio becomes close to unity! since
their value is determined by the acoustic noise. With th
factors in mind, the photoacoustic measurement data
tained at a modulation frequency of 2000 Hz were used
calculate the thermal conductivity using formula~6!. This
gave thermal conductivities of;10 W•cm21

•K21 for films
grown in a dc discharge plasma and;1 W•cm21

•K21 for
films deposited in a microwave discharge. This relativ
low thermal conductivity may be explained by compari
these results with other properties of the samples.

The Raman light scattering spectra of both types
films, recorded using the 633 nm line of a helium–neon
ser, contained the 1332 cm21 diamond line with a full width
at half maximum of around 8 cm21 and two bands centere
around 1350 and 1500 cm21 corresponding to ‘‘nondiamond
carbon’’ ~Fig. 3!. A ‘‘diamond’’ line of this width is typical
of polycrystalline films with low thermal conductivity an
also of the presence of nondiamond carbon.9

The relative intensity of the 1350 and 1500 cm21 Raman
lines, which may serve as a measure of the content of n
diamond carbon phase in a CVD film, was significan
higher for the films deposited in a dc discharge. For th
samples the optical absorption spectra obtained by pho
coustic spectroscopy using a technique described in Re
were typical of polycrystalline CVD films~Fig. 4! with a dip
in the ultraviolet caused by reflection from the faces of d
mond crystallites, and a broad structureless absorption b
in the visible, assigned to amorphous carbon.1 Thus, both
Raman spectroscopy and photoacoustic spectroscopy
cate a relatively higher content of nondiamond carbon in
films obtained using a dc discharge but whose thermal c
ductivity was nevertheless an order of magnitude higher t
that of the other type of films. This result indicates that t
phase composition is not the only factor determining
heat-conducting properties of diamond films.

FIG. 3. Raman spectra of diamond films obtained in a dc discharge~1! and
in a microwave discharge~2!.
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A characteristic feature of the films grown in a micr
wave discharge, which distinguished them from the film
obtained with a dc discharge, was an intense photolumin
cence band centered around 740 nm~Fig. 5! ~excited by the
633 nm helium–neon laser line!, which evidences the pres
ence of inclusions in the diamond crystal lattice.10,11 When
luminescence was excited by an electron beam, the lumi
cence~cathodoluminescence! spectra in the visible were al
most identical for both types of films and contained tw
bands~400 and 600 nm! assigned to nitrogen impurities.7,10

When scanning cathodoluminescence was used, it
observed that the diamond crystallites in films deposited
microwave discharge emit uniform luminescence over
surface in the 400 or 600 nm bands whereas the films

FIG. 4. Spectral dependences of the amplitude of the photoacoustic s
for films obtained in a dc discharge~1! and in a microwave discharge~2!.

FIG. 5. Photoluminescence spectra of diamond films deposited in a dc
charge plasma~1! and a microwave discharge~2!; l is the wavelength.
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1116 Phys. Solid State 40 (7), July 1998 Obraztsov et al.
tained using a dc discharge, more typically, exhibited a n
uniform distribution of luminescence centers in differe
ranges: the central part of the crystallites emitted light b
luminescence while the periphery emitted orange-gr
luminescence.12 The distribution of luminescence cente
also differed on the transverse cleaved face of the fi
which indicates that the diamond crystallites in a dc d
charge nucleate on the substrate and grow forming a col
nar structure whereas the films grown in a microwave d
charge typically exhibited a random distribution
luminescence centers which may be attributed to the sec
ary nucleation of diamond.13 Clearly, the large number o
intercrystallite boundaries formed in this case impedes
propagation of heat in this polycrystalline film, reducing t
thermal conductivity.

It has thus been shown that, in principle, the photoaco
tic effect can be used to determine the thermal conducti
of diamonds, including polycrystalline diamond films. Th
proposed method has some important advantages over
currently used to study polycrystalline diamond films. T
data obtained suggest that the heat-conducting propertie
diamond films are strongly influenced by their structu
characteristics~defects and impurities! which are determined
by the deposition conditions.
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In conclusion, one of the authors~ANO! would like to
thank the Matsumi International Foundation~Japan! for
awarding a grant which made this research possible.
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Luminescence of self-trapped excitons in calcium fluoride under pulsed electron
irradiation
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Time-resolved pulsed spectroscopy was used to measure the luminescence spectra of calcium
fluoride. Characteristic features of the luminescence of self-trapped excitons are
discussed. It is shown that various configurations of self-trapped excitons incorporating hole
nuclei of a more complex structure, may be formed in CaF2 crystals. © 1998 American Institute
of Physics.@S1063-7834~98!01107-1#
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Self-trapped excitons are efficiently formed in fluorit
structure crystals exposed to ionizing radiation at ro
temperature.1,2 The optical absorption and luminescen
spectra of these self-trapped excitons are usually br
bands. However, it was recently established3 that the tran-
sient absorption in CaF2 has a complex spectral-kinetic com
position. The aim of the present paper is to study the str
ture of the luminescence spectrum assigned to the radia
annihilation of self-trapped excitons from triplet states.

The method of time-resolved pulsed spectroscopy w
described in Ref. 4 and the technique used for the preci
measurements was similar to that described in Ref. 3.
accelerator parameters were as follows:E50.26 MeV, t
512 ns, andW50.2 J/cm2 The CaF2 crystals were grown by
the Stockbarger method and had a residual impurity conc
tration of ;1025 mol %. The samples were thermostatica
controlled since the efficiency of self-trapped exciton form
tion depends on temperature.1,5 The pulse repetition fre-
quency was 1023 Hz and the spectra were not corrected.

The luminescence spectra measured at 295 K with
ferent delays after the end of the electron pulse are show
Fig. 1. The spectral-kinetic characteristics — the charac
istic decay time at 295 K and the position of the domina
luminescence peak~envelope! — agree qualitatively with the

FIG. 1. Luminescence spectra of a CaF2 crystal measured at 295 K, 10 n
~1! and 0.5ms ~2! after the end of the accelerated electron pulse.
1111063-7834/98/40(7)/2/$15.00
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known parameters of self-trapped excitons in CaF2 ~Refs. 1,
2, and 5!. For instance, decay components of 1.7ms ~;97%!
and 34ms were observed in Ref. 1 at room temperature.
also found that;95% of the intensity of the 4.2 eV lumi
nescence at 295 K is described by the fast componen
though the time constant differed, varying between 0.8 a
1.3ms over the spectrum with an error of less than 0.1ms.

By way of example, Fig. 2 shows the spectra obtained
expanding the fast component of the luminescence deca
CaF2 at 295 K using the Alentsev–Fok method.6 It was
found that the luminescence spectrum has a complex st
ture and consists of several bands~with a half-width of
;0.2 eV! with different decay times. The bands charact
ized by the same luminescence intensity decay coefficie
are combined into separate groups. The positions of the b
maxima are indicated by the arrows in Fig. 2. Typically
preferential spectral distribution of the time components
observed at 10 K~Ref. 1! or at 295 K~Fig. 2!.

It is assumed1 that the transient optical absorption an

FIG. 2. Derivatives of the CaF2 luminescence spectrum obtained by expan
ing the integrated luminescence spectrum shown in Fig. 1 using
Alentsev–Fok method~curve1!. Curve2 gives the spectral composition o
the slower decay components.
7 © 1998 American Institute of Physics
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short-lived luminescence in fluorite-structure crystals are
tributable to the same energy states of self-trapped excit
These self-trapped excitons usually comprise a clos
spaced pair ofF andH centers.7,8 On the basis of an analysi
of the spectral-kinetic characteristics of transient absorpt
in Ref. 3 we postulated that different configurations of se
trapped excitons may be formed in CaF2 crystals, including
hole nuclei having a more complex structure. The data
tained in the present study should be taken as additio
support of these conclusions.

It can be seen from the data plotted in Fig. 2 that th
groups of bands make the major contribution to the ove
luminescence spectrum of self-trapped excitons in Ca2.
This is qualitatively consistent with the expansion of the a
sorption spectrum of self-trapped excitons in CaF2 at 295 K
~Ref. 3! ~in Ref. 9, three groups of bands were also identifi
in the absorption by self-trapped excitons in SrF2 at 10 K!.
Thus, correspondence may be established between the
cific configuration of self-trapped excitons and the system
transitions in both the optical absorption and in the lumin
cence. The two-band structure in the luminescence spe
~Fig. 2! shows good agreement with the doublet splitting
the hole components of the self-trapped exciton absorptio
a specific configuration.3

At low temperature (;10 K! the relaxation of the in-
duced absorption and the decay of the luminescence in fl
rites are described by a set of exponential relationshi1

Thermal mixing of the time components in CaF2 and SrF2
begins to appear at;50 K and was accurately explaine
using a model of self-trapped excitons in the form of a sin
configuration with three triplet sublevels. The compl
spectral-kinetic composition of the transient absorption3 and
luminescence of the self-trapped excitons~Fig. 2! in CaF2 at
295 K provides direct evidence that different configuratio
are formed and thus no thermal mixing occurs.

The present results also provide a strong argumen
support of the hypothesis put forward in Ref. 3 that
F-center electron~forming part of a self-trapped exciton!
undergoes a thermal tunneling, nonradiative transition to
hole nucleus of the exciton. It has usually been assumed~see
Refs. 1 and 8! that a multiplicity-forbidden transition becam
allowed as a result of the spin–orbit interaction of differe
mixed spin states. By analogy with Ref. 10, Fig. 3 gives
generalized pattern to explain the origin of the lo
temperature limit for the reaction rate constant for a spec
self-trapped exciton configuration:1 as the pair ofF and H
centers come closer, the energy barrier (E) narrows and de-
creases.
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Thus, the characteristic lifetime of a self-trapped excit
is determined by the electron residence time in the trap~at an
anion vacancy in the self-trapped exciton!. Recombination
luminescence occurs when electrons undergo thermal tun
ing from traps to the hole nucleus of the exciton. The mo
of a radiative center in the form (H1e2) has already been
used to explain the radiative annihilation ofF andH centers
in alkali halide crystals.11,12

We also observed a complex structure in the lumin
cence spectra of self-trapped excitons in SrF2 and BaF2 crys-
tals.
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FIG. 3. Generalized pattern to explain the origin of the low-temperat
limit for the reaction rate constant of self-trapped exciton transitions
fluorite-structure crystals:dmax and dmin are the maximum and minimum
amplitudes of the vibrations in anF,H pair along the arbitrary coordinatex
relative to the equilibrium distanced0 for a specific self-trapped exciton
configuration, a and b are the potential curves for theH and F centers,
respectively.
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Time-resolved spectroscopy of self-trapped excitons in fluorides of alkaline-earth
metals under pulsed electron irradiation
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Nanosecond-resolution absorption spectroscopy at room temperature was used to study the laws
governing the creation and evolution of the primary defect structure in CaF2, SrF2, and
BaF2 crystals exposed to an accelerated electron pulse. It is shown that the spectral-kinetic
characteristics of self-trapped excitons created in undamaged parts of the crystal lattice are
qualitatively similar. Partial polarization of the absorption of self-trapped excitons is
observed in CaF2. The structure of the transient absorption spectra becomes more complex in the
sequence CaF2, SrF2 , BaF2 because of the formation of excitons trapped in phase inclusions
of homologous cationic impurities. The spectral characteristics of excitons trapped in undamaged
parts of the CaF2 and SrF2 lattice and in their phase inclusions in BaF2 are the same
although the latter have a considerably shorter relaxation time. Short-lived (t <100 ns! absorption
of unknown defects was observed in the spectral range>5 eV. © 1998 American Institute
of Physics.@S1063-7834~98!01207-6#
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Exposure of alkaline-earth metal fluorides (CaF2, SrF2,
BaF2) to ionizing radiation at temperatures below room te
perature results in the efficient creation of self-trapped e
tons which usually comprise pairs of closely spacedF andH
centers.1–4 However, there is some dispute over the struct
of these self-trapped excitons: whereas the model of s
trapped excitons as a single configuration ofF,H pairs with
three triplet sublevels was considered more suitable
CaF2, the possible formation of different configurations wi
their own lifetime has not been eliminated for SrF2 and BaF2
~Ref. 1!.

A detailed analysis of transient absorption in CaF2 re-
cently identified the spectral-kinetic characteristics of at le
three configurations of self-trapped excitons5 and showed
that these vary regularly as a function of the spacing betw
the components of theF, H pair. It was also suggested th
self-trapped excitons may include other structural defe
especially complex hole nuclei.

Unfortunately, a similar analysis has not yet been ma
for other crystals having a fluorite lattice. The aim of t
present paper is to study the spectral-kinetic characteris
of the transient absorption of SrF2 and BaF2 crystals exposed
at room temperature to a pulse of accelerated electrons.
shall then show that the laws governing the creation
evolution of the primary defect structure observed in Ca2

~Ref. 5! are also typical of SrF2 and BaF2.

1. EXPERIMENT

Nominally pure CaF2, SrF2, and BaF2 crystals were
grown by V. M. Re�terov at the State Optical Institute~St.
Petersburg! using the Stockbarger method. The pulsed sp
troscopic method was described in Ref. 6 and the precis
measurements were made as in Ref. 5. The maximum en
of the accelerated electrons was 0.28 MeV, the half-he
1111063-7834/98/40(7)/6/$15.00
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pulse~current! duration was 12 ns, the energy density 0.10
J/cm2, and the time resolution 7 ns. In order to elimina
distortions introduced into the measured spectra by mult
irradiation, the samples were bleached with unfiltered lig
from a high-pressure mercury lamp. The pulse repetition
quency was;1023 Hz. Control measurements were ma
on parallel cleaved surfaces of freshly prepared samp
Since the self-trapped exciton formation efficiency depe
strongly on the crystal temperature,1,4,7 the samples were
thermostatically controlled during irradiation.

2. EXPERIMENTAL RESULTS

Figures 1a–1c present the transient absorption spect
fluorite crystals measured at 295 K with different delays af
the end of the electron pulse. The typical profile of our me
sured spectra~band envelope! agrees qualitatively with tha
obtained in Ref. 1 at 10 K. The electron and hole comp
nents of the self-trapped exciton absorption can usually
identified in the spectra,1 these being shifted toward lowe
and higher photon energies, respectively, relative to the s
tral positions of the peaks of the spatially separatedF andH
centers.8 However, this separation is extremely arbitra
since at 10 K~Ref. 1! and at 295 K~Fig. 1! the absorption
increases appreciably in the spectral range between t
components in the order CaF2, SrF2, BaF2. In fact, the tran-
sient absorption can only be represented as a set of
bands for CaF2 ~Fig. 1a! while the spectra for SrF2 and BaF2
~Figs. 1b and 1c! show a more developed structure.

The intensity of the induced absorption for the electr
components decreases in the order CaF2, SrF2, BaF2 al-
though the band profiles remain approximately the same.
the hole components, a spectrally selective increase in in
sity is accompanied by distinct broadening of the bands fr
;1.5 eV in CaF2 to ;2.5 eV in BaF2 ~compare curves1 in
9 © 1998 American Institute of Physics
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Figs. 1a–1c!. For BaF2 the intensity of the hole component
higher than that of the electron component~Fig. 1c!. Thus,
the structure of the transient absorption spectra beco
more complex in the order CaF2, SrF2, BaF2 as a result of
changes taking place in the range of the hole compon
and in the part of the spectrum between the maxima of
electron and hole components. Whereas the 4–5 eV ra
corresponds to hole transitions in BaF2, and in CaF2 and
SrF2, the 2–3 eV range corresponds to electron transition
CaF2 and SrF2 but to hole transitions in BaF2 ~see curves1
in Figs.1a–1c!.

At room temperature the relaxation of the self-trapp
exciton absorption in fluorites is usually described by an
ponential dependence with a single time constant.1,3,4,7How-
ever, in CaF2 ~Ref. 5!, and in SrF2 and BaF2, this constant is
‘‘averaged.’’ For instance, in the range of electron comp
nents of the self-trapped exciton absorption, this cons

FIG. 1. Optical absorption spectra of CaF2 ~a!, SrF2 ~b!, and BaF2 ~c!
crystals measured at 295 K 10~1!, 500 ~2a!, 300 ~2b!, and 150 ns~2c! after
the end of the accelerated electron pulse.
es

ts
e
ge

in

d
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-
nt

varies between 0.8 and 1.3ms in CaF2, between 0.38 and
0.45ms in SrF2, and between 0.20 and 0.30ms in BaF2.
Since the bands overlap~see curves1 and2 in Figs. 1a–1c!,
it is difficult to investigate the relaxation of the transie
absorption in SrF2 and BaF2 at 295 K. To decipher the struc
ture of the spectra by analogy with Ref. 5 we used the de
coefficients (K) of the induced absorption at a fixed tim
after the end of the electron pulse: 300 ns in SrF2 and 150 ns
in BaF2. All the crystals revealed an abrupt change in theK
values in the spectral range between the maxima of the e
tron and hole components of the self-trapped exciton abs
tion. However, whereas these changes in CaF2 were mainly
observed in a relatively narrow range of overlap of the a
sorption bands of these components,5 in SrF2 and BaF2 they
were observed on the low-energy decay section of the h
components.

A graphical analysis showed that the relaxation of t
induced absorption in BaF2 in the hole component cannot b
described by an exponential dependence with a single a
aged constant, as in CaF2 and SrF2. Thus, we made an addi
tional study of the spectral distribution of the various tim
components which are given by the envelopes plotted in F
2 neglecting the fine structure. The initial absorption sp
trum ~curve1! was measured 10 ns after the end of irrad
tion at a pulse energy density of;0.2 J/cm22. A comparison
with the data plotted in Fig. 1c shows that an increase in
energy density of the exciting electron pulse is accompan
by a change in the intensity ratio of the various bands. T
spectral distribution of the averaged constant 250650 ns
~curve3 in Fig. 2! in BaF2 resembles the distribution of th
electron and hole components of the self-trapped exciton
CaF2 and SrF2 ~curves1 in Figs. 1a and 1b!. Its contribution
to the hole component of the self-trapped exciton absorp
in BaF2, as in CaF2 and SrF2, is lower than that for the
electron component. A similar conclusion was reached
Ref. 1 in which three time components were identified in t
relaxation of the self-trapped exciton absorption at 10 K
CaF2 and SrF2 and four were identified in BaF2. A compari-
son between the data obtained at 295 K in the present s
~Figs. 1 and 2! and at 10 K in Ref. 1 suggests that no therm

FIG. 2. Spectral distribution of the time components in the relaxation of
transient absorption in BaF2 induced at 295 K by a pulse of accelerate
electrons~energy density;0.2 J/cm2). 1 — integrated spectrum measure
10 ns after the end of the pulse,2–4 — components with averaged constan
of 60, 250, and 400 ns, respectively.



ie
ts

el

th
in
e

th

e
r

fo

th

hi

ot

he
on

pec-
the
n in
F

are

this

o-
ted
rp-

op-

ted
ve

he

th

ts
in

ab-
fter

f
n
ht
he

tion

1121Phys. Solid State 40 (7), July 1998 V. F. Shtan’ko and E. P. Chinkov
mixing of time components takes place in the fluorite ser
The spectral distribution of the ‘‘averaged’’ componen

60 ns and 400650 ns in BaF2 agrees qualitatively with the
distribution of the electron and hole components of the s
trapped exciton absorption in CaF2 and SrF2 ~see curves2
and4 in Fig. 2 and curves2 in Figs. 1a and 1b, respectively!,
except that in the nominally pure crystals the intensity of
induced absorption on the low- and high-energy decay
sections of the electron components is appreciably low
However, even in nominally pure CaF2 the intensity of this
absorption depends not only on the temperature4,5 but also on
the prehistory.10

The results of an expansion of the initial spectra of
transient absorption in SrF2 and BaF2 ~curves1 in Figs. 1b
and 1c! into band components using the generaliz
Alentsev–Fok method9 are plotted in Fig. 3. Also plotted fo
comparison are similar data for CaF2 from Ref. 5~Fig. 3a!.
An analysis of the data plotted in Figs. 1–3 reveals the
lowing regularities.

1! The results of the spectral-kinetic measurements
295 K ~curves1 and2 in Figs. 1a–1c! unambiguously indi-
cate that the spectra not only of the electron but also of
hole components of the self-trapped exciton absorption
fluorites exhibit a complex structure. In the latter case, t
has usually been assigned to measurement error.1 The half-
width of the individual absorption bands at 295 K is n
more than 0.1 eV.

2! All the crystals studied revealed absorption~Figs. 1a–

FIG. 3. Optical absorption spectra of fluorite crystals obtained by using
Alentsev–Fok method to expand the difference spectraD~10 ns!-D(0.5ms!
in CaF2 ~a!, D~10 ns!-D~300 ns! in SrF2 ~b!, and D~10 ns!-D~150 ns! in
BaF2 ~c!, measured at 295 K:1 — after subtracting the slow componen
from the difference spectrum,2 — after subtracting the spectra shown
Figs. 1-1c from the difference spectra.
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1c! in the short-wavelength part of the spectrum (;5 eV!
whose relaxation was faster (t<100 ns! than that in the elec-
tron components of the self-trapped exciton absorption. T
intensity of this induced short-lived absorption depends
the crystal prehistory10 and increases in the order CaF2, SrF2,
BaF2.

3! Satisfactory agreement is observed between the s
tral positions of the peaks of various isolated bands from
electron components of the self-trapped exciton absorptio
CaF2 and SrF2 and the peaks from the hole range in Ba2

~see curves1 and2 in Figs. 3a–3c!.
4! When the initial spectra of the transient absorption

expanded into band components, a ‘‘red’’ shift (;0.1 eV! of
the band peaks is observed for all the fluorites~compare
curves1 and 2 in Figs. 3a–3c! with the exception of the
low-energy part of the spectrum in BaF2 ~Fig. 3c!, which is
possibly attributable to the larger measurement error in
range.

It should be noted that the transient absorption in flu
rites is partially polarized. Previous reports had merely no
the photoinduced dichroism of self-trapped exciton abso
tion in SrF2 ~Ref. 11! and the partialp polarization of the
self-trapped exciton luminescence (;0.05) in CaF2 and
(;0.1) in SrF2 ~Ref. 1!.

Figure 4a shows typical angular dependences of the
tical density measured in a CaF2 crystal at 295 K at fixed
wavelengths 10 ns after the end of a pulse of accelera
electrons. The electric field strength vector of the light wa
was rotated in the plane positioned at an angle of;35° to
the ~110! plane parallel to which the sample was cut. T

e

FIG. 4. a! Angular dependences of the optical density of the transient
sorption in CaF2 measured in polarized light at fixed wavelengths 10 ns a
the end of the electron pulse at 295 K,E ~eV!: 1 — 2.75, 2 — 2.9, 3 —
2.675,4 — 2.475,5 — 3.8, 6 — 3.95, w — angle between the plane o
polarization of the light and the~110! plane of the crystal positioned at a
angle of 35° to the plane of rotation of the electric field vector of the lig
wave. b! Derivatives of the spectrum obtained by expanding by t
Alentsev–Fok method the initial absorption spectra of CaF2 measured at
295 K 10 ns after the end of the electron pulse for two angles of orienta
of the electric field strength vector of the light wave, 15 and 45°.
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data plotted in Fig. 4a clearly show that there is a qualitat
difference between the angular dependences for transit
from the range of the electron and hole components of
self-trapped exciton absorption in CaF2. Despite the fact tha
the angular dependences are severely distorted by the s
tral overlap of the absorption bands, the results directly in
cate different degrees of polarization of the absorption wit
a single self-trapped exciton component. To check the sp
tral position of the bands, we measured the initial spectr
the end of the electron pulse for two polarization angles
the light wave~15 and 45°) for which the maximum degre
of polarization of the absorption (;0.13) was achieved in
the selected measurement system. The derivatives of
spectrum obtained by expanding the initial spectra by
Alentsev–Fok method are plotted in Fig. 4b. An analysis
these data not only confirms that the absorption spectrum
self-trapped excitons in CaF2 has a complex structure5 but
also reveals satisfactory agreement between the spectra
sitions of the peaks of various bands detected by polariza
measurements in CaF2 ~Fig. 4b! and kinetic measurements i
CaF2, SrF2, and BaF2 ~Figs. 3a–3c!.

However, some contradictions persist. The data plo
in Fig. 4b ~curves1 and2! uniquely indicate that the initia
absorption spectrum of self-trapped excitons in CaF2, i.e.,
that measured at the end of the accelerated electron p
exhibits isolated bands. Since the absorption is polarized
the time-resolved spectra of CaF2 ~curves1 and2 in Fig. 1a!,
these bands should appear with the same weighting fac
which is at variance with the observation of a red sh
~curves1 and2 in Fig. 3a!. This red shift of the band peak
may be caused by the different thermal stability of the
fects. It has already been noted that the values ofK change
abruptly in CaF2 ~Ref. 5! and in SrF2 and BaF2. Moreover,
the data plotted in Fig. 2~curves2–4! clearly show that the
spectral distribution of the time components in BaF2 is dif-
ferent. However, in CaF2 and SrF2 a red shift is observed by
expanding the electron components into band compon
~Figs. 3a and 3b! in which the relaxation of the induce
absorption, as in BaF2, is also described by averaged co
stants.

3. DISCUSSION OF RESULTS

The view is generally held1 that self-trapped excitons ar
formed in defect-free parts of the fluorite lattice. In a pre
ous study5 we additionally separated the electron and h
components of the self-trapped exciton absorption in C2
into groups of bands~indicated by the arrows in Fig. 1a!
which were assigned to the formation of at least three dif
ent configurations of self-trapped excitons. The transient
sorption spectrum of SrF2 exhibits a more developed struc
ture so that it was suggest in earlier studies1,11 that different
configurations of self-trapped excitons may be formed~un-
like the data given in Ref. 11, the spectra of SrF2 given here
~Fig. 1b! revealed a more complex structure!. The groups of
bands corresponding to these self-trapped exciton config
tions are indicated by the arrows in Fig. 1b and are deno
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by A and B ~as in Ref. 5!. It is difficult to identify similar
groups of bands in the BaF2 absorption spectrum for the
following reasons.

First, the hole component of the self-trapped exciton
sorption is strongly broadened in the initial BaF2 spectrum
~Fig. 1c!. This suggests either strong splitting of the ener
sublevels or a more diffuse distribution of charge at the h
nucleus of a self-trapped exciton in BaF2 compared to CaF2
and SrF2. However, it is assumed1 in fluorites that a hole is
trapped at the nucleus of a self-trapped exciton preferenti
at interstitial fluorine (;70%), i.e., at anH center.12 In ad-
dition, theD andE parameters characterizing the deviati
of the self-trapped exciton neighborhood from cubic symm
try in the spin Hamiltonian are of the same order of mag
tude in fluorites.2,13–15

Second, unlike CaF2 and SrF2, the intensity of the in-
duced absorption in the integrated spectrum is higher in
hole component range of a self-trapped exciton in BaF2 com-
pared with the electron range~Fig. 1c!. Moreover, the spec-
tral distribution of the time component describing no le
than 95% of the decay of the optical density in the elect
component in BaF2 ~curve3 in Fig. 2! differs from the usual
division of the transient absorption spectrum into electr
and hole components.

Third, the spectral position of the absorption band pe
of the closely spaced~i.e., in the self-trapped exciton! and
spatially separatedF andH centers in fluorite crystals obey
the Mollvo–Aiv� rule.1 Moreover, the energy of the electro
transitions exhibits a stronger dependence on the lattice
rameter compared with the energy of the hole transitio
This rule is well satisfied when additional groups of ban
are isolated in the electron and hole components of the s
trapped exciton absorption in fluorites. However, for BaF2 it
must be assumed, as in Ref. 1, that transitions with the p
ton energyhn.3.2 eV are associated with the hole abso
tion of self-trapped excitons. This conclusion also follow
directly from an analysis of the spectral distribution of t
time components in BaF2 ~Fig. 2!.

In our previous study5 we showed that the spectra
kinetic characteristics of different configurations of se
trapped excitons vary regularly as a function of the dista
between the components of the primaryF,H pair: in CaF2
and in SrF2 the spectral distribution of the shortest-live
component in the relaxation of the self-trapped exciton
sorption appears to include longer-lived components.
postulate that a similar situation arises in BaF2. In this case,
by analogy with CaF2 and SrF2, the isolated groups of band
in BaF2 ~indicated by the arrows in Fig. 1c, using the not
tion from Ref. 5! also do not include the high-energy trans
tions.

This combination of factors suggests that only the sp
tral distribution of the averaged component describ
;95% of the decay of the optical density in the electr
component belongs to the absorption of self-trapped excit
formed in undamaged sections of the BaF2 lattice. Except for
a gradual infrared shift of the spectrum of electron comp
nent peaks, the spectral characteristics of the self-trap
excitons in various fluorites exhibit far more similarities th
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differences~see curves1 in Fig. 1a and 1b and curve3 in
Fig. 2!.

Thus, the transient absorption in BaF2 is not only caused
by the formation of self-trapped excitons in the undamag
lattice. The appearance of structural defects during
growth of nominally pure fluorite crystals may be attribut
to various factors. One of these is a loss of stoichiome
Published data on this topic are few and far between~see
Refs. 16 and 17, for example!. However, for fluorites with
the closest-packed lattice such as CaF2 this is the most prob-
able explanation for some of the experimental results wh
do not fit in with the generally recognized mechanisms
defect formation. For instance, the density dependence
the efficiency of formation of closely spaced and spatia
separatedF,H pairs are sublinear4,18 at defect concentration
considerably lower than those corresponding to the M
transition.19 Moreover, the intensity and spectral compositi
of the induced transient absorption depends on the cry
prehistory ~the growth technology and the heat treatme
regime10!.

In the ‘‘looser’ SrF2 and BaF2 lattices we attribute the
appearance of structural defects to the incorporation of
mologous impurities during growth. It should be noted th
doubts have already been cast on the initial purity of fluo
crystals grown from a melt~see, for example, Refs. 8, 20
23!. In most studies a high content of homologous catio
impurities was generally noted: according to different e
mates up to 1017–1017 cm23 Ca21 ions in SrF2 and Ca21

and Sr21 ions in BaF2. Our spectral analysis also revea
some homologous cationic impurities in these SrF2 and BaF2
crystals. However, this conclusion follows directly from a
analysis of the results.

The characteristic form of the transient absorption sp
tra measured in crystals grown at the State Optical Insti
~see Refs. 4, 5, and 7 and also the present results! and
Harshaw1 shows qualitative agreement. Nevertheless, o
the spectral distribution of the time components gives
most comprehensive information of the structure of the
sorption spectra of the self-trapped excitons formed in
undamaged lattice.

It has been noted that the increasing complexity of
spectral structure in the order CaF2, SrF2, BaF2 is accompa-
nied by a reduction in the intensity of the induced absorpt
in the electron components~see curves1 in Figs. 1a–1c!. We
postulate that the efficiency of the formation of self-trapp
excitons in undamaged parts of the lattice decreases in s
fluorites because of the appearance of additional sink ch
nels for electronic excitations. One such channel may be
trapping of excitons at structural defects whose appeara
in SrF2 and BaF2 is attributed to the incorporation of ho
mologous cationic impurities during growth. It was show
theoretically in Ref. 24 that disorder in the lattice may res
in the formation of a self-trapped state even in the prese
of relatively weak exciton–phonon interaction. It should
noted that in these crystals the impurities are not dispe
but form phase inclusions. First, satisfactory agreemen
observed between the spectral positions of the peaks of
ous isolated bands in the fluorites~Figs. 3a–3c!. Second, the
spectral distribution of the time components in the relaxat
d
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of the absorption in BaF2 ~curves2 and4 in Fig. 2! agrees
qualitatively with the distribution of the electron and ho
components of the self-trapped excitons in nominally p
CaF2 and SrF2 crystals~curves1 in Figs. 1 and 1b!. Conse-
quently, it may be supposed that the BaF2 crystal contains
CaF2 and SrF2 phase inclusions. However, the characteris
lifetime of excitons trapped in CaF2 (400650 ns! and SrF2
~60 ns! phase inclusions in BaF2 is considerably shorter tha
that for excitons trapped in the intrinsic lattice~0.8–1.3ms in
CaF2 and 0.38–0.45ms in SrF2).

The presence of CaF2 phase inclusions in an SrF2 crystal
follows indirectly from the following experimental evidence
First, agreement is observed between the spectral posit
of the peaks of various bands in the transient absorp
spectra of CaF2 and SrF2 ~Figs 3a and 3b!. Second, the spec
tral profile of the hole component in SrF2 ~Fig. 1b! is clearly
broadened compared with the similar spectra in CaF2 ~Fig.
1a! and BaF2 ~curve 3 in Fig. 2!. However it is difficult to
identify CaF2 phases in SrF2 because, according to the k
netic characteristics, the absorption in these phases and i
intrinsic lattice does not differ as abruptly as for BaF2.

Particular attention should be addressed to the obse
tion, made for the first time here, that the absorption of s
trapped excitons in the CaF2 crystal is partially polarized.
This result can not only explain the origin of the compl
structure in the transient absorption spectrum but can als
considered as evidence that limited numbers of possible c
figurations ofF,H pairs may be formed. This experiment
observation may also form the basis for an explanation of
observed red shift of the bands. However, there is no c
difference in the polarization properties of defects which a
sorb in the same spectral range. The different degree of
larization of the absorption in the electron and hole com
nents may serve as an additional argument in favor of
idea of splitting the self-trapped excitons into electron a
hole configurations. This aspect has mainly been exami
on the basis of magnetic measurements.13–15 Finally, a logi-
cal explanation is provided for the recently established p
tial polarization of self-trapped exciton luminescence.1 The
high degree of polarization of the self-trapped exciton a
sorption (;0.13) is either attributable to the samp
prehistory10 or to the polarizing action of the electric field o
the injected electron beam charge.25

The nature of the intense short-lived absorption induc
in fluorites in the rangehn>5 eV has not been discusse
previously in the literature. In our earlier study5 we postu-
lated that the absorption in the range 4.5–5 eV in CaF2 may
be caused by the formation of self-trapped excitons wh
hole nucleus has a more complex structure than anH center.
The transient absorption spectra of SrF2 and BaF2 at 295 K
~Figs. 1 and 2! and at 10 K~Ref. 1! reveal similar transitions.
Consequently, self-trapped excitons with a complex h
nucleus structure may well be formed in these crystals, a
CaF2 ~Ref. 5!. However, as in CaF2 ~Ref. 5!, the relaxation
of the absorption of these self-trapped excitons in SrF2 and
BaF2 is described by an exponential dependence with av
aged time constants. However, the relaxation of the trans
absorption in BaF2 in the hole component range has
;60 ns component, but we attribute its appearance to
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relaxation of excitons created in phase inclusions. This co
ponent was not observed in CaF2. At the same time, the
intensity of the short-lived absorption increases in the or
CaF2, SrF2, BaF2 ~curves1 in Figs. 1a–1c! which suggests
the influence of the prehistory.

The influence of homologous impurities on the form
tion of the primary defect structure in alkali-halide crystals
attracting continuous attention~see Refs. 6, 26, and 27!. Un-
perturbedF,H pairs form efficiently in alkali halide crystal
doped with light cationic or heavy anionic impurities~the
first group of alkali halide crystals according to Ref. 27!. In
alkali halide crystals doped with light anionic or heavy c
ionic impurities~second group27! excitons trapped at impu
rities may well be formed. In these crystals, as in fluorit
the presence of impurities reduces the efficiency of s
trapped exciton formation.6,28 However, the spectral kinetic
characteristics of self-trapped excitons formed in nomina
pure fluorites and those doped with heavy cationic impuri
are the same.28 It is known that in fluorites doped with ligh
cationic impurities~as in the second group of alkali halid
crystals27! near-impurity self-trapped holes form efficient
(VkA centers in the notation used in Refs. 8 and 21!. By
analogy with alkali halide crystals27 excitons trapped at im
purities should be formed in these crystals. In fact,
present results suggest that electronic excitations are e
tively trapped in the defect lattice. It may be postulated t
there is an analogy with alkali halide crystals. However, u
like alkali halide crystals a homologous cationic impurity
fluorites forms phase inclusions. This explains the satis
tory agreement observed here between the spectral chara
istics of self-trapped excitons formed in the unperturbed
tice and in phase inclusions.

To sum up, a detailed analysis of the transient absorp
spectra of CaF2, SrF2, and BaF2 has identified qualitative
similarities between the spectral kinetic characteristics of
ferent configurations of self-trapped excitons formed in
unperturbed lattice of these crystals. The complexity of
spectral structure in various fluorite crystals is caused by
formation of excitons trapped in the defect lattice. The a
pearance of an additional sink channel for the electronic
citations reduces the efficiency of self-trapped exciton f
mation in the unperturbed lattice. The observed behavio
qualitatively consistent with that observed previously wh
nominally pure fluorite and alkali halide crystals and tho
specially doped with homologous impurities were irradiat
The nature of the short-lived absorption in the sho
wavelength part of the spectrum and the reasons for the
shift when the initial spectra are expanded into band com
nents have not been definitively clarified.
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Spin–spin and spin–lattice relaxation of nitrogen in electron irradiated and annealed
synthetic diamond
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Transient nutation ESR spectroscopy has been used to study the broadening of isolated lines in
the triplet ofP1 nitrogen centers in disperse synthetic diamond bombarded by electrons
and annealed at 670–1070 K. On the basis of measurements of the spin–spin relaxation time, it
was established that at nitrogen concentrations up to 1.231019 cm23 the homogeneous
line width is caused by dipole interaction between the nitrogen atoms and exchange interactions
make no contribution. ©1998 American Institute of Physics.@S1063-7834~98!01307-0#
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Most synthetic diamonds contain isolated nitrogen ato
in the paramagnetic form (P1 centers! which replace carbon
atoms in the crystal lattice. The ESR spectrum of such c
ters in most studies1–3 is formed by hyperfine interaction
between a ‘‘superfluous’’ nitrogen electron and its nucle
having unit spin. In this case, the broadening of the in
vidual components of the nitrogen triplet may be either h
mogeneous or inhomogeneous. The homogeneous broa
ing may be caused by dipole–dipole and exchan
interaction between spins with the same Larmor frequen
whereas the inhomogeneous broadening is caused by d
interactions between spins with different Larmor freque
cies, hyperfine interactions, and inhomogeneities of the
ternal magnetic fields. Nevertheless, there is still no comm
viewpoint on the contribution of exchange interactions
high (.1017 cm23) concentrations ofP1 centers. In Ref. 4,
for instance, a reduction in the line width with decreasi
particle size in synthetic diamond powder was attributed
exchange narrowing since the nitrogen concentration
creased and could reach 1020 cm23. However, in later
studies2,5 based on steady-state ESR spectroscopy in wh
saturation effects were used to study spin–spin and sp
lattice interactions, it was concluded that isolated lines i
triplet of P1 centers saturate homogeneously at concen
tions N.531017 cm23 and their width is determined b
isotropic exchange interaction between nitrogen cen
whose nuclear spins have different projections. Finally, i
recent study3 spin echo was used to establish that the rate
spin–spin relaxation ofP1 centers depends linearly on the
concentration in the range 0.3–400 ppm and this was at
uted to dipole interaction between the nitrogen atoms. T
possible contribution of exchange broadening which a
gives a similar concentration dependence, was not analy
in this case.

Here the mechanism for line broadening ofP1 centers in
synthetic diamond powders is studied using transient n
tion ESR spectroscopy.
1121063-7834/98/40(7)/3/$15.00
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1. SAMPLES AND MEASUREMENT METHOD

Disperse diamond with a grain size of less than 160mm
was synthesized at the Institute of Solid-State and Semic
ductor Physics of the Belarus Academy of Sciences. T
powder was bombarded in vacuum by 4 MeV electrons a
dose of 331017 cm22 and was then systematically he
treated in 100 K steps at temperatures which activate
cancy migration~670–1070 K! in order to vary the concen
tration of P1 centers in the range (6 – 14)31018 cm23 Ref.
6!.

The transient nutations of the ESR signals were form
after the abrupt establishment of resonant interaction
tween cw microwave radiation and the spin system by va
ing the transition frequency by means of the Zeeman effe7

and were recorded in the 3 cm range. The experiments w
carried out at room temperature.

2. RESULTS AND DISCUSSION

Figure 1 gives an oscilloscope trace of then component
of the transient nutation~absorption signal! recorded for the
central line of theP1 centers of diamond powder after he
treatment atTann51073 K. The amplitude of the polarizing
field pulses was 1.331024 T, their duration was 10ms, and
the repetition period 1 ms. Resonance conditions for the
center were established at timet50. The observed signal is
well approximated by the following theoretical dependen
typical of an inhomogeneously broadened line for the c
v1!Dv1/2 (Dv1/2 is the line half-width at half-height! and
T2!T1

8:

v}J0~v1t !expS 2
t

2T2
D , ~1!

wherev15gB1, g is the gyromagnetic ratio of the spin sy
tem, B1 is the amplitude of the magnetic component of t
microwave field,T2 and T1 are the spin–spin and spin
lattice relaxation times, andJ0(v1t) is a zeroth-order Besse
5 © 1998 American Institute of Physics
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function. In this case the nutation frequency isv1/2p
51.35 MHz andT250.6560.06ms, and these values ar
the same for all three spectral components. The maxim
amplitudeB1 did not exceed 0.531024 T and was less than
the width „~2.8–4.3!31024 T… of the lines being studied
The samples were small~around 10 mg! and it was observed
that the inhomogeneities ofB1 made no contribution to the
observed decay of the nutations. In our case,T2 was shorter
than the time constant associated with decay of the enve
J0(v1t) so thatT2 can be determined fairly accurately by th
nutation method. If the opposite relation is satisfied betw
these parameters, preference should be given to the spin
method.

Figure 2 gives the spin–spin relaxation time as a fu
tion of the sample annealing temperatureTann. This behavior
correlates with the change in the concentration ofP1 centers
passing through a maximum and recorded for these sam
in steady-state measurements.6

The spin–spin relaxation time measured by a two-pu
delayed nutation method9 was the same for the triplet com
ponents, it remained constant during annealing, and waT1

570610ms. It can be seen that the conditionT1@T2 used
to derive formula~1! is satisfied. However, this value ofT1

is lower than the value of 300ms obtained by Shul’man
et al. using a steady-state saturation method for powder w
N5(5 – 10)31018 cm23 ~Ref. 2!. It is also lower than the
value of 500ms measured at room temperature by Zarits�
et al.10 using a pulsed saturation technique for polycryst
line synthetic diamond with a nitrogen concentrationN
5(5 – 10)31018 cm23. The shorter spin–lattice relaxatio

FIG. 1. ESR nutation signal of the central line of aP1 center in disperse
diamond annealed atTann51073 K. The dashed line was obtained usi
relation ~1! for v152p31.35 MHz andT250.65ms.
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time of P1 centers compared withT151.7 ms~Ref. 10! is
caused by the presence of other paramagnetic impuritie
the diamond which behave as rapidly relaxing centers r
tive to the P1 centers. In particular, our samples revea
nonsaturable ESR signals of nitrogen aggregates (g52.002
60.001, line width around 1531024 T, and concentration
around 531019 cm23) ~Ref. 6!.

Using these data, the homogeneous line half-width
be given by

Dv1/25gDB1/25
1

T2
, ~2!

where for a Lorentzian lineDB1/25A3gDBpp/2 andDBpp is
the spacing between the extrema of the first derivative of
absorption line. For a sample annealed at 1073 K, rela
~2! gives DBpp50.1031024 T. This homogeneous line
width is considerably smaller than the valueDBpp52.8
31024 T measured by steady-state spectroscopy, which
dicates that the broadening of the triplet lines is inhomo
neous. The main contribution to the inhomogeneous widt
made by the spread of local fields caused by the presenc
paramagnetic nitrogen aggregates in these samples.

These data can also be used to determine the local
concentrationNloc . As is known11 the highest possible valu
of T2 resulting from of dipole–dipole interaction betwee
spins randomly distributed in the lattice is given by

T25
9A3

4p2g2\Nloc

5
1

aNloc
, ~3!

wherea58.1310213. Since the splitting between the triple
components considerably exceedsB1, in this caseNloc cor-
responds to the spin concentration in the excited compon

Within measurement error, the volume-averaged and
cal concentrations for these samples are the same, w
indicates a random impurity distribution. For example, fo
sample annealed atT51073 K, we have from formula~3!
Nloc55.831018 cm23, whereas the concentration obtaine
from the steady-state measurements isN55.331018 cm23.

FIG. 2. Spin–spin relaxation times versus sample annealing temperatu
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At the same time, this indicates that the homogeneous
broadening has a dipole nature and exchange interac
makes no contribution to its width forNloc<1.231019 cm23.
Since the concentrations and line widths of the samples
vestigated by us and in Ref. 5 are similar and lie in the ra
where, in the opinion of the authors of Ref. 5, exchan
broadening plays a decisive role, our result cannot be tre
as a characteristic of these samples. The conclusion tha
components of the nitrogen spectrum undergo excha
broadening in this range of concentrations should best
regarded as inconsistent with the experimental evidence
attributable to the nonunique determination ofT2 by the
steady-state saturation method. Since the value ofa deter-
mined from relation~3! for a known concentration ofP1
centers from steady-state measurements, coincides wit
theoretical value, there is no basis for stating that excha
line broadening also exists. These conclusions are also
ported by experimental data from Ref. 3 if these are analy
using relation~3!, which exhibits slight quantitative differ
ences compared with Eq.~9! used in Ref. 3.
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Hole-electron mechanism of F – H pair generation in RbCl crystals with impurity
electron traps

E. A. Vasil’chenko, I. A. Kudryavtseva, A. Ch. Lushchik, Ch. B. Lushchik,
and A. A. Maaroos

Institute of Physics, Tartu University, EE 2400 Tartu, Estonia
~Submitted December 10, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 1238–1245~July 1998!

Production ofF, Cl3
2 , Ag0, and Tl0 centers in RbCl:Ag and RbCl:Tl crystals by photons having

energies ranging from 5 to 10 eV has been studied at 295 and 180 K. It is shown that
creation of near-impurity excitations is accompanied by formation ofF centers localized in the
vicinity of Ag1 and Tl1 ions.F centers are produced in direct optical generation of self-
trapped excitons. In addition to the well-known mechanism ofF –H pair production in
nonradiative recombination of electrons with self-trapped holes, a hole-electron process
has been revealed for the first time to operate in RbCl:Ag having deep electron traps. By this
mechanism,F –H pairs appear in the following sequence of stages: thermally stimulated
unfreezing of hopping diffusion of self-trapped holes~VK centers!, tunneling electron transfer
from Ag0 to the approachingVK centers, and subsequent nonradiative decay of triplet
self-trapped excitons near Ag1 ions. © 1998 American Institute of Physics.
@S1063-7834~98!01407-5#
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In 1963, a recombination-type electron-hole mechan
of F center production in NaCl crystals containing Tl1 ions
as luminescent probes was isolated and studied in cons
able detail. The crystals were irradiated by VUV light~9–13
eV!, which creates selectively electrons~e! and holes~h! in
interband transitions.1 A comparison of the thermal stabilit
of F centers generated in NaCl by VUV light, radiation fro
the IRT-3000 research reactor~Salaspils, Latvia!, 50-keV x-
rays, and a 150-eV electron beam revealed that it is the
ementary e–h mechanism that underlies the radiatio
induced coloring of alkali-halide crystals observed to oc
under exposure to x rays already in the pioneering exp
ments of Ro¨ntgen and Ioffe.2 A comprehensive study of th
e–h mechanism carried out over many years, and draw
upon the fundamental fact3 that the efficiency ofF center
creation by x rays at 5 K is only weakly dependent on th
defect concentration before irradiation, showed that it
based on the nonradiative decay of self-trapped excit
~STE! forming in recombination of conduction electron
with partially or fully relaxed self-trapped holes.4–10 STE
decay at 5 K gives rise to the formation ofF –H pairs. EPR
revealed that theH center has the structure of a dihalog
molecule (Cl2

2)a , which occupies one anion site and inte
acts with two nearest-neighbor halogen ions.11 The H center
is chemically equivalent to an interstitial halogen atom. Tu
neling transfer of the electron from theF to H center trans-
forms part of theF–H pairs to a classical Frenkel defect pa
an anion vacancy~a center! and an interstitial halogen ion~I
center!.12,13 F centers remain immobile in alkali halide cry
tals at least up to 500 K, whereas theI andH centers acquire
hopping mobility at as low as 20–50 K.7,8

Doped alkali halide crystals with deep electron tra
were long assumed to be suitable materials for generatio
1121063-7834/98/40(7)/7/$15.00
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Frenkel defects by recombination not only of electrons w
localized holes~e–h mechanism! but of mobile holes with
trap-bound electrons~h–e mechanism!.14 Recently we have
carried out direct experiments aimed at detecting in alk
halide crystals theh–e mechanism of Frenkel defect forma
tion. We are going to describe these experiments in deta
this publication, they were mentioned briefly in our rece
work ~Ref. 15!. The radiative transitions involved in the re
combination of mobile holes with localized electrons in a
kali halide crystals have been known for a long time~see,
e.g., Refs. 16 and 17!.

1. SUBJECTS OF STUDY AND EXPERIMENTAL METHOD

We studied RbCl crystals grown by the Kyropoulo
method in an inert atmosphere from starting materials p
fied by treating the melt in chlorine flow with subseque
fiftyfold zone melting.18 The impurity content in the crystal
did not exceed 1025 mole fractions. Only K1 ions which are
difficult to remove from RbCl were present in an amount
about 531025 mole fractions. We studied RbCl:Tl crysta
with a Tl1 ion concentration of 231024. Our attention was
focused primarily on RbCl:Ag crystals with Ag1 content of
about 1024. RbCl platelets measuring 1531532.5 mm
were heated for 5 h at atemperature 50 K below the meltin
point in AgCl vapor in a preliminarily evacuated containe
after which they were cooled rapidly.19 The ionic conduction
in RbCl crystals at temperatures close to the melting poin
due not only to the formation and migration of Schott
defects~anionic and cationic vacancies,va andvc!, but also
to the interstitial anions and cations,i a and i c , created at
high temperatures.20 In these conditions, diffusion ofd10

Ag1 ions whose ionic radius is substantially smaller th
that of Rb1 occurs particularly easily~most probably, inter-
8 © 1998 American Institute of Physics
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FIG. 1. Spectra of~1! reflectance and~2! STE lu-
minescence excitation at 2.23 eV in RbCl at 8 K
~3! excitation spectra of Ag1 luminescence at 4.26
eV in RbCl:Ag at 8 K, and~4! a fragment of the 295
K spectrum. Inset: luminescence profiles of~5! STE
and ~6! Ag1 centers.
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stitially!. Silver diffusing from both~100! surfaces of a
1.5-mm thick platelet dopes it nearly uniformly througho
the volume to a level of 1024.

The optical characteristics in the 4–10.2-eV region w
measured within the 80–500 K range by irradiating RbCl
and RbCl:Ag by VUV radiation of a gas-flow discharg
source through a VMR-2 vacuum monochromator~for more
details, see Ref. 21!. The measurements were performed
equal numbers of incident exciting photons by properly va
ing the monochromator slit width. The crystal was ma
tained in a cryostat allowing sample heating at a rate of
K/s up to 500 K. During the heating, one recorded the th
mally stimulated luminescence~TSL! intensity, or the inten-
sity of the photostimulated luminescence~PSL! above the
TSL signal, which was generated by periodic illumination
the crystal with short~1-s long! pulses of light from an in-
candescent lamp (hns) cut out by a double-prism monochro
mator. The luminescence excitation spectra are normal
to the same number of photons incident on the preirradia
crystal.

Some experiments carried out within the 8–290 K ran
made use of synchrotron radiation from a storage r
~MAX-I, 550 MeV! in Lund ~Sweden!. The techniques em
ployed in obtaining reflectance spectra, as well as lumin
cence excitation spectra normalized to the same numbe
incident synchrotron-radiation photons are described in m
detail in Ref. 22.

The optical absorption induced by x radiation~50 kV, 18
mA, W anticathode, Be window! in the 1.8–6.2-eV region
was measured with a Specord M40 spectrophotometer.
temperature of the crystal in the cryostat could be var
from 80 to 500 K. The heating rate during thermal bleach
was;0.1 K/s.

2. PHOTOSTIMULATED LUMINESCENCE OF RbCl:Tl AND
RbCl:Ag

Luminescence of Tl1 centers in RbCl:Tl at 8 K was
studied in Ref. 23. The absorption spectra exhibit the ch
acteristicA, B, C, andD absorption bands peaking, respe
tively, at 5.1, 5.9, 6.35, and 7.0–7.4 eV, which correspond
t
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the transitions1S0→3P1 , 1S0→3P2 , and1S0→1P1 in free
s2 Tl1 ions and are used to produce electronic excitation
the anions surrounding the thallium ion~D excitations!.
Similar to KCl:Tl,24,25 all the four absorption bands o
RbCl:Tl can be used to excite theA luminescence at 4.03 eV
which is produced in3P1→1S0 transitions involving3P0

metastable levels.B luminescence at 4.9 eV (3P2→1S0) can
also be excited within theB, C, and D bands. InD bands
~7.0–7.4 eV!, one can excite alsoD luminescence produce
in radiative decay of dihalogen excitons localized near T1

ions ~for more details, see Ref. 25!. The luminescence ofd10

Ag1 ions in RbCl:Ag was studied at 80 K.26,27 Optical ab-
sorption of Ag1 centers which occupy noncentrosymmet
positions in anion vacancies at 4.2 K in RbCl:Ag and a
oriented alonĝ110& was investigated in considerable deta
in Ref. 28. We studied the luminescence of self-trapped
citons and Ag1 centers in RbCl and RbCl:Ag crystals at 8
~Fig. 1!. The 4.3-eV luminescence of Ag1 centers is excited
in the 5.1–7.45-eV region. The 5.3-eV excitation band a
the 5.6–5.9-eV doublet band are due, as in KCl:Ag,26 to the
parity-forbidden electronic transitions1S0→3D2 and 1S0

→1D2 in free Ag1 ions. The off-center position of Ag1 and
the low-symmetry vibrations increase the probability of the
transitions in a crystal. In our opinion, the process occurr
in the 7.0–7.4-eV interval in RbCl:Ag is excitation of nea
impurity anions involving partial electron transfer to the Ag1

ion.
Figure 1 presents also an 8 K reflectance spectrum from

the ~100! plane of a high-purity RbCl crystal, as-cleaved in
high vacuum (1029 mbar). The intense reflection peaking
7.54 and 7.69 eV corresponds to formation ofG excitons
with n51. The considerably weaker maxima at 8.194 a
8.34 eV are due toG n52 excitons. The spin-orbit splitting
in the reflectance~absorption! spectra of RbCl is 0.14–0.15
eV. For RbCl, the band gapEg58.5 eV. Thep lumines-
cence of dihalogen STEs~2.23 eV!, whose excitation spec
trum is also shown in Fig. 1 after being corrected for sel
tive reflection of the exciting radiation, originates in th
exciton-absorption region, as well as in interband transitio
It was shown29 that the STEp luminescence has a low quan
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tum yield at helium temperatures~;0.05!, and undergoes
strong temperature-induced quenching at 15–20 K. T
quenching is characterized by a low activation energy
nonradiative transitions~21 meV!, which are interpreted a
due to phonon-induced tunneling to the ground state of
system with heat release. No STEs luminescence has bee
observed in RbCl.7,8 Part of STEs decay even at helium tem
peratures with creation of long-lived29 (t.1 h) and
short-lived9,10 (t,1 ms) F –H pairs.

As follows from Fig. 1,p luminescence of ST exciton
is excited in RbCl both in direct creation ofn51 andn52
excitons and in interband transitions. A dip is observed in
7.85–7.15-eV interval of the quantum-yield spectrum of S
luminescence, where longitudinal excitons are created
RbCl:Ag, Ag1 luminescence is not excited by the 7.45
8.15-eV photons producingG excitons. The range ofn51 G
excitons in RbCl before self-trapping is about ten an
separations.29 The holes created at 8 K in interband transi-
tions traverse before self-trapping somewhat larger distan
and ionize with a low efficiency the Ag1 centers. Recombi-
nation of electrons from Ag21 producesA luminescence of
Ag1 centers~4.3 eV!. As follows from Fig. 1, hote–h pairs
created by 10-eV photons at theX andL points of the Bril-
louin zone excite recombinationA luminescence of Ag1

more efficiently than the colde–h pairs produced by 8.6-eV
photons in interband transitions in the vicinity of theG point
~the band structure of RbCl was theoretically calculated
Ref. 30!. Heating RbCl:Ag above 200–250 K, where ho
ping diffusion of dihalogen ST holes (Vk centers! unfreezes,
increases the excitation efficiency of Ag1 recombination ra-
diation compared to that observed at 8 K several times~see
Fig. 1!. A similar effect is observed in RbCl:Tl.

VUV irradiation of RbCl:Tl and RbCl:Ag crystals at 18
and 295 K~to a dose of 331013 photon/cm2! creates in the
crystals Tl0 and Ag0 centers with absorption bands lying
1.8 and 2.9 eV, respectively. Thermal ionization of Tl0 and
Ag0 proceeds effectively at 300 and 380 K and is accom
nied by strong recombinationA emission of Tl1 (;4 eV) or
Ag1 ~4.3 eV!, respectively. VUV irradiation produces alsoF
centers with a characteristic absorption band at 2.0 eV
FA(Tl1) centers~absorption bands at 1.6 and 2.15 eV! local-
ized near Tl1 ions. The latter centers in RbCl:Tl were stu
ied in Refs. 31 and 32. At 180 and 295 K, excitation
VUV-irradiated crystals by 1.5–3.0-eV photons results
ionization ofF, Tl0, and Ag0 centers and appearance of ph
tostimulated luminescence of Tl1 and Ag1.

Figure 2 presents for illustrationA luminescence excita
tion spectra of Tl1 and Ag1 from preliminarily irradiated
RbCl:Tl and RbCl:Ag crystals. The excitation spectra p
duced by 7.3560.05-eV photons, which create efficient
n51 G excitons at 295, 180, and 80 K, practically coinci
in profile with the absorption spectra of singleF centers. The
H centers, which are created simultaneously with theF cen-
ters and have, according to EPR measurements on RbC
structure of a@110#-oriented dihalogen molecule (Cl2

2)a at
one anion site,33 possess a high mobility at 80–300 K, prop
gate away from the point of creation over many interan
distances, and interact withVk centers and cation vacancie
to form linear, @100#-oriented trihalogen molecule
e
f

e

e

In

s,

n

-

d

f

-

the

n

(Cl3
2)aca , which occupy two anion and one catio

sites.29,34,35Excitation of RbCl:Tl crystals within theC ab-
sorption band~6.35 eV, Ref. 36! and of RbCl:Ag crystals by
6.25-eV photons results in partial photostimulated ionizat
of Tl1 and Ag1 centers. Conduction electrons become loc
ized at the impurity ions to form Tl0 and Ag0, which gives
rise to the appearance in theA luminescence excitation spec
tra of features in the region of 1.8 and 2.9 eV~Fig. 2!. Elec-
trons are trapped also by anion and cation vacancy ag
gates, which existed before the irradiation, to formF centers
distorted strongly by the neighboring pre-irradiation defe
~compare with KBr and KCl crystals, Ref. 37!. We cannot
naturally observe singleF centers in photoionization of Tl1

and Ag1, because the efficiency of anion vacancy and int
stitial halogen ion production in RbCl by VUV radiation at
and 80 K is less than that in KCl by a factor 150.29 Besides,
at 200–300 K the anion vacancies have a high mobility a
interact with other point defects.

Of particular interest is the nonradiative decay of ne
impurity D excitations of Tl1 and Ag1. As follows from Fig.
2, in the region of the nonelementaryD band of RbCl:Tl
6.9-eV photons produce effectivelyF centers, whose profile
is only slightly displaced compared to that of singleF cen-
ters, as well as strongly distortedF centers with absorption

FIG. 2. Spectra of pulsed optical luminescence excitation in RbCl:Tl~a! and
RbCl:Ag ~b!: a—Tl1 luminescence at 180 K~1! and 120 K ~2,3! after
crystal irradiation for 45 min by photons of energy 6.3 eV~1!, 7.3 eV ~2!,
and 6.9 eV~3! at 180 K ~1! and 80 K ~2,3!; b—Ag1 luminescence after
irradiation for 30 min by photons of energy 6.25 eV~4!, 7.35 eV~5!, and
10.2 eV~6!. T5295 K.
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bands at 1.6 and 2.15 eV, which correspond toFA(Tl1) cen-
ters. We believe that the latter form when anions are exc
in the immediate vicinity of Tl1 centers. The slightly per
turbedF centers form in the decay of electronic anion ex
tations in coordination spheres lying farther away from
Tl1 centers. The spectrum of production of theF centers
perturbed by Ag1 in RbCl:Ag also covers theD excitation
region. As for the ionization of Ag1 centers, it gives rise
primarily to the formation of Ag0.

3. RECOMBINATION AND EXCITONIC PROCESSES
INVOLVED IN FRENKEL DEFECT FORMATION

Recently 12–32-eV synchrotron radiation was used
measure the spectra of production ofF centers, which are
stable at 295 K, in KBr:Tl,38,39 KCl:Tl,40 and RbCl:Tl~Ref.
15!. The crystals were irradiated by equal dos
(1015 photons/cm2) of photons of different energieshne .
The PSL light sum of Tl1 centers emitted under excitatio
by hns photons at the maximum of theF absorption band
was taken as a measure of the number ofF centers produced
by the synchrotron radiation. Each absorbed 12-eV pho
created onee–h pair at the long-wavelength edge of th
range covered. TheF –H pairs were formed in nonradiativ
recombination of an electron with a self-trapped hole.
creasinghne resulted in production ofe–h pairs with in-
creasing conduction-electron energy. As soon as the en
of the hot photoelectron reached that of the anion exc
(Ee) or Eg , a secondary exciton or a secondarye–h pair
were born, and the efficiency ofF center formation increase
strongly. The formation ofF centers was particularly effec
tive in KBr, KCl, and RbCl crystals at 295 K in the cond
tions where absorption of one photon produces both ane–h
pair and a secondary exciton.38–40

An analysis of these data suggests a conclusion that
ticularly favorable for the stabilization ofF –H pairs at 295
K in thallium-doped crystals is interaction of mobileH cen-
ters with Vk centers, and various versions of such inter
tions including independent radiation-induced creation
cation vacancies and electron recombination withH –VK

pairs were considered.34,35,38

As known from studies of radiation-induced coloring
alkali-halide crystals by x rays or with a XeCl laser~in the
two-photon, 234.02-eV mode! at 80–350 K, the optimum
temperature interval for the production ofF centers stable up
to 370–430 K in RbCl and KCl is 180–200 K, whereH
centers have already a high mobility, while theVk centers are
still immobile.29,35 We performed the first measurement
the spectra ofF center production by VUV radiation at 18
K. Figure 3 presents such a spectrum for RbCl:Tl. We to
as a measure of the number of stableF centers the intensity
of the Tl1 luminescence pulse (I F) produced by excitation
with 1.95-eV photons of a preliminarily irradiated crystal~at
a dose of 1013 photons/cm2). Following each irradiation, the
crystal in the cryostat was heated to 470 K up to practica
complete destruction of theF centers under study. Durin
the warmup, the crystal was periodically~in 10 K steps!
illuminated byF excitation pulses to monitor theF center
annealing.
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A comparison of a RbCl:Tl reflectance spectrum me
sured at 180 K with theF center production spectrum~Fig.
3! showed the stableF centers to form within the 7.15–
8.0-eV interval, where photons generate excitons, part
which are localized already at the moment of their creat
~the so-called Urbach tail of the exciton band at 7.15–
eV!. F centers form also in the 8.2–10-eV region of inte
band transitions~in the 8.2–8.4-eV interval, holes are creat
already in localized state!. At room temperature, stableF
centers form most effectively in the 8.0–8.4-eV regio
where part of photons produce excitons, and another pa
them, electrons and holes. In RbCl:Tl, interaction withVK

centers plays an important role in the stabilization ofH cen-
ters not only at 295 K but at 180 K as well.

Figure 4 demonstrates the annealing ofF-stimulated lu-
minescence of Tl1 centers (I F) when a RbCl:Tl crystal illu-
minated by 8.3-eV photons at 180 K is warmed up. Al
shown is the spectrally-integrated TSL with characteris
peaks at 230, 260, and 295 K. As follows from an analysis
the annealing ofVK-center EPR signals, and of the optic
absorption spectra of x-ray irradiated crystals, the TSL p
at 230 K is due to the unfreezing of hopping diffusion a
annealing ofVK centers, and that at 295 K, to thermal io
ization of Tl0 centers. Similar to KCl,41 above 260 K one
observes hopping diffusion of the so-calledVF centers~a
hole localized near a cation vacancy!. As seen from Fig. 4,
heating within the 200–260 K interval enhances stronglyI F ,
and that in the 350–440 region, results in its three-stage
nealing. The annealing in the 380–430 K region is certai
associated with thermal destruction of the (Cl3

2)aca2 centers,
whose optical absorption in x-irradiated crystals peaks
5.45 eV and has a halfwidth of about 0.8 eV.

Initially, we were inclined to assign the strong heatin
induced increase ofI F to the specific features of our lumi
nescence technique used to monitor the number ofF centers
from recombination with Tl21 of the conduction electrons
produced in photothermal ionization ofF centers.42 A certain
part of the increase inI F within the 200–260 K interval is
undoubtedly due to the fact thatVk centers produced in the

FIG. 3. ~1! F center production spectrum under RbCl:Tl excitation
1.95-eV photons and~2! reflectance spectrum of the crystal.
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unfreezing of hopping diffusion interact with Tl1 to form
additional Tl21 centers and, thus, enhance the PSL of T1

centers. This process, known for a long time, is paralleled
RbCl:Tl by another, much more interesting process, whic
associated with nonradiative recombination of mobileVK

centers with Tl0 and creation of newF –H pairs. This effect
was studied in more detail in RbCl:Ag.

4. HOLE-RECOMBINATION PROCESSES INVOLVED IN F – H
PAIR CREATION

We succeeded in monitoring by the direct absorpt
technique the variation in the number ofF centers in RbCl:Tl
crystals previously irradiated by x rays at 80 or 180 K, in t
course of the unfreezing ofVk-center hopping diffusion~see
Fig. 4!. It was found that having from 80 to 180 K does n
cause any change in the number ofF centers in the irradiated
crystals, while increasing the temperature from 200 to 25
gives rise to a considerable enhancement ofF absorption~at
2 eV!, which falls off again in subsequent heating from 2
to 300 K. The increase in the number ofF centers within the
200–250 K interval is paralleled by a considerable decre

FIG. 4. Thermal activation characteristics of~a! RbCl:Tl and~b! RbCl:Ag.
a—Annealing of pulsed optical luminescence athns51.9 eV following ir-
radiation of RbCl:Tl for 45 min by 10.2-eV photons~1!, and TSL following
irradiation of the crystal for 30 min by 8.6-eV photons~2!. Annealing of the
F absorption band (hn52 eV) following RbCl x irradiation for 80 min~3!.
Irradiation performed at 180 K. b—Annealing of absorption bands of
centers following x irradiation of RbCl:Ag at 85 K for 5 min~4! and 80 min
~5!: 4—Ag0 centers~3 eV!, 5—F centers~2 eV!. Differential curve ofF
center annealing~6!.
in
is

n

K

se

in that of Ag0 centers. Ag0-center destruction is complete
only within the 375–390 K interval and is accompanied
Ag1 luminescence~4.3 eV!.

The correlated change in the numbers ofF and Ag0 cen-
ters during 200→250 K heating is connected with hoppin
diffusion of VK centers toward Ag0 centers, followed by tun-
neling electron transfer from Ag0 to the VK center and for-
mation near the Ag1 center of a self-trapped exciton. Subs
quent nonradiative STE decay results in efficient creation
anF –H pair. The immobileF center remains in the vicinity
of Ag1 ~at a distance of a tunneling electron transfer in t
Ag0-Vk pair!. The high-mobilityH center becomes stabilize
at 200–250 K at a divacancy (vavc) to form a VF center
(vch). For T>260 K, VF centers, as pointed out befor
acquire hopping mobility and recombine partially withF
centers, and this is what accounts for the decrease in t
number in the 260–280 K interval.

A study was made of the spectral composition of TS
peaks produced in heating a RbCl:Ag crystal irradiated b
rays at 180 K. The 230 K peak region is dominated by
2.35-eV luminescence similar to the spectrum of the STEp
luminescence~2.23 eV!. The 2.35-eV luminescence orig
nates from the radiative decay of the self-trapped excit
created in the vicinity of Ag1 in the tunneling electron trans
fer from Ag0 to the approachingVK center. The lumines-
cence produced in thish–e recombination retains its high
efficiency even at 240 K, although the STEp luminescence
at 2.23 eV generated in thise–h recombination is quenche
completely in RbCl already at as low as 25 K.29

The luminescence spectrum in the vicinity of the 230
TSL peak in RbCl:Ag does not contain the Ag1 emission
~4.3 eV!, which appears with a high efficiency near the 3
K peak. Heating our RbCl:Ag crystals from 200 to 250
i.e., in the region where hopping diffusion ofVK centers
becomes operative, did not reveal any flux of electrons
leased from impurity traps. When localized at single an
vacancies, such electrons could produce newF centers.

Figure 5 displays some of the RbCl:Ag absorption sp
tra in the 1.8–5-eV region induced by x rays at 85 K. A

e

FIG. 5. Absorption spectra obtained at 85 K following irradiation
RbCl:Ag by x rays at 85 K for 80 min~1! and after a warmup to 240 K~2!.
Spectrum~1! is shown deconvolved into absorption band components du
the VK and Ag0 centers.
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suming the oscillator strengths of theF and Ag0 centers to be
unity, we compared integrated absorption in the region of
F and Ag0 bands, which peaked, at the measurement t
perature~85 K!, at 2.02 and 3.0 eV and had half-widths
0.19 and 0.42 eV, before and after a 85→240 heating. This
heating also anneals in the crystal completely theVK centers
~the band at 3.4 eV with a half-width of 0.76 eV!. The ratio
of the number ofF centers created during heating to that
the Ag0 centers destroyed in the same processDNF /DNAg

>0.25. In theh–e process in RbCl:Ag, not less than 25%
the recombining Ag0-VK pairs convert to stableF –H pairs.

We compared the efficiencies of this process and of
F –H pair creation at 180 K by illumination of the x
irradiated crystal with 3-eV photons, which produce pho
ionization of Ag0 and subsequent recombination of condu
tion electrons with the relaxedVK centers. In the latter cas
we obtainedDNF /DNAg<0.02. The recombination ofVK

with Ag0 centers assisted by hopping diffusion was found
be an order of magnitude more effective in producing sta
F –H pairs than that of conduction electrons withVK centers.
The latter process was studied in detail in KCl:Ag~Ref. 43!
and KCl:Tl ~Ref. 44! at 4.2 K. As follows from the variation
of EPR signals from theVK and H centers, after optica
ionization of a part of Ag0 or Tl0 centers and subseque
recombination of conduction electrons with completely
laxedVK centers, the ratio of the changes in the number oH
andVK centersDNH /DNV<0.005. A similar result was ob
tained also after irradiation at 80 K.

We carried out preliminary experiments with KCl:A
crystals irradiated by x rays at 175 K. Thermal annealing
VK centers~180–240 K! revealed a correlated increase in t
number ofF centers and a decrease in the number of A0

with an efficiencyDNF /DNAg>0.08. In KCl:Ag, however,
optical ionization of Ag0 followed by recombination of con
duction electrons withVK centers also yieldsNF /DNAg

>0.1.
Figure 6 compares schematically recombination of c

duction electrons in RbCl:Ag~under optical ionization of
Ag0! with VK centers~casea, e–h recombination!, and re-
combination of mobileVK centers with the electrons of Ag0

~caseb, h–e recombination!. The simplified band diagram
shows the conduction~CB! and valence~VB! bands. We
showed in the energy gap of irradiated RbCl:Ag the se
trapped hole state~1!, as well as two STE states~2,3! created
in recombination of the conduction electron with theVK cen-
ter. In casea, the system can transfer from state 3 to stat
at least in two ways. Nonradiative 3→1 transitions in this
model are accompanied primarily by liberation of heat~Q!.
The cascade transitions 3→2→1 result predominantly in the
creation ofF –H pairs. In caseb, the situation is essentially
different. An electron from the ground state of Ag0 lying
2.5–3 eV below the conduction band minimum cannot tu
nel to the higher-lying level 3, but is capable of reachi
level 2. The subsequent nonradiative transition 2→1 gives
rise to creation ofF –H pairs. In caseb, the system avoids
state 3 where the probability of heat release is high beca
of the 3→1 transitions. This is apparently what accounts
the high valuesDNF /DNAg>0.25 in caseb compared to the
low values of DNF /DNAg in casea. Note that the 2→1
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transition in RbCl:Ag may involve emission too~the 2.35-eV
luminescence in the 230 K TSL peak!. By properly varying
the depth of the electron trap (Ag1, Cu1, Tl1, In1, etc.! and
the host substance~KCl, RbCl, CsCl!, one can change the
mutual position of the levels of the electron localized at
impurity and of the STE states~2,3!.

Note that the diagram shown in Fig. 6 does not take i
account the complex vibronic structure of the STE states
well as the vibronic structure of the Ag centers and its ov
lap with the CB. The real structure of STEs taking into a
count their single–halogen states45 and the two types of di-
halogen states~see, e.g., Refs. 8 and 10! is too complex to be
presented here with confidence without a further compreh
sive study.

Under optimum conditions and prolonged irradiation
doped crystals, the process ofF –H pair production near a
fixed impurity ion can repeat many times as a result of
combination of mobileVK centers with electrons localized a
deep traps. This catalytic action of impurity ions can, in pr
ciple, bring about formation of local groups of defects.
high-mobility H centers are removed effectively from th
seed Ag1 center, a large number ofF centers may build up
after manycycles of electron capture by an Ag1 center with
formation of Ag0, to a tunneling electron transfer from Ag0

to the approachingVK center, and to decay of the ST
formed near Ag1 to form anF –H pair in the vicinity of a
fixed Ag1 impurity ion. Under favorable conditions a cluste
of F centers may eventually, for instance, transform into
small colloidal particle of the impurity metal. Such process
in alkali halide crystals have been studied for many year
large irradiation doses~see, e.g., Ref. 46! in an attempt to
find support for various phenomenological theories.47,48 The
nature of seed defects in the initial stage of such proce
remains, however, unclear. We should like to draw attent
to the possible role of deep traps for electrons and of m
tiple hole-electron recombinations with creation of Frenk

FIG. 6. Simplified energy band diagram of the RbCl:Ag crystal.
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defects in the formation of local groups of point defects a
macrodefects in irradiated crystals.
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Thermooptic investigation of impurity centers in Cu-doped Bi 12SiO20 crystals
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Temperature dependences of the optical absorption of BSO:Cu crystals were investigated at
photon energies between 1.36 and 3.46 eV and temperatures between 85 and 700 K. These
dependences are analyzed for the energy model of a partially compensatedp-type
semiconductor taking into account the temperature dependence of the concentration of shallow
and deep ionized acceptors. ©1998 American Institute of Physics.@S1063-7834~98!01507-X#
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Copper ions stand out among the dopant ions wh
change the properties of sillenite crystals Bi12SiO20~BSO!
and Bi12GeO20~BGO! in a practically useful ways. By appre
ciably enhancing the photorefractive and photochromic
fects, these ions can optimize the parameters of optica
formation processing devices,1–6 especially for recording
holograms in the infrared.1

The spectral characteristics of the steady-state
photoinduced optical absorption, and the spontaneous
magnetic circular dichroism of copper-doped BSO and BG
crystals~BSO:Cu and BGO:Cu, respectively! are attributed
to d–d electronic transitions in the Cu31, Cu21, and Cu1

ions which replace Bi31 ions at octahedral sites and Si41

(Ge41) ions at tetrahedral sites in the crystal lattice.5–9 On
the other hand, thermal activation effects and photocond
tion quenching are described using a multicenter recomb
tion model controlled by local–level–allowed band tran
tions, and the Cu ions are responsible for the appearanc
attachment levels and for fast and slow recombination.10

The formation of local levels in the band gap is a co
sequence of the hybridization oft2 and/ore electronic states
into which thed levels of the Cu ions are split in the ligan
field with band states. In view of their multiply charged n
ture and the different localizations of Cu in the crystal lattic
it is natural to assume that the structure of the local band-
states of BSO:Cu~BGO:Cu! crystals is complex. Studies o
this structure and a determination of the relative significa
of the different types of electronic transitions in the form
tion of the optical absorption spectrum are of particular
terest because analyses of the mechanisms of optical in
mation processing is based on carrier redistribution proce
between local levels.11 The temperature dependences of t
absorption12 may provide useful information in this contex
so their study in BSO:Cu crystals is the aim of this pape

1. EXPERIMENT

Nominally pure and copper-doped BSO crystals w
grown by the Czochralski method. The copper content in
crystals was 0.02 wt %. The samples were prepared in
form of 10310 mm polished wafers of thicknes
d50.1–6 mm, cut in the~001! plane. These were placed i
the crystal holder of a nitrogen cryostat. Rapid (;20 min!
1131063-7834/98/40(7)/5/$15.00
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cooling to ;85 K prior to the measurements produced
thermodynamically nonequilibrium distribution of electron
at local levels in the band gap.

The optical transmission spectrat(E) were measured us
ing a Specord M40 spectrophotometer in the photon ene
rangeE5136–3.46 eV. The temperature was varied in t
rangeT585–700 K at 5–10 K intervals and was stabilize
to within approximately71 K. The effective rate of heating
b was;0.02K•s21.

The absorption spectraa(E) were calculated using the
relation11

t5$~12R!2al~4pn!22%/$exp~ad!2R2exp~22ad!%,
~1!

wheren(E) is the refractive index,l is the wavelength, and
R(E) is the reflection coefficient. The dependencesn(E)
were measured in the rangeE51.36–3.0 eV using prisms
with a refracting angle of 15° and a GS-5 goniometer. D
from Ref. 12 were used for the rangeE53.0–3.5 eV.

Temperature dependences of the integrated lumin
cence intensityI (T) in the visible range were also measur
at temperaturesT585–300 K.

2. RESULTS AND DISCUSSION

The family of curvesa(E,T) indicates that the absorp
tion increases with temperature over the entire spectral ra
studied although the influence of temperature ona differs in
different regions: regionA ~1.4–1.8 eV! — impurity absorp-
tion whose intensity is determined by the copp
concentration,5–9 regionB ~2.2–2.8 eV! — absorption shoul-
der mainly caused by intrinsic defects,13,14 and regionC
~2.8–3.4 eV! — absorption band of BSO and BGO crysta
adjacent to fundamental absorption edge15–17 ~Fig. 1!.

The Urbach spectral rulea(E)5a0exp@x(E2E0)# is sat-
isfied in regionC but the curves lna5f(E) exhibit a kink.
Two families of fragments can be identified on these curv
which converge at the point with the coordinatesa0151.44
3104 cm21, E0153.49 eV anda0251.343103 cm21, E02

53.49 eV. For the higher-energy fragments the Urbach r
has the form

a~E!5a01exp@s~T!~E2E01!/kT#, ~2!
5 © 1998 American Institute of Physics
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wheres is a parameter characterizing the slope of the
sorption edge andk is the Boltzmann constant. The temper
ture dependences(T)5kTD(lna)/D(hn) is plotted in Fig.
2a. In the rangeT,200 K this is approximated by an expre
sion for the absorption edge formed with the involvement
electron–phonon interaction18

s~T!5s0~2kT/hn0!tanh~hn0/2kT!. ~3!

Here the valuehn0514.4 meV ~the effective phonon en
ergy! is close to the energy of the longitudinal optic
phonons at frequenciesv5118 and 116.6 cm21 observed in
the infrared absorption spectra and Raman spectra of

FIG. 1. Absorption spectra of BSO:Cu crystals atT591 ~1!, 123~2!,
163~3!, 253~4!, 293~5!, and 373 K~6!. The inset shows edge-impurit
absorption bands in crystals of BSO:Cu~1! and BSO~2!.

FIG. 2. Calculated~1, 4! and experimental~2, 3! temperature dependence
of the parameters ~a! and isoabsorption energyEg* ~b! of BSO : Cu crys-
tals.
-
-

f

n-

doped BSO crystals19,20, s050.98. The parameters of th
Urbach rule differ from those given in Refs. 15–17 for u
doped BSO crystals. In particular, the high values ofs0 in-
dicate that electron–phonon interaction is suppressed.

In the temperature rangeT5230–250 K s decreases
abruptly which correlates with the weaker anomalous va
tion of s for BSO crystals.17 At T.300 K s decreases
nearly linearly unlike BSO.

A theoretical analysis21 shows that the decrease ins at
high temperatures may be caused by temperature-depen
interaction with charged impurities whose concentration
fairly high (N>1016 cm23). If, in addition to the electron–
phonon interaction, allowance is also made for scattering
electrons at the screening Coulomb potential of impuriti
we have

s* ~T!5s~T!2~kT/hn0!C, ~4!

whereC is a constant determined by the values ofhn0 and
N.

The abrupt anomaly ofs(T) correlates~in terms of tem-
perature position! with the anomaly of the isoabsorption en
ergy Eg* , which corresponds to a certain constant valueac

.103 cm21. The curvesEg* (T) reflect the change in the
band gapEg with temperature~Fig. 2b!. On the whole, they
are reasonably well approximated by the well-known expr
sion for semiconductors

Eg* ~T!5Eg* ~0!1AT2/~Q1T!, ~5!

where the empirical constantsEg* (0)53.34 eV, A58.2
31024 eV•K21, andQ5436 K ~for ac51100 cm21) differ
from those for nominally pure BSO crystals.15–17

Anomalies on thes(T) and Eg* (T) curves are usually
attributed to phase transitions22 although no data on anoma
lies of the permittivity or the crystal unit cell parameters
sillenite crystals are given in the literature. However, it
interesting to note that an abrupt increase in the coefficien
thermal expansion of BGO crystals23 and an intense ther
mally stimulated conduction peak24 were observed in the
temperature rangeT5200–250 K.

The kink at the exponential absorption edge and the s
ond family of fragments of thea(E,T) curves satisfying the
Urbach rule indicates that there is an edge-impurity abso
tion band. We identified this band by extrapolating the up
part of the absorption edge to lowera values and subtracting
these values from the total spectrum. This band is defini
associated with Cu ions and/or charge compensation de
since it has a more complex structure and a higher inten
compared with the similar band for a nominally pure BS
crystal~inset to Fig. 1!. Assuming that this band is formed b
ionized acceptor–conduction band transitions, we determ
the optical activation energy~relative to the bottom of the
conduction bandEc) for the acceptor levels:Eac

Op53.19,
3.13, 3.05, 2.92, and 2.85 eV, respectively. These were
observed in the photoconduction spectra of BSO:Cu~3.19
and 2.92 eV! and BSO~3.2, 3.05, and 2.86 eV! crystals, and
some appeared as slow recombination centers.9,25 In this
case, satisfaction of the Urbach spectral rule indicates bro
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ening of the acceptor levels adjoining the top of the vale
band with the formation of an exponentially decaying de
sity of states~states tail!.

The temperature dependences of the absorption in
band comprise stepwise ascending curves with the lar
step being observed at temperaturesT5200–250 K where
the anomalies ofs(T) andEg* (T) occur ~Fig. 3a!.

For regionB the curvesa(T) pass through a minimum
at T5200–250 K and are close to exponential forT.250 K
~Fig. 3b!.

In regionA the broad absorption band has a well-defin
‘‘comb’’ structure, typical of intracenterd–d transitions in
Cu31 (3d8) ions which replace Bi31 in distorted oxygen oc-
tahedra with localC2v symmetry. In this case, the groun
term is3A2(t2

6 ,e23A2) ~Ref. 6!.
BSO:Cu crystals also contain a certain quantity of Cu21

ions whose octahedral and tetrahedral coordination allow
single broad absorption band corresponding to3T2↔2E tran-
sitions, situated in the rangeE.1.24 eV~Refs. 5–8!.

As the temperature increases from 85 to 400 K, the
sorption intensity of all theA-band components increase
monotonically until it saturates and then decays expon
tially at T.400 K. The monotonic increase in the absorpti
is interrupted by a small steep drop ina in the ranges
DT15100–150 K andDT25200–250 K. The depth of thes
oscillations differs slightly for the absorption bands wi
Emax51.565, 1.648, and 1.766 eV„3A2g(t2

6e2)→3T1g(t2
5e3)

transitions… and the bands withEmax51.871, and 1.958 eV
(3A2g(t2

6e2)→1Eg(t2
6e2) transitions… ~Fig. 4a!. This behavior

of a(T) cannot be explained by the dependence of the in
center transition intensitya* ;T20.5 ~Ref. 26! or by the

FIG. 3. a! Experimental~1, 2! and calculated~3! temperature dependence
of the edge-impurity absorption of BSO : Cu crystals forE53.2 ~1! and
3.05 eV~2!. b! Experimental temperature temperatures of the absorp
near the absorption shoulder forE52.58~1!, 2.6~2!, and 2.65 eV~3!.
e
-

is
st

d

a

-

n-

-

equally small decrease in the cross section for photoion
tion ~or photodeionization! of deep levels with increasing
temperature,S(E,T) ~Ref. 27!. In both these cases, the hal
width of the absorption bands increases.26,27 Appreciable
broadening of theA-band components is also observed e
perimentally~Fig. 1!. Thesea(T) curves may be the resu
of transitions of the deep, local band-gap, level–allow
band type being superposed on the intracenter transit
forming theA absorption band, where the intensity of the
transitions has a temperature dependence determined by
of the electron filling of the local levelsne(T)

a~T!5ne~T!S~E,T!. ~6!

Thermally stimulated luminescence was also observe
this part of the spectrum with temperature quenching ty
cally observed atT.250 K ~Fig. 4b!.

3. APPROXIMATION OF THE TEMPERATURE
DEPENDENCES OF IMPURITY ABSORPTION

We shall consider BSO:Cu crystals to be compensa
p-type semiconductors whose energy model contains s
low and deep acceptors. Their total concentrations are t
mal activation energies~relative to the top of the valenc
band Ev) are 1Nai ,

2Nai ,
1Eav i

Th , and 2Eav i
Th , respectively.

The crystal contains a small quantity of donor centers w
the total concentrationNd and thermal activation energyEdci

Th

~relative to the bottom of the conduction bandEc). The ther-
modynamically nonequilibrium initial state of the samples
responsible for the partial ionization of donors and accept
The electroneutrality equation

n

FIG. 4. a! Experimental~1–3! and calculated~4! temperature dependence
of the impurity absorption of BSO : Cu crystals forE51.56~1!, 1.65~2, 4!
and 1.96 eV~3!. b! Temperature dependences of the thermoluminesce
intensity I ~1! and the derivative of the absorption coefficientda/dT ~2! of
BSO : Cu crystals forE51.65 eV.
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n011Na
212Na

25Nd2nd1p0 ~7!

includes the concentrations of free electrons and holesn0

and p0), neutral donors (nd), and shallow and deep ionize
acceptors (1Na

2 , 2Na
2).

In theC region of the spectrum, optical transitions fro
shallow hydrogen-like acceptors predominate, for which
optical (1Eac

Op) and thermal (1Eac
Th) activation energies~rela-

tive to Ec) are the same. Using the values of1Eac
Op ~at T

590 K! and the band gapEg5Eg* (0)53.34 eV obtained for
the impurity absorption band, we obtain the thermal acti
tion energy~relative to Ev) 1Eav

Th50.15, 0.21, 0.29, 0.42
0.49 eV. As the heating increases, acceptors with incre
ingly large values of1Eav

Th participate in thermal exchang
with the valence band. For those which are fairly well se
rated energetically, complete filling of one acceptor occ
before the next and ultimately we obtain a stepwise asce
ing temperature dependence of the total concentration of
ized acceptors. This is described by

1Na
2~T!5(

i 51

5

1Nai~12P~1Eav i
Th !!, ~8!

where P(1Eav i
Th )51/$11(Nv /2Nab)0.5exp(21Eavi

Th)/2kT% is
the probability that the acceptor will remain neutral for
nondegenerate semiconductor, a quadratic dispersion la
allowed bands, and assuming thatNa@p0@Nd , p0@nd .
Here Na is the total acceptor concentration,b is the spin
degeneracy factor, andNv'Nc'1020 cm23 are the densities
of states in the valence band and the conduction ban
BSO ~Ref. 28! whose temperature dependence is neglect

For absorption in regionC where the photoionization
cross sectionS1 does not depend on temperature, we obt
the expression

a~T!51Na
2~T!S1~E!, ~9!

and by fitting to an exponential dependence, we can estim
the possible range of values1Nai' ~0.4–1.5!31018 cm23

for the typical values for shallow acceptorsS1510216 cm2

~Ref. 28! ~Fig. 3a!.
In the A region absorption is determined by transitio

from deep ionized acceptors. In this case, the optical (2Eac
Op)

and thermal (2Eac
Th) activation energies~relative toEc) may

differ substantially as a result of the dependence of2Eac
Op on

the configurational coordinate of the phonon mode in ac
electron–phonon interaction.29

At relatively low temperatures (T,400 K! deep accep-
tors do not participate in direct thermal exchange of carr
with allowed bands although their degree of ionization
creases as a result of ‘‘transfer’’ of electrons from don
centers via the conduction band. If, in the temperature ra
corresponding to total depletion of donor cente
(T.400 K!, ionized acceptors begin to transfer electrons
the conduction band, their concentration drops to a le
close to the initial value~i.e., atT'80 K!.

For T.400 K, assuming that retrapping of electrons
donor centers is negligible, the kinetics of these processe
described by
e

-

s-

-
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dndi /dt52ndivd exp~2Edci
Th /kT!,

dn0i /dt5ndivd exp~2Edci
Th /kT!2n0i /t,

2Na
2'Nd2nd2n0 , ~10!

where t is the recombination time,vd5NcSdvT is a fre-
quency factor whose temperature dependence is negle
vT5107 cm•s21 is the thermal velocity of the electrons, an
Sd is the cross section for capture of electrons by levels w
the thermal activation energyEdci

Th ~relative to Ec). Under
quasi-steady-state conditions, i.e., whenn05( in0i!nd and
dn0 /dt!dnd /dt, the second equation in the system~10! is
simplified to given0i5tvdndi exp(2Edci

Th/kT). The boundary
conditionsndi5Ndi for T→0 reduce the solution of system
~10! to the form

2Na
2'(

i 51

m

Ndi$12@11tvd exp~2Edci
Th /kT!#

3exp@2~vdkT2/bEdci
Th !exp~2Edci

Th /kT!#%. ~11!

In the temperature rangeT.400 K thermal depletion of ion-
ized acceptors predominates

d~2Na
2!/dt522Na

2va exp~22Eac
Th/kT!, ~12!

where va5NcSavT is the frequency factor andSa is the
cross section for capture of an electron by a deep accep
The solution of Eq.~12! has the form

2Na
2'2Na~0!exp@2~vakT2/b2Eac

Th!exp~22Eac
Th/kT!#.

~13!

Combining Eqs.~11! and ~13! and neglecting the weake
temperature dependence of the photodeionization cross
tion of deep acceptors,27 we obtain the temperature depe
dence of the absorption in regionA

a~T!52Na
2~T!S2~E!1a0 , ~14!

whereS2;10217–10218 cm2 are typical values of the cros
section for photon capture by deep ionized acceptors,29 and
a050.3 cm21. This expression satisfactorily describes t
curvesa(T) plotted in Fig. 4a for a set ofm-donor levels
with Edci

Th 50.2–0.5 eV, acceptor levels with2Eaci
Th 50.92

20.96 eV, whose total concentration is2Na'Nd;1016

cm23, Sd;10220 cm2, Sa;10219 cm2, t;1025 s ~for ex-
ample, curve2 in Fig. 4a for the following values of the
fitting parameters:Sd510220 cm2, Sa53310219 cm2, 2Na

'1016 cm23, 2Eac
Th50.96 eV, t51025 s, Edci

Th 50.2, 0.25,
0.32, 0.4, and 0.45 eV,Ndi50.731016, 1.131016, 1.2
31016, 0.931016, and 1.131016 cm23). It is interesting to
note that2Eaci

Th !2Eac
Op51.42–2.16 eV~according to the spec

tral position of the absorption band peaks!. A ratio of the
optical to the thermal activation energy within 2.6–3.2 w
calculated in Ref. 28 and a ratio between 2 and 3.2 w
observed experimentally for several centers in BSO a
BGO crystals.30–32

The curves ofda(T)/dT pass through a maximum a
temperatures corresponding to the thermally stimulated lu
nescence peaks, whereas the temperature positions o
other extrema nearT5200–350 K correlate with the ther
mally stimulated current peaks in undoped BSO and BG
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crystals33,34 ~Fig. 4b!. This confirms that they are related
the temperature dependences of the concentration of cha
centers. An estimate of2Eaci

Th from the temperature positio
of the maximum of the high-intensity peak on the curv
da(T)/dT5 f (T) (Tmax5420–450 K! using the relation
Eac

Th525kTmax used to analyze thermally stimulated curren
and luminescence, and also fitting the calculated depend
to the experimental curve, gives 0.9–0.96 eV.

In regionB, the curvesa(T) pass through a maximum
and a minimum. A similar situation is obtained~from the
electroneutrality equation! for the temperature dependence
the free carrier concentration when several unlike~donor and
acceptor! levels participate simultaneously, one situated
the conduction band or the valence band.35 However, further
research is required to simulate these processes in sille
crystals.

To conclude, the impurity absorption spectrum
BSO:Cu crystals is formed by optical transitions from io
ized donors whose concentration temperature depende
determine the characteristic behavior of the absorption t
perature dependences in the spectral ranges studied.

The author would like to thank Yu. G. Osetski� and A. F.
Gumenyuk for assistance with the experiments.
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Resonant two-photon absorption in a tetragonal CdP 2
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Kinetic, spectral, intensity, angular, and polarization of resonant two-photon absorption~TPA! in
b-CdP2 has been investigated. Resonant TPA was observed for which the total energy of
the two photons was 2.60 eV. It is shown that resonant TPA takes place via a real intermediate
level d3 in the band gap at the depthEc20.86 eV. The electron transverse relaxation time
for resonant TPA, the cross section for absorption of laser photons ind3→C transitions, the
equilibrium population ofd3 centers in a dopedn-type sample, and the resonant TPA
constant were determined as 4.3310214 s, 1.25310217 cm2, 0.95, and 0.028 cm / MW,
respectively. ©1998 American Institute of Physics.@S1063-7834~98!01607-4#
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Resonant two-photon absorption~TPA! is one of the
most interesting and least studied optical effects in semic
ductors, includingb CdP2 which has been little studied but i
potentially useful in nonlinear optics. Thus, the aim of t
present study is to investigate resonant TPA using hig
informative modern methods of laser-modulation amplitu
spectroscopy.1

In the type of spectroscopy used by us, information
extracted from changes in the intensity of a probe wave
frequencyv2 when a medium is excited by a pump wave
frequencyv1. The pump wave was Q-switched neodymium
laser radiation with a giant pulse half-widtht1515 ns while
the probe wave was provided by a high-power xen
flashlamp with a flash durationt25150ms. Excitation of the
medium by the pump wave produces a change in the pr
wave intensityDI (v2). This corresponds to the change
the coefficient of absorption of the probe wave1

DK~v2!5
1

d
ln@1/~12DI ~v2!/I ~0!~v2!!#, ~1!

where DI (v2)5I (0)(v2)2I (t)(v2), I (0)(v2) and I (t)(v2)
are the intensities of the probe wave transmitted by
sample before (t50) and after the laser pulse (t.0), andd
is the sample thickness.

The measurements were made at room temperature
ing undoped and Bi-doped samples. Single crystals ob
CdP2 were obtained from the vapor phase in a two-zo
furnace. The crystals were doped during the growth proc
by adding the dopant to the initial components which were
stoichiometric proportions. The type of conductivity was d
termined by the sign of the Hall emf. The samples dop
with 1 wt % Bi weren-type while the undoped samples we
p type. The samples were prepared in the form
43434 mm cubes whose faces were oriented in the dir
tion of the basis vectors of the crystal unit cell. The las
beam with the wave vectorq1 and the probe beam with th
wave vectorq2 propagated in the same direction in the cry
tal.
1141063-7834/98/40(7)/5/$15.00
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The termDK(v2) is made up of a incoherent and cohe
ent component. The incoherent component is determined
amplitude modulation of the impurity one-photon absorpti
of the probe waveDK (1)(v2) while the coherent componen
is equal to the coefficient of two-photon absorptionK (2)

3(v2): DK(v2)5K(v2)2K0(v2)5„K (1)(v2)1K (2)

3(v2)…2„K0
(1)(v2)1K0

(2)(v2)…5DK (1)(v2)1K (2)(v2)
since no two-photon absorption is observed„K0

(2)(v2)50…
before the action of the laser radiation (t50). The coeffi-
cient K (2)(v2) may incorporate the coefficients of intrins
TPA and resonant TPA. In the theory of intrinsic TPA th
intermediate states are considered to be virtual sta
whereas in the theory of resonant TPA, these are real st
via which one-photon, two-stage transitions may take pla
Consequently, it is more difficult to determine the contrib
tion to DK(v2) made by resonant TPA compared with d
termining that made by intrinsic TPA.2 However, investiga-
tions reported in Ref. 1 using the kinetic, spectral, intens
angular, and concentration dependences ofDK(v2) revealed
resonant TPA in ZnP2. Thus, we report a set of similar in
vestigations for CdP2. As a result, we observed a spectr
band of resonant TPA with a maximum at a probe wa
photon energy\v251.43 eV.

Figure 1a shows the kinetics ofDI (v2)/I (0)(v2) at a
probe wave photon energy\v251.52 eV for undoped~1!
and Bi-doped~2! samples. Figure 1b shows the spectra
DK(v2) corresponding to the maxima~1! and the minima of
the kinetics~2! which were achieved 10–15 ns after the b
ginning of the laser pulse. Each point was obtained by av
aging many tens of measurements. Spectra1 and 18 were
obtained for undoped samples while2 and28 were obtained
for Bi-doped samples for which the angles between the u
vectorse1 ande2 are 0~1, 2! and 90° (18,28). The directions
e1 ande2 correspond to the directions of the electric vecto
of the plane-polarized laser and probe radiation. At the la
pulse maximum,I (v1) is 4 MW•cm22.

In the second approximation of perturbation theory
band–band two-photon transitions1 we have
0 © 1998 American Institute of Physics
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FIG. 1. a! Kinetics ofDI (v2)/I (0)(v2) for \v251.52 eV in undoped~1! and Bi-doped~2! b CdP2 samples. The upper diagram shows the laser pulse pro
(LI ). b! Spectra ofDK(v2), corresponding to the maximum of the kinetics for undoped samples (1,18) and the minimum of the kinetics for Bi-doped sample

(2,28) for e1,̂e250° ~1, 2! ande1,̂e2590° (18,28); q1iq2ic, I (v1)54 MW•cm22.
the
i-
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f
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l,
kes
K ~2!~v2!;(
CV

E
B.z.

uMCV
~2!u2d~Ec~k!

2Ev~k!2\v12\v2!dtk . ~2!

Here

MCV
~2!~k,e1 ,e2!

5(
l

F ~e2dcl!~e1dlv!

El~k!2Ev~k!2\v1
1

~e1dcl!~e2dlv!

El~k!2Ev~k!2\v2
G

~3!

is a composite matrix element of TPA,

dlv5^ l ,kud̂uvk&, dcl5^c,k,ud̂u l ,k&,
d̂ is the operator of the electron dipole moment, and
subscriptsv, l , c denote the initial valence-band, intermed
ate, and final conduction-band electron states. The d
functiond„Ec(k)2Ev(k)2\v12\v2… expresses the law o
conservation of energy, which should be satisfied by
TPA process as a whole, although it is not satisfied for e
TPA stage separately. It can be seen from Eqs.~2! and ~3!
that as\v1 or \v2 approachEl(k)2Ev(k), a resonant in-
crease inK (2)(v2) should be expected. However, as soon
the transition from theuv& to the u l & state becomes rea
one-photon absorption of the electromagnetic field also ta
place.

The question then arises as to howDK(v2) can be sepa-
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rated in practice into intrinsic TPA, resonant TPA, a
DK (1)(v2). For this purpose we can use the relaxation, sp
tral, intensity, angular, and polarization dependences of th
types of absorption. The kinetics of TPA relative to the la
emission has an instantaneous response, whereas an
crease inDK (1)(v2) has an appreciable lag, and any d
crease has a very substantial lag relative to the laser puls
has now been established that induced one-photon absor
and bleaching ofDK (1)(v2) in real crystals is caused by th
presence of local energy levels in the band gap.3,4 In this
case,DK (1)(v2) is proportional to the change in the lev
population which takes place under the action of the la
radiation. As the laser radiation intensityI (v1) increases, the
population of the local levels saturates. The intrinsic TP
coefficient K1

(2)(v2) depends linearly onI (v1): K1
(2)(v2)

5b1I (v1), whereb1 is the intrinsic TPA constant. Thus,
DK(v2)5K1

(2)(v2)1DK (1)(v2), K1
(2)(v2) and DK (1)(v2)

may be separated by a line running parallel to the hi
intensity section of the experimental curveDK(v2)
5 f „I (v1)… and passing through the origin.1,3,4 It was shown
in Refs. 1 and 3–9 that when light propagates along the o
axis of the crystal,DK (1)(v2) does not depend on the pola
ization of the beams or the anglee1,̂e2, whereasK1

(2)(v2)
depends very strongly on whether the beams are linearl
circularly polarized.4,6–8

In b CdP2 the coefficient of linear circular dichroism
a5K1,lin

(2) (v2)/K1,circ
(2) (v2) for circularly polarized beams fo

dipole-allowed–forbidden intrinsic TPA increases monoto
cally from 1.14 to 1.21 as\v11\v2 increases in the rang
2.52–3.13 eV~Ref. 4!. In this spectral rangeK1

(2)(v2) also
increases monotonically. The coefficients of resonant T
K2

(2)(v2) via l impurity levels have different spectral, inten
sity, angular, and polarization dependences compared
K1

(2)(v2) ~Ref. 1!. For dipole-allowed–allowed two-photo
transitions for the cases lc8 50, sv l8 Þ0, wheres8 is the cross
section for absorption of laser radiation, we have

K2,lc
~2! ~v2!5b2,lc

m I ~v1!~12r l
~0!!

3expF2
sv l8

\v1
E

0

t

I ~v1!dtG . ~4!

Here r l
(0) is the population of thel impurity level under

dynamic equilibrium prior to the action of the laser radiatio
b2,lc

m is the resonant TPA constant which corresponds to
maximum number of intermediate levelsNl involved in the
absorption,

b2,lc
m ;

GcvNl

~v11v22vcv!21Gcv
2

, ~5!

Gcv is the decay constant. Ifs lc8 Þ0 andsv l8 50, we have

K2,v l
~2! ~v2!5b2,v l

m I ~v1!

3H 12r l
~0!expF2

s8

\v1
E

0

t

I ~v1!dtG J , ~6!

where the proportionality~5! is also satisfied forb2,v l
m . It can

be seen from relation~5! that the spectrum of allowed–
allowed resonant TPA is a narrow Lorentzian curve.
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For uniaxial crystals with theC4v point group such asb
CdP2 where the radiation propagates along thec axis, K2

(2)

3(v2) depends on the angle between the vectorse1 ande2

of linearly polarized beams, and also on the type of polari
tion of these beams. For linear polarizations the coeffici
of allowed–allowed TPA is1

K ~2!~v2!5K0,lin
~2! ~v2!cos~e1,̂e2! ~7!

for opposed circular polarizations

K ~2!~v2!5K0,circ
~2! ~v2!, ~8!

and for similar circular polarizations

K ~2!~v2!50. ~9!

Fundamental TPA inb CdP2 is allowed–forbidden4,9 and
does not typically exhibit these angular and polarization
pendences. Since deep local states of electrons in the
gap do not possess specific parity, resonant TPA via th
states is allowed–allowed.

Our experimental investigations ofb-CdP2 have shown
that only the band in theDK(v2) spectra with a maximum a
\v251.43 eV exhibits all the properties of resonant TP
described above. The profile of this band and its intens
dependence are well described by Eq.~6!. The oscilloscope
traces of the 1.43 eV band show that the fast componen
the absorption kinetics clearly predominates compared w
the traces at adjacent points in the spectrum of the undo
crystals. For linearly polarized beams this band agrees w
Eq. ~7!, reaches a maximum whene1ie2, and disappears
when e1'e2. For circularly polarized beams~conditions~8!
and ~9! are satisfied!, this band is clearly observed for op
posed helicities and is almost absent for similar heliciti
For beams withe1ie2 and opposed helicities, the coefficie
of linear circular dichroisma also predominates in this ban
compared with its values nearby. The half-width of the re
nant band is\Gcv50.29 eV. The transverse electron rela
ation time for resonant TPAT251/Gcv is then 4.3310214 s.

Figure 2 gives the intensity dependences obtained fo
Bi-doped sample at the points\v251.43 ~1!, 1.40 ~2!, and
1.46 eV~3!. At the points\v251.40 and 1.46 eVDK(v2)
only contains DK (1)(v2) and K1

(2)(v2). The component
DK (1)(v2) is attributed to a decrease in the impurity abso
tion of the probe wave in the sample caused by redistribu
of the impurity level populations in the band gap under t
action of the pump wave andK1

(2)(v2) is attributed to intrin-
sic TPA ~Ref. 1!. At the maximum of the 1.43 eV band, i
addition to the componentsDK (1)(v2) and K1

(2)(v2), the
dependence also contains the component assigned to
nant TPA DK2

(2)(v2). Assuming that the graph ofDK (1)

3(v2)1K1
(2)(v2) at the point\v251.43 eV is an averaged

graph av of curves2 and 3, the graphDK2
(2)(v2) at this

point will be the dependence obtained by finding the diff
ence between the curves~1! andav. Thus, the graph of the
resonant TPA obtained at the point\v251.43 eV is plotted
in Fig. 2b, curve4 and shows agreement with Eq.~6!. As the
intensity I (v1) increases,DK2,v l

(2) (v2) in Eq. ~6! tends as-
ymptotically to the rectilinear intensity dependence

K2,v l
~2! ~v2!5b2,v l

m I ~v1!, ~10!
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and this function is plotted by curve48. We rewrite formula
~6! in the form

K2,v l
~2! ~v2!5K2,v l

~2!,ac~v2!2DK2,v l
~2! ~v2!, ~11!

where

DK2,v l
~2! ~v2!5b2,v l

m I ~v1!r l
~0!exp„20.831017s lc8 I ~v1!….

~12!

HereI (v1) is in megawatts per square centimeter ands lc8 is
in square centimeters. In Eq.~12! it is assumed that\v1

51.17 eV and the half-height width of the approximate
triangular laser pulse is 15 ns. The intensity depende
DK2,v l

(2) (v2) is plotted by curve49 in Fig. 2. From the condi-
tion for minimumDK2,v l

(2) (v2): ]„DK2,v l
(2) (v)…/]I (v150) we

find

s lc8 51.25•10217/I ~min!~v1!. ~13!

Here I (min)(v1) corresponds to the minimum ofDK2,v l
(2) (v2).

The minimum of curve49 corresponds toI (min)(v1)'1 MW

FIG. 2. Intensity dependencesDK(v2) for a Bi-doped sample at the point
\v251.43 ~1!, 1.40 ~2! and 1.46 eV~3!. av —averaged graph of curves2
and3; 4 — result of subtracting the averaged graphav from curve1; 48 —
asymptotic form of curve4; 49 — result of subtracting the asymptotic form
48 from curve4.
ce

•cm22, thus we haves lc8 51.25310217 cm22. Substituting
into Eq.~12! the expressions from Eqs.~10! and~13! subject
to the conditionI (v1)5I (min)(v1), we obtain

r l
~0!52.72DK2,v l

~2!,min~v2!/K2,v l
~2!,ac~v2!. ~14!

From curves48 and49, for I (min)(v1)'1 MW•cm22, we ob-
tain DK2,v l

(2),min(v2)/K2,v l
(2),ac(v2)'0.35. Thus, we haver l

(0)

'0.95. Using Eq.~10!, we obtain from the slope of curve48
b2,v l

m '0.028 cm / MW.
Satisfaction of the conditionsv l8 50, s lc8 Þ0 for this

band corresponds to an energy position of the impurity b
no greater than 1.17 eV from the conduction band and
greater than 1.43 eV from the valence band. This region
the band gap contains the known leveld3 with the energy
positionEc20.86 eV~Ref. 9!. Figure 3 shows the resonanc
two-photon transitions via this level.

To conclude we note that the value ofb2,v l
m obtained for

the Bi-doped sample is 3.5 times greater than that for
undoped sample. From this it follows that doping CdP2 with
bismuth increases the concentration ofd3 levels.
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FIG. 3. Diagram showing resonant two-photon transitions inb CdP2.
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Influence of x irradiation on internal friction in silicon
N. P. Kulish, P. A. Maksimyuk, N. A. Mel’nikova, A. P. Onanko, and A. M. Strutinski 

T. Shevchenko State University, 252022 Kiev, Ukraine
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An investigation was made of the influence ofg irradiation on the temperature dependences of
internal friction in disk-shaped silicon substrates in the kilohertz frequency range. After
exposure to doses of 104 and 105 R, two dominant internal friction peaks were observed at;330
and;450 K with activation energiesH150.6 eV andH250.9 eV, respectively. These
peaks were evidently caused by reorientation of interstitial silicon atoms in dumbbell
configurations. ©1998 American Institute of Physics.@S1063-7834~98!01707-9#
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In view of the brittleness of silicon substrates used
fabricate integrated circuits, their elastic and inelastic ch
acteristics cannot be measured by static methods which
quire appreciable deformations. A nondestructive method
internal friction can eliminate these disadvantages and re
the spectrum of radiation defects, by ordering these acc
ing to relaxation time and by the contribution to the damp
of elastic vibrations. Here we investigate the temperature
pendences of the internal friction in disk-shaped silic
samples before and afterg irradiation.

We measured the temperature dependences of the i
nal friction and the elastic modulus using a method of fle
ural resonant vibrations of the substrate at a frequency
;1 kHz with an alternating strain of;1026 in a vacuum of
;103 Pa~Ref. 1!. The temperature dependences of the int
nal friction were measured using six identical,~100! ori-
ented,p-type, boron-doped silicon substrates which had
dergone the same technological process. The substrate
an electrical resistivity of;7.5V•cm, a diameter of 76 mm
and thickness of 460–470mm after depositing a;0.6mm
layer of silicon oxide as a result of high-temperature oxid
tion in dry oxygen at;1300 K.

During the measurements it was established that ann
ing the silicon structural defects distorts the profile of t
temperature spectrum of the internal friction. Internal fricti
peaks created by point defects could be observed when
substrate was heated at a rate of;0.1 K/s.

Figure 1 shows temperature dependences of the inte
friction before and afterg irradiation. The high initial inter-
nal friction background and the appreciable height of
peaks produced by the initial heating prior to irradiati
compared with the background and the peaks of the temp
ture spectrum of internal friction under repeated heating
dicate that the silicon substrate contains strong fields of t
moelastic stresses formed as a result of the technolog
process of high-temperature oxidation.

Note that the temperature dependence of the ela
modulus reveals a linear continuous decrease~within experi-
mental error! with increasing temperature as far as the te
1141063-7834/98/40(7)/2/$15.00
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perature position of the peaks. Near the internal fricti
peak, the slope of the elastic modulus curve increases ap
ciably and the modulus undergoes relaxation.

After exposure to an x-ray dose of 104 R, the internal
friction peak at;330 K, shown by curve2 in Fig. 1, in-
creases abruptly. Its height is almost trebled and the w
halved, which indicates that one type of radiation defect
dergoes relaxation. It can also be seen that after exposu
a 105 dose, the height of the peak at 330 K does not cha
significantly compared with the internal friction spectrum b
fore irradiation, which indicates that the 105 R dose has a
special influence. When the irradiation dose was increase
53105 R, the height of this peak increased almost six tim

A narrow internal friction peak at;450 K becomes the
second, even higher, dominant peak in the measured
perature range after exposure to an x-ray dose of 104 R. Ac-
tivation energiesH150.6360.1 eV andH250.8860.1 eV
were obtained for the peaks at;330 and;450 K, respec-
tively. The similarity between the activation energies o

FIG. 1. Temperature dependences of the internal friction in a boron-do
disk-shaped silicon substrate with a layer of silicon dioxide:1 — before
irradiation,2 — after irradiation with a dose of 104 R, and3 — after irra-
diation with a dose of 105 R.
5 © 1998 American Institute of Physics
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tained at 320 and 450 K and the migration energy for po
tively charged interstitial Sii

1 atomsH050.85 eV ~Ref. 2!
suggests a relaxation mechanism caused by reorientatio
interstitial silicon atoms. When the radiation dose was
creased from 104 to 105 R, the height of the peak at;450 K
increased. The dependence of the peak height on the ra
tion dose indicates that the reorientation of radiation de
complexes is a relaxation process.

The relaxation of radiation defect complexes under
action of an alternating stress may be explained as follo
Underg irradiation, Frenkel defects are formed as a resul
collisions between electrons formed by Compton scatte
and silicon atoms. Estimates show that the energy of
Compton electrons formed,;1 MeV, according to these ex
periments, is sufficient to displace the silicon atoms fro
their equilibrium positions.2

Assuming supersaturation by interstitial atoms of th
mally oxidized silicon as a result of irradiation, the peak
;330 K can be attributed to a relaxation process involv
reorientation of positively charged interstitial silicon atom
Sii

1 in dumbbell configurations while the peak at;450 K is
caused by reorientation of neutral interstitial Sii

0 silicon at-
oms.

Since the silicon being studied is doped with boron,
orientation of interstitial boron atoms is initiated by a the
mally activated jump of a smaller-radius boron atom ov
half the dumbbell. The detached interstitial silicon ato
jumps further and forms a neutral Sii – Sii dumbbell, having
merged with a neighboring, regularly positioned silic
atom.

This decay of the interstitial boron atoms leads to
formation of anisotropic neutral interstitial complexes of s
con in Sii

0 silicon, split in the@100# direction and the relax-
ation process of reorientation of these complexes evide
causes an increase in the dominant internal friction pea
;450 K accompanied by a decrease in the heights of
peaks observed at lower temperatures and associated
interstitial boron atoms.

The Sii
0 pair with two covalent bonds is the stronge

corresponding to the internal friction peak at;450 K. The

positively charged pair of interstitial Sii
1 atoms is more
i-
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weakly bound and corresponds to the peak at;330 K. Com-
pared with a neutral interstitial boron complex which al
has a single covalent bond, the Coulomb interaction ass
ated with the negative charge distribution in a Sii

1 pair is
only 7% of the covalent bond energy whereas in an inter
tial boron complex, the Coulomb interaction is stronger a
is equivalent to 80% of a covalent bond.3,4

The properties of interstitial atoms in silicon depends
their geometric configurations and charge state. Since un
equilibrium conditions, the charge state of interstitial ato
in silicon depends on the position of the Fermi level, t
migration energy is influenced by impurity doping and by t
presence of other structural defects. The nonequilibrium c
ditions created by x irradiation also influence the charge s
of the interstitial atoms and thus the activation energy
thermally activated diffusion. The repeated change in
charge state of interstitial Sii atoms duringg irradiation re-
sults in Brownian motion of these defects. The radiatio
enhanced diffusion under irradiation is caused by the dir
displacement of previously formed interstitial atoms by in
dent electrons.

To sum up, measurements of the internal friction ba
ground before and afterg irradiation and different heat treat
ments provide information on the presence and change
the fields of thermoelastic stresses in silicon substrates.
increase in the heights of the internal friction peaks af
exposure to differentg-radiation doses indicates that th
concentration of radiation defects is increased while
broadening of the peaks reflects the relaxation of addition
formed new types of radiation defects.
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A phenomenological model is proposed for the evolution of microcavities in materials under load
based on a study of the kinetics of brittle fracture in a linearly elastic deformable medium
containing a microcavity. The basic principle of the model is that, during deformation of a material
containing a micropore, fluctuations of its shape occur. The surface tension at the
micropore–medium interface stabilizes these fluctuations but if the load exceeds a critical value,
these fluctuations may begin to evolve. In so doing, they distort the shape of the microcavity.
These fluctuations are none other than cracks. This concept of crack growth and their nature has
a close analogy with the evolution of dendrites formed in supercooled melts as a result of
the loss of stable crystal shape. An analysis is made of the laws governing the evolution of a
microcavity and local loss of shape stability under steady-state pressure for the case of a
sphere containing a quasispherical cavity. ©1998 American Institute of Physics.
@S1063-7834~98!01807-3#
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The study of material fracture processes is one of
most important problems in solid-state physics and mech
cal engineering. It is well-known that the fracture of deform
able solids usually begins1 with the formation and growth o
cracks. This is why such close attention is being paid
crack formation and growth.1–3 The problem of crack forma
tion and growth can either be addressed from the phen
enological, macroscopic viewpoint3 or from the microscopic
viewpoint.2 In the first case, the evolution of already existin
cracks is studied using continuum mechanics.3 In the second
case, crack growth is represented as a consequence o
diffusion of vacancies toward them, either formed under
action of different loads or already present in the materia
a given temperature. However, no realistic description
crack formation and growth has yet been given.

The aim of the present paper is to describe a new
proach to the problem of the formation and growth of brit
cracks in elastic materials.

1. PHYSICAL PRINCIPLES AND BASIC SYSTEM OF
EQUATIONS

We shall consider a deformable solid with a localiz
defect. For a brittle material this defect can either be a
cropore or an inclusion, and for a plastic material it can b
dislocation. Here we analyze an elastic medium containin
microcavity.

The basic idea of this approach is as follows. The def
mation process of the solid is accompanied by the onse
fluctuations in the shape of the microcavity. If the sha
fluctuations fall within a zone of load gradients, they c
begin to grow. However, the surface tension at
microcavity–medium interface will stabilize the shape of t
microcavity and return it to its initial state. However, if th
maximum load exceeds a certain critical value, the fluct
1141063-7834/98/40(7)/4/$15.00
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tions begin to grow and the microcavity surface loses
stability. In this case, fluctuations, which essentially co
prise microcracks, will begin to propagate from the surfa
of the microcavity into the material.

This picture has a close analogy with the formation
dendrites in supercooled melts and solutions, and during
growth of thin films.4,5 If a cavity shape fluctuation begins t
grow, a multiple shape fluctuation may form, i.e., a dendr
form of the microcavity. In a multiple microcavity nucleatio
process~for example, during the deformation of metal pow
ders!, the shape fluctuations lead to microcracking of t
material and the onset of macrofracture of the deforma
solid.

We shall now examine this process quantitatively for t
deformation of a brittle elastic material containing a m
cropore. We shall assume that a quasispherical micropo
present in the deformable medium. A perturbation of t
shape of the spherical cavity may be caused by internal p
sures, or stresses in the material during loading bef
steady-state conditions are established.

For simplicity, we shall assume that the instant of p
turbation of the spherical cavity shape coincides with
time of application of the load. We shall also assume that
surface deviates slightly from spherical, conserving zo
symmetry. In the general axisymmetric case, the perturba
of the position vector of the surface is represented in
form of the following expansion in terms of the unit vecto
of a spherical coordinate systemeR andeu :

R05~a1uR!eR1uu eu , ~1!

wherea is the radius of the initial sphere,uR anduu are the
projections of the small perturbation vector on the unit ve
tors eR andeu .

In the deformable material we isolate a sphere of rad
R1 containing the microcavity and possibly other consid
7 © 1998 American Institute of Physics
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ably smaller cavities. If the deformable elastic medium
removed outside the sphere of radiusR1, the stresses
sRR(R1) andtRu(R1) ~the normal and tangential stresses
the spherical coordinate system! appear at the surface of th
external medium, these being the projections of the surf
stresses equivalent to the action of the removed materiaR
.R1).

Following the classical Boussinesq approach to solv
the problem of the equilibrium of a sphere containing
cavity,6 we shall seek the fields of elastic small displac
ments satisfying the elastostatics equations and also
stress fields corresponding to these displacements in the
of expansions in terms of Legendre polynomials of the ty
Pi(p), p5cos(u) and2Pi8p̂, p̂5sin(u).

ApproximatingsRR(R1) by Legendre polynomials an
tRu(R1) by the spherical polynomialsPi8p̂ yields combined
boundary conditions for the elastostatics equations

uR~a!5(
l 50

N

uR
l Pl~p!, uu~a!5(

l 51

N

uu
l Pl8~p! p̂,

sRR~R1!5(
l 50

M

Sl~ t !Pl~p!,

tRu~R1!52(
l 50

M

Ql~ t !Pl8~p! p̂. ~2!

It is known6 that the fields of the elastic displacemen
which are obtained by solving the Lame´ equation with the
boundary conditions~2!, and their corresponding stresses d
pend linearly on the spectrum of the displacement am
tudes on a sphere of radiusa uR

i ( i 50, . . . ,N), uu
j ( j

51, . . . ,N) and on the spectrum of load amplitudes on t
sphereR1, Sl(t), Ql(t) ( l 50, . . . ,M ) ~* !. The stress fields in
the regiona<R<R1 are expressed in the form6

sRR~R!5(
l 50

N

sRR
l ~R,uR

l ,uu
l ,Sl ,Ql !Pl~p!,

suu~R!5(
l 50

N

suu
l ~R,uR

l ,uu
l ,Sl ,Ql !~a l P~p!1b l pPl8~p!!,

sff~R!5(
l 50

N

sff
l ~R,uR

l ,uu
l ,Sl ,Ql !~g1Pl~p!1d l pPl8~p!!,

tRu~R!5(
l 50

N

tRR
l ~R,uR

l ,uu
l ,Sl ,Ql ! p̂Pl8~p!, ~3!

wherea l , b l , g l , d l are numbers which depend onl and on
the Poisson ration, sqr

l (q,r 5R,u,c) are linear functions of
their parameters uR

i , uu
i ( i 51, . . . ,N), Sl , Ql ( l

51, . . . ,M ).
For small perturbationsuR anduu in an isotropic elastic

solid, the stress gradients~3! for suitable values of the initia
spectrum of load amplitudes~* ! lead to growth of the micro-
cavity ~1! which is characterized by loss of shape stabil
during the deformation process. These suitable values
be determined from the kinematic condition defined at
surface.
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The required kinematic condition is derived from a ve
general representation of the cavity with the surface~1! as an
isolated phase in a two-phase medium.7 For media with a
variable porous phase the flux vector density of this phas
introduced in the form

Vn2V5I /r0 , ~4!

where Vn is the material velocity of the points in spac
bounded by the pore surface~1!, V is the material velocity of
the center of mass of the medium,I is the flux vector density
of the porous phase, andr0 is the density of the matrix
material ~continuous material outside the pore!. The left-
hand side of relation~4! for a constant material density ou
side the pore on the surface~1! determines the material rat
of change of the cavity and is equal to (dR0 /dt). A constant
density r0 in the regionR0<R<R1 may be assumed be
cause of the nondiffusive mechanism of material deform
tion and because of the smallness of other microcavity-t
defects in this region.

The right-hand side of relation~4! is a functional of the
spectrum of the displacement amplitudes. In line
thermodynamics8 the vectorI is expressed in terms of a lin
ear combination of stress invariants in the form

I52k¹m, ~5!

wherek.0 is the kinetic coefficient of proportionality,m is
the elastic potential relative to a single pore in an elas
medium, i.e.,m5(]F/]p), F is the additional elastic poten
tial ~or the elastic potential in the stresses!, and p is the
fraction of the area occupied by the pore in a region of rad
R1. For an isolated pore in a solid~region R1) without mi-
crocracks,m has the form9

m5
1

2E0
@4 tr~s•s!2~ tr s!2#, ~6!

where tr is the trace of the tensors andE0 is the modulus of
elasticity of the material matrix. Systematically substituti
expression~6! into relation~5!, and then into expression~4!
on the surface~1!, we obtain the kinematic relation

dR0

dt
52

k

r0
¹m~R0!. ~7!

Relation~7! shows that the mechanism of microcrack evo
tion is determined by the stress gradients. Under the actio
these gradients, the initial displacementsuR anduu may vary
during the deformation process. Since, in accordance w
Eqs.~1! and~3!, both sides of Eq.~7! are expressed in term
of the displacementsuR anduu , in the limits of linear elas-
ticity theory, Eq.~7! can be transformed into a linear syste
of equations for the amplitudes of these displacementsuR

l ,
uu

l ( l 50, . . . ,N), anduu
050. The parameters of this syste

are the initial conditionsuR
l (0), uu

l (0) (l 51, . . . ,N) and the
load spectrumSi , Qi ( i 51, . . . ,M ).

Evolution of the microcavity ~1! is observed for
(dR0 /dt) Þ0. We introduce the vectoreof the normal to the
surface~1!. Since the growth rate depends on the meridio
angle, we have the condition for morphological instability
the cavity shape~1! in the form of a crack-like protrusion
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dR0~u!

dt
•e~u!.0. ~8!

Fulfillment of criterion~8! results in loss of the quasispher
cal shape~1! during loading and depends on the mater
constants, the initial geometry, and the loading characte
tics.

2. MORPHOLOGICAL PORE STABILITY AND MICROCRACK
EVOLUTION UNDER STEADY-STATE LOADING

In this section we analyze the simplest type of action
a deformable medium on a sphere containing the cavity~1!
and we assume that the kinetic coefficientk is constant. This
action is defined using the boundary conditions~2! in which
Sl(t)5sl , Ql(t)5ql , wheresl , ql ( l 51, . . . ,M ) are con-
stants. The material derivative of the position vector of
surface in Eq.~7! is calculated using derivation relations an
it can be shown that, to within the second order of smallne
we have the following expression for the material derivat
of the position vector:

Ṙ'S (
i 50

N

u̇R
i Pi2

1

a (
i , j 51

N

uu
i u̇u

j (
l 50

i 1 j

b i j
l Pl D eR

12 (
i 51

N

u̇u
i Pi8p̂eu . ~9!

We substitute this expression for the velocity of the posit
vector into condition~8! and we obtain an inequality whic
defines the constraint on the load spectrum~* !, the initial
geometry, and the load parameter for which morpholog
instability of the perturbed cavity shape may occur:

(
i 50

N

u̇R
i Pi2

1

a (
i , j 51

N

uu
i u̇u

j (
l 50

i 1 j

b i j
l Pl

1x~u!
2

a (
i , j 51

N

uu
i u̇u

j (
l 50

i 1 j

b i j
l Pl>0, ~10!

wherex~u!51 for u<p/2 andx~u!521 for u.p/2.
It follows from inequality ~10! that the pore evolution

process determined only by the componentuR
0 enlarges the

initial sphere without its shape stability being lost~formation
of localized branches! and the initial pore shape is conserv
during loading. Accelerated rotation of the radius of t
points on the surface~1! increases the growth rate of th
radial amplitudes in the upper half of the region and impe
the radial kinetics in the lower half the region. This evoluti
is inhomogeneous with respect tou and involves a transition
from a quasisphere to an ellipsoid. A more complex com
nation of kinetics of the radial and rotational amplitudes
sults in irregular dendritic growth of the surface~1!.

It can be shown that by linearizing expression~6! using
the relations~3!, the equation~7! with the right-hand side of
expression~9! is divided into a system of 4M12N11 linear
equations having the form
l
s-

f

e

s,

n

l

s

i-
-

Alu̇R
l 5(

i 50

M

(
j : i 1 j > l

M

FR
i j g i j

l 1(
i 50

M

(
j : i 1 j > l

N

GR
i j g i j

l uR
j

1(
i 50

M

(
j : i 1 j > l

N

HR
i j g i j

l uu
j

12Al (
i 51

N

(
j : i 1 j > l

M

b i j
l uu

i (
k50

M

(
m:k1m> j

M

Fu
kmdkm

j

1(
i 50

M

(
j

M

(
n: i 1 j 1n> l

N

ER
i jng i jn

l uR
n ,

l 50, . . . ,2M1N, ~11!

2Alu̇u
l 5(

i 50

M

(
j : i 1 j > l

M

Fu
i j d i j

l 1(
i 50

M

(
j : i 1 j > l

N

Gu
i j d i j

l uR
j

1(
i 50

M

(
j : i 1 j > l

N

Hu
i j d i j

l uu
j

1(
i 50

M

(
j 50

M

(
n: i 1 j 1n> l

N

Eu
i jnd i jn

l uR
n ,

l 51, . . . ,2M1N. ~12!

The first of the equations~11! is an equation forl 50. In the
systems~11! and ~12! we haveAl50, l .N and Al51, l
<N. The coefficientsFi j and Ei j are linear insisj , siqj ,
sjqi , andqjqi , while Gi j and Hi j are linear insi , qi , sj ,
andqj .

We shall begin our analysis of the system~11! and~12!
with the caseM.0 where initial perturbations are only pe
missible in the radial direction. The system~12! is converted
to a system of 2M1N linear algebraic equations and on
has a trivial solution for its unknownsuR

j ( i 51, . . . ,N) and
uR

05const from the equation forl 50 in system~11!. This
constant exists if the 2M first equations from the system~12!
and the 2M11 equation from the system~11! are satisfied,
i.e., the following constraints are satisfied for the load a
plitudes:

(
i 50

M

(
j : i 1 j > l

M

Fu
i j d i j

l 1 (
i : j > l

M

Gu
i ,0d i ,0

l uR
0

1(
i 50

M

(
j : i 1 j > l

M

Eu
i , j ,0d i , j ,0

l uR
050,

l 51, . . . ,2M ,

(
i 50

M

(
j : i 1 j > l

M

FR
i j g i j

l 1(
i> l

N

GR
i ,0g i ,0

l uR
01(

i 50

M

(
j > l

N

ER
i , j ,0g i , j ,0

l uR
050,

l 50,1, . . . , 2M .

Thus, the condition for the existence of a nonzero small
tation at points on the initial cavity~1! during deformation of
the material is required for the evolution of the cavity. A
analysis of small rotation in the absence of radial initial d
placements yields a similar conclusion. A sufficient con
tion for this kinetic process of cavity growth is conditio
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~10!. Thus, the initial displacement vector introduced in e
pression~1! must necessarily have both radial and rotatio
components.

We shall now assume that a constraint only exists on
external load which is reduced to the hydrostatic unifo
pressureM50. The systems~11! and ~12! are independen
in the assumed first approximation with respect to the am
tudesuR

i anduu
i . In this case, the first equationl 50 of the

system~11! is inhomogeneous in the systems~11! and ~12!.
The matrices of the coefficients of the complete homo
neous system~11! and ~12! comprise two right triangular
matrices, of which the upper is one element broader than
lower as a result of the coefficients of the equation fol
50 in system~11!. The characteristic equation in this syste
has at least one real root.

The small displacementsu̇R and u̇u are linear combina-
tions of different functions of the timet among which there
is at least one exponential solution which generates the
essary evolution of the cavity shape~1!. Inequality ~10! is
transformed to give:

(
l 50

N

Dl~a,E0 ,n,t,s0 , . . . ,sN ,q1 , . . . ,qN ,uR
0~0!, . . . ,uu

N~0!!

3Pl~cosu!.0,

where uR
0(0), . . . ,uR

N(0), uu
1(0), . . . ,uu

N(0) are the initial
values ofuR

i (t) ( i 50, . . . ,N), uu
j (t) ( j 51, . . . ,N). In this

case, the termsDl ( l 50, . . . ,N) are nonlinear functions o
the parametersa, E0, n, t, s0 , . . . ,sN , q1 , . . . ,qN , and de-
termine the criterion for a change in the cavity surface~1! in
the form of a localized protrusion near the pointu at time t.

We shall analyze the radially symmetric caseM5N
50. The spectrum of the displacement amplitudes and lo
~* ! is reduced touR

0 , s0, and the relations~3! have the form

sRR54G~A0R232~11n!D0!, tRu50,

suu5sff522G~A0R2322~11n!D0!, ~13!

where A0 /a3522(122n)D02uR
0/a, D052(r3s0 /(4G)

1uR
0/a)/D00, D005r3(11n)12(122n), r5R1 /a, G is

the shear modulus, andn is the Poisson ratio. On the basis
the stress fields~13!, we can easily calculate the chemic
potential gradient~6! and the only equation forl 50 in the
system ~11! has the coefficientsFR

0054Z, GR
005216G(1

1n)/(122n)s0Z, ER
005228Z, where Z

5(r0E0aD00)
21kr6((122n)s0/4)2. The evolution of a ho-

mogeneous displacement with a homogeneous uniform
sion can be achieved if inequality~10! is satisfied

S uR
0~0!

a
~GR

001ER
00!1FR

00Dexp@~GR
001ER

00!t#.0,

whereP051. Thus, the critical tension atR1 depends on the
ratio of the initial perturbation and the initial cavity radiu
and on the elastic moduli

s0* /~4G!5
~11n!uR

0~0!/a

~122n!~127uR
0~0!/a!

,

-
l

e

i-

-

he

c-

ds

n-

whereuR
0(0) is the initial value ofuR

0 . For s0.s0* uniform
cavity growth is observed.

3. DISCUSSION OF RESULTS

A model has been proposed for the evolution of an i
lated cavity in an elastic medium containing a microcavi
The basic principle of the model is that a random change
shape in a stress gradient field may result in instability of
microcavity shape and microcrack growth. In this repres
tation the crack is similar to a dendrite crystal formed in
supercooled melt, i.e., the crack by analogy with a pore
‘‘crystal–cavity’’ — may be called a negative dendrite. I
this case, the Laplace equation and the kinetic conditions
the material concentration in the Mullins–Sekerka metho10

are replaced by the elastostatics equations and the kin
condition~7! on the surface~1!, and in the general case, th
condition for morphological instability has the form~8!.

In a specific example where the shape of a quasisph
cal cavity in a sphere is studied, the systems of equati
~11! and~12! determine the growth kinetics of the cavity an
the microcracks, and this type of change in shape takes p
when condition~10! is satisfied. The systems~11! and ~12!
demonstrate the final and exponential velocity of propaga
of microcavity and microcrack defects in an elastic mater
which depends on the initial geometry, the material char
teristics, and the load parameters.

This study develops the kinetic methods of investigat
fracture in solids which were first proposed in Ref. 11 a
continued in Refs. 12 and 13.
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Fiz. Tverd. Tela~St. Petersburg! 40, 1264–1267~July 1998!

Measurements were made of the deformation and fracture characteristics of nanocrystalline
copper and nickel at temperatures between 4.2 and 300 K. It was observed that the flow stresses
are sensitive to the sign of the load while deformation instability was observed at
temperatures close to liquid-helium temperature. The temperature dependence of the yield stress
was obtained. It was found that there is a range of a thermal deformation at low temperatures
which extends to 60 K for nickel and 200 K for copper. Possible reasons for these characteristics
in the deformation behavior of nanocrystalline materials are discussed, especially the role
of quantum effects in the low-temperature deformation. ©1998 American Institute of Physics.
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Experimental data on the mechanical properties
nanocrystalline materials are sparse and in many resp
contradictory.1 Authors generally confine themselves to a
tempts to relate an increase in strength or yield stress
reduction in grain size~Hall–Petch relation!, and are not
interested in the temperature dependences of the strength
plasticity characteristics, the influence of the loading regim
and so on. In our view, the limitation of this approach d
rives from the fact that even for materials with the usu
larger grain size, the Hall–Petch relation is only valid f
those material states in which the grain size determines
intragranular and grain-boundary structure, i.e., for ide
cally prepared samples for which only one parameter, s
as the annealing temperature, differs. If samples with
same grain size but different intragranular structures are
cially prepared, their strength and especially their kinetic
rameters will differ.2,3 Since the methods of preparing nano
rystalline samples are highly specific, it is not surprising t
their strength characteristics do not generally obey the H
Petch relations.4,5 A theoretical analysis of deviations from
the Hall–Petch equation for nanocrystals was reported
Refs. 6–8. The above reasoning indicates that in orde
understand the deformation of nanocrystals, we require m
comprehensive information on their behavior under lo
Thus, we investigated the low-temperature deformation ch
acteristics of metal nanocrystals and specifically, the te
perature dependences of the flow stresses, their sensitivi
the sign of the load, and also appearance of deforma
nonuniformity.

1. EXPERIMENTAL METHOD

Tests were carried out using two materials: cop
~99.98%! and nickel~99.9%!. An ultrafine-grained structure
was obtained by repeated~up to sixteen times! equichannel
angular pressing with the ingot turned through 90° after e
1151063-7834/98/40(7)/4/$15.00
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cycle.9 Electron-microscope examinations revealed that
grain size in both materials does not exceed 200 nm. A
result of an x-ray structural analysis, it was established t
for copper the main contribution to the line broadening
made by small regions of coherent scattering~around 50 nm!
whereas in nickel these regions are larger (;130 nm! and
the lattice distortion~the relative change in the lattice param
eterDa/a caused by the internal stresses! is 531023.

After equichannel angular pressing, we obtained ing
around 50 mm long with transverse dimensions of;14
314 mm. The samples for the mechanical tests were
along the long side of the ingot and had the following dime
sions: height 6 mm, diameter 3 mm for compression test
and length of working section 15 mm, diameter 3 mm f
tensile testing. The samples were deformed using an Ins
1342 universal testing machine at temperatures between
and 300 K. The low-temperature tests were carried out in
Oxford helium cryostat. Liquid nitrogen was for cooling th
sample at 77 K and above and also for precooling for
tests at 4.2–77 K. Liquid helium was supplied to the cryos
using two pumps which created a low vacuum in the c
ostat. The strain rate was 431024 s21.

2. EXPERIMENTAL RESULTS AND DISCUSSION

Figure 1 gives stress–strain diagrams for the material
various temperatures and Tables I and II give the deform
tion characteristics: the yield stressss at various tempera-
tures for tension and compression, the maximum ten
stresssb and the total elongation at ruptured. It can be seen
that at liquid-helium temperature, the plastic deformation
unstable, exhibiting jumps, which are familiar from studi
of the low-temperature deformation of coarser-grained m
als ~see Refs. 10 and 11!. Attention is also drawn to some
anisotropy to the sign of the load: under compressionss is
higher and the entire load curve is higher than that un
1 © 1998 American Institute of Physics
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tension ~even when these are compared, replotted as
stress versus strain!. This difference increases with decrea
ing temperature. This behavior could be attributed to a h
den Bauschinger effect whose appearance was caused b

FIG. 1. Strain curves of nanocrystals~stresss versus strain«), a — copper,
compression,T54.2 ~1!, 77 ~2!, 290 K ~3!; b — copper, tension,T54.2 ~1!,
290 K ~2!; c — nickel, compression~1, 2!, tension~3!, T54.2 ~1, 3!, 290 K
~2!. The sections of abrupt deformation are also shown in the insets.

TABLE I. Compressive strain characteristics of Cu and Ni nanocrystals

Material T, K ss , MPa

Copper 4.2 578
77 570
290 403

Nickel 4.2 1450
290 1002
e
-
-
the

method of preparing the materials. In equichannel angu
pressing the material is compressed in the direction of ac
of the force. This direction coincided with the axis of th
sample in our tests~both tension and compression!. Thus, it
is not surprising that under further loading, the resistance
deformation of the same sign may be higher than that fo
load of opposite sign. We attempted to check this assump
by carrying out compression testing at room temperature
a sample prepared from the working section of a sam
which had previously undergone tensile testing. Howev
the difference inss for this and the initial material was neg
ligible ~397 and 403 MPa, respectively!. The test possibly
did not give the predicted result because the uniform ten
strain ~Fig. 1! is considerably less than that during prepa
tion of the nanocrystals. It is also possible that the sensitiv
of ss to the sign of the load may be caused by relaxation
local tensile stresses by expansion of microcracks at g
boundaries, which is promoted by the low temperature a
the positive spherical component of the stress tensor,12 and
also by the high effective stresses, which are a character
feature of the deformation of nanocrystals.

We shall now examine in greater detail the structure
these load jumps at liquid-helium temperature. In the exp
ments we had facilities to analyze the data using a stand
program for an HP300 computer which gives an avera
curve and does not resolve the jump components~such as the
curves plotted in Fig. 1! and we were also able to analyze th
analog signal~see insets to Fig. 1c!. As a result, we estab
lished that the compression jumps are initiated immedia
beyond the yield stress, their amplitude is initially small, a
then increases with increasing strain. The tensile jumps oc
near the maximum of the diagram and immediately hav
fairly large amplitude.1! Fracture occurred at the instant o
the next jump and the fracture plane was inclined at an an
of approximately 55° to the tensile stress axis, which is ty
cal of fracture in cases of unstable deformation.11,13 In our
opinion, the different behavior of the deformation instabili
observed under tension and compression is caused by d
ences in the deformation geometry and the shape of
samples.13 The nanocrystalline structure evidently helps
increase the range of existence of abrupt deformation. In
case, jumps were observed for nickel at temperatures
tween 4.2 and 17 K, whereas for annealed nickel no jum
were identified in this temperature range.14

Figure 2a shows the temperature dependences of
yield stress for copper and nickel between 4.2 and 300
The yield stress was determined directly from the str
curve at a particular temperature or by repeated determ
tion of ss for the same sample.16 In this last case, we deter
mined the change in the flow stresses at the tempera
jump and then, using known values of the yield stresses

TABLE II. Mechanical properties of Cu and Ni nanocrystals under tensi

Material T, K ss , MPa sb , MPa d, %

Copper 4.2 448 550 15
290 382 435 10

Nickel 4.2 1220 1292 12



t
is
an

s
tu

-
t
d

ut
-

t
ec
ra

le
rm
lis
se

r is
o-
ere-
the
sup-

ly
at

e of
e

-

m-
e to
si-
use
for
r

yield
n

in
d at
ex-
ing

har-
ain
d as
eir

ion
e

airly
op-
ues
ing
d-

s to
d-
ture
ot at
the
tion

.
-

c
al

t

m

1153Phys. Solid State 40 (7), July 1998 Shpe zman et al.
reference points, we calculated the hardeningDs for a given
strain and determinedss . This method is not a direct one bu
does nevertheless have various advantages. First, there
error caused by testing different samples. Second, the ch
in the flow stresses~sign and magnitude! is identified exactly
so that the slight nonmonotonicity ofss(T) ~Fig. 2a! is not a
consequence of the experimental error and should be con
ered to be a characteristic feature of the low-tempera
deformation of nanocrystals.

In Fig. 2b the curvess(T) is extended to high tempera
tures using data15 on ss at 290 K after annealing at differen
temperatures. Although these are undoubtedly different
pendences, annealing appears to make the main contrib
to the change inss and this curve therefore reflects the tem
perature dependences ofss . It can be seen from Fig. 2b tha
the curvess(T) has three sections: a low-temperature s
tion where the yield stress varies negligibly with tempe
ture, a region of rapidly decreasingss , followed by a high-
temperature region with a low yield stress.

Of particular interest for discussion of the possib
mechanisms for deformation of nanocrystals are the athe
region and the low-temperature hardening, i.e., the estab
ment of probably the limiting yield stresses and flow stres

FIG. 2. a! Yield stress of copper~1! and nickel~2! nanocrystals versus tes
temperature. b! The same dependence for copper~open circles! superposed
on the dependence of the yield stress on the annealing temperature,
sured at room temperature~crosses!.15
no
ge

id-
re

e-
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-
-

al
h-
s

for solid samples of this material. The athermal behavio
most likely not real, i.e., at least two thermal activation pr
cesses are acting simultaneously, giving a weak and th
fore slightly nonmonotonic temperature dependence of
yield stress and the flow stresses. This assumption is
ported by the observation of a rate dependence ofss for
nickel at liquid-helium temperatures, although this is fair
complex.17 The constant nature of the deforming stresses
low temperatures has also been attributed to the influenc
quantum effects.17,18 In the usual relation for the strain rat

as a thermal activation process«̇5 «̇0 exp(2U/kT), where

«̇05const, U is the strain activation energy, andk is the
Boltzmann constant, the temperatureT was replaced byTe

5 f (Q/T), whereQ is the Debye temperature. In the sim
plest case we havef (Q/T)>T(11Q/T). If Q/T@1, the
contribution of the second term predominates and no te
perature dependence is found. At present, it is impossibl
estimate the critical temperature for the transition to qua
athermal strain for these ultrafine-grained metals beca
their Debye temperature differs from that determined
coarse-grained materials1 and is unknown to us for coppe
and nickel nanocrystals. If we use tabulated values ofQ
~456 K for nickel and 339 K for copper!,19 it can be seen
from Fig. 2a that no direct relation is observed betweenQ
and the change in the temperature dependence of the
stress. Thesess(T) curves are not typical of fcc metals. I
Ref. 17, for instance, a slight change inss with temperature
was obtained for nickel between 4.2 and 300 K whereas
Ref. 14 anomalies for copper and nickel are only observe
liquid helium temperatures. It may be postulated that
tended regions of quasiathermal strain are a distinguish
feature of the nanocrystalline state of fcc metals. These c
acteristics may be attributed to the dual behavior of the gr
boundaries which may act as sources of dislocations an
sinks,6 and the behavior of copper may be influenced by th
tendency to twinning at low temperatures.20

Thus, we have studied the low-temperature deformat
of two fcc metals, nanocrystalline copper and nickel. W
have shown that their strength and flow stresses reach f
high levels for these materials, higher than 500 MPa for c
per and 1300–1450 MPa for nickel. However, these val
are considerably inferior to those obtained by extrapolat
the Hall–Petch relation for larger grains. The results inclu
ing the sensitivity of the yield stress and the flow stresse
the sign of the load, the deformation instability at liqui
helium temperatures, and the anomalies in the tempera
dependence of the yield stress at low temperatures, are n
variance with the conventional dislocation concepts of
deformation mechanism but for nanocrystals the deforma
model requires further refinement.

The authors would like to thank I. N. Zimkin and G. D
Motovilina for carrying out the x-ray and electron
microscope examinations.

This work was supported financially by the Scientifi
Council of the Russian International Scientific-Technic
Program ‘‘Physics of Solid-state Nanostructures’’~Project
97–3006!.
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1!Note that unlike annealed samples with a fairly large uniform tensile str
in nanocrystalline materials this strain is low and the maximum point
the diagram is close to the yield stress. This is even more applicab
nickel.
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Thermal stability of submicrocrystalline copper strengthened with HfO 2 nanoparticles in
the temperature range 20– 500 °C
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The thermal stability of the yield stress and Young’s modulus was investigated in ultrafine-
grained copper~99.98%! and a Cu–HfO2 composite obtained by intensive plastic deformation
using the method of equichannel angular pressing. It is shown that both the pure copper
and the composite strengthened with HfO2 nanoparticles demonstrate in this state a high yield
stress (s0.2'400 MPa). When the two-hour annealing temperatureTa is increased above
200 °C, the yield stress in pure copper decreases to 40 MPa atTa5400 °C, whereas in the
Cu–HfO2 composite, high yield stresses are conserved up toTa5500 °C. A recovery
stage of Young’s modulus is found at around 200 °C both in pure copper and in the Cu–HfO2

composite. It is concluded that this stage reflects the transition of the grain boundaries
from a nonequilibrium to an equilibrium state, and the high-strength properties of the materials
are determined mainly by the grain size and depend weakly on the grain-boundary
structure. ©1998 American Institute of Physics.@S1063-7834~98!02007-3#
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Ultrafine-grained polycrystals are attracting increased
terest among researchers because of their unique physic
chanical properties.1–3 One of the most promising method
of obtaining solid, nonporous samples with an ultrafin
grained structure is intensive plastic deformation
equichannel angular pressing4–7 which can produce poly-
crystals with an average grain size of the order of 100
~Ref. 6!. The pressure-shear method~using a Bridgman an-
vil ! can produce an even more disperse structure8,9 but the
samples emerge as thin disks which are less convenien
mechanical testing.

Most of the published data on ultrafine-grained mater
obtained by intensive plastic deformation has been gener
for copper.6–14 After deformation, polycrystals of ultrafine
grained copper have a grain size of around 200 nm~Refs.
6–11!, elastic moduli reduced by 5–10% compared w
conventional polycrystals,10,12–14 and high microhardness6,7

and yield stress.7–9,11 However, a major disadvantage o
these ultrafine-grained materials obtained by intensive pla
deformation is their low thermal stability. Annealing o
ultrafine-grained copper at 150–250° causes primary rec
tallization which increases grain size6,8–10,12,14~to '1 mm),
promotes recovery of the elastic moduli,10,12–14and reduces
the microhardness6,7 and the yield stress.8,9,15,16The thermal
stability may be improved by disperse strengthening of
copper with oxide nanoparticles. In particular, the compo
tion Cu : 0.3 vol.% ZrO2 demonstrates thermal stability o
1151063-7834/98/40(7)/3/$15.00
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the yield stresss0.2'400 MPa after annealing for 2 h a
500 °C ~Refs. 15 and 16!.

The aim of the present study is to investigate the therm
stability of a Cu : 1 vol.% HfO2 system by measuring th
yield stress and Young’s modulus directly after equichan
angular pressing and after annealing for 2 h at different te
peratures. This is interesting because the use of hafnium
the oxide-forming element can approximately treble the v
ume fraction of particles compared with Cu : 0.3 vol.
ZrO2 .

1. MATERIALS AND EXPERIMENTAL METHOD

A Cu–HfO2 composite was prepared from
Cu : 0.8 wt % Hf solid solution in which the hafnium conte
was close to the limiting solubility at the melting pointTm .
The oxide nanoparticles~in our case HfO2) were formed by
internal oxidation by holding a solid solution of the oxid
forming element~Hf! in an oxygen-containing atmosphere.17

The holding time was'20 h at a temperature aroun
1000 °C. Electron microscopy1! showed that the size of th
HfO2 oxide particles is in the range 20–50 nm. These stud
also showed that the initial structure after equichannel an
lar pressing comprises a set of fragments~grains! elongated
along the ‘‘pressing’’ axis, having both small-angle an
large-angle boundaries, with an average length of 700
and transverse dimensions of 100 nm, i.e., the morpholog
texture of the initial sample is retained.
5 © 1998 American Institute of Physics
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The samples underwent intensive plastic deformation
repeated equichannel angular pressing with the sam
turned through 90° after each cycle. For pure copper stud
in Refs. 12–16 the number of cyclesn was 16, for Cu–ZrO2
it wasn512, and for Cu–HfO2 n58. The number of cycles
was reduced because of the reduced plasticity of the mat
which depends on the fraction of the strengthening pha
Whereas in Cu–ZrO2 the fraction of the oxide was 0.3 vol.%
~Refs. 15 and 16!, because of the higher solubility o
hafnium in copper, this fraction increases to'1 vol.% for
Cu–HfO2, i.e., is more than trebled.

After equichannel angular pressing, the initial sam
had a length of around 50 mm and transverse dimension
838 mm and from this we cut ingots for mechanical ('2
3235 mm) and acoustic ('232320 mm) tests.

The yield stress was determined from compressive st
diagrams using an Instron 1341 testing machine. Youn
modulus was determined from the natural frequency of
longitudinal vibrations of the sample which were excited
a well-known18 electrostatic method using an apparatus
veloped at the A. F. Ioffe Physicotechnical Institute.19 This
technique was used previously for ultrafine-grain
copper12–14 and a Cu–ZrO2 composite.15,16 It was estab-
lished that Young’s modulus depends not only on the te
perature but also on the holding time at a particular temp
ture. Most of the measurements~around 70–80%! were
made during the first hour and saturation occurs in prac
after 2 h~Ref. 14!. In order to illustrate the influence of th
annealing temperatureTa , we give data for Young’s modu
lus at room temperature as a function ofTa ~in all cases, the
annealing time was 2 h!.

2. EXPERIMENTAL RESULTS AND DISCUSSION

Figure 1 gives the yield stresss0.2 measured at room
temperature for a Cu–HfO2 composite and pure copper ob
tained by equichannel angular pressing, plotted as a func
of the annealing temperatureTa ~the data for pure copper ar
taken from Refs. 15 and 16!. It can be seen that the copp

FIG. 1. Yield stresss0.2 versus two-hour annealing temperatureTa for
Cu–1 vol % HfO2 ~1! and 99.98% Cu~2!.
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containing HfO2 particles conserves its thermal stability
this temperature range~20–500 °C!.

In pure copper, loss of thermal stability occurs at te
peratures between 150 and 250° which is confirmed by d
on the yield stress8,9 and the hardness.6,7 At these tempera-
tures primary recrystallization takes place in pure copper
the grain size increases 5–10 times, reaching 1mm or
greater~see Ref. 14!.

Figure 2 gives Young’s modulusE as a function of the
annealing temperatureTa for two Cu–HfO2 samples and
also the curveE(Ta) for pure copper taken from Refs. 14
16. Three samples of Cu–HfO2 and more than ten sample
of pure copper~99.98% Cu! were investigated in the initia
state~after equichannel angular pressing! and after different
annealing treatments. Each point on theE(Ta) curves was
recorded after holding the sample atT5Ta for 2 h. Only two
of the three E(Ta) curves measured for the Cu–HfO2

samples are shown in Fig. 2. The third is qualitatively simi
to the first two and to theE(Ta) curves given in Refs. 15 and
16 for Cu–ZrO2: a recovery stage of around 4–5% is o
served between 100 and 250 °C with a minimum atTa

around 500 °C.
The thermal stability of the yield stress in the dispers

strengthened Cu–ZrO2 composite indicates that almost n
grain growth occurs. This is supported by electro
microscope observations.15,16 Similar thermal stability in a
Cu–HfO2 system convincingly indicates that this phenom
enon ~suppression of primary recrystallization in ultrafin
grained copper obtained by intensive plastic deformation! is
typical of most systems strengthened with oxides of ra
earth metals.

It should be noted that the thermal stability of the yie
stress does not correlate with the behavior of Young’s mo
lus. TheE(Ta) curves for Cu–ZrO2 and Cu–HfO2 compos-
ites reveal a recovery stage aroundTa5200 °C, similar to
that for pure copper. The physical nature of this stage in p

FIG. 2. Young’s modulusE versus two-hour annealing temperatureTa for
copper and two different Cu–1 vol % HfO2 samples.
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ultrafine-grained copper has been discussed rep
edly.3,10,12–14,20In particular, the role of nonequilibrium grai
boundaries3,10 and grain-boundary dislocations10,12,14,20has
been stressed.

Taking account of the small~of the order of 1%! fraction
of the strengthening phase and also the good agreemen
tween theE(Ta) curves for copper and for the dispers
strengthened Cu-ZrO2 and Cu–HfO2 composites, there is
reason to suppose that the nature of the recovery stage o
modulus at'200 °C is the same in pure copper and in co
posites. This involves a transition of the grain boundar
from a nonequilibrium to an equilibrium state. Howeve
whereas in pure copper this transition initiates an increas
grain size, this does not occur in Cu-ZrO2 and Cu–HfO2

composites because the grain boundaries are blocked by
ide particles. This explains the high yield stresses up toTa

5500 °C.
Thus, the plastic and strength properties depend we

on the state of the grain boundaries and are mainly de
mined by the average grain size~according to the Hall–Petch
relation!.

A minimum on theE(Ta) curves is only observed in
ultrafine-grained composites. The assumption has b
made16 that this minimum is caused by a phase transition
the oxide particles but further investigations are required
check this.
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Atomic structure and transport and magnetic properties of the Sm 12xSrxMnO3 system
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This is the first study of the temperature dependences of the atomic structure by neutron
diffraction, as well as of the resistivity, differential magnetic susceptibility, and magnetoresistance
of the ceramic system154Sm12xSrxMnO3 (x;0.1620.4). Samples (x>0.3) having an
initially orthorhombic structure transfer upon cooling from the insulating to the metallic state and
exhibit giant magnetoresistance, which at liquid-helium temperature reaches as high as 90%
in magnetic fields up to 30 kOe. At lower doping levels (x<0.25), the compound has monoclinic
structure. The resistivity of such compounds in zero magnetic field displays insulating
behavior upon lowering the temperature to 77 K. ©1998 American Institute of Physics.
@S1063-7834~98!02107-8#
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The present interest in investigating the electrical, m
netic, and structural characteristics of transition-metal oxi
with perovskite structure originates from the di
covery of giant magnetoresistance~GMR! in partially substi-
tuted manganates La12xLxMnO3 ~where L5Ca, Ba, Sr
etc.!.1,2 The physical explanation of negative magnetores
tance is based on the Zener double-exchange mechan3

which, for a certain concentration of ‘‘holes’’~i.e., Mn41

ions!, x;0.1620.4, provides an adequate qualitative inte
pretation for the onset of ferromagnetism, metallic cond
tivity, and GMR in perovskites. At other doping levels on
observes transitions to various antiferromagnetic pha
which are accompanied in some cases~for x;0.5! by charge
and orbital ordering.4,5 Of most interest currently are th
properties of such partially substituted perovskites wh
contain in place of lanthanum other rare-earth elements~Pr,
Nd, Sm etc.!. Total or partial substitution of lanthanum a
oms in La12xLxMnO3 gives rise to an extremely stron
change of the transport and magnetoresistive propertie
perovskite, up to a complete disappearance of the trans
to metallic state at high enough doping levels (x;0.3).6,7

We are presenting here for the first time results
neutron-diffraction measurements of the temperature de
dence of the atomic structure of the Sm12xSrxMnO3 system
(x50.1620.4) investigated earlier,8,9 as well as of studies o
its resistivity, differential magnetic susceptibility, and ma
1151063-7834/98/40(7)/5/$15.00
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netoresistance. Samples of Sm12xSrxMnO3 (x;0.1620.4)
were prepared by standard ceramic technology. They w
calcined in air for 24 h atT51000 °C. The chemical com
position of the samples was additionally checked by x-
fluorescence analysis, which yielded within;2% the same
content of Sm, Sr, and Mn atoms in the compound as
traditional chemical procedure.

1. NEUTRON-DIFFRACTION STRUCTURAL STUDIES

We carried out the first high-precision structural stud
of 154Sm12xSrxMnO3, fully enriched by the Sm-154 isotope
for two strontium concentrations:x50.25 and 0.4. The crys
tal structure of the compounds was derived from pow
neutron-diffraction patterns.

The x50.25 sample was measured on the Russi
French high-resolution multi-detector diffractomet
~HRPMD, LLB, Saclé, France! within a broad temperature
range (Texp51.5, 70, 140, and 300 K! and on the Mini-
SFINKS time-of-flight diffractometer~PNPI, Gatchina, Rus-
sia! at Texp5170 K. HRPMD operates at a constant wav
length l52.3433 Å within the scanning range 2Q56
2174°, and Mini-SFINKS is capable of producing diffrac
tion patterns in the intervaldhkl50.521.5 Å.

The starting structural model of thex50.25 compound
was chosen based on an analysis of positions of 25 diff
8 © 1998 American Institute of Physics
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FIG. 1. Experimental~HRPMD, points! and theoretical~line! diffraction spectra measured atTexp5140 K for a154Sm0.75Sr0.25MnO3 sample. Shown below is
the difference curve, and above, the positions of diffraction lines. The inset shows the temperature dependence of differential magnetic susceptibx(T).
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tion peaks obtained on HRPMD. The deviations of the
perimental peak positions from calculated values were sm
est when choosing monoclinic symmetry, with monoclin
distortions being small~g290°'0.7°!. Therefore the Ri-
etveld refinement of the structural parameters~by the MRIA
code10! made use of two models: orthorhomb
(Pnma, N62) and monoclinic~P1121 /a, N14, centrosym-
metric setting!. The structure chosen by the fitting quali
-
ll-
criterion based on HRPMD data~the region of largedhkl!
was monoclinic ~the fitting criterion x253.05 for Texp

5300 K!. The spectra obtained on Mini-SFINKS~smalldhkl

and, as a consequence, a large number of overlapping pe!
did not permit unambiguous conclusion on the structure
the sample under study.

Figure 1 presents for illustration an experimental sp
trum taken at 1.5 K together with the results of its treatme
he

d

FIG. 2. Schematic representation of a fragment of t
structure of 154Sm0.75Sr0.25MnO3. Oxygen atoms are
bound in octahedra, manganese atoms~not shown! reside
inside the octahedra, and Sm~Sr! atoms are represente
by spheres.
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The structural parameters are listed in Table I. Figure
shows a fragment of the structure of the154Sm0.75Sr0.25MnO3

compound. We readily see that the compound has a disto
perovskite structure. The distortions become manifest

TABLE I. Structural parameters of154Sm0.75Sr0.25MnO3 for different tem-
peratures. Manganese atoms occupy sites with coordinates 1/2,0,0 an
2,1/2.

T, K

300 140 70 1.5

Sm x 0.035 0.042 0.043 0.044
y 0.242 0.237 0.237 0.238
z 20.014 20.024 20.022 20.018

O1 x 0.483 0.491 0.492 0.492
y 0.262 0.242 0.247 0.248
z 0.055 0.057 0.049 0.043

O2 x 0.289 0.297 0.302 0.313
y 0.044 0.034 0.035 0.034
z 0.742 0.710 0.703 0.694

O3 x 0.686 0.713 0.718 0.725
y 0.539 0.541 0.545 0.548
z 0.296 0.307 0.306 0.306

a, Å 5.479 5.5062 5.498 5.494
b, Å 7.686 7.672 7.672 7.675
c, Å 5.453 5.435 5.435 5.436
g, ° 90.3 90.49 90.47 90.50
2

ed
ot

only in rotations and deformation of the oxygen octahedr11

but in zigzag displacements of atoms on the Sm~Sr! sublat-
tice as well. On the whole, the observed structure is sim
to that of substituted LaMnO3,

11 with the exception of a
small monoclinic distortion. Unsubstituted LaMnO3 exhibits
a similar structure.12 As follows from Table I, temperature
affects primarily the oxygen coordinates and lattice co
stants. Thus the evolution of the lattice geometry with te
perature reduces to variation of the unit cell volume, of t

FIG. 3. A part of a diffraction spectrum obtained at different temperatu
which illustrates the appearance of a magnetic contribution.T(K): 1—300,
2—140,3—70, 4—1.5. The positions of the structural reflections are ide
tified below.

0,1/
FIG. 4. Experimental~Mini-SFINKS, points! and theoretical~line! diffraction spectra obtained at room temperature on a154Sm0.6Sr0.4MnO3, sample. Shown
below is the difference curve, and above, the positions of diffraction lines.
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cell axial ratio, and of the extent of oxygen octahedron d
tortions. The monoclinic angle remains approximately co
stant within the temperature range studied~g'90.5°!. It
should be pointed out that the variations of the cell volum
bond lengths and angles are nonmonotonic in character
terpretation of the results obtained by us would require
ditional structural studies, preferably on154Sm12xSrxMnO3,
single crystals of different composition.

The spectra measured atT570 and 1.5 K exhibit a
growth in intensity of the peak shown in Fig. 3 with decrea
ing temperature. Taking into account the temperature dep
dence of susceptibility, the small extent of monoclinic d
tortions, and an analysis12 of the magnetic contributions to
scattering, the present authors believe this to be an indica
of the onset of ferromagnetic ordering on the mangan
sublattice.

Structural evidence was obtained for
154Sm0.6Sr0.4MnO3 sample from the data gathered on Min
SFINKS diffractometer at room temperature. In contrast
thex50.25 sample, the best agreement of the calculated
experimental diffraction patterns was obtained for the ort
rhombic structural model (Pnma, N62). The experimenta
spectrum and the results of its treatment are shown in Fig
the lattice constants were found to bea55.435 Å,
b57.661 Å, c55.433 Å.

2. TRANSPORT AND MAGNETIC PROPERTIES

We performed measurements of the temperature be
ior of resistivity,r(T) (T54.22300 K), and of differential
magnetic susceptibility,x(T) (T5772300 K), both on
standard (x50.3) and enriched samples of Sm12xSrxMnO3

(x50.25, 0.4). The temperature dependence ofr(T) of this
compound~Fig. 5! follows a course typical of the mangan
ates, with a maximum atTm;90 K for x50.3 and Tm

;125 K for x50.4. Within the temperature interval from 3
to 4.2 K,r(T) practically does not change and remains fai
large in magnitude (r;102V•cm). We attribute this behav
ior of r(T) in the metallic region both to grain boundarie
responsible for the relatively high residual resistance an
the existence~in the absence of an external magnetic field! of
magnetically disordered regions~domains!. In zero magnetic
field, samples withx<0.25 do not become metallic with de
creasing temperature. Samples cooled below room temp
ture exhibit an exponential growth of resistance with an
tivation energy'0.15 eV, which is typical of dielectrics
whereas the paramagnetic susceptibility remains practic
constant down to 120 K. Around 90 K, samples withx
50.25 and 0.3 exhibit a strong growth ofx(T) signaling a
transition to a magnetically ordered state. The behavio
the magnetic susceptibility ofx50.4 samples appears un
usual. In the temperature range from 120 to 77 K it increa
practically linearly, while in ther(T) relation one observes
maximum atT5125 K.

Magnetoresistance measurements on the samples
x50.3 and 0.4 were made in magnetic fields of up to 30 k
by the four-probe technique at 77 K and at room tempe
ture. For the parameter characterizing the giant magnet
sistance effect we tookd(H, T)5@R(H, T)2R(0, T)#/
-
-

,
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R(0, T), where H is the external magnetic field. AtH
525 kOe, a drop in resistance characteristic of the GMR
observed to occur. For thex50.3 sample, the maximum dro
of resistance is as high as 90% at 87 K, and forx50.4 it is
approximately 80% near 120 K.

3. DISCUSSION OF RESULTS

Our powder neutron-diffraction measurements ha
established for the first time the structure
154Sm12xSrxMnO3, (x50.25, 0.4) within the temperatur

FIG. 5. Temperature dependences of the resistivity of~a!
154Sm0.7Sr0.3MnO3, and ~b! 154Sm0.6Sr0.4MnO3. 1—zero external magnetic
field, 2—data obtained in an external magnetic fieldH(kOe): ~a! 26, ~b! 24.
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range 1.5–300 K. Rietveld refinement of the diffracti
spectra permitted determination of atomic positions in
unit cell of the monoclinic structure. A preliminary analys
of the diffraction data obtained atT51.5 and 70 K combined
with magnetic susceptibility measurements indicates
presence of ferromagnetic ordering in the sample un
study. The latter observation requires a comprehensive t
perature study of the magnetic structure of the samples
particular interest appear measurements of magnetiza
and structural parameters belowTm . The high residual resis
tance of the samples may indicate incomplete ferromagn
ordering, because the resistance of perfect single crystals
thin lanthanum manganate films in metallic phase and un
complete magnetic ordering is close to zero at low tempe
tures and obeys the relationr(M )5const@12(M/Ms)

2#,
where M is the temperature-dependent sample magnet
tion, andMs is saturation magnetization.

The data on the transport and magnetoresistance pro
ties of the Sm12xSrxMnO3 system can be interpreted qua
tatively in terms of the combined double-exchange mod13

with inclusion of electron-phonon coupling,14 which is ca-
pable of accounting for the temperature behavior of the c
ductivity of manganates within the concept of small-rad
polarons. At high temperatures, polarons are involved
hopping conduction characterized by a semiconductor-t
dependence of resistance on temperature, and this is
served experimentally. The peak in resistance at a cer
temperature signals a crossover from hopping conductio
quantum tunneling in the metallic phase. Numerical calcu
tions carried out using the Kubo relation for conductiv
suggest that the peak in ther(T) relation can be obtained
even in the pure polaron model. Double exchange results
steeper falloff of resistance below the transition tempera
Tm from the insulating to metallic regime. The model yiel
a dependence of resistivity on sample magnetization of
type r(M )5const@12(M/Ms)

2#.15 External magnetic field
magnetizes the compound, reduces the resistivity, and s
the peak toward higher temperatures. Despite the succe
has been enjoying, this model cannot account for the sh
drop of resistance belowTm and give a quantitative estimat
of this temperature. Besides, this model, like most of
e
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current theoretical approaches to interpretation of the GM
considers in the perovskites only the oxygen-manganese
system, assumes the metal atoms to be responsible onl
creation of the required number of free carriers, and dis
gards their atomic magnetic properties. Clearly enou
within this approach the properties of a system should
only very weakly dependent on the actual rare-earth elem
which is at variance with both our data~the low transition
temperatureTm from the insulating to metallic conductio
regime! and with measurements made on Pr0.7Ca0.3MnO3, a
compound that in zero external magnetic field does not
come metallic even down to 20 K, while remaining at t
same time paramagnetic.
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Investigation of micromagnetism and magnetic reversal of Ni nanoparticles using a
magnetic force microscope

A. A. Bukharaev, D. V. Ovchinnikov, N. I. Nurgazizov, and E. F. Kukovitski 
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Isolated Ni nanoparticles were studiedin situ by atomic and magnetic force microscopy in the
presence of an additional external field up to 300 Oe. By comparing topographic and
magnetic images, and also by computer modeling of magnetic images, it was established that
particles smaller than 100 nm are single-domain and easily undergo magnetic reversal
in the direction of the applied external magnetic field. For large magnetic particles, the external
magnetic field enhances the magnetization uniformity and the direction of total
magnetization of these particles is determined by their shape anisotropy. Characteristics of the
magnetic images and magnetic reversal of particles larger than 150 nm are attributed to
the formation of a vortex magnetization structure in these particles. ©1998 American Institute
of Physics.@S1063-7834~98!02207-2#
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Scanning probe microscopy, especially atomic- a
magnetic-force microscopy, are opening up new experim
tal possibilities for more comprehensive studies of magn
ordering in materials during the transition from micro-
macrodimensions, since both the microtopography and
micromagnetism of a solid surface can be investigated sim
taneously at nanometer spatial resolution.1–3 A significant
factor is that important effects for magnetism, such as
magnetic reversal of surface elements by an external m
netic field, can be studiedin situ with a magnetic-force mi-
croscope~MFM!, i.e., directly during the action of the mag
netic field on the sample.4–7

Of particular interest among the wide range of obje
being studied are planar magnetic structures consisting
isolated ferromagnetic single-domain nanoparticles. Th
materials form the basis for the development of so-ca
quantum magnetic disks — new media for the recording
storage of information. As a result of the uniform magne
reversal of isolated nanoparticles separated by distance
several tens of nanometers, information can be recordedi ,
these media with a density of 0.25 Tbites/in2 ~Ref. 8!.

Although there are numerous methods of preparing m
netic particles,9 it is fairly difficult to obtain isolated mag-
netic particles on a surface because of their agglomeratio
a result of interparticle magnetic interaction. In the pres
study, isolated Ni magnetic particles were obtained on a
face by a method based on the coalescence effect whic
comparatively rarely used for this purpose, — the format
of nanoparticles by annealing a thin island-like me
film.10,11 It is known, for instance, that a substantial increa
in the coercive force of a nanostructured Pt/Co film occ
after heat treatment and is attributed to the postulated for
tion of single-domain nanoparticles in this film.12
1161063-7834/98/40(7)/6/$15.00
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The aim of the present study was to use MFM to det
single-domain magnetic particles in Ni film nanostructur
by thermal annealing and to studyin situ, i.e., in the presence
of an auxiliary external magnetic field, the magnetic rever
of these nanoparticles as a function of their shape and s

1. SAMPLES AND METHODS

Microtopographic surface images with nanometer re
lution were obtained using a Russian P4-SPM-MD
scanning-probe microscope operated as an atomic-force
croscope~AFM!. The magnetic measurements were ma
using a Nanoscope III probe microscope. Both devices op
ated in the so-called vibrational mode where a micropro
with a sharp tip at the end vibrates near its resonant
quency with an amplitude between 10 and 100 nm~Refs. 2
and 3!. During line scanning of a sample surface, the int
action between the tip and the surface is recorded from
change in the amplitude or phase of the microprobe vib
tions. If at the maximum deflection from the equilibrium
position the apex of the tip briefly touches the surface~‘‘tap-
ping mode’’!, the surface profile is recorded. When the ma
netic tip does not reach the surface, the main contribution
changes in the amplitude or phase of its vibrations is m
by magnetic interaction. By systematically scanning ea
line twice, recording first the relief and then the magne
interaction, it is possible to obtain microtopographic a
magnetic images of the same section of the surface. In
measurement mode, after the surface profile has been m
sured along one line, for which the data are stored in
computer memory of the microscope, the comput
controlled microprobe moves along the same section ag
repeating its relief, but without touching the surface beca
the average distance between the microprobe and the su
3 © 1998 American Institute of Physics
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FIG. 1. AFM images of a nickel nanostructured film obtained near the edge of the film: a, b — in theinitial state, c, d — after annealing at 800 °C; b, d —
surface profiles along the lines indicated in Figs. 1a and 1c, respectively. Images a and c are shown viewed from above with lateral illumination2

substrate can be seen in the upper section.
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is increased~to 50 nm!. In this case, the phase of its vibra
tions only changes as a result of magnetic interaction
tween the microprobe tip and the sample. The image t
obtained will consist of dark and light sections~so-called
magnetic contrast! corresponding to regions with differen
magnetic interaction between the tip and the surface.5–7

For the magnetic measurements we used Si tips to w
layers of Fe~20 nm! and Cr were systematically applied. Th
tip was preliminarily magnetized~outside the microscope!
along its axis, i.e., perpendicular to the surface of the sam
For the experiments to study magnetic reversalin situ, the
microscope scanning unit was positioned between the p
of an electromagnet so that the magnetic field was direc
along the plane of the sample. The fields were set betw
1300 and2300 Oe for which no effects associated wi
magnetic reversal of the MFM tip were observed. This
evidently because the coercive force (Hc) for the iron-coated
magnetic tip is higher than that for nickel magnetic stru
tures.

The initial sample was a polished optical quartz-gla
substrate on which a semitransparent Ni layer was depos
It can be seen from the AFM images that this film consists
closely spaced metal islands completely covering the s
e-
s

h

le.

es
d

en

s

-

s
d.
f
b-

strate, with a maximum drop in profile height between
and 70 nm. In other words, the metal islands are linked
bridges. One advantages of the atomic-force microsc
compared with other microscopes is that the height of
microrelief can be measured. Special AFM measuremen
the edge of the film showed that the average thickness of
bridges between the metal islands is around 30 nm and
average film thickness is 40 nm~Figs. 1a and 1b!. After an-
nealing in a hydrogen atmosphere at 800 °C, isolated p
ticles, predominantly of two types, form on the glass su
strate: small particles between 60 and 150 nm in diam
and up to 70 nm high, and larger ones between 250
400 nm in diameter, up to 250 nm high~Figs.1c and 1d!. In
this case, the height of the particles increases apprecia
from 70 to 240 nm for the largest ones. Most of the partic
with horizontal dimensions of less than 150 nm are nea
circular, although, apart from circular, axially-elongated p
ticles with a width to length ratio of 1:2~in a few cases 1:3!
are encountered fairly frequently among the largest partic
On some images it was noticeable that these axia
elongated particles comprised two~or three! particles which
had not completely coalesced since they exhibited a cha
teristic two- or three-humped profile. Measurements mad
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the boundary of the film after thermal annealing clearly sh
~Figs. 1c and 1d! that when scanning the sections betwe
the particles, the tip of the atomic force microscope reac
the level of the substrate. This implies that the particles
isolated, with no contact between them. The AFM data sh
that during annealing the bridges between the islands b
and the distance between them increases. This happen
cause at high temperatures the islands strive to acqui
thermodynamically equilibrium shape which is determin
by surface tension forces. The observed transformation o
film involves autocoalescence, i.e., contraction of islands
the plane of the substrate and their transformation into
lated particles.10,11 This autocoalescence during annealing
probably also accompanied by normal coalescence,
merging of particles to form larger ones. On the basis of
AFM measurements, it can be concluded that during h
treatment the total mass of metal deposited on the subs
is conserved as a result of an increase in the height
volume of the isolated particles.

When estimating the dimensions and shape of the p
uct particles, it should be noted that AFM can character
fairly accurately the height of isolated particles but the a
parent horizontal dimensions of particles whose radius
comparable with the radius of curvature of the tip apex, m
be substantially greater than the true dimensions becaus
the well-known tip–sample convolution effect.3 Thus, to es-
timate the horizontal dimensions of the particles, we use
procedure developed by us earlier13 which involved recon-
structing the shape of the tip apex and correcting the sh
and dimensions of the nanoparticles by using a comp
deconvolution program and test samples comprising 200
diameter latex spheres. In this way we established that
tips used in the experiments have a radius of curvature
around 10 nm and the small in-plane circular particles up
70 nm high are almost spherical since their diameter is 8
90 nm, i.e., the real horizontal dimensions of the small p
ticles ~with visible dimensions of less than 150 nm! are ap-
proximately 30% smaller because of the tip–sam
convolution effect.

The magnetic interaction of the microprobe vibrating
the resonant frequency was recorded from the change in
phase of its vibrations, which is given byDf'22QF8/k,
whereQ is the Q factor,k is the rigidity of the microprobe,
andF8 is the force gradient of the magnetic interaction b
tween the tip and the surface in the direction of theZ axis
perpendicular to the plane of the sample.1–3 As a result of the
small size of the tip apex, this can be approximated b
point magnetic dipolem. The force acting on this dipole
from the surface magnetic field (H) is given by F5¹(m
•H). In the absence of surface currents~i.e., when¹3H
50), this expression may be written asF5(m•¹)H. In this
case, the change in the phase of the magnetic microp
vibrations is given by

Df'2
Q

k S mx

]2Hz
i

]x]z
1my

]2Hz
i

]y]z
1mz

]2Hz
i

]z2 D , ~1!

whereHz
i are the values of thez component of the magneti

field from the i th part of the surface. It follows from this
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equation that the main change in the phase is produced
the magnetic field in theZ direction perpendicular to the
surface of the sample. We used this expression for comp
modeling of the MFM magnetic images obtained from
particles. The particle was approximated by a cylinder wh
height and diameter were the same as the particle dim
sions, the cylinder was divided into 900 sections, and e
section was replaced by a point magnetic dipole positione
the center of gravity of the section. The magnetic field of t
i th dipole was calculated using relation

Hz
i 5

3z~xMx
i 1yMy

i 1zMz
i !

r 5
2

Mz
i

r 3
, ~2!

whereMx
i , M y

i , andMz
i are the corresponding componen

of the magnetization vector of the point dipole, andr is the
distance between this dipole and the MFM tip.

Under conditions of uniform magnetization, where t
magnetic moments of all the sections are identically orien
along the surface, i.e., the particle is single-domain, the c
responding magnetic image should have the typical fo
shown in Figs. 2 and 3. The magnetic contrast~dark and light
regions! is caused by the formation of magnetic poles at
ends of the single-domain ferromagnetic particle since
point of emergence of the magnetic flux from the particle

FIG. 2. Microtopographic~a! and corresponding magnetic~b! images of
isolated nickel particles obtained by MFM.
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FIG. 3. Magnetic reversal of an isolated single-domain nickel particle in an external magnetic field: a — topographic particle image; b — computer modeling
of MFM image ~magnetic contrast! for this particle~its direction of spontaneous uniform magnetization is the same as that shown in Fig. 3d!; c, d —
experimental MFM images of the same particle with an external magnetic field of 300 Oe~the arrows show the direction of the field!.
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characterized by an appreciable change in the field along
Z axis. The line connecting the centers of the dark and li
regions on the magnetic image then coincides with the di
tion of the sum vector of the particle magnetization (M ).

2. MICROMAGNETISM AND MAGNETIC REVERSAL OF Ni
NANOPARTICLES

In the absence of an auxiliary external field, magne
images with a fairly well-defined magnetic contrast typic
of uniform magnetization were only observed experimenta
from comparatively small circular particles with an appare
diameter of less than 100 nm~Fig. 2! and axially-elongated
particles with a width of around 100 nm and a width
length ratio of 1:3. For the latter the magnetization was
rected along the long axis of the particle, i.e., along the a
of easy magnetization. It can be seen from a compariso
Figs. 2a and 2b that the three circular particles with appa
diameters between 60 and 100 nm located in the lower
of the figure have a magnetic contrast characteristic of u
form magnetization and a different orientation ofM as a
result of spontaneous magnetization. This suggests that
are single-domain. If we take into account the tip–sam
convolution effect, the real dimensions of these particles
between 40 and 80 nm, which shows good agreement
he
t
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the known theoretical and experimental critical dimens
for the single-domain state of Ni particles, which is 60 n
~Refs. 9,14, and 15!.

In the presence of a comparatively weak external m
netic field ~300 Oe!, the magnetic moments of Ni atoms i
small, almost circular particles become aligned in the dir
tion of the field with a high degree of ordering~Fig. 3!.
When the direction of the external magnetic field is chang
by 180°, the particle magnetization vectorM is also rotated
through 180° which is typical of the magnetic reversal
single-domain particles.6,7 The possibility of magnetic rever
sal of single-domain Ni particles by a field of only 300 O
evidently arises because of the low values ofHc and the
magnetocrystallographic anisotropy constantK (Hc

<300 Oe for Ni particles with diameters between 50 a
80 nm,K'53103 J/m3 ~Refs. 14,16, and 17!.

A comparison between the surface topography and
corresponding magnetic image shows that by no means
the particles reveal magnetic contrast typical of unifo
magnetization on their images. This particularly applies
circular particles of diameter greater than 150 nm and la
axially-elongated particles with a width to length ratio of 1:
The magnetic contrast from these particle is much wea
and has a more complex structure~Fig. 2!. This evidently
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FIG. 4. Magnetic reversal of axially-elongated nickel particles in an external magnetic field: a — topographic image of a groups of particles; b, c
corresponding magnetic image with a field of 300 Oe~the arrows indicate the direction of the field!; d — magnetic image of the same section after switchi
off the external magnetic field whose direction was as in Fig. 4b.
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indicates that these particles are not single-domain and
nonuniformly magnetized. No domain walls can be seen
the magnetic images of these particles which should a
give appreciable magnetic contrast, as was demonstrate
computer modeling. On this basis, we postulate that an in
mediate state between single- and multidomain with a vo
distribution of magnetization is typical of the larger particle
Our computer modeling showed that the maximu
magnetic-field gradient from circular particles with vorte
magnetization, when the local magnetization vector of e
section is directed along the tangent to concentric circles
several orders of magnitude lower than that for sing
domain particles. Thus, the existence of magnetization v
tices in a particle should significantly reduce the magne
interaction between the microprobe and this particle a
should lower the magnetic contrast. For Ni nanopartic
whose dimensions exceed the critical dimension for
single-domain state, there is a high probability of vort
structures being formed, since these particles exhibit w
magnetic crystallographic anisotropy, as has already b
noted.14 The authors of Ref. 18 also reported the rearran
ment of the magnetization from a homogeneous sing
re
n
o
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domain structure to a vortex structure when the diamete
Ni particles increased from 70 to 300 nm~for a thickness of
30–70 nm!.

The magnetic reversal of particles larger than 150
differs from that of single-domain particles. The applicati
of an auxiliary external field~300 Oe! during the measure
ments appreciably intensifies the magnetic contrast typica
uniform magnetization, particularly for axially-elongate
particles oriented in the direction of the field or at a sm
angle to it~Fig. 4b!, as is evidenced by the increased deg
of uniformity of their magnetization. Significantly, unlik
circular single-domain particles, the direction of the su
magnetization vectorM for axially-elongated particles dif-
fers from that of the external field and follows the major ax
of the particle, i.e., coincides with the axis of easy magn
zation of the particle, which is related to its shape anisotro
Unlike circular single-domain particles, axially-elongate
particles do not undergo total magnetic reversal when
external field~300 Oe! is reversed~Fig. 4c!. Typically, as a
result of magnetic reversal, the magnetic contrast of so
axially-elongated particles almost disappears~for example,
particles Nos. 1, 2, and 4! whereas for particles Nos. 5–7
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magnetic contrast appears, reflecting an increase in the
formity of magnetization. When the external magnetic fie
was again turned through 180°, the magnetic image was
stored, i.e., it was the same as that shown in Fig. 4b. A
the magnetic field had been switched off~Fig. 4d!, the mag-
netic contrast decreased appreciably although the rema
uniform magnetization remained fairly high for some pa
ticles ~Nos. 2–4!. These characteristics of the magnetic
versal of axially-elongated particles are obviously associa
with their individual hysteresis properties, i.e., how the d
gree of magnetic ordering of an individual particle is infl
enced by factors such as its shape anisotropy, the magn
crystalline anisotropy, the remanent magnetization, and
magnitude of the external field. To obtain a deeper und
standing of the micromagnetism and magnetic reversal
cesses of these particles, we need to carry out further in
tigations, including measurements for a larger range
external fields. On the basis of these data, it can merely
postulated that in an external field, the vortex magnetiza
structure becomes realigned to give a more ordered struc
oriented in the direction of the axis of easy magnetization
the particle, which is determined by its shape anisotro
When the external magnetic field is switched off, the ma
netization becomes partially disordered with a fairly hi
remanent sum magnetization being conserved. Reversa
the external field cannot reverse all the magnetic mome
and restore uniform magnetization in the new direction,
parently because of the higherHc values of these particles
Thus, a vortex magnetization structure again predominate
these particles which, as has been noted, makes no sig
cant contribution to the magnetic contrast. The assump
that large particles undergo nonuniform magnetic reve
accompanied by the formation of vortex structures sho
fairly good agreement with experimental studies and theo
ical calculations carried out using different methods.19,20

To conclude, we have reported the first results wh
demonstrate that atomic and magnetic force microscopy
be successfully used to study the morphology, microm
netism, and magnetic reversal of Ni nanoparticles obtai
by coalescence. Isolated metal particles with horizontal
mensions between 40 and 400 nm and heights betwee
and 250 nm were formed on the surface of quartz glass.
ticles smaller than 100 nm were nearly spherical while
larger particles were either circular or elongated, predo
nantly having a width to length ratio of 1:2. By comparin
the corresponding topographic and magnetic images and
by computer modeling of magnetic images, we establis
that the particles smaller than 100 nm are single-domain
easily undergo magnetic reversal in the direction of the
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ternal field, conserving their uniform magnetization. F
larger axially-elongated particles the degree of uniformity
the magnetization typically increases in the magnetic fie
although the direction of the sum magnetization of these p
ticles is determined by their shape anisotropy and not by
external field. Characteristic features of the magnetic ima
of particles larger than 150 nm and their magnetic reve
mechanisms are attributed to the existence of a vortex m
netization structure. Further use of AFM and MFM will pro
vide new information on the size dependences of the m
netic characteristics of these nanostructures.
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The aim of this study is to find universal critical values of the effective dimensionless coupling
constantg6 and refined universal valuesg4 for Heisenberg ferromagnets withn-component
order parameters. These constants appear in the equation of state and determine the nonlinear
susceptibilitiesx4 andx6 in the critical region. Calculations are made of the first three
terms of the expansion ofg6 in powers ofg4 in the limits of O(n) symmetry three-dimensional
lw4 theory, the resultant series is resummed by the Pade´–Borel method, and then by
substituting the fixed point coordinatesg4* in the resultant expression, numerical values ofg6*
are obtained for differentn. These numbersg4* for n.3 were determined from a six-
loop expansion for theb-function resummed using the Pade´–Borel–Leroy technique. An analysis
of the accuracy of theseg6* values showed that they may differ from the true values by no
more than 1.6%. These values ofg6* were compared with those obtained by the 1/n expansion
method which allowed the level of accuracy of this method to be assessed. ©1998
American Institute of Physics.@S1063-7834~98!02307-7#
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The generalized Heisenberg model, which consists o
lattice of n-dimensional spins, each interacting only with
nearest neighbors, occupies a central position in the theo
phase transitions. It describes critical phenomena in a w
range of objects including easy-axis, easy-plane, and Hei
berg ferromagnetics (n51,2,3), simple liquids and binary
mixtures (n51), superconductors~except for heavy-
Fermion and, obviously, high-temperature superconducto!,
and superfluid helium-4 (n52). This model describes th
limiting regimes of critical behavior of two superfluid Ferm
liquids with triplet pairing: helium-3 (n518) ~Refs. 1 and 2!
and neutron-star matter (n510) ~Refs. 3 and 4!, and also a
quark–gluon plasma in various models of quantum chrom
dynamics (n54) ~Refs. 5 and 6!.

It is known that the generalized Heisenberg model
thermodynamically equivalent in the critical region to t
classicalO(n)-symmetric three-dimensional Euclidean fie
theory with lw4 interaction. This means that quantum-fie
theory and, in particular, the renormalization group meth
which has proved exceptionally effective in analyses of
qualitative features of critical behavior and also in calcu
tions of critical exponents,7–9 can be used to study its critica
properties. However, the critical exponents are not the o
fundamental parameters characterizing the thermodyna
of a system in the strong fluctuation range. Equally import
are the effective dimensional coupling constantsg2k which
appear in the equation of state and determine the nonli
susceptibilities of different orders.

In recent years, the problem of finding the univers
critical valuesg6, g8, and other higher-order coupling con
stants has attracted particular attention.10–21 A whole range
of available methods have been applied to solve this pr
lem, ranging from the purely analytical14,16–18to the Monte
Carlo method.12,21However, the theoretical activity has bee
almost exclusively confined to the casen51, i.e., the Ising
1161063-7834/98/40(7)/6/$15.00
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model. There is only one study where the universal value
g6 were determined forn.1 ~Ref. 13! but the accuracy
achieved~12–24%! can hardly be considered to be satisfa
tory.

It was observed quite recently that extremely accur
numerical estimates forg6* may be obtained using th
theoretical-field renormalization group method16–18 in fairly
low orders of perturbation theory. In fact, calculations ofg6*
for n51 in three-, four-, and five-loop approximations ma
by resumming the renormalization group expansions for
three-dimensional model yielded 1.622~Ref. 16!, 1.596~Ref.
17!, and 1.604~Ref. 18!, respectively. The last of these va
ues, being the most accurate, only differs from its three-lo
analog by 1.1%. However, asn increases, the suitably nor
malized coefficients of the renormalization group expansi
decrease~see Ref. 9, for instance! which leads to an im-
provement in the approximating properties of these ser
Thus, forn.1 the three-loop renormalization group expa
sions forg6 should give numerical estimates whose level
accuracy is better than 1–2% in any case. In this situatio
is natural to use the theoretical-field renormalization gro
technique in three-dimensional space to calculate the uni
sal critical values ofg6 for arbitrary dimensionality of the
order parameter, and this is the problem addressed in
present paper.

This paper is organized as follows. Section 1 conta
general information needed to formulate the problem and
derive the renormalization group expansion for the effect
coupling constantg6. In Sec. 2, a six-loop expansion of th
b function is used as the basis to calculate the coordinat
the nontrivial fixed pointg4* for n.3. In this case, a Borel–
Leroy transformation and several different types of Pade´ ap-
proximants are used to resum the renormalization group
ries, which can give more accurate numerical values ofg4*
9 © 1998 American Institute of Physics
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than those obtained previously.9 In Sec. 3, universal critica
asymptotic forms ofg6 are obtained for differentn, the re-
sults are compared with those obtained by the 1/n expansion,
and an analysis is made.

1. RENORMALIZATION GROUP EXPANSION FOR THE
EFFECTIVE COUPLING CONSTANT g 6

The Hamiltonian of this model has the form

H5E d3xF1

2
„m0

2wa
21~¹wa!2

…1l~wa
2 !2G , ~1!

where wa is the realn-component vector field, the ‘‘bare
mass’’ squaredm0

2 is proportional toT2Tc
(0) , andTc

(0) is the
phase transition temperature neglecting fluctuations. Allo
ance for fluctuations leads to renormalization of the m
m0

2→m2, the field wa→waR , and the coupling constantl
→mg4, and also results in the appearance of higher-or
terms in the expansion of the free energy in powers of
magnetizationM

F~M ,m!5F~0, m!1 (
k51

`

G2kM
2k. ~2!

The expansion coefficientsG2k comprise complete vertice
with 2k external~truncated! lines which are linked by simple
relations with 2n-point 1-irreducible correlation function
G2k(q1 ,q2 , . . . ,g2n21) at zero momenta. In the critical re
gion each vertex has its scale dimensionality

G2k5g2km
32k~11h!, ~3!

whereh is the Fisher index andg2k are various constants
The first of theseg2 is arbitrary in the sense that its value c
be fixed by selecting the units of measurement of the ren
malized massm. We assume as usual thatg251/2 and then
m is the same as the reciprocal correlation radius and
linear susceptibilityx2 in the disordered phase will be equ
to mh22. The second constantg4 is a key parameter of the
theory, in whose terms the critical exponents, the criti
amplitude ratios, and other universal characteristics of
system are expressed. The asymptotic valueg4 ~the coordi-
nate of the fixed pointg4* ) is a nontrivial root of theb
function appearing in the renormalized group equation.
the model~1! this function is known in the highest-reporte
six-loop approximation,7–9 so thatg4* can be found for anyn
with extremely low error.

The higher effective coupling constantsg6, g8, and oth-
ers also have certain universal values in the limitT→Tc

which jointly determine the form ofF(M ,n) and the equa-
tions of state in the strong fluctuation region. In reality, ho
ever, the Taylor expansion of the scaling function norma
used to write the equation of state contains not these c
stants but the ratiog2k /g4

k21, which can easily be seen b
replacing the magnetizationM in Eq. ~2! by the dimensional
variablez5MAg4 /m(11h):

F~z, m!2F~0, m!5
m3

g4
S z2

2
1z41

g6

g4
2

z61
g8

g4
3

z81 . . . D .

~4!
-
s

er
e

r-

e

l
e

r

-
y
n-

Nonlinear susceptibilities of different orders can then be
pressed directly in terms ofg2k . For x4 andx6, for example
we can easily derive the following formulas:

x45
]3M

]H3 U
H50

5224x2
2m23g4 ,

x65
]5M

]H5 U
H50

5720x2
3m26~8g4

22g6!, ~5!

whose generalization yields the relations

g452
m3x4

24x2
2

, g65
m6~10x4

22x6x2!

720x2
4

, ~6!

which are frequently used to determine the dimensionl
effective coupling constants using the results of latt
calculations.13,15,20,22,23

We shall now find the renormalization group expansi
for g6. We shall start from normal perturbation theory whic
gives a diagram series forG6. Since in three-dimensiona
space onlylw4 type interaction is important in the renorma
ization group sense~see Ref. 24!, only four-point functions
will appear as seed vertices in the diagrams of this ser
Given the expansion ofG6 in powers of l, we can then
renormalize it, expressingl in terms ofg4 using the familiar
relation

l5mZ4Z22g4 , ~7!

where Z4 and Z are the renormalization constants of th
interactionl and the fieldwa : wa5AZwaR . After replacing
Gg by g6, this procedure gives the required result.

In the three-loop approximation, the vertexG6 is reduced
to the sum of the contributions of twenty Feynman diagra
which are shown in Fig. 1. The integrals corresponding
these diagrams can easily be calculated but when deter
ing the tensor factors, it should be borne in mind that all
vertices in the model~1! are symmetric tensors of the corre
sponding ranks. The tensor structure of the objects of inte
to us is determined in particular, by the following formula

Gabgd5
1

3
~dabdgd1dagdbd1daddbg!G4 , ~8!

Gabgdmn5
1

15
~dabdgddmn114 transpositions!G6 . ~9!

Thus, calculations of the diagrams~Fig. 1! give

g65
9

p S lZ2

m D 3Fn126

27
2

9n21340n12324

162p S lZ2

m D
1~0.00562895n310.28932673n214.04042412n

116.20428685!S lZ2

m D 2G . ~10!

The expansion of the renormalization constantZ4 for the
model~1! is now known in the sixth order ing4 ~Ref. 25! but
we only require the first three orders of this term
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FIG. 1. One-, two-, and three-loop Feynman diagrams which contribute to the effective coupling constantg6.
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Z4511
n18

2p
g41

3n2138n1148

12p2
g4

2 . ~11!

Substituting Eq.~11! into Eq. ~7!, and then Eq.~7! into Eq.
~10! finally gives

g65
9

p
g4

3Fn126

27
2

17n1226

81p
g41~0.00099916n2

10.14768927n11.24127452!g4
2G . ~12!

This renormalization group expansion will be used to cal
late the universal critical values ofg6.

2. FIXED POINT COORDINATES FOR n>3

In order to find the asymptotic values ofg6 for different
n, we need to know the fixed-point coordinates of the ren
malization group equation with the highest possible ac
racy. At the present time, this highest possible accuracy
be achieved by applying various resummation procedure
the six-loop expansion of theb-function of the model~1!.
Two decades ago, this method was used to determine
numerical values ofg4* for n51,2,3 ~Refs. 7 and 8! and
comparatively recently forn.3 ~Ref. 9!. However, whereas
the authors of Refs. 7 and 8 used complex, refined pro
dures for summation of divergent series based on the Bo
Leroy transformation and various methods of analytic c
tinuation, especially using the conformal mappi
technique,8 the authors of Ref. 9 confined themselves to
-

r-
-
n
to

he

e-
l–
-

a

simple Borel approximation and Pade´ approximants of only
one type @L21/1#. It can be seen that, in principle, thi
method gives reasonable results: forn.10 the difference
between the values ofg4* obtained by numerical estimate
and their analogs obtained by more complex resumma
procedures does not exceed 0.001~0.1%!. However, for
smallern this difference is appreciable, causing us to sea
for refined values ofg4* .

Thus, the expansion of theb function of the model~1! in
the six-loop approximation has the form9

b~g!5g2g21
1

~n18!2
~6.07407408n

128.14814815!g32
1

~n18!3
~1.34894276n2

154.94037698n1199.6404170!g4

1
1

~n18!4
~20.15564589n3135.82020378n2

1602.5212305n11832.206732!g5

2
1

~n18!5
~0.05123618n413.23787620n3

1668.5543368n217819.564764n
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120770.17697!g61
1

~n18!6
~20.02342417n5

11.07179839n41265.8357032n3

112669.22119n21114181.4357n

1271300.0372!g7. ~13!

Here, as in previous studies,7–9 the role of the argument is
not played by the effective coupling constantg4 but by the
dimensionless invariant charge proportional to it

g5
n18

2p
g4 , ~14!

which unlikeg4, does not tend to zero forn→` but reaches
a final value of unity. Series of the type~13! are known to be
asymptotic but they can easily be reduced to convergent
ries by means of a Borel–Leroy transformation

f ~x!5(
i 50

`

cix
i5E

0

`

e2ttbF~xt!dt,

F~y!5(
i 50

`
ci

~ i 1b!!
yi . ~15!

In order to calculate the integral in Eq.~15!, we need to
analytically continue the Borel transformF(y) of the un-
known function beyond the circle of convergence. To
this, we can use the Pade´ approximants@L/M # which are the
ratios of the polynomialsPL(y) andQM(y) of ordersL and
M whose coefficients are determined uniquely ifL1M11
is equal to the number of known terms in the series a
QM(0)51. It was established that the best approximati
properties are exhibited by diagonal Pade´ approximants for
which L5M or close to them~c.f., Ref. 26!. However, as the
degree of the denominatorM increases, the number of it
e-

d
g

roots increases, i.e., the number of poles of the approxim
in the complex plane. If at least some of these poles
located near the real semiaxisy.0 or, which is even worse
lie on it, the corresponding approximant becomes unsuita
for summation of the series. In practice, this imposes a fa
stringent upper constraint on the degree of the denomin
and narrows the choice of acceptable approximants. H
ever, the presence of a free parameterb in the Borel–Leroy
transformation allows the resummation procedure to be
timized to achieve the fastest possible convergence of
iteration scheme.

With these observations in mind, we selected the follo
ing strategy to calculateg* (g4* ). For eachn the nontrivial
root of the equationb(g)50 was found in the two leading
approximations — five-loop and six-loop — and the Bor
transforms of theb function were continued analytically b
means of three types of Pade´ approximants:@3/3#, @4/2#, and
@3/2#. The values of the parameterb were varied widely
~usually between 0 and 30! and were selected so that th
numerical results given by the five- and six-loop expansio
were the same or very close for all these types of appro
mants, i.e., the fastest convergence of the iteration proce
was ensured. In those cases where the diagonal approxi
@3/3# had poles for positive or small negativey for all rea-
sonable values ofb, the value ofg* was determined using
the other two less symmetric approximants@4/2# and@3/2# in
their range of analyticity. When these approximants also
came unsuitable with increasingn because of the appearanc
of ‘‘dangerous’’ poles~this occurred betweenn528 andn
532), the approximants used to obtain estimates forg4* were
switched to@5/1# and @4/1#, which could still be used up to
n540. The fixed-point coordinates thus obtained and a
the values of the critical exponentv52db(g* )/dg, which
determines the temperature dependences of the correctio
the scaling, are given in Table I~columns 1 and 2!. Also
TABLE I. Fixed-point coordinatesg* , critical exponentv, and universal values of the coupling constantg6 for 1<n<40.

g* v g* ~Ref. 9! g* ~Ref. 7! g* ~Ref. 8! g6* g6* ~Ref. 13! g6* (1/n)

n 1 2 3 4 5 6 7 8

1 1.419 0.781 1.401 1.416 1.414 1.622 1.92560.242
2 1.4075 0.780 1.394 1.406 1.405 1.236 1.26860.246
3 1.392 0.780 1.383 1.392 1.391 0.956 0.93360.197 2.9243
4 1.3745 0.783 1.369 0.751 0.62160.146 1.6449
5 1.3565 0.788 1.353 0.599 1.0528
6 1.3385 0.793 1.336 0.485 0.7311
7 1.321 0.800 1.319 0.398 0.5371
8 1.3045 0.808 1.303 0.331 0.4112
9 1.289 0.815 1.288 0.278 0.3249
10 1.2745 0.822 1.274 0.236 0.2632
12 1.2487 0.836 1.248 0.175 0.1828
14 1.2266 0.849 1.226 0.134 0.1343
16 1.2077 0.861 1.207 0.105 0.1028
18 1.1914 0.871 1.191 0.0847 0.0812
20 1.1773 0.880 1.1768 0.0694 0.0658
24 1.1542 0.896 1.1538 0.0488 0.0457
28 1.1361 0.909 1.1359 0.0361 0.0336
32 1.1218 0.919 1.1216 0.0276 0.0257
36 1.1099 0.927 1.1099 0.0218 0.0203
40 1.1003 0.934 1.1003 0.0176 0.0164
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given for comparison are the values ofg* obtained earlier9

by the Pade´–Borel method using the@5/1# approximant~col-
umn 3! and also by using more refined methods
resummation7,8 ~columns 4 and 5!.

A comparison between the numbers in columns 1, 4,
5 can be used to test this algorithm. For instance, forn53
the difference between this estimate ofg* and the more ac-
curate ones does not exceed 0.001. Another argument in
port of the efficiency of this technique may be that the n
merical estimates given by the main ‘‘working’’ approx
mants@3/3# and @4/2# depended very weakly on the param
eter b. This is clearly illustrated in Fig. 2 which gives th
dependencesg* (b) for n 5 3 and 10 obtained by using fiv
different Pade´ approximants. It can be seen that forn53 the
values ofg* calculated using the@3/3# and @4/2# approxi-
mants increased only by 0.0015 whenb increased from 5 to
15 and forn510 their increase was less than 0.0003 in
range 0,b,15. Since the fixed-point coordinates given
the @3/3# and @4/2# approximants are almost the same~Fig.
2!, the errors in the determination ofg* in any case should
not exceed the ranges of variation of these values gi
above.

In the next section the refined values of the nontriv
fixed-point coordinates will be used to find the critic
asymptotic forms ofg6 for variousn.

FIG. 2. Nontrivial fixed-point coordinates forn53 and 10 calculated by the
Padé–Borel–Leroy method using five different types of Pade´ approximants,
as a function of the parameterb.
f
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-
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3. UNIVERSAL VALUES OF THE EFFECTIVE COUPLING
CONSTANT g 6

We shall now determine the universal critical values
g6. Using Eqs.~12! and ~14!, we express the coupling con
stantg6 in terms of the chargeg

g65
8p2

3

n126

~n18!3
g3F12

2~17n1226!

3~n18!~n126!
g

1
~1.065025n21157.42454n11323.09596!

~n18!2~n126!
g2G .

~16!

As n increases, the coefficients ofg andg2 in formula ~16!
decrease and in addition, the expansion parameterg* also
decreases, as can be seen from Table I. Consequently
approximating properties of this series should improve w
increasingn. For n51, summation of the expansion~16! by
the Pade´–Borel method using the diagonal@1/1# approximant
yielded the estimateg6* 51.622~Ref. 16! which only differs
by 0.018 from the resultg6* 51.604~Ref. 18! obtained using
the five-loop approximation. As has been noted, the simi
ity between these numbers is not coincidental and reflects
rapid convergence of the iteration process. In this situation
is quite natural to use the tried summation technique to
culateg6* for arbitraryn. Thus, by constructing the series fo
the Borel transform of the functiong6(g) in accordance with
Eq. ~15!, continuing its sum analytically using a Pade´ @1/1#
approximant, and substituting into the resulting express
g5g* , we can easily obtain the universal critical values
g6 which are given in column 6 of Table I. With this in
mind, we can confirm that these values differ by no mo
than 1.1% from theg6* values given by the five-loop renor
malization group expansion. However, the accurate value
g6* should lie between the four- and five-loop estimates si
the series forg6 is alternating. Since forn51 the four-loop
approximation givesg6* 51.596~Ref. 17!, the differences be-
tween the numbers in column 6 and the true critical values
g6 cannot exceed 1.6%.

It is interesting to compare these values with those
tained by Reisz forn51,2,3,4 using lattice expansions13

which are given in column 7. It can be seen that although
results of Ref. 13 differ appreciably from those obtain
here, no direct contradiction exists~except for the casen
51). A second interesting exercise is to compare the e
mates obtained forg6* with those obtained by the 1/n expan-
sion method. Summing all contributions of order 1/n2, i.e.,
replacing the ‘‘bare’’ vertex in the first graph in Fig. 1 b
sums of ladder diagrams, we obtain

g6* 5
8p2

3n2
1OS 1

n3D . ~17!

The numerical values ofg6* given by this formula are listed
in the last column of Table I. On comparing the values giv
in columns 6 and 8, it is easy to see that the 1/n expansion
being applied to findg6* , gives considerably inferior result
compared with calculations of the fixed-point coordinate a
the critical exponents. Whereas in this last case, a 1% le
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of accuracy is still achieved forn528 ~Ref. 9!, in calcula-
tions of g6* even for n540 the accuracy of the estimate
obtained using the 1/n expansion is 6% worse. The almo
exact agreement between the values ofg6* from columns 6
and 8 forn514 does not alter this conclusion since for th
value ofn the curvesg6* (n) given by the resummed reno
malization group expansion~16! and Eq.~17! simply inter-
sect.

To conclude, another observation should be made
garding the accuracy of these results. An error in the de
mination ofg6* not exceeding 1.6% can undoubtedly be co
sidered fairly small. However, experimental technology h
recently developed so rapidly that it is now possible to m
sure critical exponents to the fourth decimal place.27,28 It is
quite feasible that a similar level of accuracy will soon
achieved in experimental determinations of the equation
state of systems described by the model~1!. Thus, it is highly
desirable to calculateg6* in the next order of renormalize
perturbation theory. Specifically, allowance for the four-lo
contribution tog6 would reduce the error in the calculatio
of its universal critical value at least threefold. At the sam
time, calculations of g6 in the five-loop and higher
renormalization-group approximations are obviously poi
less at the present time. This is because even forn51 the
difference between the four- and five-loop estimates forg6*
is so small that it is completely obscured by the variation
the fixed-point coordinateg* within its determination error.
Thus, allowance for the five-loop contribution tog6 can only
realistically improve the accuracy with whichg6* is calcu-
lated provided that its universal charge valueg is determined
at the very least from a seven-loop expansion for theb func-
tion. Such an expansion is as yet unknown.
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Anisotropy characteristics in a Permalloy film induced by a nonuniform magnetic field
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Inhomogeneities were observed for the first time in the magnetic structure of a thin Permalloy
film, induced by a strongly nonuniform magnetic field applied in the plane of the substrate
during fabrication of the samples. The films were obtained by vacuum deposition using a
molecular-beam epitaxy system. A nonuniform field was created on the substrate using
four samarium–cobalt magnets. The anisotropy of local sections of the samples was measured
using a scanning-ferromagnetic-resonance spectrometer. A strong correlation was observed
between the distribution of the magnitude and direction of the local magnetic anisotropy of the
film and the magnetic-field distribution in the plane of the substrate. ©1998 American
Institute of Physics.@S1063-7834~98!02407-1#
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It is a well-established fact that polycrystalline Perm
loy films deposited in an external magnetic field exhi
uniaxial magnetic anisotropy. In this case, the uniformity
the applied field in many respects determines not only
dispersion of the angular direction of the axis but also
magnitude of the anisotropy. It is also known that uniax
anisotropy also occurs in films in the absence of a magn
field when an atomic flux is obliquely incident on th
substrate.1 In this case, the axis of anisotropy is oriented
the plane of the film perpendicular to the direction of t
atomic flux and the magnitude of the anisotropy is mai
determined by the angle of incidence of the atoms and
substrate temperature during deposition.

The Permalloy films studied here were deposited in
highly nonuniform magnetic field with a comparatively sm
average angle of deflection of the atomic flux from the n
mal to the substrate,w'20°. The aim of the study was t
examine the correlation between the distribution of the m
netic anisotropy in the plane of the samples and the inho
geneities of the applied magnetic field against the ba
ground of the uniaxial anisotropy of the oblique depositi
process.

We investigated films of thicknessd56.5 nm, obtained
by vacuum deposition using an Angara molecular beam
itaxy system, specially modified to deposit magne
materials.2 Permalloy having the composition Fe20Ni80 was
evaporated from a crucible and deposited on
5032030.5 mm glass substrate heated to 473 K. The c
cible was placed;200 mm from the center of the substrat
In this case, the atomic flux was incident at the anglec
;65° to the long side of the substrate. The rate of deposi
of the film was;0.03 nm/s.

The substrate was situated in a highly nonunifo
magnetic field created by two pairs of rectangu
samarium–cobalt magnets measuring 203535 mm and
103535 mm. The magnets were attached to a holder
pairs along the long sides of the substrate and were p
tioned with the pairs facing each other~Fig. 1!. The pair of
1171063-7834/98/40(7)/3/$15.00
-
t
f
e
e
l
ic

e

a

-

-
o-
-

p-

a
-

.

n

r

n
si-

larger magnets was oriented with unlike poles facing wh
the pair of smaller magnets had like poles facing. As a res
the planar component of the magnetic field on the subst
varied not only in magnitude between 0 and 2.0 kOe but a
in direction. Figure 1 shows the distribution of the field lin
on the substrate obtained by a powder method.

The distribution of the magnetic inhomogeneities in t
plane of the samples was measured using a scann
ferromagnetic-resonance spectrometer developed and bu
the L. V. Kirensky Institute of Physics.3 A noteworthy fea-
ture of this spectrometer is that ferromagnetic-resonance
nals can be recorded over a wide frequency range 0
5.0 GHz by means of a set of interchangeable microw
heads. The area of the local region being measured is d
mined by the diameter of the aperture in the screen o
microstripe cavity in the head. In this experiment we use
head with a 1 mm diameter aperture and a pump freque
f 52.2 GHz. At this frequency all the samples have an av
age ferromagnetic-resonance line widthDH'8 Oe which
varies within610% from one point to another over the ar
of the film.

Figure 2 gives the distribution of the resonant fieldHr ,
which is directed along the long side of the substrate in
experiments, over the plane of the film. The orientation
the substrate corresponds to that shown in Fig. 1, i.e., du
deposition the section of the film with negativex coordinates
was situated in the field of the repelling magnets. In orde
eliminate edge effects, the measurements were only mad
the central part of the sample measuring 14340 mm. It can
be seen that the resonant field is nonuniform and varies
almost 20 Oe over the area of the film.

Note that, for a control sample deposited without a
magnets, the resonant field decreases monotonically with
creasingx and y coordinates, varying only by 5 Oe. As
result, the set of measuredHr(x,y) values forms a surface
resembling an inclined plane. The slight nonuniformity
the resonant fields observed in the plane of the con
sample is a consequence of the relationship between th
5 © 1998 American Institute of Physics
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FIG. 1. Pattern of magnetic field lines from fou
samarium–cobalt magnets positioned along the lo
sides of the substrate.
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mensions of the substrate and the distance between the
strate and the crucible during deposition of the films. In th
geometry, the angles of incidence of the atomic flux on t
plane of the substrate clearly vary appreciably at vario
points, which produces a corresponding deviation in the
rection of the axis of anisotropy and its magnitude.

The magnitude of the anisotropy fieldHk for local sec-
tions of the samples and the orientation of the axes of ea
magnetizationak were determined from the dependences
Hr on the angular directiona of the magnetic field, mea-
sured relative to the long side of the substrate. Figure 3 giv
angular dependences of the resonant field for five sections
the sample distributed along the liney527 mm~see Fig. 2!.
The numbers of the curves correspond to thex coordinate of
the particular local section.

It can be seen that all the curves have two minima a
two maxima, typical of uniaxial magnetic anisotropy. Th
difference in the position of the minima on theHr(a) curves
indicates that the direction of the axis of easy magnetizati
varies from one section of the film to another. The variatio
in the difference between the maximum and minimum valu

FIG. 2. Distribution of ferromagnetic resonance field over the area of t
film.
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of the resonant fields on the curves indicates that the an
ropy is nonuniform. It was established that the orientation
the axis of anisotropy varies within 60° over the area of
sample while the anisotropy field varies almost eightfo
Table I gives the angular directions and the magnitude of
field of uniaxial magnetic anisotropy measured for seve
local sections along the edges of the sample and at its ce

For the control sample at the center of the film, we fi
Hk'15 Oe, and the axis of easy magnetization is inclined
an angleak'45° to the long side of the substrate, which
consistent with the angle of incidence of the atomic flux
this section during deposition. A small deviation of the ang
of incidence of the atoms on other sections of the subst
caused by the deposition conditions leads to a monoto
variation in the orientation of the axis of anisotropy with
610°. In this case, the anisotropy field also varies monoto
cally over the area of the film, only by a factor of two.

An analysis of experimental results using samples
posited in a nonuniform magnetic field and control samp

e
FIG. 3. Angular dependences of the resonant field obtained at five po
along the liney527 mm. The numbers on the curves correspond to thx
coordinate.
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reveals a clear correlation between the distribution of
magnitude and direction of the uniaxial anisotropy over
plane of the film and the distribution of the magnitude a
direction of the applied magnetic field. In particular, in t
region of the filmx>10 mm~Fig. 2! which was deposited in
the strongest, comparatively uniform magnetic field, the
rection of the axis of anisotropy and its magnitude show o
slight variations along thex and y coordinates and are
mainly monotonic, almost as in the control sample. Ho
ever, compared with the control sample, the axes of ani
ropy in local sections were turned through almost 20° in
direction of the orienting magnetic field and the magnitu
of the anisotropy was reduced substantially~seex514 mm
column in Table I!.

In the rest of the film, which was deposited in the no
uniform field produced by the repelling magnets~Fig. 1!, the
orientation of the axis of easy magnetization and the ma
tude of the anisotropy exhibited stronger nonmonoto
variations. In this part of the sample the angle of deflect
of the anisotropy axis increases toward the edges of the

TABLE I. Angles ak and fields of uniaxial magnetic anisotropy in th
sample.

x, mm

y, mm 216 26 0 14

Hk , Oe ak , ° Hk , Oe ak , ° Hk , Oe ak , ° Hk , Oe ak , °

27 13.8 62.1 2.36 82.8 8.5 28.7 3.8 76.
0 11.5 38.9 8.34 37.8 7.64 37.8 6.57 61.
7 17.5 55.4 13.7 37.9 11.3 28.0 5.35 46.
e
e

i-
y

-
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e
e
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strate, having a well-defined minimum in the central part
the film on the liney50 ~see Table I!.

As was to be expected, the parameters of the unia
magnetic anisotropy of this filmHk and ak differ only
slightly from the parameters of the control sample in t
sections deposited in weak magnetic fields. This indica
that the formation of uniaxial anisotropy in each section
the film in this experiment takes place under conditions
strict competition between two mechanisms: a mechan
associated with the inclined incidence of the atomic flux
the substrate and an orientational mechanism caused by
external static magnetic field. The measurements have sh
that the magnetic field can not only deflect the direction
the anisotropy axis formed by the inclined incidence dur
the film growth process but can also substantially reduce
magnitude. This effect was observed most clearly in the s
tion of the film with the coordinates~–6; –7! ~see Fig. 2 and
Table I!. This section was deposited in a strong field gen
ated by the unlike poles of two magnets positioned on eit
side of the substrate~Fig. 1!.

The authors would like to thank I. S. E´ del’man and R. S.
Iskhakov for fruitful discussions of the results.
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Study of the magnetic state of a highly dispersed BaO – 6Fe2O3 system with near-
critical particle size
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An investigation was made of the magnetic state of a system of highly anisotropic
BaO • 6Fe2O3 nanocrystals several lattice parameters thick and having a near-critical volume
(;10218 cm3), obtained using cryochemical technology. It is observed that the particles
are transformed to the superparamagnetic state and it is shown that the external magnetic field
plays a role in its formation. AnH –T diagram was obtained for the temperature range
300 K–Tc , which shows various regions uncharacteristic of the macro-object, which are
specifically attributed to the distribution over the anisotropy fields in the system and the impaired
magnetic structure in the surface zone of the particles. Relatively large regions of magnetic
fields and temperatures were observed where reversible rotation of the magnetization vector of
particles with near-critical volume plays an important role. ©1998 American Institute of
Physics.@S1063-7834~98!02507-6#
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It is known that the size factor plays an important role
the formation of macroscopic magnetic properties of hig
dispersed systems. The essential feature of this effect co
when the particles attain a critical volumeVs , determined by
the condition that the energy of magnetic anisotropy eq
the thermal energy, the magnetic moment of the part
ceases to be fixed along the axis of easy magnetization
fluctuates in space.1 This particle behavior, which has bee
called superparamagnetic, has been observed experimen
in oxide systems with relatively low magnetocrystalline a
isotropy, such asg Fe2O3 and Co–Ti-substituted barium
ferrite.2,3 It would be interesting to detect the superparam
netic state in a system of highly anisotropic ferrite particl

1. SAMPLES

We investigated hexagonal barium ferrite with a nons
stituted magnetic matrix BaO• 6Fe2O3. On account of its
high magnetic anisotropy, the threshold particle size for
perparamagnetic behavior is low even at temperatures
the Curie point (Tc5723 K), which makes the technolog
considerably more complex. To solve this problem, the
tial ferrite-forming mixing was prepared using an unconve
tional cryochemical technology4 followed by heat treatmen
at T<800 °C, which ensures almost complete ferritizatio5

As a result, we obtained a system of single-domain partic
between 20 and 140 nm, of which up to 70% are smaller t
100 nm. Thus, the lower limit for the single-domain state
barium ferrite powder was almost reached.6 Mössbauer in-
vestigations showed that this system contained no param
netic fraction at 300 K.
1171063-7834/98/40(7)/4/$15.00
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2. INVESTIGATION OF THE TEMPERATURE AND FIELD
DEPENDENCES OF THE MAGNETIZATION

The field (H<17 kOe) and temperature (300 K–Tc) de-
pendences of the specific magnetization (s) were investi-
gated for thermally demagnetized powder samples (r;3 g
•cm23) with randomly oriented particles. Figure 1 gives th
curvess(T) for various fixed values of the magnetic field
These were analyzed using the Pfeiffer approach which
substantiated theoretically for weak fields (H!Ha , where
Ha is the anisotropy field!.3 In this approach,3 as the tem-
perature increases, an appreciable increase in magnetiz
~a maximum! should be observed after the system partic
have been transformed to the superparamagnetic state.
temperatureTB at which s increases abruptly is called th
blocking temperature. In actual highly-dispersed system
superparamagnetic transition takes place in the tempera
rangeTB

(1)–TB
(2) . The transition initiation temperatureTB

(1) is
determined from the position of the minimum on the cur
s(T), while the end temperatureTB

(2) is determined from the
position of the maximum.

The experiments described here showed for the first t
that the temperature dependence ofs also exhibits anoma-
lous behavior in strong fields (H<Ha). With increasing
field, the maximum is shifted toward lower temperatures,
width increases, and its amplitude decreases. In fields
and 7.5 Oe the curves have a point of inflection but
anomaly at 8 kOe is only observed on the differential cu
ds/dT5 f (T) at 394 K.

The temperature shift of the anomaly is caused by
dependence ofTB on the applied field7

TBH5TB0~12H/Ha!2, H!Ha , ~1!
8 © 1998 American Institute of Physics
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whereTB0 andTBH correspond toH50 andHÞ0.
The influence of the magnetic field can also be expres

in terms of the critical particle volumeVs ~Ref. 8!

VSH5VS0 /~12H/Ha!2, ~2!

whereVS0 is the critical particle volume in zero fields. It ca
be seen that as the field increases, the critical volume
creases, i.e., the field facilitates the transition to the su
paramagnetic state.

We used relation~2! as the basis to analyze the possib
ity of a superparamagnetic transition for particles in this s
tem at room temperature in the presence of an external fi
The parameterVs0 is determined from the conditions

KVS0525kT or HaI sVS0550kT, ~3!

whereK is the effective magnetic anisotropy constant,k is
the Boltzmann constant, andI s is the saturation magnetiza
tion. For the smaller particles in this system, we haveHa

>8 kOe. The saturation magnetizationI s at 300 K is 306 G.
The calculated valueVS0>0.8310218 cm3 is less than the
real minimum particle volumeV53.1310218 cm3 deter-
mined by electron microscopy. However, in fieldsH
>5 kOe the critical particle volume becomes comparable
that observed in practice and, in consequence, the part
can overcome the energy barrier associated with the m
netic anisotropy, i.e., the smallest particles are unbloc
and a superparamagnetic state is formed. It was noted in
3 that a transition to this state should increase the magn
zation. In the present case, on examining thes(H) curves,
we observed a magnetization ‘‘jump’’ in the range of fiel
Hcr

(1)–Hcr
(2) , which we shall call critical. In Fig. 2 the critica

fields are indicated by the arrow. The fieldHcr
(1) was deter-

mined from the point of departure of the curves(H) from
the initial linear section. It is difficult to determineHcr

(2) di-
rectly from this curve. Thus, assuming thatHcr

(2) should cor-
respond to the beginning of the section approaching sat
tion on the magnetization curve, all the experimental cur
s(H) were analyzed by the Akulov method.9 By way of
example, Fig. 2~inset II! gives DsH2 versusH „where
Ds5ss2s(H)) for T5620 K and also shows howHcr

(2)

was determined.

FIG. 1. Temperature dependences of the specific magnetization for
values of the magnetic field,H (kOe): 1 — 0.5,2 — 2.2,3 — 3.5,4 — 4.1,
5 — 4.6, 6 — 6.0, 7 — 6.5, 8 — 7.0, 9 — 7.5, 10 — 8.0, and11 — 10.0.
d
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Although the experimentally determined value ofHcr
(1)

~300 K! 5 5 kOe agrees with that estimated using formu
~2!, the fact that the curves(H) andHcr

(1),(2) are independen
of temperature in a relatively large range some distance f
Tc ~300–500 K! indicates that the observed effect is n
solely caused by a magnetic-field-stimulated transition of
smallest particles to the superparamagnetic state, which
account for 8%. Investigations of the specific hystere
loops revealed that the nonstandard behavior of the nor
magnetization curve also reflects the specific characteris
of the magnetic processes in a system of single-domain
ticles with a near-critical volume. For instance, at 300 K t
range of fields up to 4 kOe corresponds to reversible p
cesses involving rotation of the magnetization vector~rema-
nent magnetizations r50), whereas in the rangeHcr

(1),H
,Hcr

(2) we finds rÞ0, which indicates that the magnetizatio
is irreversible.

3. „H – T… DIAGRAM OF THE MAGNETIC STATE

Using data on the critical parametersTB
(1),(2)5 f (H) and

Hcr
(1),(2)5 f (T), as well as the particle distribution over th

anisotropy fields, we constructed anH –T diagram of the
magnetic state of a system of BaO• 6Fe2O3 nanocrystals for
the temperature range 300 K–Tc ~Fig. 3!. The blocking tem-
peraturesTB

(1) andTB
(2) are denoted by open and filled circle

respectively. The dependencesHcr
(1),(2)(T) are given by the

solid curves.
Four regions can be identified on the diagram forT

,Tc . Region I, below the curveHcr
(1)(T), uniquely corre-

sponds to the particle magnetic state blocked by the effec
magnetic anisotropy~magnetocrystalline, shape anisotrop
surface!. The magnetization processes in this region are
versible. In region II, bounded by the curvesHcr

(1)(T) and
Hcr

(2)(T), particles withV5VSH undergo a gradual~in terms
of field and/or temperature! transition to a state where th
magnetic moment is not fixed relative to the axis of ea
magnetization. This state is inhomogeneous within region

ed

FIG. 2. Isotherms of the field dependences of the specific magnetiza
T (K): 1 — 300,2 — 470,3 — 620. Insets:T5694 (I) and 620 K~II !.
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The shaded subregion betweenTB
(1)(H) andTB

(2)(H) is only
part of the region between the curvesHcr

(1)(T) andHcr
(2)(T).

We shall analyze in greater detail the magnetic state in
shaded part of region II. In this highly anisotropic system
particles unperturbed by the external magnetic field, a tr
sition to the superparamagnetic state is only possible 3
beforeTc . The fieldH<2 kOe influences the behavior of th
system comparatively weakly. A further increase in the m
netic field significantly reduces the blocking temperatu
However, it was found thatTB

(1) depends more strongly o
the field compared withTB

(2) . Thus, the temperature rang
for the establishment of the superparamagnetic stateDTB

5TB
(1)2TB

(2) varies with the field~Fig. 4!. This graph shows
the dual role of the field in the establishment of a superpa
magnetic transition. Initially, the field acts as an addition
factor to the thermal energy, thus stimulating particle u
blocking (2,H<6 kOe), but then creates a blocking effe

In fields greater thanHcr
(2) ~regions III–IV! all the par-

ticles are blocked by the external magnetic field. Region
was identified by the particle distribution over the anisotro
fields, which is a consequence of the size distribution. T
particle distribution functions overHa were obtained from
the field dependences of the remanent magnetization b
method developed for highly dispersed systems in Ref.
At 300 K, the upper limitHa>18 kOe is almost the same a
the magnetocrystalline anisotropy field,11 i.e., this value re-
fers to the largest particles for which the contributions
shape anisotropy and surface anisotropy are minimal. Allo

FIG. 3. Magnetic state diagram.

FIG. 4. Temperature range for superparamagnetic transition versus
netic field.
e
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n-
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ance for shape anisotropy shiftsHa toward lower values by
no more than 2 kOe. The contribution of surface anisotro
is observed forHa,16 kOe and the lower limit of the dis
tribution Ha>8 kOe corresponds to the smallest particles
which the influence of the structurally perturbed surfa
layer is the most perceptible. The value ofHa

min is the same
asHcr

(2) so that the curveHcr
(2)(T) describes the temperatur

dependence ofHa for particles with the lowest anisotrop
energy. The upper boundary of region III is determined
the temperature dependence of the magnetocrystalline
isotropy field.

Thus, region III is the region where the highly dispers
system approaches saturation, where the external mag
field gradually blocks the magnetic moments of all the p
ticles, overcoming the energy of magnetic anisotropy.

In the high-field region IV, the local noncollinearity o
the magnetic moments of ions in the surface layer of p
ticles, caused by the breaking of exchange bonds, is s
pressed. It is known that a specific characteristic of hig
dispersed systems is that the saturation magnetizations
lower than those of the macroscopic object. This is usua
attributed to the existence of a so-called ‘‘beveled’’ magne
structure in the surface region of the particles. Even in ox
compounds with relatively low magnetic anisotrop
@g Fe2O3 ~Ref.12!, CrO2 , NiFe2O4 ~Ref. 13!#, indications of
a beveled structure are conserved in fieldsH; 50–80 kOe,
much larger than the anisotropy field. This suggests t
these characteristics of the magnetic structure of small
ticles are caused, not only by changes in the magnetic an
ropy, but also by impaired exchange interaction in t
structure-defect open surface of the particle and adjac
layers.14 This was confirmed by extrapolating the curv
s(H) to an infinitely large field. It can be seen from Fig.
that the extrapolated values ofs for a nanodispersed powde
at these temperatures are consistent with the published
for the macroobject.

Thus, we have studied the influence of temperature
fields on the formation of the magnetic state of a high
dispersed system of BaO• 6Fe2O3 particles with a near-
critical volume and a thickness of several lattice paramet

Data obtained by studying the temperature and field
g-

FIG. 5. Temperature dependence of the specific magnetization of ba
ferrite: 1 — ss , polycrystalline sample11, points on curve —s(H→`),
powder sample;2 — s(H5Ha).
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pendences of the magnetization were used to construc
H –T, diagram in which four regions of states can be ide
tified in the temperature range 300 K–Tc . These comprised
a state blocked by the effective magnetic anisotropy, a
perparamagnetic state, and two regions of states blocke
the external magnetic field, one being a region close to s
ration, fairly extended in terms of the field because of
particle distribution over the anisotropy fields. In the seco
~high-field! region local noncollinearity of the magnetic mo
ments of the ions in the surface layer of particles with i
paired exchange interaction is suppressed.

One of the authors~A. S. K.! would like to thank the
Russian Fund for Fundamental Research for supporting
work ~Grant No. 96-02-00038!.
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Possible effects of strong local anisotropy in the vicinity of am meson occupying a rare-earth
metal interstitial site are considered. The distortion of the magnetic structure and the
corresponding contribution to the dipolar field at the muon are calculated. A threshold-type
change of the dipolar field depending on the local anisotropy or external magnetic field is predicted
for the case where the direction toward the muon is perpendicular to the magnetic moment
of one in the ions. The possibility of existence of two strengths of the dipolar field for the
ferromagnetic phases of Dy and Tb, and of its abrupt change depending on the direction
of the magnetic moment of the plane is predicted for helical antiferromagnetic structures. ©1998
American Institute of Physics.@S1063-7834~98!02607-0#
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mSR spectroscopy yields valuable information on t
magnetic properties of matter and complements essent
the more traditional methods. In particular, it permits one
obtain data on internal magnetic fields at lattice interstic
The main components of these fields are the classical dip
and quantum hyperfine fields. At first glance, calculation
the dipolar fieldBdip should not present any radical difficu
ties. At the same time calculation of the hyperfine fieldBhf

requires detailed information on the electronic structure
the crystal, which is still inadequately known for many ma
netic metals. In these conditions, the most reasonable
proach appears to be calculation ofBdip with subsequent de
termination ofBhf from the experimentally measured tot
field at them1 meson,Bm :

Bhf5Bm2Bdip2BL2Bd , ~1!

where the Lorentz fieldBL5(4/3)pMs ~Ms is the saturation
magnetization! and the demagnetizing fieldBd are also found
readily in the usual way. The quantityBhf derived from Eq.
~1! can be used subsequently to compare with microsco
calculations, which are complex and not very reliable. F
instance, theoretical calculations ofBhf do not provide good
agreement with experiment for both 3d and 4f magnets.1–5

In our opinion, any attempt at improving the theory shou
be preceded by experimental determination ofBhf from Eq.
~1! taking into account the real magnitude ofBdip .

Equation ~1! is naturally semiphenomenological. Th
situation may change and become still more complica
when the domain structure is taken into account.4 In our
subsequent analysis we shall, however, restrict ourselve
consideration of one domain only and to calculating con
butions which do not depend on domain structure.

Calculation of the various contributions toBdip in Eq. ~1!
should include the effects associated with the local effec
a muon on the surrounding lattice. One has thus far b
discussing the geometric distortion of the lattice in the vic
ity of the muon, the change in charge density, and so
other factors of electrostatic nature.6 On the other hand, the
distortion of the magnetic structure of the crystal by t
1181063-7834/98/40(7)/6/$15.00
lly
o
s.
lar
f

f
-
p-

ic
r

d

to
-

f
n

-
e

muon may obviously also play an important part. Because
the smallness of the magnetic moment of the muon its di
magnetic interaction with lattice ions is naturally quite wea
There is, however, another very important mechanis
which is connected with the appearance of a strong lo
magnetic anisotropy near the muon. This mechanism can
conveniently described by introducing local magnetic anis
ropy constants. The magnitude and symmetry propertie
the latter can be studied within the concepts of crystal fi
theory. A similar effect of a change in magnetic-mome
orientation of the nearest-neighbor ions due to the mu
electric-field gradient was considered qualitatively
Campbell.7

This effect may play a dominant role in strongly anis
tropic rare-earth~RE! magnets, where the large orbital mo
mentsL of RE ions become oriented in the muon elect
field and, in this way, orient the total momentaJ5S1L
coupled rigidly withL and the corresponding magnetic m
mentsM5gJ ~g is the Lande´ factor!.

While muons are capable of distorting the magne
structure ind magnets as well, this effect should, howeve
be much weaker because of the frozen orbital momenta
the weak magnetic anisotropy. Nevertheless, in some c
one observes anomalies inBm in 3d magnets as well, which
is possibly connected with a distortion of the magnetic str
ture in the vicinity of the muon. Among these anomalies a
for instance, the deviations of theBm(T) relation from pro-
portionality to Ms(T) in GdCo2 and YFe2,

8 the compounds
where Gd and Y do not have localized orbital momenta~it
should be pointed out that deviations from proportionality
magnetization are observed also in paramagnetic Ni form2

muons9!.
In this work, we shall consider magnetic structure d

tortions near a muon only for the case of RE metals, wh
the effect is expected to be large, so that it can be treate
a sufficiently simple way. We shall show that taking th
effect into account can indeed change strongly the dipo
2 © 1998 American Institute of Physics
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contribution to the total field at the muon and, hence,
capable of affecting strongly the magnitude ofBhf .

1. CRYSTAL-FIELD ENERGY IN AN HCP LATTICE WITH
INCLUSION OF THE MUON CONTRIBUTION

The energy of an RE ion in the vicinity of the interstiti
site where the muon came to rest can be written

E5Eex1Ea1Ea8 , ~2!

where the exchange energy has the form

Eex52l cosu ~3a!

for the easy-axis case, and

Eex52l sin u cos~w2n! ~3b!

for the easy-plane case~the z axis is parallel to thec axis of
the hcp crystal!, the polar and azimuthal anglesu and w of
the ion magnetic-moment vector are reckoned from thez and
x axes,l.0 is the energy of the molecular field, and anglen
specifies its direction in the easy plane. In particular, for
ferromagnetic phases of Dy and Tbn50 and p/6, respec-
tively, and for helical antiferromagnetic phases the angln
varies from plane to plane~the sixfold anisotropy in the basa
plane is taken into account indirectly through the molecu
field direction!.

The uniaxial anisotropy energies in the fields of the m
trix ions, Ea , and of the muon,Ea8 , have the form

Ea5K1 sin2 u, Ea85K8 sin2 u8, ~4!

where angleu8 is reckoned from the direction toward th
muonn. The latter angle can be related to the crystal co
dinate frame through10

cosu85nm5cosu cosb2sin u sin b cos~w2a!,
~5!

wherem is the unit vector along the ion magnetic mome
andb anda are the polar and azimuthal angles of vectorn.

The equilibrium values of the anglesu and w can be
found by minimizing the energy~2!

]E/]u50, ]E/]w50.

These coupled equations can be solved numerically by p
erly prescribing the parameters.

The values ofK1 were found experimentally for mos
heavy RE metals and are listed in Table I~for Tm and Er,
estimates made within the crystal-field model are given!. The
molecular-field coefficientsl can be estimated from th
magnetic ordering temperaturesTN

TABLE I. Anisotropy constants, molecular-field parameter, and ion m
netic moments for heavy rare-earth metals.

Tb Dy Ho Er Tm

K1 , 109 erg/cm3 20.55 20.50 20.22 0.2 0.5
l, 109 erg/cm3 1.3 1.0 0.8 0.5 0.3
M, mB 9.3 10.1 10.3 8.3 7.1
s

e

r

-

r-

,

p-

l5
3

2

J

J11

kBNArTN

A
,

whereNA is the Avogadro number,r is density, andA is the
atomic number.

It might seem that the anisotropy effectK8 is not very
large, if one assumes theK1 andK8 constants to be substan
tially smaller than the molecular-field energyl;108

2109 erg/cm3. As seen from Table I, however,K1 is com-
parable in magnitude withl. Also, the microscopic relation

K1527.32@A8/32~c/a!#r f
22aJJ~J21/2!e2Zeff /a

3 ~6!

~see, e.g., Ref. 11,r f
22 is the mean square of thef-shell

radius, andaJ is the Stevens coefficient! suggests thatK8
may be considerably larger thanK1 . Indeed, the small facto
A8/32c/a ~which is about 0.03–0.05 for real RE crystal!
appears as a result of summation over the 12 nearest ne
bors and vanishes for an ideal hcp lattice~because the con
tributions of the ions in the same plane and in the neighb
ing planes have opposite signs!. At the same time the point
charge model yields for theK8 constant

K85
12&r f

22aJJ~J21/2!e2Zeff

a3 . ~7!

Thus it does not contain the above small factor. Relia
estimates forK8 can be obtained, naturally, only from a com
prehensive consideration of the electronic structure. The
fore we shall subsequently perform minimization of the e
ergy ~2! for real values ofl and K1 for each RE metal
separately, and assume parameterK8 to take on values
within a certain interval.

2. MAGNETIC STRUCTURE DISTORTION AND THE
DIPOLAR FIELD

According to the experimental data obtained for Dy a
Ho ~Refs. 12 and 13, respectively!, the muon comes to rest a
an octahedral interstitial site. Figure 1 shows the position
such an interstitial in an hcp lattice surrounded by its
nearest-neighbor RE ions. The distance from the ion to
interstitial siter 5a/&, wherea53.631028 cm is the lat-
tice constant. For ions in the lower plane (A,B,C), b5g
5arccosA1/350.955555°, and for the upper-plane ion
b5p2g. The anglesa are given in Table II.

In the absence of muons, and forK1.0, magnetic mo-
ments are aligned with the easy axisc, while for K1,0 they

-

FIG. 1. Octahedral interstitialO site in an hcp lattice at the vertex of th
ABCO and A8B8C8O tetrahedra. TheABC and A8B8C8 atoms belong to
neighboring hcp-lattice planes separated byc/2.



ic
le

es

th
an

th

m
he

t
se

de
ila
r

-
ca
y

e

he

lf

th
s

o-
p-
pi

is

wo
or
n
th
e

ion
e

th

e
ns,

ori-
n
for

lar

s
ch
e

r

his
eld
ta-

a

f
nd
il-

on

an

1184 Phys. Solid State 40 (7), July 1998 Yu. P. Irkhin and V. Yu. Irkhin
are confined in thexy easy plane. In the antiferromagnet
phase, the spins in the neighboring planes make an angd.

The dipolar field at a muon can be written

Bdip5(
i

~M /r i
3!@3ni~mini !2mi #, ~8!

whereM is the magnetic moment of the ion; for the near
neighborsM /r i

35M /r 35p•0.56 kG, wherep is the mag-
netic moment in Bohr magnetons. In an ideal hcp lattice,
nearest-neighbor dipolar field at an interstitial site is c
celed both forK1.0 and for K1,0. This canceling takes
place for the ionic contributions in each plane. Therefore,
contribution of the first coordination sphere toBdip in both
ferromagnetic and antiferromagnetic phase will be co
pletely determined by the muon-induced distortion of t
magnetic structure.

According to general theory of magnetic anisotropy~see,
e.g., Ref. 14!, the changes in the sign of constantK8 in the
RE metal series caused by changes in the structure of
many-electronf shell should occur simultaneously with tho
of K1 . Because for real RE metalsc/a,A8/351.63,K1 and
K8 should have opposite signs in the point-charge mo
Some authors believe, however, that in the physically sim
situation of an embedded hydrogen atom the effective cha
is negative~the anion model!.15,16 Besides, an inhomoge
neously distributed perturbation in the electronic density
also produce a substantial effect. Therefore we shall stud
sign combinations of the anisotropy constants.

Since energy~2! is invariant under the interchang
a→p1a andb→p2b, the spins at each pair of sites (AA8),
(BB8), (CC8), and the corresponding contributions to t
dipolar field coincide in direction~with the exception of the
case of degenerate solutions!, so that one may restrict onese
in calculations to ions in the lower planeA,B,C ~b5g!.

To better understand the physics involved, consider
limiting case uK8u@l,K1 , which, as shown in Sect. I, i
quite real. This case was studied earlier in an analysis
hyperfine fields at substitutional impurities in highly anis
tropic magnets.17 In this limit, local easy axes or planes a
pear near the muon for each RE ion, in other words, the s
are aligned with the axis pointing at them meson for
K8.0 ~easy local axis! and in a plane perpendicular to th
direction forK8,0 ~easy local plane!.

The case of the local easy axis is characterized by t
fold degeneracy, which is lifted by the molecular field. F
K1.0, all spins in the lower plane point toward the muo
and those in the upper one, in the opposite direction, so
the total nearest-neighbor dipolar field is aligned with thz
axis and is equal to

DBdip
z 54)~M /r 3!5p•3.9 kG. ~9!

TABLE II. Azimuthal angle of the vector pointing to the muon located at
octahedral interstitial site~Fig. 1!.

A B C A8 B8 C8

a, ° 230 2150 90 150 30 290
t

e
-

e

-

he

l.
r

ge

n
all

e

of

ns

-

,
at

For K1,0, the spins point to the muon forua2nu,p/2, and
in the opposite direction in the other case~which of the cases
is realized is determined by the condition that the deviat
of anglew is minimum, which ensures minimum exchang
energy!. Consider first then50 case. Then the spin of ionB
points at the muon, and that of ionA, in the opposite direc-
tion, so that the dipolar field of this ion pair is aligned wi
the x axis:

DBdip
x 52&~M /r 3!5p•1.6 kG. ~10!

TheC,C8 sites~a56p/2! present a particular case. Here th
molecular field is the same for both possible directio
which produces degeneracy~frustration!, a situation to be
compared with the case of a substitutional impurity.17 The
corresponding components of the dipolar field due to ionC
are

DBdip
x 50, DBdip

y 562A2/3~M /r 3!56p•0.9 kG,
~11!

DBdip
z 562/)~M /r 3!56p•0.65 kG. ~12!

They either cancel or double, depending on the mutual
entation of theC,C8 spins. The problem of the correlatio
between these spins requires further study with inclusion,
instance, of exchange interaction between theC and C8
spins.

The degeneracy is lifted when the axis of the molecu
field is turned through a small angle~as is the case, for in-
stance, with Tb!, so that forn ,0 the spin of siteC points to
the muon, and forn .0, away from it. As a result, in a
ferromagnet~d50! there are alwaysy andz field components
equal to twice the values~11! and ~12!. For n56p/3, frus-
tration sets in already for siteA or B, and the whole pattern
turns by 60°.

In helical structures, the magnitude of the field~the pres-
ence of anxy component! depends on whether the direction
of the molecular field in the two planes under study, whi
are specified by anglesn andn1d, are confined to the sam
or different sectors~0,6p/3!, ~6p/3,62p/3!,... ~recall that in
real helical structuresudu is, as a rule, substantially smalle
thanp/3!. In the first case thexy components of the field due
to theC andC8 sites double, and in the second, cancel. T
accounts for the appearance of two values of dipolar fi
corresponding to two different magnetic moment orien
tions in the planes around the muon.

In the caseK8→2`, K1.0 the spins are confined to
plane specified by thez axis and the corresponding vectorn,
and the angleu is p/22g, with

DBdip
z 52A6~M /r 3!5p•2.7 kG. ~13!

In the caseK8→2`, K1,0 the asymptotic orientation o
the spin in the local plane is not defined unambiguously a
is determined by the relative magnitude of the other Ham
tonian parameters. Forl@uK1u, the spin is directed along
the line obtained by projecting the molecular field directi
on the local easy plane, and forl!uK1u, along the line of
intersection of the easy planexy with the local easy plane. In
this limit we have
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DBdip52(
i

M i /r 3. ~14!

For n50, the dipolar field, as in theK1.0 case, is aligned
with the x axis. The two solutions become degenerate h
for n5p/6 for ion B ~and for other ions after a turn throug
the corresponding angles!, since for this ion the local eas
plane is perpendicular to the molecular-field direction. Th
in the case of a local easy plane one should observe
fields for the ferromagnetic phase in Tb. In helical structu
there will also be two fields, depending on the actual ori
tation of moments in the pair of the planes flanking t
muon.

Consider now the change in the directions of the sp
and of the dipolar field withuK8u increasing from zero for
various types of the host-lattice anisotropy. The results of
calculations are displayed in Figs. 2–8, whereK8 is plotted
in units of l, uK1u is set equal tol/2 ~which is close to the
data in Table I!, and the dipolar field is given per unit mo
ment of the RE ion~in Bohr magnetons!.

In the case of the easy-axis–type RE anisotro
K1.0 ~Tm, Er!, for K850 all spins are aligned with thec
axis ~u50!. As K8 increases, in the case of the local ea

FIG. 2. Spin deflection angleu vs local anisotropy constantK8 ~in units of
l!. Dashed lines—easy-axis case (K1.0): the upper curve-local easy axis
the lower curve-local easy plane. Solid lines—easy-plane case (K1,0),
n50: the lower line—local easy axis~spin A!, the upper line—local easy
plane~spin B!.

FIG. 3. Dipolar field at the muon (kG/mB) vsanisotropy constantK8 for the
local easy-axis case (K8.0). Dashed line—DBdip

z for K1.0. Solid lines—
DBdip

x for K1,0: the lower line—ferromagnetic phase withn50, the upper
line—helix for the case of the muon flanked by a pair of planes w
n56p/6.
re
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s
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s

e
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y

axis all spins deflect from thec axis through the same angl
u ~Fig. 2!, with w5a ~or w5p1a for the upper plane! al-
ready for arbitrarily smallK8 ~we disregard here the in-plan
anisotropy of RE metals!. ForK8→1`, the angleu tends to
g for both the lower and the upper plane. The situation
the local easy plane is almost the same, the only differe
being that the maximum deflection angle is~p/2!2g, and
w5p1a from the very beginning. Note that in the case
the local easy plane the angleu saturates with increasingK8
faster than is does in the local easy-axis case. Because
symmetry in thexy plane is retained, the dipolar field fo
K1.0 is always directed along thec axis. It is positive for
the local easy axis and negative for the local easy pl
~Figs. 3 and 4!.

In the case of an easy-plane–type anisotropy,K1,0
~Tb, Dy, Ho!, for K850 all spins are aligned with the mo
lecular field~u5p/2, w50 for n50!. Consider first the local
easy axis case. Forn50, the deflections from thex axis oc-
curring for theA andB sites with increasingK8 are opposite
in direction. As a result, this pair of spins produces a dipo
field in the x direction. TheC spin is frustrated. For smal
finite K8 it does not deflect, and the critical value ofKc is
determined by the parametersl andK1 ~Fig. 5!. This effect
can be demonstrated most conveniently using a simple t
dimensional model with energy

E52l cosw1K sin2 w, ~15!

FIG. 4. Dipolar field at the muon (kG/mB) vsanisotropy constantK8 for the
local easy-plane case (K8,0). Dashed line—DBdip

z for K1.0. Solid line—
DBdip

x for K1,0.

FIG. 5. Dependence of the anglesu ~solid line! andw ~dashed line! on local
anisotropy constant for the case of frustrated ionC.
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with K,0. The extremum can be found from the conditio

sin w~l12K cosw!50. ~16!

Thus the spin deflects from thex axis for 2uKu.l.
The existence of a threshold value ofKc can be revealed

by varying the ratioK8/l ~in particular, through application
of an external magnetic field or by varying the temperatu
cf. Ref. 18!. For K8 above the critical value, two equall
probable directions of theC spin are possible, which differ in
the replacementu→p2u, w→2w. Figure 6 shows the de
pendences of the dipolar field components onK8 for one of
the solutions. The asymptotic values forK8→1` are deter-
mined by Eq.~11!. The DBdip

z (K8) relation has a weakly
pronounced maximum. The observed contribution to the
polar field depends on whether theC andC8 spins have the
same or opposite directions. In the first case, forK8.Kc a
noticeable dipolar field appears along theCC8 axis, and in
the opposite case the contribution due to this pair of sp
cancels, with the exception of thex component. FornÞ0 ~in
particular, for the ferromagnetic phase of Tb, wheren5p/6!,
the degeneracy is lifted, similar to theK8→1` limit dis-
cussed above.

Helical structures, generally speaking, are character
by a continuous dipolar-field distributionvs magnetization
direction of the planes confining the muon. Figure 3 sho
besides theBdip

x field for n50, the behavior of the dipola
field for a helical configuration, wheren5p/6 for the lower
plane andn52p/6 for the upper plane~in this case the di-
polar field is likewise directed along thex axis!. We see that
the difference between the curves is indeed small and is
marily due to the effect of the threshold turn of theC,C8
spins. At the same time the dipolar field exhibits abru
changes in magnitude~for K8.Kc! when the moment of one
of the planes passes throughn5np/3, because at this poin
the contribution of the frustrated spins changes abruptly.

In the case of the local easy plane, forK1,0, n50, the
deflections of theA,B spins from thex axis with increasing
uK8u are also equal in magnitude and opposite in directi
For theC site, u5p/2 andw50 irrespective ofK8, because
this direction lies in the local anisotropy plane. Thus t
dipolar field is aligned with thex axis ~Fig. 4!.

In the case of frustration~n5p/6! the spin direction of
ion B also follows an unusual dependence onK8. Up to a
certain critical value ofKc ~as seen from Fig. 7, it is substan

FIG. 6. Dependence of the dipolar field componentsDBdip
i (kG/mB) ~contri-

bution of ionC! on the local anisotropy constant for the frustrated case
;

i-

s

d

,

ri-

t

.

tially larger than that in the local easy-axis case! the anglew
does not change, while the angleu decreases~or increases
for the other solution!. For uK8u.Kc , the angleu does not
change any more, whilew starts to grow~the second solution
differs in the replacementw→p/32w!. Figure 8 displays the
behavior of the dipolar-field components withK8. We
readily note that theDBdip

x (K8) andDBdip
y (K8) curves have

distinct features atuK8u5Kc , whereas the feature in
DBdip

z (K8) is barely seen. When the direction of the molec
lar field in the two planes passes through the frustrat
pointsn5p/61np/3 for uK8u.Kc , the solution degenerac
is lifted, thus changing strongly the total field at the muo

3. DISCUSSION OF THE RESULTS

As seen from the calculations, the effect of a magne
structure distortion on the dipolar field depends strongly
the magnitude ofK8. Determination of the latter from ex
periment presents difficulties~one has to studymSR in strong
external fields!. There are some data on the effect of hydr
gen on the magnetic anisotropy of RFe2 compounds.16 The
value KH8 ;108 erg/cm3 obtained16 fits well to the experi-
ment. The fitting parameter was the effective charge of
hydrogen ion,ZH521, which corresponds to the anion
character of hydrogen. The latter result appears question
from the standpoint of electrostatics. Thus the magnitude
K8 depends very strongly on the charge screening of
muon ~or of hydrogen! by conduction electrons. The latte
effect could be considered theoretically within some mode
for instance, with inclusion of the Friedel sum rule throu

FIG. 7. Dependence of the anglesu ~solid line! andw ~dashed line! on local
anisotropy constant for the case of frustrated ionB(n5p/6).

FIG. 8. Dependence of the dipolar field componentsDBdip
i (kG/mB) ~contri-

bution of ion B! on the local anisotropy constant for the frustrated ca
~n5p/6!.
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the electron scattering phases.19 This model was used to ca
culateBhf in Fe, Co, and Ni,5 and in a discussion of conven
tional and local magnetic anisotropy in RE systems.20

If the magnitude ofuK8u is large enough, this may giv
rise to qualitatively new effects~the existence of two
strongly different values of the dipolar field etc.!, but the
influence of local anisotropy is found to be substantial
ready for moderate values of this quantity. As evident fro
Figs. 3 and 4, the field varies linearly for not too largeuK8u,
while for uK8u/l52uK1u/l51 one obtains uDBdipu
>1.5 kG/mB for any combination of the signs. For the he
cal phases of Dy and HoBm

Dy513.6 kG ~Ref. 12! and Bm
Ho

515 kG ~Ref. 13! in low-temperature experiments. The co
responding dipolar field in the absence of magnetic-struc
distortion, which was found by summation over all RE la
tice ions~recall that there is no nearest-neighbor contribut
in this case!,13 is Bdip

0 513 kG. Because in the antiferromag
netic phase BL5Bd50, this yields Bhf

Ho52 kG and
Bhf

Dy50.6 kG. As follows, however, from the above estima
including distortions affects strongly the dipolar field. Th
the contribution studied by us due to spin rotations of
nearest-neighbor ions may change substantially the estim
of the hyperfine field.

The contributionDBdip calculated by us is dominated b
local characteristics rather than by the average spontan
magnetizationMs(T). ~In particular,DBdip may even have
an essentially different orientation!. As already pointed out
the Bm(T) relation was found8 to deviate strongly from pro-
portionality to Ms(T). These deviations become probab
manifest at the compensation points~see Fig. 8 for TmFe2 in
Ref. 8!, wheremSR is in no way affected by the vanishing
the quantityMs(T) which determines the contribution of th
Lorentz fieldBL . This may also account for the absence o
noticeable jump in Bm at the antiferromagnetic
ferromagnetic transition in Dy~Ref. 12!. In this respect it
would be of interest to perform amSR study of reorienta-
tional phase transitions in RCo5 compounds and to compar
the data obtained with magnetic measurements.

The possibility of an abrupt change of the dipolar fie
by properly varying external parameters~in particular, the
magnetic field! near the critical value of local anisotrop
under conditions of frustration is of interest. It remains u
clear whether theBm(H) relation for GdCo2 and YFe2,

8

which shows a threshold at a field of about 0.1 kG, has
bearing on this. In Ref. 8 it is connected with theBhf contri-
bution, which is dominated byd electrons and is antiparalle
to thed sublattice magnetization.

Experimental investigation ofBdip ~in particular, a
-

re

n

,

e
te

us

-

y

search for several values of this field! may also yield valu-
able information on helical magnetic structures. Localizat
of the muon and the need of averaging the dipolar field o
a certain region is here an essential point. It appears tha
muon may be considered fairly well localized.12,13

Further experimental studies of the predicted effects
needed. Particularly important are experiments in fie
above the local anisotropy field.
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The nature of fractal surface formations observed in studies of small-angle light scattering from
ferroelectric perovskites such as lead magnesium niobate is discussed. It is postulated that
these formations may be caused by helical growth steps on the crystal faces. ©1998 American
Institute of Physics.@S1063-7834~98!02707-5#
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In studies of lead zinc niobate PbZn1/3Nb2/3O3 ~PZN!
crystals — a broad-phase-transition ferroelectric — repor
in Ref. 1, it was observed that the intensity of the small-an
light scattering passes through a maximum near 103
~slightly below the Curie point, which is approximate
140 °C!. This maximum was observed when crystals wh
were polarized by a strong electric field~higher than 20 kV/
cm! during cooling, were heated in the same field. Lat
similar behavior was observed for PbMg1/3Nb2/3O3 ~PMN!
~Ref.2!, PbSc0.5Nb0.5O3 ~PSN! ~Ref.3!, and PbSc0.5Ta0.5O3

~PST! crystals.4 All these are broad-phase-transition ferr
electrics like PMN, the most studied ferroelectric in th
group. The scattering maxima are attributed by the author
percolation processes which accompany broad phase tr
tions, where polar regions merge under the action of
electric field and form a so-called macrodomain state,
this state decays under heating. It was noted in Ref. 1 th
dispersive structure forms at the crystal surface, having
cron dimensions and a fractal nature.

In studies of the scattering intensityI as a function of the
scattering angleu for a PST crystal with different degrees o
order of the scandium and tantalum ions, it was observed
when logI is plotted as a function of logu, the points lie on
a straight line with slopea53.2 ~Ref. 4! regardless of the
degree of order. On this basis, the authors conclude tha
spatially inhomogeneous structure is a fractal one, at lea
the size range between 20 and 0.6mm and does not consis
of randomly distributed, three-dimensional, finite-scale inh
mogeneities~this structure clearly does not consist of pileu
of randomly distributed polar regions, characteristic of bro
phase transitions in these materials!. The results obtained by
the authors of Ref. 4 confirmed the conclusion reached
Refs. 1–3 that the dispersive structure belongs to the clas
surface fractals. Possible candidates for the role of these
tals are assumed to be domain and/or interphase bounda
The appearance of fractal behavior in the configuration
these boundaries is attributed by the authors to pinning
defects.

Unfortunately, much remains unclear. First, it is uncle
whether the dispersive structure appears at tempera
close to the maximum ofI (T) or whether it exists at al
temperatures and only shows up in small-angle scatterin
1181063-7834/98/40(7)/2/$15.00
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the maximum temperature ofI (T). Second, in cases of pin
ning at defects, the domain or interphase boundaries can
exhibit periodicity and fractal behavior if the structure of th
defect configuration exhibits periodicity and fractal behavi
The aim of the present study is to propose an explanation
the periodicity and fractal behavior of surface defects at
crystal faces of these ferroelectrics.

Naturally, all the investigations of small-angle scatteri
reported in Refs. 1–4 were made for crystals. This impl
that growth steps distributed helically around screw dislo
tions were formed during the crystal growth processes on
crystal surface at high temperatures and still exist at l
temperatures. Each of these steps can be considered to
surface defect. In analyzing these helical growth steps,
generally assumed that the width of the steps is the s
although, strictly speaking, there are some differences in
width of different steps and we can only talk of an avera
width. The existence of helical growth steps means that
are justified in talking of periodicity in the distribution o
these surface lattice defects. Periodicity is also establishe
Frank–Read sources.5

Quite clearly, the presence of helical growth steps d
not ensure fractal behavior~a fractal hierarchy!. Neverthe-
less, these objects~and Frank–Read sources! do possess a
hierarchy: with increasing proximity to a screw dislocatio
the size of the turns decreases. This poses the question
this hierarchy replace the fractal hierarchy in small-an
light scattering? This question can only be answered by
theoreticians.

It is usually assumed that the steps are smooth, altho
this may well be merely a simplification. Assuming that as
result of interaction between a screw dislocation and so
lattice defects at a large step, small~i.e., low! but still helical
steps appear, it may be predicted that the width ratio of
small steps will be the same for each large step~see Fig. 1!.
This would suggest that the steps have a fractal hierarch
a certain range of dimensions and thus the surface def
exhibit fractal behavior. However, this assumption require
detailed study of the growth step structure.

Growth steps like surface defects can pin domain or
terphase boundaries. It may also be assumed that they
promote the formation of domain walls.
8 © 1998 American Institute of Physics
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Crystals with polished faces are obviously used to stu
light scattering, so that the helical growth steps are remo
by polishing. However, this does not destroy all traces
these in the crystal. The screw dislocation remains, so
the so-called ‘‘basement floors’’ of the helix turns are s
retained, and this means that the helical surface defects
conserved~the height of the basement floors varies along
turn!. Pinning of interphase and domain boundaries can a
take place at these defects~which are periodic with unique
hierarchy!, as was discussed in Ref. 4. It should be noted t
the scales correspond well to those obtained in Ref. 4.

On the whole, the effect can be represented as follo
When a crystal with a broad ferroelectric phase transition
cooled in a strong electric field, the nanometer-sized po
regions which have accumulated during cooling, merge
form a single macrodomain which extends over the en
crystal. During heating in the same field, the number of n
polar regions in the macrodomain increases, ‘‘diluting’’ t
polar phase in this macrodomain. At a certain tempera

FIG. 1. Schematic diagram showing several growth steps in cross sec
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domain walls stick or form at steps~promoting the formation
of domain walls in the surface layer!, and this helps to divide
a single macrodomain into numerous micron-size doma
This temperature corresponds to the maximum of the sm
angle scattering. Under further heating an increasing num
of nonpolar regions appears in these domains, diluting
polar phase in the existing domains and reducing its ani
ropy. In this case, the role of the domain walls continues
diminish and the scattering decreases.

It has thus been postulated that a fractal or fractal-rela
surface structure~on micron scales! is formed by helical
growth steps~or their ‘‘basement floors’’! which are present
on the crystal surface at all temperatures but only show u
small-angle scattering near the decay temperature of
macrodomain state, i.e., slightly below the average Cu
point of the broad-ferroelectric-phase transition. It would
useful to study the structure of these helical growth steps
the crystal faces before preparing PMN crystals for sm
angle scattering investigations.
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Low-temperature electrical conductivity of congruent lithium niobate crystals
I. Sh. Akhmadullin, V. A. Golenishchev-Kutuzov, S. A. Migachev, and S. P. Mironov

Kazan Physicotechnical Institute, Russian Academy of Sciences, 420029 Kazan, Russia
~Submitted August 18, 1997; resubmitted November 28, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 1307–1309~July 1998!

The electrical conductivity of lithium niobate crystals was investigated at temperatures between
80 and 450 K as a function of the oxidation-reduction annealing conditions. The results
are interpreted in terms of polaron electrical conductivity at room temperature and above. A
reduction in the measurement temperature leads to ‘‘freezing out’’ of small-radius polarons, and
hopping of Heitler–London bipolarons via unfilled NbLi sites becomes the main mechanism
responsible for the electrical conductivity. ©1998 American Institute of Physics.
@S1063-7834~98!02807-X#
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Various studies have been made of the mechanisms
sponsible for the electrical conductivity of lithium niobate —
LiNbO3 — crystals.1–4 Interest in studying these propertie
was stimulated by the wide range of possible applications
lithium niobate in devices for electrooptic modulation of l
ser radiation, generation of optical harmonics, recording
optical information, and so on. For these applications
lithium niobate, it is extremely important to have a know
edge of the optical and electrical properties of the crys
and the possibility of influencing them as required.

It has been established that the electrical conductivity
the crystals and their optical properties depend strongly
the reduction-oxidation heat treatment and also on the
centage content of@Li #/@Nb# cations.1–3 In particular, it was
found in Refs. 1 and 3 that the dependence of the electr
conductivity in the temperature rangeT;600–1300 K, on
the oxygen partial pressurepO in the surrounding atmo
sphere, is proportional topO

21/4 at low pO (,1 Torr!. A cor-
relation was established between the optical properties
lithium niobate and the composition of the thermal anneal
atmosphere. The changes were attributed to loss of oxy
atoms by the samples, with the resultant formation of f
electrons which are captured by traps in the crystal band
as the temperature drops.

In earlier studies, the results were interpreted usin
model of the formation ofF-type defect centers~an anion
vacancyV0 with one or two trapped electrons!.1 In later
studies3,5 this interpretation was discarded for various re
sons and a model, now considered to be more appropr
attributes the electrical and optical properties of lithium n
bate and their changes under oxidation-reduction therma
nealing to the presence of excess Nb51 ions. A consequence
of this excess is the formation of a large quantity of Nb51

ions occupying Li1 positions, i.e., NbLi defects~antisite de-
fects!. In addition, these NbLi defects are deep electron tra
which form polarons and bipolarons by trapping electron5

Investigations of electrical conduction processes a
measurements of the Hall effect and thermo-emf were
ported in Ref. 2 which, in the authors’ opinion, showed ve
good agreement with models of hopping electron conduc
between states of small-radius polarons, which were take
1191063-7834/98/40(7)/3/$15.00
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be NbNb. However, the high degree of deviation from st
ichiometry characteristic of lithium niobate crystals has t
result that the free electrons will not be captured by regu
NbNb but by incipient, deeper, NbLi traps. In this context,
substantial changes must be made to the interpretation o
experimental results because of this observation. Another
pect stems from the high NbLi concentration characteristic o
LiNbO3 crystals ~for crystals with a so-called congruen
composition the ratio is@Li #/@Nb#50.94 and ‘‘defect’’ NbLi

occupy around 1% of all Li positions!, an important role
begins to be played by more complex defect aggrega
~clusters! whose concentration can be controlled within ce
tain limits by thermal annealing. A third aspect is that t
low-temperature range (T,300 K! of the electrical conduc-
tivity of lithium niobate crystals has not been studied and
investigation of the characteristics of the conduction p
cesses at these temperatures will reveal finer details of
electrical and optical properties of lithium niobate. Thus,
attempted to study the electrical conduction processes
lithium niobate crystals in the rangeT;80–450 K as a func-
tion of the conditions of oxidation-reduction heat treatme

1. MEASUREMENT METHOD AND RESULTS

The experiments were carried out using crystals gro
by the Czochralski method from a congruent melt. T
samples were nominally pure but, according to ESR d
contained paramagnetic impurities, predominantly
(;1016 cm23) as well as Mn and Cr (,1015 cm23). The
samples were parallelepipeds measuring 83430.5 mm. Af-
ter suitable annealing, aluminum electrodes were depos
on the 834 mm surface. To eliminate the contribution of th
electrical conductivity of the surface layer, the ends of t
samples 0.5 mm wide were removed by polishing. Dc m
surements were made of the electrical conductivity using
E6-13A teraohmmeter. In most of the experiments, the m
suring currentI flowed along thex axis of the LiNbO3 crys-
tals ~the coordinates were selected as usual:zic; x perpen-
dicular to the plane of specular reflection!. Oxidation-
reduction annealing was carried out in an oxygen atmosph
~oxidation! or in a vacuum (;1022 Torr, reduction!. The
0 © 1998 American Institute of Physics



-
r–
fe

1
ist
de

-
re

n-

er

nce
ha-
tics
n-

lar

d-

n
c-
ti-

nd

lat-
tial

-

the
or-

r–

t
bi-
tical

sts a
-
d.

-
s

iou

nd

.

1191Phys. Solid State 40 (7), July 1998 Akhmadullin et al.
rate of rise and fall of temperature to the required leveltann

was 200 K/h. The sample temperatureT during the measure
ments was monitored to within 0.2 K by a coppe
Constantan thermocouple precalibrated using suitable re
ence points of N2, H2O, and CO2 phase transitions. Figure
gives the temperature dependences of the electrical res
ity r(T) for samples subjected to thermal annealing un
different conditions.

The results can be approximated by the expression

r21~T!5r1
21 exp~2E1 /kT!1r3

21 exp~2E3 /kT!, ~1!

where the activation energiesE1 andE3 are given as a func
tion of the reducing temperature in Table I. The measu
activation energies at higher temperatures (E1) show satis-
factory agreement with those obtained in Ref. 2.

It should be noted thatE3 tends to decrease as the a
nealing time is increased for fixedtann ~Table II!.

For samples where the voltage was applied in thez di-
rection~sample No. 42! and annealing was carried out und
oxidizing conditions~sample No. 16!, the curves only had
activation sections at high-temperature~see Fig. 1!.

FIG. 1. Temperature dependences of the electrical resistivity of var
LiNbO3 crystals. The samples are described in Table I.

TABLE I. Measured activation energies as a function of annealing co
tions.

Sample Annealing
No. conditions E1, eV E3 , eV

16 (I ix) Oxygen, 7 h, 870 K 0.3960.02 •••
14 (I ix) Vacuum, 7 h, 720 K 0.7260.04 0.1260.02
17 (I ix) Vacuum, 7 h, 870 K 0.6260.04 0.0360.01
21 (I ix) Vacuum, 7 h, 970 K 0.5560.04 0.02660.01
22 (I ix) Vacuum, 7 h, 1070 K 0.6260.04 0.1260.02
23 (I ix) Vacuum, 7 h, 1170 K 0.6260.04 0.1360.04
24 (I ix) Vacuum, 7 h, 1270 K 0.6260.04 0.3460.04
42 (I iz) Vacuum, 7 h, 970 K 0.6260.04 •••
r-

iv-
r

d

2. DISCUSSION OF RESULTS

The existence of two activation energies in accorda
with Ref. 6 indicates that there are two conduction mec
nisms which may contribute to the qualitative characteris
of the electronic spectrum of lithium niobate. Since the co
duction band is formed mainly of 4d Nb states, the electron–
phonon interaction is relatively high which leads to a po
effect responsible for the electrical conductivity atT>300 K
~Ref. 2!. According to different estimates, the polaron bin
ing energyWp is '0.7–0.8 eV~Refs. 2 and 5!, which gives
the activation energy for polaron hoppingWh5Wp/2 ~Ref. 7!
'0.3520.4 eV. Assuming that the Fermi level in lithium
niobate is;0.26 eV below the bottom of the conductio
band,2 we obtain the activation energy for hopping condu
tion Eh50.61 eV, which agrees satisfactorily with the ac
vation energyE1 obtained by us. Using the value ofWp , we
can obtain the estimate for the width of the polaron ba
Dp5D/2exp(2l2/2bv0)'0.03 eV, whereD (;2 eV! is the
width of the lithium niobate conduction band,l is the
electron–phonon interaction constant,b is the rigidity of the
crystal, andv0 (;1014 Hz! is the characteristic ion vibration
frequency.

A congruent lithium niobate crystal contains NbLi
51 de-

fects at a concentration of the order of 231020 cm23, which
are charged relative to the lattice~the excess charge
q514 is compensated by vacancies in the cationic sub
tice!. These defects create a fluctuating Coulomb poten
whose characteristic valuedVc54e2/«r c ~Ref. 6! is of the
order of 0.1–0.2 eV.Dp , where«530–80 is the static per
mittivity of lithium niobate,r c517 Å for @NbLi

51#'231020

cm23 is the average distance between the NbLi
51 ions. Thus,

at low temperatures~tunneling regime! the polarons are lo-
calized at NbLi

51 ions. These centers are responsible for
optical absorption band centered near 1.6 eV. More imp
tantly, however, in soft lattices~especially in ferroelectrics!,
the polaron gas is unstable to the formation of Heitle
London singlet bipolarons,8,9 i.e., (NbLi

41 –NbNb
41) pairs in

lithium niobate and even Anderson10 bipolarons, NbLi
31 cen-

ters in lithium niobate. An analysis11 revealed that this las
case does not occur in lithium niobate. Heitler–London
polarons are formed however, and possess a broad op
absorption band in the visible and ultraviolet.5 The bipolaron
binding energyDb is of the order of 0.26 eV~Ref. 12! which
is greater than the polaron band widthDp . In this case at low
temperatures, as was shown in Refs. 8 and 9, there exi
narrow ~of width ,Dp) bipolaron band in which the bipo
larons move in the neighborhood of a virtual polaron clou

At low temperatures ‘‘freezing out’’ of small-radius bi
polarons is observed8–10 when only the bipolaron state i

s

i-

TABLE II. Activation energyE3 as a function of reduction annealing time

Annealing E3, eV
time, h (I ix, tann5870 K!

1 0.360.04
2.5 0.1760.04
7 0.0360.01
14 0.0360.01
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filled ~this is confirmed by optical data! and the number of
polarons is negligible ~according to our estimates, a
T5100 K the fraction of polarons is of the order of 1027).
This situation is reflected in a change in the temperat
dependences ofr ~see Fig. 1!. In this range, the second term
in Eq. ~1! predominates. However, no tunneling tak
place through the polaron band (Wh50), as was to be
expected,8–10 since the spread of the random Coulomb fie
dVc of the Nb51 defects isdVc.Dp.Db , which satisfies
the condition for Anderson localization of carriers. Thus, t
electrical conductivity of a lithium niobate crystal is of th
impurity type, r21;exp(2E3 /kT), with the activation en-
ergyE3, determined by the characteristic spread of the C
lomb fieldsdVc of the Nb51 defects6, i.e.,E3;dVc;0.1 eV
at average distancesr c , as was noted above, which agre
satisfactorily with the data presented in Table I. In additio
dVc clearly depends on the concentration of electrons
jected into the crystal as a result of reduction annealing.
low concentrations of (NbLi

41 –NbNb
41) bipolarons, i.e., at low

reduction annealing temperatures, when the average dist
between them is much greater thanr c , we finddVc'0.1 eV
and the activation energyE3 for bipolaron hopping is
'0.1 eV. As the bipolaron concentration increases, the c
acteristic spread of the Coulomb potentialdVc decreases
since the average distance between unoccupied NbLi

51 defects
effectively increases~in the limit of an ideal crystal this
spread is zero!. Thus, the activation energyE3 decreases. We
provisionally attribute the increase in the activation ene
E3 observed fortann.1000 K ~Table I! to an increased num
ber of defects when the reduction annealing temperatur
increased appreciably.

These experimental results indicate that the electr
conductivity of lithium niobate in the direction of the opt
axis during cooling is appreciably inferior to that in the pe
pendicular direction~five or six orders of magnitude lower!.
Further studies are required to explain the nature of this
fect.
e
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At temperaturesT>300 K, an appreciable concentratio
of thermally excited polarons is formed whose mobility,
accordance with Ref. 10, is considerably higher than the
polaron mobility, and the conduction mechanism change
a polaron one with the activation energyE1 determined by
the electron–phonon interaction:E15l2/2b ~Ref. 7!. Now,
as can be seen from Table I, the activation energyE1 de-
pends weakly on the concentration of electrons injected
the crystal, i.e., the vacuum annealing temperature.

Thus, these results indicate that the polaron mechan
of electrical conduction predominates above room tempe
tures whereas a reduction in the measurement temperatu
levels close to liquid-nitrogen temperature leads to the fre
ing out of small-radius polarons and the determining mec
nism then becomes hopping of Heitler–London bipolaro
via unoccupied NbLi

51 sites.
The authors are grateful to B. M. Khabibullin for usef

discussions and I. G. Zamaleev for depositing the films.
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Ferroelectric phase transition in LaBSiO 5 crystals from results of thermal and dielectric
measurements

B. A. Strukov, E. P. Ragula, S. Yu. Stefanovich, I. V. Shna dshte n,
and S. V. Arkhangel’skaya

M. V. Lomonosov State University, 119899 Moscow, Russia

A. Onodera

Hokkaido University, Sapporo, Japan
~Submitted December 5, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 1310–1312~July 1998!

The specific heat of the ceramic and the permittivity of a single-crystal sample of LaBSiO5, a
new ferroelectric in the stilwellite family, were measured in a temperature range which
includes the phase transition point (TC5140 °C). The excess entropy of the phase transitionDS
51.05 J/mol• K and the Curie–Weiss constantCC2W53.23103 K were determined. The
results indicate that the phase transition in this crystal is of a ‘‘mixed’’ nature and exhibits features
of a displacement-type transition and an order–disorder transition. ©1998 American
Institute of Physics.@S1063-7834~98!02907-4#
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Ferroelectric properties have been observed recentl
complex oxides of rare-earth elements with a stilwell
structure and the general formula LnBXO5 ~Ln–La, Pr,
X–Ge, Si! ~Refs. 1–4!. In terms of their crystal structure
stilwellites are assigned to theP31 or P3121 space groups
the basis of the structure being a helicoidal chain of B4

tetrahedra extended along the three-fold screw axis.5 Results
of dielectric, calorimetric, and optical measurements h
established that a ferroelectric phase transition takes plac
LaBSiO5 crystals at around 520 °C~Refs. 1, 2, and 6! and in
PrBGeO5 crystals at 750 °C~Ref. 3!. However, substituting
silicon for germanium substantially reduces the Curie po
to 140 °C in LaBSiO5 and 685 °C in PrBSiO5 ~Ref. 7!. Char-
acteristic changes of the crystal structure in LaBSiO5 crystals
were investigated in Refs. 4 and 8 by x-ray techniques wh
confirmed that the space group changes fromP3121 to P31

as a result of a ferroelectric phase transition.
The aim of the present study was to make a further

vestigation of the phase transition in LaBSiO5 using calori-
metric techniques which can be used to determine the typ
phase transition and the excess entropy of the phase tr
tions, as well as by making dielectric measurements.

The specific heat of the borosilicate LaBSiO5 prepared
by ceramic technology using simple oxides and H3BO3

reagents9 was investigated by dynamic calorimetry at tem
peratures between 100 an 520 K and by adiabatic calorim
between 90 and 210 K. Using these data, the relative va
of the specific heat obtained by the adiabatic method w
converted to the absolute values required to determine
excess entropy of the phase transition.

Figure 1 gives the specific heat of an LaBSiO5 ceramic
sample as a function of temperature over a wide range.
fine line gives the lattice specific heat which was calcula
using the following relation

Clat5C0D~QD /T!1C1E~QE1 /T!1C2E~QE2 /T!1AT,
1191063-7834/98/40(7)/3/$15.00
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where the fitting parameters are:QD5314.09 K, QE1

5818.48 K, QE252394.5 K, C0579.08 J/mol• K, C1

596.93 J/mol• K, andC25112.97 J/mol• K.
It can be seen that a broad anomaly is observed in

phase-transition region at a temperature corresponding
that of the ferroelectric phase transition. In this case, we
not detect any latent heat corresponding to a first-order ph
transition because of its broadening in the ceramic sam
However, the nature of the phase transition was clearly
vealed when the specific heat was measured during hea
and cooling near the phase transition. Figure 2 gives
temperature dependence of the specific heat of LaBSiO5 in
the phase-transition region at 412 K. It can be seen that
phase-transition temperature during heating is approxima
5 K higher than that during cooling, which is typical of firs
order transitions.

FIG. 1. Temperature dependence over a wide range of temperature o
specific heat of a LaBSiO5 ceramic sample. Fine curve – lattice specifi
heat.
3 © 1998 American Institute of Physics
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FIG. 2. Temperature dependences of the specific heat of a LaBSiO5 ceramic in the phase-transition range. The arrows indicate the direction of chan
temperature.
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Note that, for our main purpose of determining the e
cess entropy of the phase transition, the broadening of
phase transition in the ceramic plays a positive role beca
in calculations of

DS5E
100 K

520 K

~CP2Clat!/TdT

the component of the phase-transition energy associated
the latent heat of the transition is not lost; it is transferred
the ‘‘wings’’ of the specific heat anomaly and is taken in
account by integration.

Graphical integration yielded the following values of th
excess energy and the excess entropy of the phase tran
of LaBSiO5 ceramic: DQ5401612 J/mol, andDS51.05
60.03 J/mol• K.

The error arises from the difference in these values m
sured during heating and cooling of the sample~Fig. 2!. It
should be noted that despite the substantial difference in
phase-transition temperatures, the parameters of
LaBSiO5 crystal were extremely close to those of LaBGeO5,
as can be seen from Table I. The approximately equal ex
entropies of the phase transitions in the two crystals~with the
phase transition temperatures differing by a factor of tw!

TABLE I. Thermodynamic parameters of ferroelectric-phase transition
LaBGeO5 and LaBSiO5 crystals.

Material TC , K CC2W , K DQ, J/mol DS, J/mol• K References

LaBGeO5 803 2.73103 736 0.95 2 and 6
LaBSiO5 412 3.23103 401 1.05
-
he
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ith
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ion
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he

ss

indicates that the spontaneous polarization of borosilic
is close to that of borogermanate and is approximat
2 mC/cm2.

Note that preliminary data on the pyroelectric effe
measured using a polarized ceramic give a spontaneous
larization an order of magnitude lower than that obtained
the calorimetric method.

The temperature dependence of the permittivity of
LaBSiO5 crystal was measured at 1 MHz using a single cr
tal grown by the flux method~Fig. 3!. In addition to the
already noted extremely low Curie–Weiss constant,
curves obtained during cooling and heating clearly show
sharp peak at the Curie point, where the temperature hys
esis for the single crystal reaches 15–20 K and decrease
the rate of change in temperature decreases. This chara
istic « jump unambiguously indicates a first-order pha
transition, confirming the experimental data obtained
measuring the second-harmonic generation intensity3 and the
results of the calorimetric experiment presented above.

These results indicate that ferroelectric stilwellites ha
a fairly unusual combination of physical properties since
Curie–Weiss constant of the order of 103 K is characteristic
of order–disorder phase transitions whereas a comparati
low excess phase transition entropy is usually associa
with displacement-type transitions.

It should be noted that high-resolution neutron diffra
tion revealed elements of an order–disorder phase trans
in the system ofB–Q tetrahedra in LaBGeO5 crystals al-
though this effect was far less clearly defined in LaBSi5

~Ref. 10!. However, with reference to the possible classifi

n
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tion of ferroelectric-phase transitions given by Tokunaga a
Onodera and Savashima, using the Rhodes–Wohlf
structure,11,12 and bearing in mind that the spontaneous p

FIG. 3. Temperature dependences of the permittivity of an LaBSiO5 single
crystal at 1 MHz during heating~1! and cooling~2!.
d
th
-

larization ~and therefore the saturation polarization! are ap-
proximately the same for LaBSiO5 and LaBGeO5 crystals,
we find that indications of displacement-type transitions p
dominate in both crystals, despite the low Curie–Weiss c
stant.

The authors are grateful to the Russian Fund for Fun
mental Research for supporting this work under Grant N
96-02-1772a.

1S. Yu. Stefanovich, B. V. Mill’, and A. B. Butashin, Kristallografiya37,
513 ~1992! @sic#.

2Y. Uesu, N. Horiucki, E. Osakabe, S. Omori, and B. A. Strukov, J. Ph
Soc. Jpn.62, 2522~1993!.

3S. Yu. Stefanovich, V. N. Sigaev, B. V. Mill’et al., Neorg. Mater.31, 819
~1995!.

4E. L. Belokoneva, V. A. Tuvaeva, M. Yu. Antipin, and N. I. Leonyuk
Neorg. Mater.41, 1097~1996!.

5A. A. Voronkov, Yu. A. Pyatenko, Kristallografiya12, 258 ~1967! @Sov.
Phys. Crystallogr.12, 214 ~1967!#.

6A. Onodera, B. A. Strukov, A. A. Belov, S. A. Taraskin, H. Haga, H
Yamashita, and Y. Uesu, J. Phys. Soc. Jpn.62, 4311~1993!.

7S. Yu. Stefanovich, A. V. Mosunov, B. V. Mill’, and V. N. Sigaev, Izv
Ross. Akad. Nauk, Ser. Fiz.60~10!, 78 ~1996!.

8Y. Ono, K. Takayama, and T. Kajitani, J. Phys. Soc. Jpn.65, 3224~1996!.
9S. Yu. Stefanovich, A. V. Mosunov, A. V. Dechev, and V. N. Sigaev, Z
Neorg. Khim.31, 819 ~1995!.

10E. L. Belokoneva, W. J. F. Davidet al., J. Phys.: Condens. Matter9, 350
~1997!.

11M. Tokunaga, Ferroelectrics104, 423 ~1990!.
12Y. Onodera and N. Savashima, J. Phys. Soc. Jpn.60, 1247~1991!.

Translated by R. M. Durham



PHYSICS OF THE SOLID STATE VOLUME 40, NUMBER 7 JULY 1998
The shape of inhomogeneously broadened resonant lines due to nonlinear contributions
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A theory of the shape of inhomogeneously broadened resonant lines is developed for the case
where the shifts of the spin-packet resonance frequencies are determined by nonlinear
~in particular, quadratic! random-field contributions. It is shown that the line shapeI (v) is
described by a narrowd-type curve with broad wings. Homogeneous broadening reduces the
intensity I max(v) and broadens the line. A comparison is made of the calculated and
measured93Nb NMR line shapes for PbMg1/3Nb2/3O3 ~PMN! at T5430 K and KTa0.988Nb0.012O3

~KTN!. The theory describes well the observed resonant-line shape anomalies. Specific
features in the structure of the disordered ferroelectrics PMN and KTN are discussed. ©1998
American Institute of Physics.@S1063-7834~98!03007-X#
ac
th
io
e
no

nt
cu
a
p
e
e
as

om
n
it
d
o

ld
on
lin
s
s
a
n
,
o

hi
a
s

n
cle

re
o
p

n-

for
part

lec-

is
of
ncy
of
h as
ole

an-
nts,
ces.
de-
e
nts
are
nd

. It
by

h-
ua-
ts,

tial
Studies of EPR and NMR line shape have been attr
ing considerable interest for many years. The reason for
lies in that line-shape analysis provides valuable informat
on random-field distribution in a lattice, concentration of d
fects, their static and dynamic characteristics, spin-pho
interaction and so on~c.f., Ref. 1!.

Characteristics of a system, both static and dynamic~on
the time scale of the measurement method used!, are usually
derived from the inhomogeneous and homogeneous co
butions, respectively, to the line shape and width. In parti
lar, magnetic-resonance lines in disordered systems are,
rule, inhomogeneously broadened, so that their shape re
duces the distribution function of random fields in the lattic
Investigation of this function is particularly important for th
physics of phase transitions and for construction of ph
diagrams of such systems.2,3

Quantitative information on the sources of the rand
fields determining the shape of inhomogeneously broade
lines is usually obtained by comparing the calculated w
measured line shape. The calculation can be performe
terms of the statistical theory of line shape with inclusion
both linear and nonlinear contributions due to random fie
It was found that the presence of nonlinear and linear c
tributions changes considerably the shape of resonant
~see Refs. 4 and 5! compared to that due to linear term
only.1,6 Whereas for both above cases an exact analytic
lution was found, the shape of an inhomogeneously bro
ened line can be calculated only approximately by seco
order statistical theory,7 provided there are only quadratic
and no linear terms. Note that second-order statistical the
expresses the line shape through complex integrals w
can be solved solely numerically, so that the line shape c
not be presented in an analytic form. At the same time ca
where there are no linear contributions are quite commo
radio spectroscopy. For instance, in NMR spectra of nu
with a large quadrupole moment and spinI>1 ~for example,
Nb and Ta!, where the width and shape of the lines a
dominated by the interaction of the nuclear quadrupole m
ment with gradients of random electric fields, the line sha
1191063-7834/98/40(7)/5/$15.00
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of 11/2→21/2 transitions is determined by quadratic co
tributions of electric field gradients.

This work presents a theory of resonant line shape
the case where quadratic contributions play a dominant
in inhomogeneous line broadening.

We also compare calculated93Nb NMR spectra with
those measured earlier in the Nb-doped incipient ferroe
tric KTaO3 and relaxor ferroelectric PbMg1/3Nb2/3O3.

1. THEORY

The intensity of an inhomogeneously broadened line
known1 to be proportional to the number of configurations
the local perturbation sources which produce the freque
shift Dv under study. Depending on the actual magnitude
the spin and the paramagnetic center characteristics, suc
spin-phonon and spin-electric constants and quadrup
nuclear moments, the frequency shift can originate from r
dom strain, magnetic and electric fields, and their gradie
caused by the above-mentioned local perturbation sour
Among such sources are usually impurities, structural
fects ~for instance, vacancies!, antisite ions etc. There ar
especially many sources of random fields and their gradie
in disordered magnetic and ferroelectric systems, which
characterized by disorder in lattice cation substitution a
the presence of random magnetic or electric dipoles
should be noted that electric dipoles are usually created
ions displaced from their equilibrium positions in the hig
symmetry phase. Taking into account the linear and q
dratic contributions of the above fields and their gradien
the resonance-transition frequency shift can be written

Dv5a«1b«2, ~1!

where constanta is dimensionless, and constantb has the
dimension of reciprocal frequency.

In the case where only linear contributions are essen
(b50, aÞ0!, the line shapef 1(v) is calculated in terms of
6 © 1998 American Institute of Physics
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first-order statistical theory and results in a Gaussian, Ho
markian, or Lorentzian profile, depending on the rando
field decay rate in space.

The line-shape problem with simultaneous inclusion
both linear and nonlinear terms tomth order was considere
by us within statistical theory,4,5 which yielded the following
expression

f m~v!5 (
k51

m
f 1~vk!

uw8~vk!u
, ~2!

wherevk are real roots of the algebraic equation

w~«!5v2a«2b«22c«32...2 f «m50. ~3!

It can be added that Eq.~2! can be obtained also within
general probability theory as a probability distribution for
function of a random variable.8

In the case of no linear contributions present@a50,
bÞ0 in Eq. ~1!#, which is of interest to us here, the lin
shape can be written with the use of Eqs.~2! and ~3! in the
form

f 2~v!5
1

2uAbvu
F f 1SAv

b D 1 f 1S 2Av

b D G . ~4!

As seen from Eq.~4!, while the shape function calculated
linear approximation,f 1(v), passes through a maximum
v50 ~i.e. at the resonant frequency which is the origin of t
frequency coordinate!, f 2(v)→` for v→0. This divergence
can be removed by taking into account the contribution d
to homogeneous broadening, which is always present in
systems, throughv→v1 i /t replacement, where 1/t is the
HWHM of the Lorentzian characterizing the homogeneo
broadening contribution. This procedure fully corresponds
convolution of the inhomogeneous and Lorentzian homo
neous broadening line shapes; one should also take into
count that only the real part should be left in Eq.~4!, so that
this equation can now be recast in the form

f 2~v!5
1

2AbS v21
1

t2D 1/2

3ReF f 1
SAv1

i

t

b
D 1 f 1

S 2
Av1

i

t

b
D G .

~5!

We shall assume in what follows thatf 1(v) is a Gaussian,
the case met frequently in real materials,f 1(v)51/
DA2p exp(2v2/2D2), whereD is the halfwidth. In this case
Eq. ~5! transforms to

f 2~v!5
1

DA2pbS v21
1

t2D 1/2
expS 2

v

2bD2D cos
1

2btD2 .

~6!
z-
-
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e
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-
o
e-
c-

Equation~6! suggests that as the dimensionless nonlinea
parametersbD and the homogeneous broadening contrib
tion (Dt)21 increase, the maximum line intensityf 2 max

5f2(0) should decrease, and the HWHM, increase becaus
the normalization condition* f 2(v)dv51. It should be
pointed out that the expression determining the halfwidth
half-maximumv1/2 can be derived directly from Eq.~6! and
recast to

v1/2

bD2 22 ln 21
1

2
ln~11t2v1/2

2 !50. ~7!

The results of numerical calculations of thef 2(v) line shape
are displayed in Fig. 1a–1c for a number of parametersbD
and (Dt)21. We readily see that the line shape diffe
strongly from the Gaussian corresponding to linear appro
mation, and that as the parametersbD and (Dt)21 increase,
the maximum intensity of the line indeed drops, and its wid
grows. Note that if more than one homogeneous broaden
mechanism operates, 1/t5( i1/t i .

2. DISCUSSION OF RESULTS AND COMPARISON WITH
EXPERIMENT

Note the unusual shape of the lines displayed in Fig
with a narrow delta-shaped central part and broad, very lo
intensity wings forv/D>2. The line is fully symmetrical
relative to the resonant frequencyv50. This is due to the
fact that the singular point originating from the denomina
in Eq. ~4! coincided with the resonant frequencyv50 of the
linear-approximation line shape. Taking into account sim
taneously the linear and quadratic contributions destroys
coincidence, as is evident from Eqs.~2! and ~3!, and, as
shown by detailed calculations,4,5 produces an essentiall
asymmetric line with two rather than one maximum. Th
the line shape presented in Fig. 1 may be considered
direct consequence of the presence of quadratic and abs
of linear contributions of random perturbations to t
resonant-frequency shift. A situation closest to the above
oretical analysis can be realized in an experiment, for
stance, for certain orientations of the external magnetic fi
not making linear contributions to the frequency shift,
well as for61/2→1/2 transitions, which are sensitive only t
nonlinear contributions of random electric fields and electr
field gradients. Figure 2 compares the theoretical with
served line shape for the11/2→21/2 93Nb NMR transition
in a disordered ferroelectric PbMg1/3Nb2/3O3. The 93Nb
nucleus is known to have a large quadrupole moment,9 and
therefore the shape of its resonant lines should be sensitiv
the spread in electric-field gradients. The spin of t
93Nb nucleus I 59/2, so that for all transitions excep
11/2→21/2 the frequency shift will be caused by line
interaction of the quadrupole nuclear moment with rand
electric-field gradients. The11/2→21/2 transition does no
involve a linear contribution to the frequency shift. It is ca
culated in second-order perturbation theory and is therefo
quadratic function of electric-field gradients~see. e.g., Ref.
10!, so that the shape of the inhomogeneously broade
NMR line will be described by Eq.~6!, where parameter 1/t
characterizing the contribution due to homogeneous bro
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FIG. 1. Theoretical shape of inhomogeneously broadened resonant lines. Nonlinearity parameterb* D: ~a! 1.05, ~b! 1.4, ~c! 1.75; homogeneous broadenin
parameter 1/tD: 1—0.1, 2—0.2; 3—0.4. The points show the Gaussian line shape calculated in first-order statistical theory.
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ening should be related to the magnetic spin-spin interac
between Nb nuclei. Calculation of 1/t from conventional re-
lations ~c.f., Ref. 11! made under the assumption that t
ratio of the Mg to Nb ion concentrations in macroscop
regions is, on the average, 1:2, yielded 1/t53 kHz. Using
Eq. ~7! for the HWHM and the maximum line intensity de
termined by

f 2 max5 f 2~0!5
cos~1/2btD2!

DA2pb/t
~8!

permitted us to obtainD525 kHz andbD50.25.
n As evident from Fig. 2, Eq.~6! used with the above
values of the parameters describes sufficiently well the
served NMR line shape. The slight asymmetry in the m
sured line shape may be due to small contributions, ot
than the quadrupole and spin-spin coupling ones, that w
not included in the theoretical consideration. It should
pointed out that, if PMN contained macroregions with 1
ordering~Ref. 12! and regions enriched in Nb, the spectru
would have two lines, whereas one observes in it only o
On the other hand, the existence of 1:1 regions would re
in 1/t51 kHz, while Eq. ~7! makes it clear that value
1/t <1.5 kHz would produce for the observed line the u
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FIG. 2. 93Nb NMR spectrum in
PbMg1/3Nb2/3O3 for Bi@001#, spectrometer
frequency n0549 MHz, and T5430 K.
Solid line—calculated line shape, points—
experiment.
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physical resultv1/2,0. Thus our analysis argues for th
presence in PMN only of 1:2-type regions.

A 93Nb NMR line shape resembling the one presented
Fig. 1 was observed in a study of the incipient ferroelec
KTa12xNbxO3 ~KTN! with x50.012.13 The line was ob-
served to become more narrow, and the peak intensity of
11/2→21/2 line, to increase, with the temperature decre
ing from T519.9 to 7.9 K. As pointed out above, such
behavior follows directly from Eq.~6! with variation of the
homogeneous contribution to 1/t, and is shown in Fig. 1a
and 1b. If we assume the homogeneous broadening to
dominated by the spin-spin interaction of Nb with the neig
boring 181Ta and 39K nuclei, as well as by reorientationa
motion of Nb among the equivalent orientations of its dipo
moments, the quantity 1/t51/td2d11/tm should be tem-
perature dependent, because 1/tm should decrease with de
creasing temperature. As seen from Fig. 1, this should re
in an increase in peak intensity and a line narrowing, wh
is in qualitative agreement with the observed line-sha
variation.

A detailed comparison of the theory with experiment
presented in Fig. 3a, 3b, and 3c~T519.9, 18.1, and 7.9 K
respectively!. The values of 1/tm for all temperatures were
calculated from the Arrhenius relation 1/t51/t0

3exp(2U/T) with the parametersU5200 K and, 1/t057
3109 Hz ~Ref. 14! corresponding to reorientational motio
n
c

he
-

be
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ult
h
e

of the elastic dipole moment of Nb, and with 1/td2d

51.5 kHz. As seen from Fig. 3, Eq.~6! describes well the
observed line shape for all temperatures considered h
with the parametersD54 kHz andbD50.14, and with the
values 1/tm5300 kHz, 110 kHz, and 0.1 Hz forT519.9,
18.1, and 7.9 K, respectively, derived from the abo
Arrhenius relation.

There was an attempt13 to explain the unusual shape o
the 93Nb NMR line in KTN by assuming that the broad ba
of the line observed at high temperatures,T.Tc , is due to
the contribution of unresolved satellite transitions~1/2→3/2,
3/2→5/2 etc.!, whereas forT,Tc there is no such contribu
tion because the satellites move far away from the11/2→
21/2 transition as a result of the symmetry made lower th
cubic by off-central displacement of Nb ions forT<Tc

'10 K. This model does not, however, agree with the ret
tion of the integrated intensity of the lines measured aT
.Tc andT,Tc. Our explanation of the unusual93Nb NMR
line shape in KTN does not require the assumption of
leaving its site atT'10 K and takes into account only th
existence of an elastic dipole moment of Nb ions, who
dynamics were studied in independent experiments.13 It may
be pointed out that, since the parameters characterizing
dynamics of the elastic and electric dipole moments of
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FIG. 3. 93Nb NMR spectrum in PbMg0.988Nb0.012O3 for Bi@001#, spectrometer frequencyn0549 MHz, andT(K): ~a! 19.9, ~b! 18.1, ~c! 7.9. Solid line—
calculated line shape, points—experiment.
te
are essentially different, it is difficult to discuss the off-cen
position of Nb for T<10 K based on NMR data.
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Results are presented of an investigation of the temperature dependences of the domain wall
mobility m as a function of the irradiation dose between 20 and 180 kR. It is shown that the values
of m depend nonuniquely on the amplitude of the switching field and the radiation dose for
switching current pulses of different polarity. ©1998 American Institute of Physics.
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The study of switching processes in ferroelectric cryst
is not only of general physical interest but also of practi
interest, since devices have been developed whose oper
principle is either based on the switching effect itself or
the dependence of the crystal characteristics on this effe1

The overall characteristics of the switching process a
the dynamic properties of the domain structure dep
strongly on the existence of different defects in the crys
This particularly applies to ferroelectric triglycine sulfa
~TGS! whose crystal structure is extremely complex1,2 and
where exposure even to low radiation doses creates a l
number of radiation defects in the crystal.3

The presence of radiation defects leads to substa
changes in the ferroelectric properties, including the para
eters of the domain structure: the domain-wall mobili
field, and activation energy. In an earlier study4 in which we
investigated characteristic features of the pulsed polariza
reversal of irradiated TGS crystals, we showed that the
main wall mobilitym depends nonuniquely on the irradiatio
doseD.

Our aim here was to study the dose dependences o
domain-wall mobility of TGS exposed to x rays from
30 keV source at a dose rate of;240 kR/h. The investiga-
tions were carried out using a pulsed technique where
frequency of the bipolar pulses was 300 Hz~Refs. 4 and 5!.
Samples of nominally pure TGS comprised polar-cut waf
measuring 0.430.630.09 cm with vacuum-deposited silve
electrodes.

Before the measurements, the samples were anneal
110 °C for 1 h. We now report results of the investigation
one sample whose coercive field after annealing, de
mined from the dielectric hysteresis loop at 300 Hz, w
;350 kV/cm at room temperature. The internal field w
zero.

The experimental method was as follows: the ove
characteristics of the switching process~maximum current
i max and total switching timets) were measured immediatel
after irradiation and after 24 h, before the beginning of
next irradiation run. Thus, radiation doses were received
ery 24 h and the entire measurement cycle took 10 d
Experience showed that the switching characteristics m
sured a few minutes after irradiation and more than 2
later, showed little change, i.e., no aging effect occurred
1201063-7834/98/40(7)/3/$15.00
s
l
ing

.
d
d
l.

ge

ial
-

,

n
o-

he

e

s

at
r
r-
s
s

ll

e
v-
s.
a-
h

The coercive fieldEc depends strongly on the radiatio
dose. The internal field also increased after each irradia
process and reached 400 V/cm at a dose of 160 kR.

After the first irradiation with a 20 kR dose, the switch
ing current pulses corresponding to reverse directions of
polarization-reversing field remained symmetric. With t
following irradiation, beginning with a 40 kR dose, the cu
rent pulses became asymmetric, as induced by the inte
field which maximized at room temperature. Near the Cu
point the asymmetry almost disappears.

Here, as in our previous studies,4,5 we assumed that, fo
the pulse with loweri max and higherts, the polarization-
reversing field is directed inward so we described this pu
as positive. For the other pulse, arbitrarily called negati
the internal and polarization-reversal fields are in oppo
directions, i.e.,i max

1 ,imax
2 , ts

1.ts
2 .

We used the follow relation to calculatem

m5d2/Uts , ~1!

whered is the sample thickness andU is the polarization-
reversing field.

Figure 1 shows temperature dependences ofm for posi-
tive and negative pulses at several radiation doses. Curve1 is
plotted for an unirradiated sample. The behavior ofm(T) in
this case is the same as that familiar from the literatu6

except for a small peak assigned to a region of rearrangem
of the domain structure characteristic of a TGS crysta4,5

This anomaly in them(T) curve may be observed either as
maximum or as a minimum, which, as was shown in Ref
depends on the state of the domain structure in the sam
and the experimental conditions.

After the first irradiation, the anomaly in them(T) curve
disappears and the values ofm decrease~curve2 in Fig. 1!.
This result can be attributed to anchoring of some dom
walls at radiation defects. As the radiation dose is then
creased, the values ofm for the positive pulse continue to
decrease~curve3 in Fig. 1! whereas those for negative puls
remain unchanged and the same as those for curve2 in Fig.
1. A further increase in the concentration of radiation defe
has the result that some of the sample volume is exclu
from the switching process with a decrease in the total ti
ts , which shows up as an apparent increase in the dom
wall mobility calculated using formula~1!. This effect shows
1 © 1998 American Institute of Physics
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up particularly clearly for the negative pulse~curves4–7 in
Fig. 1! and to a lesser extent for the positive~curves8 and9
in Fig. 1!. Attention is drawn to the fact that, as the radiati
dose increases, so does the temperatureTpr at which switch-
ing is initiated in the sample for a given polarizatio
reversing field~inset to Fig. 1!.

At a 40 kR dose, ‘‘radiation annealing’’ is observed f
the negative pulse~Fig. 2! similar to that observed by u
previously for the activation fielda, where the values ofa
dropped at doses of 20–40 kR~Ref.4!. In the present case
the effect was observed as an increase in the domain
mobility. As the temperature increases from room tempe
ture to the Curie point, the annealing disappears, i.e., it
curs in a bounded range of temperatures far from the ph
transition temperature.

A substantial increase in the wall mobility with radiatio
dose for the negative pulse~Fig. 3! as compared with the
positive probably indicates that a larger fraction of t
sample volume is excluded from the switching process
the negative pulse. Assuming that the switchable volum
are proportional to the timests

1 andts
2 , on the basis of the

data plotted in Fig. 4, it may be assumed that at temperat
far from the Curie point, the switchable volumes differ a
proximately by a factor of 2 (ts

1/ts
252) at 80 kR~curves1

and 2 in Fig. 4!, at 140 kR this ratio increases still furthe
~curves3 and 4 in Fig. 4!, and then remains constant wit
dose.

The presence of a strong internal field in the sam
leads to an interesting feature in the dependence ofm on the
amplitude of the polarization-reversal field. For the negat

FIG. 1. Temperature dependences of the domain-wall mobility for nega
~4–7! and positive~3, 8, 9! switching current pulses for various radiatio
doses:D50 ~1!, 20 ~2!, 80 ~3!, 100 ~4!, 120 ~5, 8!, 140 ~6!, and 180 kR
~7, 9!. Curves1 and2 refer to doses at which the pulse is symmetrical.
all
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r
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e

e

pulsem2 decreases with increasing field~curves1, 3, and5
in Fig. 5! whereas for the positive pulse, the values ofm1

increase slightly at low doses~curve 2 in Fig. 5! and then
remain almost constant~curves4 and6 in Fig. 5!.

This nonunique behavior of them(T) curves for pulses
of different polarity was also observed by us with
chromium-doped TGS crystal and deuterated TGS. Althou
in these last two cases, the nature of the internal field diff
from that induced by radiation, in all three casesm decreases
with increasing field for the negative pulse and increases
the positive. The conditions under which these effects
observed in these three groups of TGS crystals may di
but the general behavior noted above still applies.

e

FIG. 2. Dependences of the domain-wall mobility for the negative pulse
the x irradiation dose at different temperatures,T(°C): 1 — 28, 2 — 36,
3 — 40, 4 — 44.

FIG. 3. Temperature dependences of the difference between the do
wall mobility for negative and positive switching current pulses at x-r
radiation dosesD580 ~1!, 160 ~2!, and~3! 180 kR .
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We shall now put forward a hypothesis to explain th
The dc electric field makes the domain structure m
‘‘rigid’’ but at the same time, at a certain level it may deta
the walls from defect obstacles. This last effect was obser
for a deuterated potassium dihydrophosphate crystal7 when
the permittivity was measured by a bridge method with a
electric field of one polarity applied simultaneously. We o
served a similar effect when studying the harmonic com
sition of the switching current.8

These experimental results suggest that for a posi
pulse when the switchable field and the internal field are
the same direction, detachment of domain walls from defe
predominates, releasing a specific number of domain w
and facilitating polarization reversal. This conclusion is co
firmed by the observation that the magnitude of the swit

FIG. 4. Temperature dependences of the total switching timests for nega-
tive ~1, 3! and positive~2, 4! switching current pulses at x irradiation dose
D580 ~1, 2! and 140 kR~3, 4!.
.
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ts
lls
-
-

able charge (q) is greater for the positive pulse than for th
negative. For example for the experimental conditionsT
536 °C, D5120 kR, the field is 670 V/cm andq1 is ap-
proximately twice as large asq2.
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FIG. 5. Field dependences of the domain wall mobility for negative~1, 3, 5!
and positive~2, 4, 6! switching current pulses at x irradiation dosesD540
~1, 2!, 120 ~3, 4!, and 180 kR~5, 6!.
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Coordination polyhedra have been constructed for Pb in a PbZrO2 crystal. It is shown that there
is no geometric similarity between the displacements of the lead ions and the dipole
moments responsible for the antiferroelectricity, which is generally assumed in calculations of
the relative stability of the antiferroelectric and ferroelectric phases in pure PbZrO3 and
its solid solutions. The latest data on the atomic structure of phases with thePbamandCm2m
space groups are used to refine conventional reasoning on the dipole motif of this crystal.
It is shown that in the point-dipole model, the antiferroelectric dipole configuration is energetically
more favorable than the ferroelectric, which is consistent with the observation conditions for
both phases. ©1998 American Institute of Physics.@S1063-7834~98!03207-9#
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Some characteristic features of the structure of lead
conate which are responsible for its antiferroelectric prop
ties were first described in 1951.1 It was later shown2 that the
structure of lead zirconate has a monoclinic distortion of8
and that the lead ions are displaced antiparallel along
short diagonal of the rhomb3 which lies in the base of the
perovskite cell:b.90° in Fig. 1a. In Refs. 4–7 calculation
were made of the relative phase stability in PbZrO3 and its
solid solutions. These authors assumed that the dipole m
in the antiferroelectric phase is identical to the pattern
atomic displacements shown in Ref. 1a: all the dipole m
ments are collinear and identical and the ferroelectric ph
only differs from the antiferroelectric phase by the sign
the dipole moments, not their magnitude. The calculatio4

yielded some discrepancy with experiment, specifically in
cating that the antiferroelectric phase is more stable than
ferroelectric provided that the Pb charge exceeds its vale
and is 13e. We concur with the view8 that the generally
accepted model of the dipole motif of the antiferroelect
phase in lead zirconate requires some refinement. In ord
check the validity of the assumptions on which this mode
based, we need to study the local symmetry of the lead
sitions in the neighborhood of 12 anions. The correspond
coordination polyhedron in the antiferroelectric phase i
trihexahedron. To construct, this we investigated three a
native variants of the coordinates of the antiferroelec
phase atoms~a!, ~b!, and~c! ~Ref. 9, Table III!. Calculations
using variants~a!, ~b!, and ~c! respectively gave four, six
1201063-7834/98/40(7)/4/$15.00
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and eight different sets of Pb–O distances and the s
number of different oxygen trihexahedra. Like the authors
Ref. 9, we consider structure variant~a! to be preferable
because, as was reported earlier10 and confirmed by our ESR
studies,11 the replacement of Pb21 ions by Gd31 ions in lead
zirconate leads to the formation of four paramagnetic c
ters. Computer modeling was used to show all four trihe
hedra in the same aspect~Figs. 2a–2d!. Each has one plane
of symmetry parallel to theAB plane and passing through
Pb atom and four O atoms. The unit cell of the antiferroel
tric phase of zirconium niobate contains eight Pb atoms
cupying two crystallographically independent positions
levels withz50 and 0.5, with the same values of the atom
displacements according to variant~a! ~the z coordinate axis
is parallel to theC axis of the rhombic cell and perpendicula
to the plane of the drawing in Figs. 1a and 1b!. The eight Pb
atoms shown~and the corresponding eight trihexahedra! are
divided into four pairs according to the four types of near
oxygen neighborhood. The trihexahedra for the Pb positio
$1% and $4%, $2% and $3%, $5% and $8%, $6% and $7%, are equiva-
lent and have the following coordinates in fractions of pe
ods of the rhombic cell:

$1% : ~0.752dx, 0.1251dy, 0!,

$4% : ~0.251dx, 0.8752dy, 0!,

$2% : ~0.252dx, 0.3752dy, 0!,

$3% : ~0.751dx, 0.6251dy, 0!,
4 © 1998 American Institute of Physics
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FIG. 1. Schematic diagrams of the antiparallel displacements of lead atoms in the antiferroelectric phase with thePbam3 space group~a!, dipole motifs of
this phase~b!, and the electric-field induced ferroelectric phase withCm2m space group~c! in PbZrO3. The solid line shows theAB faces of the rhombic unit
cells of both phases and the dashed lines are rhombs lying in the base of the perovskite cells containing one formula unit. The numbers$1%–$4% indicate the
dipole moments corresponding the oxygen trihexahedra with these numbers shown in Fig. 2.
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$5% : ~0.752dx, 0.1251dy, 0.5!,

$8% : ~0.251dx, 0.8752dy, 0.5!,

$6% : ~0.252dx, 0.3752dy, 0.5!,

$7% : ~0.751dx, 0.6251dy, 0.5!.

In order to establish the differences in magnitude a
orientation of the dipole moments corresponding to the
hexahedra, we calculated the main geometric characteri
of the dipoles for variant~a! from Table III in Ref. 9 and for
variant ~2! from Table I in Ref. 12 using well-known
formulas.13 An analysis of these characteristics, which a
presented in Table I shows that the values ofD l anda for
lead positions$1% and $2% situated in thez50 plane differ
negligibly. The same applies to positions$5% and$6% from the
z50.5 plane. The values ofD l and a corresponding to
planes with differentz ~for example, for positions$1% and
$5%! differ appreciably. On the basis of Fig. 2 and the d
presented in Table I, and also assuming that the antife
electric phase belongs to thePbamgroup, we can formulate
the following four conditions which should be satisfied
the dipole ordering in this phase: 1! all the dipole moments
formed in lead zirconate with the involvement of Pb lie
planes parallel to theAB plane of the rhombic cell; 2! lead
ions displaced in the same direction and surrounding t
anions form a chain consisting of two rows of dipoles;
each row the dipole moments are parallel and have the s
magnitude; the dipole moments in neighboring rows of
chain are noncollinear~their axes form an angle of aroun
6.5°) and not equal~this is shown by the arrows of differen
thickness in Fig. 1b!; 3! the dipole moments in neighborin
rows belonging to different~antiparallel! pairs of chains are
antiparallel and of the same magnitude; 4! the preceding con-
ditions are valid for dipoles lying in thez50 plane and in
d
i-
ics

a
o-

ir

me
e

the z50.5 plane. Any dipole from thez50 level differs
from a dipole from thez50.5 level in magnitude and direc
tion.

On the basis of these conditions, the symmetry-allow
dipole ordering forz50 or 0.5 can be represented schema
cally as shown in Fig. 1b. Our recent experimen
investigations11 revealed a substantial difference in the ang
lar dependences of the ESR spectra for Gd31 ions in lead
zirconate corresponding to different paramagnetic cent
We cite this as confirmation that the difference in the oxyg
neighborhood of Pb atoms occupying different positions
the lead zirconate structure strongly influences the phys
properties of this crystal. To a first approximation, this d
ference may be taken into account in the calculations
using the tabulated data.

When a strong electric field is applied to a lead zircon
crystal, ferroelectric phases may be induced in the crys
including the rhombic ferroelectric phase with space gro
Cm2m ~Refs 12, 14, and 15!. The symmetry of the oxygen
trihexahedron~Fig. 3! for this phase ismm2. The direction
of the dipole moments aligns with the displacement direct
of the lead ions~Fig. 1c!. The direction of the Pb displace
ments in theCm2m ferroelectric phase induced by the ele
tric field differs by approximately 90° from the directions o
displacements in thePbam antiferroelectric phase so tha
thex andy axes in Figs. 1a and 1b are orthogonal, which,
fact, is reflected in Table I. The calculated value ofD l in the
Cm2m ferroelectric phase is approximately 1.7 times low
than that in the antiferromagnetic phase~see Table I!. This
relationship draws attention to another factor so far neglec
in the theoretical investigations, specifically that the dipo
moments in the ferroelectric and antiferroelectric phases m
differ appreciably in magnitude.

The expression for the energy4 obtained assuming that
lead ion in PbZrO3 has great freedom of movement and
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FIG. 2. Oxygen trihexahedra and Pb–O bond lengths in the antiferroelectric phase of PbZrO3 with thePbamspace group for the four nonequivalent positio
of lead: $5% ~a!, $6% ~b!, $1% ~c!, $2% ~d!.
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e

ce-
ase
tal
dipole structure is formed as a result of the lead displa
ments, is given by

U52DX2, ~1!

whereX is the displacement of lead along the perovskite a
in the plane of the dipole motif, andD is a coefficient which
depends on the type of dipole configuration and the chargq
assigned to the lead ion.
-

s

For q512e the coefficientD for the ferroelectric phase
exceeds than that for the antiferroelectric phase:D~FE!
50.4526.D~AFE!50.4430~the values ofD are taken from
the original publication4 in units of e2/Å 3). If this last con-
dition is satisfied and the absolute values of the displa
mentsX of both phases are the same, the ferroelectric ph
is theoretically stable, which contradicts the experimen
d
TABLE I. Differences between the coordinatesDx, Dy, andDz of the centers of gravity of lead anions an
cations in oxygen trihexahedra, distance between the centers of gravityD l , and the anglea between the
corresponding dipole moments and theA axis of PbZrO3 rhombic cells,

Phase Atom Dx, 10210 m Dy, 10210 m Dz D l , 10210 m a,°

AFE (Pbam) Pb$1% 0.3396~25! 20.0188(00) 0 0.3401~45! 23.16(8)
Pb$2% 0.3396~25! 0.0188(75) 0 0.3401~49! 3.18(1)
Pb$3% 20.3396(25) 20.0188(75) 0 0.3401~49! 3.18(1)
Pb$4% 20.3396(25) 0.0188(00) 0 0.3401~45! 23.16(8)
Pb$5% 0.3652(92) 20.0188(00) 0 0.3567~88! 23.02(1)
Pb$6% 0.3652(92) 0.0188(75) 0 0.3567~92! 3.03(3)
Pb$7% 20.3652(92) 20.0188(75) 0 0.3567~92! 3.03(3)
Pb$8% 20.3652(92) 0.0188(00) 0 0.3567~88! 23.02(1)

FE (Cm2m) Pb 0 20.2005 0 0.2005 90.0
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evidence. The antiferroelectric phase only becomes ener
cally more favorable for the improbably high valueq5
13e„D(FE)51.4756,D(AFE)51.4812…. In this case, the
ratio of the energies of the antiferroelectric and ferroelec
phases calculated using formula~1! is close to unity.

Our analysis of the structure of lead zirconate obvia
the need to make any special assumptions when using Eq~1!
to estimate the relative stability of the ferroelectric and an
ferroelectric phases. For the antiferroelectric phase,X in Eq.
~1! can be taken as one of eight valuesDx: X5Dx, and for
the ferroelectric phase, as the single valueDy: X5Dy ~see
Table I!. Substituting these values into Eq.~1! yields the

FIG. 3. Oxygen trihexahedron and Pb–O bond lengths in the ferroele
phase of PbZrO3 with the Cm2m space group.
ti-

c

s

-

following results: forq512e the energy of the ferroelectric
phase exceeds that of the antiferroelectric phase by a m
mum of 2.8 times and by a maximum of 3.3 times. This
qualitatively consistent with the observation that at roo
temperature the antiferroelectric phase is stable in lead
conate in the absence of external influences while the fe
electric phase is only observed when a strong electric fiel
applied to the crystal.

1E. Sawaguchi, H. Maniva, and S. Hoshino, Phys. Rev.83, 1078~1951!.
2G. E. Shatalova, V. S. Filip’ev, L. M. Kantsel’son, and E. G. Fesen
Kristallografiya19, 412 ~1974! @ Sov. Phys. Crystallogr.19, 257 ~1974!#.

3H. Fujishita, Y. Shiozaki, and E. Sawaguchi, J. Phys. Soc. Jpn.16, 1391
~1979!.

4W. Kinase, K. Yano, and N. Ohnishi, Ferroelectrics46, 281 ~1983!.
5L. Benguigui, Can. J. Phys.46, 1628~1968!.
6L. Benguigui and H. Hervet, Can. J. Phys.47, 2439~1969!.
7L. Benguigui, J. Solid State Chem.3, 381 ~1971!.
8W. Kinase~private communication!.
9H. Fujishita, Y. Shiozaki, N. Achiva, and E. Sawaguchi, J. Phys. Soc. J
51, 3583~1982!.

10M. D. Glinchuk, Vl. V. Skorokhod, I. P. Bykov, V. G. Grachov, V. G
Smotrakov, and V. V. Eremkin, Abstracts of IMF-8, Maryland, USA
1993, P3 : 084, p. 279.

11A. V. Leyderman, V. G. Zaletov, I. N. Leontiev, O. E. Fesenko, N.
Leontiev, and V. G. Smotrakov, J. Kor. Phys. Soc.~in press!.

12V. A. Shuvaeva, M. Yu. Antipin, O. E. Fesenko, and Yu. T. Struchko
J. Phys.: Condens. Matter8, 1615~1996!.

13A. S. Sonin and B. A. Strukov,Introduction to Ferroelectricity@in Rus-
sian#, Vysshaya Shkola, Moscow~1970!, pp. 10–12.

14O. E. Fesenko and V. G. Smotrakov, Ferroelectrics12, 211 ~1976!.
15O. E. Fesenko, R. V. Kolesova, and Yu. G. Sindeyev, Ferroelectrics20,

177 ~1978!.

Translated by R. M. Durham

ic



PHYSICS OF THE SOLID STATE VOLUME 40, NUMBER 7 JULY 1998
Effect of g irradiation on the low-temperature electrical conductivity and dielectric
properties of TlGaSe 2 crystals

A. U. Sheleg, K. V. Iodkovskaya, and N. F. Kurilovich

Institute for Solid-State and Semiconductor Physics, National Academy of Sciences of Belarus,
220072 Minsk, Belarus
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Electrical conductivity and dielectric properties of single-crystal TlGaSe2 have been studied as a
function of g irradiation dose in the 100–280 K range including the existence of an
incommensurate phase. Anomalies in the form of maxima have been observed in thes5 f (T),
tand5f(T), and «5 f (T) curves at the points of transition from the paraphase to
incommensurate~IC! phase,Ti , and from the IC to commensurate phase,Tc . The increase in
the quantitiess, tand, and« observed initially with increasing irradiation dose is followed
by their strong decrease and disappearance of the anomalies. It has been established thatg
irradiation does not affect the phase transition temperaturesTi andTc . © 1998 American
Institute of Physics.@S1063-7834~98!03307-3#
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TlGaSe2 crystals belong to a large group of terna
wide-gap A3B3C2

6 semiconductors with ferroelectric prope
ties. Their characteristic feature is a strongly pronounced
ered crystal structure. The interest in semiconductor co
pounds of the A3B3C2

6 family stems from the fact that thei
physical and technological properties make them a promis
material for use in optical electronics.1 Besides, at low tem-
peratures and atmospheric pressure, crystals of this fa
exhibit a sequence of phase transitions~PT! with decreasing
temperature, from the initial paraelectric to incommensur
~IC! phase, with a subsequent transition to a commensu
ferroelectric phase. As for the TlGaSe2 crystals, neutron dif-
fraction studies2 showed the paraphase-IC transition to occ
at Ti5120 K, and the IC-commensurate transition, atTc

5107 K. Recent x-ray diffraction measurements confirm
the existence of an IC phase in TlGaSe2 in the Ti(117 K) –
Tc(110 K) temperature interval.3 Low-temperature investi-
gation of dielectric,4 elastic,5,6 and thermal7 properties of
TlGaSe2 crystals revealed anomalies in the temperature
tervals corresponding to the transitions.

It should be borne in mind that phase transitions ass
ated with modulated structures are very sensitive to vari
lattice distortions, impurities, dislocations etc. Therefore
phase transition temperaturesTi andTc measured by differ-
ent methods and on different samples which are quote
literature may differ, as a rule, by several degrees Kelv
which can be accounted for by the actual state of the sam
under study.

Interaction of the modulation appearing in a crystal w
incommensurate phases containing impurities and lattice
fects results, as a rule, in a change in the temperature de
dence of the physical properties, which becomes particul
manifest in the vicinity of phase transitions.

This paper reports a study of the effect of defects p
duced byg irradiation in the electrical conductivity and d
electric properties of TlGaSe2 crystals within the 100–280 K
1201063-7834/98/40(7)/3/$15.00
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range, which includes the interval of existence of the
phase.

The electrical conductivitys, dielectric permittivity«,
and loss tangent tand were measured with an E7-12 digita
meter at 1 MHz under cyclic cooling and heating at a rate
0.5 K/min. The samples were 0.5–0.8-mm thick sing
crystal platelets cleaved along (00l ). The contacts were fab
ricated by depositing silver paste on the sample surface, w
its subsequent firing at;350 K for several hours. The
sample was clamped in a special holder maintained in ni
gen vapor. The sample temperature was measured wi
chromel-copel thermocouple whose junction was at
sample surface. The temperature was varied with a he
mounted in the sample holder.

The samples wereg irradiated at room temperature by
C60 source providing;180 R/s in the irradiation zone. Th
irradiation dose was accumulated in consecutive expos
of the same sample to 1, 10, 100, and 200 MR.

Figure 1 illustrates the temperature dependence ofs,
tand, and« of unirradiated TlGaSe2 samples measured in th
cooling-heating cycling regime. Thes(T), tand(T), and
«(T) curves are seen to exhibit a strong increase in the
region with distinct anomalies in the form of maxima at t
points of the paraphase-IC transition (Ti5120 K) and IC–
commensurate-ferroelectric phase transition atTc5111 K.
Note that a similar anomaly in the region of existence of
IC phase in TlGaSe2 and a close temperature behavior of t
dielectric permittivity were obtained in Ref. 8.

Figure 2 presents temperature dependences ofs, tand,
and « of TlGaSe2 samples irradiated to a dose of 100 MR
We readily see that the irradiation results in an increase
these quantities throughout the temperature range stud
which can probably be attributed to radiation-induced a
nealing of lattice defects. A further increase of irradiati
dose to 200 MR reduces the magnitude ofs, tand, and« for
all temperatures~Fig. 3!. The maxima in thes(T) and
8 © 1998 American Institute of Physics
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FIG. 1. Temperature dependence of~a! electrical conductivitys, ~b! loss tangent tand, and ~c! dielectric permittivity« of unirradiated TlGaSe2 crystals.
1—cooling,2—heating.
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tand(T) curves disappear completely, and the«(T) anomaly
in the region of existence of the IC phase decreases sub
tially. We witness here radiation-stimulated aging of samp
due to activated migration of natural defects underg irradia-
tion, which brings about stabilization of the domain structu
and decrease in the quantities under study.9 The experiments
showed that the values ofs, tand, and« of TlGaSe2 samples
irradiated at doses of 1 and 10 MR lie between those
unirradiated samples and of samples exposed to 100 MR

We see that within the 170–280 K range,s, tand, and«
increase with temperature and exhibit hysteresis. The
crease of these quantities with temperature in this regio
readily accounted for, on the one hand, by an increas
free-carrier concentration~as a manifestation of semicon
ducting properties! and, on the other, by breakdown of th
domain structure~ferroelectric behavior!. Under coolings,
tand, and « are larger than under heating, because the
stroyed domain structure is in an excited nonequilibriu
state, and cooling brings about thermal recovery of
samples to the state characterized by higher values of t
quantities.9 Note that measurements of both unirradiated a
an-
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irradiated samples in cooling-heating cycles reveal hyster
of all the measured properties excepts(T) ~Fig. 3a!, which
manifests itself particularly clearly at high temperatures,
no hysteresis is seen in the phase-transition temperatureTi

andTc in these crystals.
g irradiation is known to affect the phase-transition te

peratures in ferroelectrics, with the PT temperature decre
ing, as a rule, with increasing irradiation dose,10–12although
for some crystals it grows.13 We readily see thatg irradiation
does not influence the PT temperaturesTi and Tc in
TlGaSe2. The same result was obtained for TlInS2 crystals.14

This may possibly be due to the nature and characte
chemical bonding in the crystals. A change in PT tempe
ture underg irradiation is observed in water-soluble crysta
namely, A2BX4 ferroelectrics, which have ionic bondin
characterized by weak interatomic forces. Crystals of
A3B3C2

6 group, such as TlInS2 and TlGaSe2, have layered
structure and, although the interlayer bonding is weak,
fraction of the covalent component of chemical bonding
the layers is quite substantial, and the energy ofg photons is
not high enough to give rise to noticeable structural chang
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Phase transformations of the disorder-order type in the homogeneity region of nonstoichiometric
titanium carbide TiCy (0.5,y,1.0) have been studied. It has been established that,
depending on the actual composition of TiCy , there may form in it forT,980– 1000 K a cubic
or a trigonal ordered Ti2C phase~space groupsFd3m andR3̄m, respectively! and a
rhombic ordered Ti3C2 phase~space groupC2221!. The effect of ordering on the electrical
resistivity of the nonstoichiometric carbide TiCy was studied, and the temperatures of the reversible
disorder-order equilibrium transitions determined. The ordering in titanium carbide is shown
to be a first-order phase transition. ©1998 American Institute of Physics.
@S1063-7834~98!03407-8#
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The titanium carbide TiCy with type-B1 ~NaCl! basic
structure belongs to the group of strongly nonstoichiome
compounds which combines cubic and hexagonal carbi
nitrides and oxides MXy and M2Xy ~M stands here for a
Group IV or V transition metal, and X, for C, N, and O!.
Disordered titanium carbide TiCy (TiCyh12y) exists within
an extremely broad homogeneity region extending fr
TiC0.48 to TiC1.00,1–3 where carbon atoms C and structur
vacanciesh form a substitutional solid solution in the non
metallic sublattice. Depending on the actual composition
the regimes of preparation and heat treatment, the titan
carbide TiCy may obtain a disordered or ordered state. T
disordered state of the TiCy carbide is in thermodynamic
equilibrium above 1100 K, while forT,1000 K, the equi-
librium state is the ordered one. Because of the low diffus
mobility of atoms, however, the disordered state can be
ily maintained in nonstoichiometric titanium carbide b
quenching it from T.1100 K to low temperatures
~;300 K!, and it persists forT,1000 K as a stable meta
stable state.

Calculations4,5 made by the order-parameter function
method1,2,6 show that ordering of the TiCy carbide (0.48
<y<0.96) can produce three ordered phases, namely, T2C,
Ti3C2, and Ti6C5. Monte Carlo calculations7 performed for a
more narrow composition interval, TiC0.55–TiC0.70, suggest
the existence in this part of the homogeneity region of Ty
ordered phases Ti2C and Ti3C2 in thermodynamic equilib-
rium for T,950 K, which coincides with theoretical resul
of Refs. 4 and 5. Experiments revealed in the titanium c
bide TiCy within the 0.5<y<0.7 interval, ordered phases o
Ti2C type with cubic~space groupFd3m! and trigonal sym-
1211063-7834/98/40(7)/8/$15.00
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metry ~space groupP3121 or, more likely,R3̄m!,1–3 as well
as an orthorhombic~space groupC2221! ordered phase
Ti3C2.

7 Observation of a trigonal ordered phase Ti8C5 de-
scribed in terms of space groupR3̄m was found to be erro-
neous. Ordering of TiCy with y.0.7 remained practically
unstudied.

The atomic-vacancy ordering of strongly nonstoich
metric compounds is a widely encountered although poo
investigated phenomenon~compared to metallic alloys!. The
effects of ordering on the properties of strongly nonstoich
metric compounds are comparable in magnitude and m
even exceed those due to nonstoichiometry, i.e. the cha
in the properties of a disordered compound caused b
change in its composition in that part of the homogene
region where an ordered phase forms. The effects of orde
observed in the structure and properties of strongly non
ichiometric compounds are properly reviewed in Refs. 1
8, and 9.

The influence of ordering on the characteristics of Tiy

are studied very poorly and in a nonsystematic way. An
vestigation was made of the effect of annealing on the h
capacity and electrical resistivityr of the TiC0.625carbide for
T,300 K,10 and the electrical resistance of TiC0.51–TiC0.65

carbides with a high~up to 1 wt %! oxygen impurity content
was measured11 within a temperature range of 300 to 135
K. The ordering-induced change inr of the TiC0.55 carbide
was also investigated.12 In order to learn about the kinetics o
ordering, the thermal diffusivity of TiC0.49, TiC0.55, TiC0.60,
and TiC0.75 was measured within the range 820–1420 K.13 A
study was made of the influence of a disorder-order tra
tion on the coefficient of thermal linear expansion of thea
1 © 1998 American Institute of Physics
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TABLE I. Composition, conditions of preparation, and some characteristics of samples of disordered TiCy titanium carbide.

Formula

Composition, wt %

Grain size
d, mm

Lattice
parametera, nm

Conditions of preparation

Ti Cbound Cfree O N
Temperature

T, K
Time
t, h Pressing pressurep, MPa

TiC0.52 88.29 11.51 Het 0.05 0.06 29 0.43057 1773 0.5 20
TiC0.54 87.87 11.96 Het 0.08 0.06 26 0.43068 1773 0.5 25
TiC0.58 87.13 12.71 Het 0.11 0.07 17 0.43105 1773 0.5 25
TiC0.62 86.31 13.43 Het 0.08 0.07 25 0.43152 1923 0.5 23
TiC0.68 85.26 14.63 Het 0.10 0.07 31 0.43198 2173 0.5 30
TiC0.83 82.45 17.24 Het 0.14 0.07 28 0.43254 2173 0.5 30
TiC0.85 82.18 17.51 Het 0.12 0.07 20 0.43260 2173 0.5 30
TiC0.98 80.02 19.69 Het 0.08 0.07 42 0.43258 2473 0.5 35
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carbides TiC0.49, TiC0.55, TiC0.63, and TiC0.69.14,15Ordering
of nonstoichiometric titanium carbide was observed to
duce a change in microhardness.16,17 The ordering low-
temperature annealing was found to increase the basal la
period of the TiCy carbide (0.6<y,0.9),17 and a similar
phenomenon was quoted in Ref. 13.

The above studies11–15 suffer a common failing in the
absence of data on the crystal structure of the titanium
bide under study, and therefore the statements11–15 claiming
the ordered or disordered state of a TiCy sample lack direct
confirmation. At the same time, it is the titanium carbi
~besides the carbide of vanadium! that is a very convenien
subject for investigation of ordering by the simplest a
commonly accessible method of x-ray diffraction, becau
superstructure reflections can be seen clearly in the pres
of ordering even in a powder diffraction pattern. The lack
generally accepted information of studied titanium-carb
samples casts doubt on the reliability of the results obtai
and conclusions drawn.11–15 Apart from this, the studies o
the TiCy carbide described in Refs. 10–16 were carried
within a narrow composition interval 0.5<y<0.7 and, thus,
cannot provide an adequate pattern of ordering-type ph
transformations throughout the homogeneity region of
cubic phase of TiCy .

The objective of this work was to study the effect
nonstoichiometry and ordering on the crystal structure
electrical resistivityr of the titanium carbide TiCy . Other
conditions being equal, electrical resistivity is extremely s
sitive to disorder-order phase transformations, and there
the character of a change inr with temperature permits on
to detect indirectly even very small changes associated
ordering.

1. SAMPLES AND EXPERIMENTAL TECHNIQUES

Samples of nonstoichiometric titanium carbide TiCy

(0.52<y<0.98) with different carbon contents were pr
pared by hot pressing of powder mixtures of TiC0.98 and
titanium metal in a high-purity argon ambient~the conditions
of preparation are specified in Table I!.

The composition of the samples obtained~see Table I!
and impurity content were determined by chemical and sp
tral analysis, and the concentration of metallic impurities w
found to be less than 0.02 wt %. The phase composition
crystal structure of the as-prepared TiCy samples and of the
-
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same samples after annealing or electrical resistance m
surements were studied by x-ray diffraction with CuKa1,2

radiation in D2u50.02° scan steps within the 2u
514– 130° range; for annealed carbide samples, the ex
sure time at each point was 5 s. All the samples were ho
geneous and contained only the disordered TiCy phase with
typeB1 ~NaCl! structure. The variation of lattice period wit
composition of the disordered TiCy carbide~see Table I! is in
a good agreement with the most precise available data.18

A microscopic study was carried out to determine t
grain size and to reveal any ordering-induced changes in
microstructure. The specimens were examined us
PNEUMET-II, MOTOPOL-8, and MICROMET-1 metallo
graphs. The grain boundaries were revealed by etching
specimens in a 5HNO312HF15H2O mixture ~the composi-
tion of the etch solution is given in volume fractions!. The
metallographic investigation of our titanium carbide samp
confirmed the presence of a single phase. The grain siz
the samples of disordered TiCy carbide as obtained by th
secant technique was found to be 20–30mm, and reached as
high as 42mm only for the close-to-stoichiometric TiC0.98

carbide~Table I!.
Electrical resistance was measured by the four-pr

method on rectangular parallelepiped-shaped samples;1.5
31.5310 mm in size in vacuum not worse than 0.0013
(131025 Torr). The resistance was measured within t
temperature range 300–1200 K in 1 K steps, with the curren
passed through the samples being 20 and 100 mA. The
tive error in measurements ofr did not exceed 0.5%, and th
sample temperature during a measurement was mainta
constant to within 0.2 K. The average heating and cool
rate was 1 K/min. The sample porosityP was less than 1%
and therefore no correction forP was introduced in the elec
trical resistance measurements.

2. THE PROBLEM OF SUPERSTRUCTURES IN THE
NONSTOICHIOMETRIC CARBIDE TiC y

Consider in more detail what ordered phases with f
mulas Ti2C and Ti3C2 can form in the nonstoichiometric car
bide TiCy . This will facilitate understanding the experimen
tal data on the structure of ordered titanium carbide.

A number of studies suggest formation of an order
Ti2C phase in TiCy with 0.5<y<0.65 forT,1100 K having
cubic19–23 or trigonal7,10 symmetry ~Fd3m and R3̄m, re-
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spectively!. Formation in TiC0.62 of a trigonal ~P3121! su-
perstructure of Ti2C (Ti6C31x) was also established.24,25The
cubic Ti2C phase~Fd3m! is believed to be metastable.
was previously assumed26,27 that the cubic Ti2C phase has a
higher disorder-order transition temperatureTtrans than the
trigonal one, i.e., that it is an intermediate ordered phas
higher-temperature one compared to the trigonal Ti2C phase.
This assumption of a consecutive phase transition disord

phase~Fm3m!’’ ↔
1070 K

cubic ordered phase~Fd3m! ↔
1050 K

trigonal ordered phase (R3̄m or P3121) was put forward
again in Ref. 25. Later, a conclusion was drawn that
cubic Ti2C phase can exist in TiCy (y>0.58) as a metastabl
phase with a temperatureTtransabout 10 K lower than that o

the trigonal ordered Ti2C phase~R3̄m!.7

An analysis of structural measurements7,10,19–27reveals
that the cubic (Fd3m) Ti2C superstructure is found, as
rule, in annealed TiCy samples withy,0.55– 0.56, whereas
in the annealed TiCy carbide with 0.58<y<0.65 one ob-
serves usually trigonal ordering. It should be pointed out t
powder diffraction patterns of the cubic (Fd3m! and trigonal

(R3̄m or P3121! ordered Ti2C phases contain the same s
of superstructure reflections,28 and can be separated only
the presence of trigonal distortions in the phase with sp

groupR3̄m or P3121, and with due account of the direction
of static atomic displacements. This may account for the
that earlier works20–23 discussing only the cubic orderin
model19 assigned even the superstructure reflections
served in annealed TiCy carbide (y>0.59) to the cubic Ti2C
phase. Later studies7,10,24–27showed the trigonal Ti2Cy phase
to be the dominant ordered phase in Ti2C with y>0.6. It was
pointed out that annealing the TiCy titanium carbide withy
<0.52 is accompanied by segregation of metallica Ti.20,21,27

An ordered Ti3C2 phase is assumed to exist in th
TiC0.60–TiC0.70 region. There is some experimental eviden
for its existence:

1! the presence of superstructure reflections~2/3, 2/3, 0!
observed in an elastic neutron-scattering study of anne
single-crystal TiC0.61;26

2! weak superstructure reflections with a diffraction ve
tor uqu'2.03 characteristic of the rhombic Ti3C2 phase
~space groupC2221!, which were observed in an x-ray dif
fraction pattern of annealed TiC0.70;17

3! diffused neutron-diffraction maxima caused by sho
range order in TiC0.76 and corresponding in position t
~2/3, 2/3, 0! reflections;29

4! an estimation of short-range order parameters7 in
single-crystal TiC0.64 from diffuse neutron-scattering dat
showed that the best fit of theory to experiment is reache
one assumes the annealed TiC0.64 carbide to contain two or-
dered phases, Ti2C and Ti3C2.

The existence of the Ti3C2 phase follows also from cal
culations made by the order-parameter functional metho4,5

and by Monte-Carlo simulations.7,30 Moreover, calcu-
lations4,5 suggest a possibility of formation in the TiCy car-
bide (0.78,y,0.88) of an ordered Ti6C5 phase. The
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disorder-order transition temperatures calculated in Ref
and 5 for the Ti3C2 and Ti6C5 phases do not exceed 950 K

It thus still remains unclear what superstructures and
what sequence may form in nonstoichiometric titanium c
bide TiCy .

3. EXPERIMENTAL DATA AND THEIR DISCUSSION

To achieve an ordered state, the prepared c
bides TiC0.52, TiC0.54, TiC0.58, TiC0.62, TiC0.68, TiC0.83,
and TiC0.85 were annealed for 340 h by regim
I: 1070 K3 20 h1 1020 K3 20 h1 970 K3 24 h1 920 K
348 h1870 K372 h1820 K398 h1770 K348 h, with the
decrease of temperature in going over from one anneal t
perature to another, as well as in cooling from 770 to 300
being made at a rate of 1 K/min. The annealing gave rise
superstructure reflections in the x-ray diffraction patterns
the TiC0.52, TiC0.54, TiC0.58, and TiC0.62 carbides. No seg-
regation of metallica Ti was observed to occur in the cours
of annealing of nonstoichiometric TiCy carbides with
y>0.52.

A. Crystal structure

X-ray diffraction patterns of all annealed carbides e
hibit in the angular intervals 2u'20.2– 21.0° and;29.0
–29.8° diffuse maxima not seen in the diffraction patterns
disordered carbides. These maxima are parasitic reflect
originating from radiation withl/2 wavelength and corre
spond to the (200)B1 and (220)B1 structural reflections. They
appear as a result of long exposures required for x-ray c
acterization of annealed carbides.

The x-ray diffraction patterns of annealed TiC0.52 and
TiC0.54 carbides exhibit the same set of superstructure refl
tions. The first superstructure reflection with wave vec
uqu5(2aB1 sinu)/l'0.870 is observed in the interval 2u
'17.8– 17.9°~Fig. 1! and corresponds to a superstructu
vector $1/2, 1/2, 1/2% of length uqu'0.866. The next three
superstructure reflections corresponding to the vec
$3/2, 1/2, 1/2%, $3/2, 3/2, 1/2%, and $3/2, 3/2, 3/2% are seen at
2u'34.5, 45.9, and 55.4°. The$3/2, 3/2, 1/2% superstructure
reflection is very weak. The observed positions of the sup
structure reflections and the absence of trigonal splitting
the (331)B1 , (420)B1 , and (422)B1 fundamental lines sug
gests formation in the TiC0.52 and TiC0.54 carbides of an or-
dered Ti2C cubic phase~space groupFd3m! as a result of
the annealing. The channel of the disorder-order struct
phase transition, TiCy ~space groupFm3m!↔Ti2C ~space
groupFd3m! includes all arms of the$k9% star~see Ref. 1 for
a detailed description of all wave-vector$ks% stars in the first
Brillouin zone of fcc crystals, as well as of their arms!.

The diffraction pattern of the TiC0.58carbide annealed by
regime I contains superstructure reflections$1/2, 1/2, 1/2%,
$3/2, 1/2, 1/2%, and $3/2, 3/2, 1/2% in the angular interval 2u
'17.9,;34.4, and;55.4°. The x-ray diffractogram of an
nealed TiC0.58 carbide differs essentially from those of th
annealed TiC0.52 and TiC0.54 carbides in the presence o
trigonal splitting of the structural lines (220)B1 , (311)B1 ,
(331)B1 , (420)B1 , and (422)B1 . This implies that annealing
produced in the TiC0.58 carbide a trigonal~R3̄m! ordered
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Ti2C phase; it is quite possible also that the annealed TiC0.58

carbide contains, besides the trigonal, also a certain am
of the cubic Ti2C ordered phase.

A characteristic indication that the ordered Ti2C-type
phases forming in the TiC0.52–TiC0.54 and TiC0.56–TiC0.58

composition intervals have different symmetries is the sh
change in the intensity ratio of the (200)B1 and (111)B1 fun-
damental lines; indeed, taking into account the product of
angular intensity factorsPLG ~P andG are the polarization
and geometric factors, andL is the Lorentz factor! in the
region of existence of the cubic Ti2C superstructure, we ob
tain for the ratioI 200/I 111'1.1, while as one crosses over
the region where the trigonal Ti2C superstructure dominate

FIG. 1. X-ray diffractograms of the nonstoichiometric carbide TiC0.52 in
disordered~dots! and ordered~solid line! states. The superstructure refle
tions and parasitic reflections~due to l/2 radiation! are identified in the
diffractogram of the ordered carbide by arrows, while that of the disorde
carbide does not exhibit any reflections within the 2u516–35° interval. The
ordered carbide was prepared by annealing in regime I.
nt

p

e

this ratio changes abruptly to;1.65.
The x-ray diffractogram of the TiC0.62 carbide annealed

by regime I exhibits, besides the reflections$1/2, 1/2, 1/2%
(2u'18.0°) and$3/2, 3/2, 3/2% (2u'55.2°) corresponding

to the trigonal Ti2C phase~R3̄m!, superstructure reflection
which are not present in those of the TiC0.52, TiC0.54, and
TiC0.58 carbides. They are located in the intervals 2u
'30.6– 30.7°,;41.2°,;42.6°, and;55.4–55.5° with wave
vectors of lengthuqu'1.488, 1.970, 2.038, and 2.607~Fig.
2!. An analysis showed that the two first reflections are d
to the armsk4

(1)5$2/3, 2/3, 0% and k4
(2)52k4

(1) of the $k4%
star, while the other two are due to the armsk3

(3)5$1/3,
22/3,21/2%, k3

(4)52k3
(3) , k3

(5)5$21/3, 2/3,21/2% and
k3

(6)52k3
(5) of the $k3% star. In agreement with Ref. 28, thi

set of superstructure reflections can originate only from
orthorhombic ordered Ti3C2 phase~C2221! formed in the
transition channel including two arms of the$k4% star and
four arms of the$k3% star. This superstructure is characte
ized by the$1/3,22/3,21/2% and $2/3, 2/3, 0% reflections to
be observed at 2u'18.4 and 19.4°. The experimental x-ra
diffractogram obtained in this angular interval in the wing
the $1/2, 1/2, 1/2% superstructure reflection due to the trigon
Ti2C phase exhibits a slight rise~Fig. 2!.

In view of the assumptions of the cubic Ti2C superstruc-
ture being metastable or existing within a narrow tempe
ture interval,7,25–27we carried out an additional experimen
Disordered TiC0.54 and TiC0.58 carbides were heat-treated b
regime II consisting of annealing at 1000 K for 135 h fo
lowed by quenching~at a cooling rate;250 K/min! to pre-
serve the structural state reached during the anneal. The
fraction patterns of the TiC0.54 and TiC0.58 carbides annealed
by regime II were practically identical with the ones obtain
for these carbides after the anneal by regime I. The o
difference was that the superstructure reflections which
peared after the anneal by regime II were a few times wea
than those obtained after the anneal by regime I. This imp
that the long-range order in carbides annealed by regim
was less pronounced than that in the carbides subjecte
regime I.

d

nd
FIG. 2. X-ray diffractogram of ordered TiC0.62 carbide annealed by regime I and containing ordered Ti2C and Ti3C2 phases. The superstructural reflections a
parasitic reflections~due tol/2 radiation! are identified with arrows; the maximum in the 2u'41.5– 42.3° interval is the (200)B1 structural reflection.
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FIG. 3. Effect of ordering on the electrical resistivityr of the nonstoichiometric carbide TiC0.52. 1—r(T) relation of disordered TiC0.52 under heating and the
nonequilibrium disorder→order transition;2—variation ofr under cooling and the equilibrium disorder↔order transition;3,4—variation ofr under heating
of ordered and cooling of disordered TiC0.52, respectively.
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B. Electrical resistivity

The results obtained in measurements of the electr
resistivity r of samples of nonstoichiometric titanium ca
bide, TiCy, are shown partially in Figs. 3–6.

The resistivity measurements made on the disorde
carbide TiC0.52 showed that the increase of temperature
;800 K is accompanied by conventional growth ofr due to
carrier scattering from phonons. AtT'815 K one observes
an anomalous decrease ofr, and, forT.960 K, first a very
fast ~up to ;1030 K! and afterwards a slow increase of th
electrical resistivity~curve 1 in Fig. 3!. The resistivity de-
creases monotonically under cooling~curve 2 in Fig. 3!, to
exhibit a fast drop in the 900–1020 K region. Subsequ
al

d
o

t

heating and cooling of the TiC0.52 carbide resulted in a varia
tion of r along curves3 and4, respectively, which are simi
lar to curve2 ~Fig. 3!.

Theser(T) relations are characteristic of an irreversib
transition from disordered nonequilibrium to an order
equilibrium state with subsequent disordering forT.960 K
~curve1 in Fig. 3!, and of an equilibrium reversible disorde
order transition~curves2–4 in Fig. 3!. The formation of an
ordered phase in the TiC0.52 sample in the course ofr mea-
surements is supported by the appearance in its diffrac
spectrum of the same set of superstructural reflections as
one observed after a prolonged anneal of the TiC0.52 sample.

Measurements of the electrical resistivity of the partia
FIG. 4. Electrical resistivityr of ordered TiC0.62 carbide annealed by regime I and measured~1,3! during heating and~2,4! during cooling.
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FIG. 5. Temperature dependence of the electrical resistivityr of the nonstoichiometric carbides TiC0.68, TiC0.83, and TiC0.85 during heating and cooling.
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ordered carbides TiC0.54 and TiC0.58 annealed by regime I
produced the same cooling and heatingr(T) relations as the
ones obtained for the TiC0.52 carbide. The change of the ele
trical resistivity observed in these carbides at the transi
from a partially ordered state to longer-range order is sma
than that ofr of the TiC0.52 carbide when it transfers from
the completely disordered to an ordered state. The inten
of the superstructure reflections increased after the meas
ments of electrical resistivity.

Figure 4 displays ther(T) relation of the ordered TiC0.62

carbide annealed by regime I. The electrical resistivityr of
the TiC0.62 carbide exhibits an abrupt growth (Dr'36–
40 mV•cm) within the interval 940,T,1060 K, which is
connected with a transition from ordered to disordered st
Further decrease of temperature reducesr in the region of
the disorder-order transition by only 12–16mV•cm. This
means that the extent of ordering of the TiC0.62 carbide
reached under cooling in the course ofr measurement is
substantially smaller than that of the same carbide follow
a prolonged low-temperature anneal.

The r(T) dependence of the annealed TiC0.68 carbide
~Fig. 5! reveals only a very weak hysteresis at 770–880
and a clearly pronounced increase of the]r/]T coefficient at
T'940 K. It may be conjectured that one has succee
here in achieving in TiC0.68 a very small extent of ordering
by a prolonged anneal; this is due most likely to the fact t
the TiC0.68 carbide lies in composition close to or just at t
boundary of the homogeneity region for the ordered Ti3C2

phase. Indeed, Ref. 29 reports only on short-range orde
dependence of TiC0.76, which corresponds most closely t
the Ti3C2 superstructure.

The r(T) relation obtained on the annealed TiC0.83

sample~Fig. 5! at T'1040 K reveals a break caused by a
abrupt increase of]r/]T from 0.024 to 0.030mV
•cm•K21. This very weak effect is apparently a consequen
of the initial stage in the anneal-induced ordering in TiC0.85.
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The electrical resistivity of annealed TiC0.83 carbide~Fig. 5!
does not exhibit any features under cooling or heating.
features are observed in ther(T) relation of the nearly sto-
ichiometric TiC0.98 carbide either.

The hysteresis observed in ther(T) dependences of the
TiC0.52, TiC0.54, TiC0.58, and TiC0.62 carbides indicates tha
the reversible transformations TiCy↔Ti2C and TiCy↔Ti3C2

are first-order phase transitions. This conclusion about
character of the TiCy↔Ti2C transition was drawn earlier in
studies of the ordering kinetics in TiCy ,23 and confirmed in
later works.11,14 At the same time a structural study made
Ref. 7 suggests that this is actually a second-order transit
arguments for this were presented also in Refs. 4 and 5
for the TiCy↔Ti3C2 transformation, it appears to be a firs
order transition.4,5,7

As follows fromr(T) measurements, the temperature

FIG. 6. 300 K electrical resistivityr vs composition of the TiCy carbide in
~1! disordered and~2! ordered states; the dot-and-dash line identifies
boundary between the Ti2C and Ti3C2 phases.
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the equilibrium reversible disorder-order transitionTtrans in
the TiC0.52, TiC0.54, TiC0.58, and TiC0.62 carbides is 980,
990, 1000, and 1000 K~with an error of610 K!, respec-
tively. This is 120–140 K higher thanTtrans'860 K,11

40–60 K higher than the values calculated in Refs. 4 an
and lower thanTtrans51038, 1058, and 1043 K for TiC0.58,
TiC0.63, and TiC0.67, respectively,27 and the values close t
the latter, namely, 1038 K for TiC0.49 and TiC0.55, and 1063
K for TiC0.60.12

Figure 6 shows the dependence of electrical resisti
on TiCy composition at 300 K. The valuesr(y,300) for
disordered TiCy carbide were derived by extrapolating th
r(T.Ttrans) relation corresponding to the disordered state
this carbide to 300 K, with due account of the value
]r/]T for T.Ttrans. The electrical resistivity of disordere
TiCy carbide decreases with decreasing concentration
structural vacancies and increasing carbon content, with
exception of the TiC0.68 carbide, for whichr~300! exceeds
by 20–25% the electrical resistivity of the other TiCy disor-
dered carbides~Fig. 6!. Ordered carbides have a lower ele
trical resistivity than the disordered carbides of the sa
composition. The ordering-induced decrease of the resis
ity, Dr(y,300), found for TiC0.62 is ;40 mV•cm
(;24%); according to Ref. 7, for TiC0.625 Dr(300)
'20 mV•cm (;10%), which indicates a lower degree
ordering reached in the study quoted. One can isolate in
r(y,300) relation for the ordered TiCy carbide two portions
corresponding to the regions where the ordered Ti2C and
Ti3C2 phases dominate. Within each portion, the electri
resistivityr(y,300) tends, under variation ofy, to a specific
minimum value corresponding to the stoichiometric comp
sition of the ordered phase, namely, in the region of T2C
homogeneity,r(y,300) decreases withy→0.5, and within
the homogeneity region of Ti3C2 the electrical resistivity
r(y,300) decreases wheny varies from the value corre
sponding to the lower boundary of the homogeneity reg
(y'0.58) to y52/3 ~Fig. 6!. Judging from ther(y,300)
dependence of the ordered TiCy carbides, the boundary o
the homogeneity region between the ordered Ti2C phase and
the two-phase region (Ti2C1Ti3C2) corresponds toy
'0.58– 0.59.

C. Phase diagram

The above structural data and the results of the electr
resistivity studies suggest that the homogeneity region of
ordered cubic Ti2C phase~Fd3m! extends from TiC0.49–0.51

to TiC0.54–0.59, and that of the trigonal Ti2C ordered phase
~R3̄m!, from TiC0.55 to TiC0.59. The TiC0.59–TiC0.63 interval
covers the two-phase region@Ti2C ~R3̄m)1Ti3C2 ~C2221)].
The region within which the rhombic ordered Ti3C2 phase
~C2221! dominates is apparently fairly narrow and does n
extend beyond TiC0.63–TiC0.67. The lowest anneal tempera
ture used in this work was 770 K. Since even with such
low-temperature annealing of the TiC0.83 and TiC0.85 car-
bides we have not succeeded in detecting a Ti6C5-type or-
dered phase, one may conjecture that its transition temp
ture is less than 770 K. The above results and publis
data4,5,7,25,27permit one to construct the portion of the equ
5,
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librium phase diagram of the Ti-C system within which th
nonstoichiometric titanium carbide TiCy undergoes ordering
~Fig. 7!.

As seen from the phase diagram, within the 0.54<y
<0.57 interval there may occur a consecutive phase tra

tion disorderedTiCy carbide ~Fm3m! ↔
990620 K

cubic Ti2C

ordered phase~Fd3m ↔
960620 K

trigonal Ti2C ordered phase
~R3̄m). The possibility of such a sequence of phase tran
tions was pointed out in Refs. 25 and 27. The rhombic Ti3C2

ordered phase forms most likely in the peritectoid transf
mation Ti2C1TiCy→Ti3C2 at 990610 K within the interval
0.61<y<0.63. As follows from the low-temperature portio
of the phase diagram for the Ti-C system~Fig. 7!, a Ti2C
ordered phase with cubic or trigonal symmetry can be
served within a broad composition range of nonstoichiom
ric titanium carbide, from TiC0.40 to TiC0.63, and the
TiC0.49–0.50–TiC0.58–0.59interval is a single-phase region fo
ordered Ti2C. The region where a Ti6C5-type ordered phase
may exist is shown tentatively, because its existence still
not been confirmed experimentally.

To conclude, our experimental study of the crystal stru
ture and electrical resistivity of the TiCy titanium carbide
(0.52<y<0.98) performed in the 300–1100 K rang
showed that within the composition intervals 0.52<y
<0.55, 0.56<y<0.58, and 0.62<y<0.68 ordering results
in formation of a cubic~Fd3m! and trigonal~R3̄m! Ti2C
ordered phases and of a rhombic~C2221! Ti3C2 ordered
phase, respectively. The presence in ther(T) relations ob-
tained under heating and cooling of hysteresis within
region of an equilibrium reversible disorder-order transiti
implies that the TiCy↔Ti2C and TiCy↔Ti3C2 transforma-
tions are first-order-phase transitions.

The authors are grateful to P. Ettmayer and W. Lenga
for fruitful discussions.

FIG. 7. Low-temperature portion of the equilibrium diagram of the Ti
system. The rhombic Ti3C2 ordered phase forms at 990610 K in the peri-
tectoid transformation Ti2C1TiCy→Ti3C2; the region of phase equilibria
involving the ordered Ti6C5 phase is shown tentatively.



-

m-

-

ol

R,

er

t.

,

,
l-

.

uk

ta

st,

1218 Phys. Solid State 40 (7), July 1998 Lipatnikov et al.
Support of the Lise-Meitner-Fellowship~Grant M00307-
CHE! is gratefully acknowledged.

1A. I. Gusev and A. A. Rempel’,Structural Phase Transitions in Nonsto
ichiometric Compounds@in Russian# ~Nauka, Moscow, 1988!, 308 pp.

2A. I. Gusev,Physical Chemistry of Nonstoichiometric Refractory Co
pounds@in Russian# ~Nauka, Moscow, 1991!, 286 pp.

3A. I. Gusev, Phys. Status Solidi B163, 17 ~1991!.
4A. I. Gusev and A. A. Rempel’, Dok. Akad. Nauk332, 717 ~1993! @sic#.
5A. I. Gusev and A. A. Rempel’, Phys. Status Solidi A163, 273 ~1997!.
6A. I. Gusev, Philos. Mag. B60, 307 ~1989!.
7C. H. de Novion, B. Beuneu, T. Priem, N. Lorenzelli, and A. Finel, inThe
Physics and Chemistry of Carbides, Nitrides, and Borides, edited by
R. Freer~Kluwer Acad. Publ., Amsterdam, 1990!, p. 329.

8A. A. Rempel’, Ordering Effects in Nonstoichiometric Interstitial Com
pounds@in Russian# ~Nauka, Ekaterinburg, 1992!, 232 pp.

9A. A. Rempel’, Usp. Fiz. Nauk166, 33 ~1996!.
10N. Lorenzelli, R. Caudron, J. P. Landesman, and C. H. de Novion, S

State Commun.59, 765 ~1986!.
11V. A. Vlasov, Yu. S. Karimov, and L. V. Kustova, Izv. Akad. Nauk SSS

Neorg. Mater.22, 231 ~1986!.
12A. N. Emel’yanov, Fiz. Tverd. Tela~St. Petersburg! 38, 3678 ~1996!

@Phys. Solid State38, 2003~1996!#.
13A. N. Emel’yanov, Teplofiz. Vys. Temp.28, 269 ~1990!.
14A. V. Karpov, V. P. Kobyakov, and E. A. Chernomorskaya, Neorg. Mat

31, 655 ~1995!.
15A. V. Karpov and V. P. Kobyakov, Teplofiz. Vys. Temp.34, 965 ~1996!.
id

.

16M. P. Arbuzov, B. V. Khaenko, and E´ . T. Kachkovskaya, Fiz. Met. Met-
alloved.44, 1240~1977!.

17V. N. Lipatnikov, A. A. Rempel, and A. I. Gusev, Intern. J. Refrac
Metals and Hard Mater.15, 61 ~1997!.

18L. Ramqvist, Jernkont. Ann.152, 517 ~1968!.
19H. Goretzki, Phys. Status Solidi20, K141 ~1967!.
20M. P. Arbuzov, B. V. Khaenko, E´ . T. Kachkovskaya, and S. Ya. Golub

Ukr. Fiz. Zh.19, 497 ~1974!.
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Phase transitions in Rb xK12xLiSO4 mixed crystals
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Russia
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Structural phase transitions in RbxK12xLiSO4 mixed crystals~with x varying from 0 to 1! have
been studied from the melting point to liquid-nitrogen temperature. Calorimetric~DTA
and DSM! data, birefringence and optical polarization measurements were used to construct the
full phase (T2x) diagram. It has been established that crystals of most compositions
(x<0.95) grow in the hexagonal-trigonal KLiSO4 structure. Replacement of K by the larger Rb
atom results in a considerable increase of the region of existence of theP31c phase and
expulsion of the high-temperature hexagonal phase. ©1998 American Institute of Physics.
@S1063-7834~98!03507-2#
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Tridymite-like crystalline compounds ALiSO4
(A5Cs,Rb,K,NH4) have a framework structure made up
alternating LiO4 and SO4 tetrahedra sharing vertices to for
six-membered rings, inside which cation A is located. If th
cation has a large ionic radius, the hexagonal symmetry
the rings can become distorted, as is the case with Cs
Rb. All the above-mentioned representatives of the fam
have totally different sequences of phase transitions~PT! set-
ting in with decreasing temperature. The difference in sy
metry of the phases is associated with different versions
ordering of the tetrahedral groups. KLiSO4 ~KLS! and
RbLiSO4 ~RLS! feature very complex sequences of symm
try changes in phase transitions compared, say, to CsLiS4,
which undergoes only one PT.

Although the properties of most of the above compoun
are presently well known, there is still no answer to the qu
tion why it is RbLiSO4 and KLiSO4 that exhibit such a rich
variety of phases and PTs compared to CsLiSO4 and
NH4LiSO4. Valuable information relevant to this problem
can be obtained in a systematic study of solid solutions
these compounds.

Even small additions of Rb and Cs to pure RLS and K
to form RbxCs12xLiSO4 mixed crystals with large cations1,2

reduce strongly the temperatures of transition to the mo
clinic phaseP1121 /n, which eventually disappears. In th
middle part of the phase diagram theP21 /c11 phase with a
negligible unit-cell monoclinic distortion becomes stab
which in pure RLS exists within a narrow interval of 47
–458 K. The phase diagram of Rbx~NH4!12xLiSO4 follows a
similar pattern.3 We believe, however, that studies of sol
solutions of RbLiSO4 and KLiSO4, the crystals exhibiting
the most complex phase-transition sequences, show the
promise.

The first of these crystals exhibits the following phas
1—Pmcn, with c5c0 above 477 K; 2—an incommen
surate-commensurate ferroelectric phase sequence obs
in the 477–475 K interval; 3—a monoclinic ferroelast
phaseP21 /c11 with c52c0 between 475 and 458 K; 4—
P11n phase withc55c0 between 458 and 439 K; and 5—
1211063-7834/98/40(7)/4/$15.00
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P1121 /n with c5c0 persists at lower temperatures.4

In KLS, the phase transition sequence is different: 1* —
P63mmc or P63mc above 941 K; 2* —rhombic Pc21n,
Pbn21 , or Pmcn ~941–708 K!; 3* —P63(708
2242↑,↓201 K); 4* —P31c(242↑,↓2012178 K), and
5* —Cc or Cmc21 below 178 K. Despite intense studies
this compound, there still remain many questions bearing
the symmetry of the phases, their number, and even the
temperatures. The main reasons accounting for these diffi
ties are the complex twinning observed to occur in all pha
and coexistence of different structures in some tempera
regions.5,6

This work presents the results of a study
RbxK12xLiSO4 solid solutions. We investigated their pha
diagram (T2x) by the optical polarization technique on di
ferently oriented plates and by measuring birefringence
thermal effects.

1. EXPERIMENTAL

The single-crystals to be used in the study were prepa
by slow evaporation of the corresponding mixtures of aq
ous KLS and RLS solutions atT'300 K. The single crystals
thus grown had the shape of hexahedral pellets forx<0.3,
hexahedral prisms forx.0.8, and needles for intermedia
values ofx. The samples were subjected to quantitative ch
acterization by x-ray fluorescence and atomic absorp
analysis. The Rb:K ratio in the crystals differed, as a ru
from the one in the solution. The largest and best crys
obtained were those with a smallx. The samples intended fo
optical microscope studies were cut perpendicular and pa
lel to the growth axis.

The region of the hexagonal-trigonal phase transit
was investigated by the birefringence technique using a
rek compensator with an accuracy to within>1025 on plates
cut parallel to the growth axis. This method permitted us
use small samples and to choose single-domain regions.
existence of thermal anomalies was determined by mean
a DSM-2M differential scanning microcalorimeter operati
9 © 1998 American Institute of Physics
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within the temperature region of 150–750 K at temperat
variation rates of 8 K/min, as well as differential therm
analysis~DTA! up to the melting point and above it.

Figure 1 shows the phase diagram of the RbxK12xLiSO4

solid solutions obtained by us. Microscope studies using
larized light suggest the onset of optically uniaxial symme
in the solid solution at room temperature up tox>0.95.
Heating changes it to rhombic, 2* , with characteristic 120°
twins and straight extinctions. The temperature of this
decreases from>700 K to >400 K with increasingx. This
transformation has the features of a reentrant PT with ex
sive cracking of the sample and tailing of its temperatu
This manifests itself in DSM measurements in the prese
of one, two, or even three thermal-absorption peaks~curve2
in Fig. 2!. In Fig. 1 this region of coexistence of two phas
is bounded by a dashed line from below and has the lar
width for compositions withx50.320.8.

The compositions can be divided in two parts accord
to the change in enthalpy (DH) and entropy (DS), namely,
compounds with low and high Rb content (x50 – 0.5 and
x50.9– 1, respectively! ~see Table I!. In the first case one o
several anomalies corresponding to a clearly pronoun
first-order PT between the 2* and 3* phases were observed
The change in enthalpy, 5200–6800 J/mol, is in a go
agreement with data7,8 obtained for pure KLS. The change i
entropy, determined asDS5DH/T, varies, depending onx,

FIG. 1. Phase diagram of the RbxK12xLiSO4 solid solutions. The triangles
relate to Ref. 11.
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within the 8.7– 9.7 J/mol•K interval, which is close to the
value R ln 359.13 J/mol•K.

In the second case one detects several anomalies as
ated with different phase transitions. The anomalies are fa
close in temperature and rather diffuse, which makes th
separation impossible. Estimation ofDH andDS yields for
the 1–3 PTs: DH12351000– 1300 J/mol, andDS123

>3 – 3.5 J/mol•K. The change in the enthalpy and entropy
the 3-4-5 transitions was found to be 400–600 J/mol a
1 – 1.6 J/mol•K, respectively.

For thex50.75 compound, the total changes in entha
and entropy accumulated in several transitions from
rhombic to trigonal phase areDH53400 J/mol andDS
56.75 J/mol•K.

FIG. 2. Thermal anomalies in crystals with different Rb contentx: 1—0.12,
2—0.40,3—0.95,4—0.92,5—0.90.

TABLE I. Phase transition parameters derived from DSM measuremen

x T, K DH, J/mol DS, J/mol•K

0.00 709 6193 8.73
0.014 703 6794 9.66
0.02 699 6088 8.78
0.043 697 6398 9.16
0.22 663; 635 6343 9.76
0.40 622; 595 5236 8.80
0.75 433–530 3400 6.75
0.90 457; 418; 385; 356 2000 4.6
0.92 453; 425; 380 1440 3.21
0.95 458; 428 1600 3.5
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Small additions of K and Rb to the pure RLS and KL
reduce strongly the transition temperatures to the ferroela
phases 5(P1121 /n) in RLS and 5* (Cmc21) in KLS, so that
for x<0.95 andx>0.20 these phases are no more obser
in the solid solution. Figure 3 shows the temperature dep
dence of the rotation angle of the optical indicatrix abo
@001# in phase 5 for different compositions with respect
extinction in the rhombicPmcn phase. Thew(T) depen-
dence is the same for all compositions. Adding K
RbLiSO4 does not affect the character of the PT, and o
shifts its temperature. Remarkably, for some compositi
the anglew may exist within a narrow temperature interv
bounded from below by an optically uniaxial phase. For
stance, atx50.90 the monoclinic phase 5 exists under he
ing in the interval 407 –423 K, and under cooling, from 4
to 388 K. A x50.95 crystal grows simultaneously in mon
clinic phase 5~extinguishing parts! and optically uniaxial
phase~nonextinguishing, dark regions!. When heated, such
sample starts to undergo total extinction atT05323 K at an
anglew(T), while aboveT15410 K, w50. No PT was ob-
served to occur under cooling atT2 , with the sample remain
ing monoclinic down to liquid nitrogen temperature. At
later time, however~after a few hours at room temperature!,
an optically uniaxial phase forms again in the crystal, and
above process can be repeated.

The boundary between the two optically uniaxial pha
P63 and P31c was studied by measuring the temperatu
dependence of birefringence. The results of these meas
ments are displayed in Fig. 4. The transition we are in
ested in exhibits a characteristic temperature hyster
Dn(T)'50 K wide.9 Adding Rb to KLS shifts this PT up
and stabilizes the trigonal symmetry at room temperature
x increases, the jump in birefringencedn and the temperature
hysteresis DT decrease monotonically. For x
50.00, 0.043, 0.014 we havedn5331023, DT'45 K, and
for x50.57 and 0.74 we founddn5231023 and DT
'20 K with an abrupt jump in birefringence. Note that th

FIG. 3. Temperature dependence of the rotation angle of the optical ind
trix in the monoclinic phase of RbxK12xLiSO4 (P1121 /n). 1—x51.0; 2—
x50.99; 3—x50.95 ~DT152 K, DT25`!; 4—x50.90 (DT1516 K,
DT2520 K!.
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hysteresis curve obtained for the compositions w
x50.22 and 0.10 has a larger extent. This is possibly du
the coexistence of phases characteristic of KLS,1,2 or to the
strong dependence of the transition temperature onx ~Fig. 1!.

2. DISCUSSION

We have studied the phase diagram (T2x) of the
RbxK12xLiSO4 solid solutions from the liquid-nitrogen tem
perature to their melting point. Our studies permitted est
lishment of the corresponding phase boundaries~Fig. 1!.

Addition of Rb ions to KLS increase the temperature
the uppermost structural PT from hexagonal (1* ) to rhombic
(2* ) phase and displace it gradually to the melting point,
that for x.0.5 the two DTA anomalies accompanying the
two processes can no longer be resolved. We were not
to find the boundary which would separate the regions wh
phases 1~RLS! and 2* ~KLS! exist. For this reason we as
sume that phase 2* ~KLS! has the same symmetry as pha
1 ~RLS!, i.e. Pmcn. Besides, the data obtained suggest t
RbLiSO4 does not have a high-temperature hexagonal ph
at all.

As the Rb content in the solid solution increases,
temperature of the 2* -3* reentrant transition decreases, a
that of the 3* -4* transition, increases, so that most comp
sitions have trigonal symmetry at room temperature. Th
the hexagonal-trigonal structure was found to be the m
stable in these compounds.

a-

FIG. 4. Birefringence vs temperature in the vicinity of the hexagon
trigonal phase transition in RbxK12xLiSO4 (x): 1—0.014, 2—0.043, 3—
0.1, 4—0.22,5—0.30,6—0.50,7—0.57,8—0.74.
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The birefringence of the KLS crystal was widely studi
by various authors~see, e.g., Refs. 9–11!. It should be
pointed out that all of them used the most sensitive rela
methods, for example, the Se´narmont compensator. The Be
rek compensator employed in this work permits absol
measurement of the birefringence. It was found that both
KLS and in the solid solutions the room-temperature va
Dn'431024 (l5630 nm) is small, and falls off to zero
near 270 K. The birefringence becomes negative as the
perature is lowered still more. As seen from Fig. 4, the t
temperature behavior of birefringence in KLS is differe
from its usual pattern.9–11

The compounds studied by us here have the so-ca
‘‘point of optical isotropy’’ on the temperature scale, whic
depends both onx and on the light wavelength, because th
are characterized by a large birefringence dispersion.
birefringence changes bydn'131023 from the red to
green wavelength region. While in principle this offers
possibility of using these compounds in narrow-band opt
filters, merohedral twinning poses an insurmountable
stacle on the way to implementing this idea.

Studies of the RbxK12xLiSO4 solid solutions with
x50.10, 0.15, 0.20, and 0.50 below room temperature w
started in Ref. 11. It was shown11 that a KLS crystal with
added Rb undergoes the same PT as a pure one. Addin
shifts the trigonal-hexagonal transition toward higher te
peratures, and the PT to the ferroelastic phase, toward lo
temperatures. On the whole, our results are in accord w
the conclusions of Ref. 11. Figure 1 shows, however, that
phase boundaries in our diagrams disagree markedly
those quoted in Ref. 11. We observed a stronger effec
substitution on the transition temperatures. The reasons
this lie possibly in different conditions of birefringence me
surement. In our measurements, the sample was
whereas in Ref. 11 it was subjected to uniaxial compress
of 50 bars. Such compression is capable of shifting the t
perature of the ferroelastic PT up by 7 K.10 A similar effect
e

e
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is observed also under hydrostatic compression.12

This explanation does not, however, apply to the PT
tween uniaxial phases. According to Ref. 12, this PT lik
wise shifts upward under pressure. Because the compos
in different growth pyramids, in our opinion, can be di
ferent, we carried out atomic-absorption analysis of
samples after the measurements in order to avoid error
determination ofx.

To conclude, our data suggest that the hexagon
trigonal structure of KLiSO4 is more stable than RbLiSO4
and occupies therefore most of the area bounded by
phase diagram~Fig. 1!. Partial replacement of K by the
larger cation Rb makes the structure more loose and fa
stabilization of theP31c symmetry with a larger unit cel
volume.5,6
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LOW-DIMENSIONAL SYSTEMS AND SURFACE PHYSICS

Boundary conditions for narrow-gap heterostructures described by the Dirac equation
A. P. Silin and S. V. Shubenkov

P. N. Lebedev Physics Institute, Russian Academy of Sciences, 117924 Moscow, Russia
~Submitted September 15, 1997!
Fiz. Tverd. Tela~St. Petersburg! 40, 1345–1346~July 1998!

Boundary conditions are obtained for narrow-gap heterostructures formed by semiconductors
whose energy spectrum is described by the Dirac equation. The case where the carrier mass
exhibits axial anisotropy is analyzed. A helicity operator whose eigenvalue is conserved
over the entire heterostructure is generalized for anisotropic heterostructures. ©1998 American
Institute of Physics.@S1063-7834~98!03607-7#
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It is well-known1 that a whole range of narrow-ga
semiconductors such as III–V and IV–VI compounds can
described using an equation similar to the Dirac equation
quantum electronics, where the velocity matrix element
the interband transitions plays the role of the velocity
light. In descriptions of narrow-gap heterostructures,
problem of boundary conditions arises. The Dirac equatio
a first-order equation and thus, at first glance, the wave fu
tion should be continuous at the boundary. However, whe
factor with a higher-order derivative varies on pass
through the boundary, a more thorough analysis is requ
similar to that made for the Schro¨dinger equation, when a
factor with a higher-order derivative also varies, specifica
the carrier mass.2,3

We shall consider the case where two narrow-gap se
conductors are in contact along a planar interface, each
scribed by a corresponding Dirac equation1

Ec~r !5Ĥc~r !,

Ĥ5â iv i
6 j p̂ j1b̂D61G6. ~1!

Here â i and b̂ are Dirac matrices,p̂ j is the momentum op-
erator,c(r ) are four-component functions,D6, G6, andv6

are the half-widths of the energy gaps, the work functio
and the rates of the interband transitions for the first~1! and
second (2) semiconductors. We also assume that the Blo
functions in both semiconductors are the same. The c
where the Bloch functions differ was discussed in Ref.
Note that unlike the Schro¨dinger equation, near-boundar
~interface! states may appear for the envelopes in the Di
equation.5 This evidently indicates that an adequate desc
tion of narrow-gap heterostructures may be obtained us
an envelope function approximation. The indices ofv i

j are
associated with possible anisotropy in the rate of the in
band transitions. For IV–VI semiconductors, this anisotro
is axial1 and thus we confine our analysis to this case.
then have

v i
j5v il i l

j1v'~d i
j2 l i l

j !, ~2!
1221063-7834/98/40(7)/2/$15.00
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wherel k are the components of the unit vector along the a
of anisotropy, andv i and v' are the Kino matrix elements
parallel and perpendicular to the axis, respectively. Th
matrix elements are related to the effective electron and h
masses, which are equal in the Dirac model, bymi
5(D/v i

2), m'5(D/v'
2 ). To solve the problem, we assum

that the boundary is a certain transition layer of fairly sm
thickness 2a, within which all the parameters differing from
one semiconductor to the other, vary. We also assume
these parameters vary fairly smoothly within the layer fro
v i

2 , v'
2 , D2, G2 for z52a on one side of the transition

layer tov i
1 , v'

1 , D1, G1 for z5a on the other side. We can
now write an equation which describes the free electrons
holes in the entire structure by replacingD, G, and v i

j in
formula ~1! with the functionsD(z), G(z) v i

j (z):

D~z!5D2, G~z!5G2, v i
j~z!5v i

j 2 , z<2a,

D~z!5D1, G~z!5G1, v i
j~z!5v i

j 1 , z>a. ~3!

The z axis is perpendicular to the layers of the heterostr
ture. Note that here we describe a more general cas
narrow-gap heterostructures compared with that conside
in the review,1 because we allow the matrix elements of t
velocity v i

j to vary ~examples of these systems are given
Ref. 6!. Thus, we need to modify the kinetic term in Eq.~1!
which is given for constantv i

j , so that the Hamiltonian re
mains Hermitian. As a result, we obtain

Ĥ51/2„â iv i
j~z! p̂ j1â i p̂ jv i

j~z!…1b̂D~z!1G~z!. ~4!

In order to obtain the boundary conditions, we need to es
lish how the functionsc(x,y,a) andc(x,y,2a) are related
for a→0, i.e., fora of the order of atomic distances. Assum
ing that Eq.~4! is symmetric with respect to transverse tran
lations, it can easily be integrated overx and y, thereby
replacing the operators (p̂x , p̂y) with the quantum numbers
(qx , qy). Then, integrating Eq.~4! overz between the limits
@2a,a#, using the fact thata is small, we neglect part of the
terms
3 © 1998 American Institute of Physics
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â iv i
j~z!nj

]c~z!

]z
11/2â i

]v i
j~z!

]z
njc~z!50. ~5!

Here, and subsequently,n5(0,0,1) is the unit vector in the
direction of thez axis and\51. Note that this equation
gives continuity of the normal current component which is
necessary condition at the interface. Equation~5! is easily
solved on the segment@2a,a# after multiplying it from the
left by a iv i

j (z)nj . After integrating Eq.~5!, we obtain the
following boundary conditions:

Aṽ1c15Aṽ2expH 2 i
u

2
ŜyJ c~2 !. ~6!

Here 1/2Ŝ51/2( 0
ŝ

ŝ

0 ) is the spin operator,s are the Pauli
matrices,

ṽ65Av i
62cos2f1v'

62sin2f,

u5arctanS v'
1

v i
1

tan f D 2arctanS v'
2

v i
2

tan f D ,

f is the angle betweenn andl, they axis is orthogonal to the
(n,l) plane and coincides with the axis of rotation fromn to

l, exp$2i (u/2)Ŝy% is the operator for rotation by the angleu
about they axis,c (1)5c(a), andc (2)5c(2a). In the iso-
tropic case,u vanishes and the boundary conditions beco
simpler

Aṽ1c̃~1 !5Aṽ2c̃~2 !. ~7!

It was shown in Ref. 6 that, compared with the ordina
boundary conditions whereby the wave function
continuous,7 the boundary conditions~7! do not influence the
determination of the energy spectrum in problems with d
ferent quantum wells and also do not influence the amplit
of scattering from a planar interface. However, the bound
conditions~6! and ~7! substantially alter characteristics su
as the probability density and the spin density. In particu
for the quantum well considered in Ref. 6 — whereD andG
are the same for the quantum well and the barrier and onv
varies, being greater in the quantum well than in the bar
— the carrier localization in the well increases as a resul
the boundary conditions~7!.

We also considered the case of a bicrystal, i.e., the c
where a crystal is rotated by the anglex about then axis,
where v i

15v i
25v i and v'

15v'
25v' . Integrating expres-

sion ~5! under the same assumptions as before, we obtain
following boundary conditions:
e

-
e
y

r,

r
f

se

he

c~1 !5expH 2 i
X

2
ŜJ c~2 !. ~8!

Here

X5
~v i2v'!~v i cos2 f2v' sin2 f!

v2

3A12~a2,a1!

11~a2,a1!

sin~2f!

2
~a21a1!

2
~v i2v'!2

v2

sin2~2f!

4
xn,

a65( l62( l6,n)n/A12( l6,n)2), l6 -are the unit vectors
along the anisotropy axis on both sides of the interface,

ṽ5 ṽ15 ṽ2 is satisfied in this case.
For anisotropic heterostructures we also need to ge

alize the helicity operator5,7

P̂52ĝz

~â,q'!

q'

[2ĝ0

~Ŝ,@n,q'# !

q'

. ~9!

Hereĝ0 andĝz are the Dirac matrices andq'5(qx ,qy,0). In
the isotropic case, this operator retains its value on pas
through the interface. In the anisotropic case, it correspo
to the operator

P̂52ĝ0

Ŝkvm
i nmv l

jq'
l « i jk

uvm
j nmv l

jq'
l « i jk u

, ~10!

which commutes with the Hamiltonian~4!.
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Linear circular dichroism in nonlinear absorption of light in a quantum well
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Fergana State University, 712000 Fergana, Uzbekistan
~Submitted November 12, 1997!
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The far infrared absorption spectrum caused by optical transitions of holes between size-
quantization subbands is calculated forp-GaAs/AlGaAs~001! quantum-well structures. The
selection rules for optical transitions at the center of the two-dimensional Brillouin zone
are determined. Allowance is made for resonant saturation of one-photon electronic transitions
between size-quantized subbands of light and heavy holes. The linear circular dichroism
in one-photon nonlinear~resonant! and two-photon absorption of light in a size-quantized well
are investigated. ©1998 American Institute of Physics.@S1063-7834~98!03707-1#
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Experimental and theoretical studies of optical pheno
ena in quantum-well structures are now appearing incre
ingly frequently~see Ref. 1 and the literature cited! and are
mainly examining optical transitions between siz
quantization subbands of the conduction and valence ba
in semi-
conductors.1

We shall investigate the absorption of light in a semico
ductor quantum well caused by optical transitions betw
size-quantization subbands of light and heavy holes. In o
to identify the main laws governing the absorption of pol
ized light, we consider the simplest case of an infinitely de
symmetric quantum well~we neglect the absence of a cen
of inversion in II–V semiconductors!.

It is known that confinement of the transverse motion
an electron in a quantum well leads to size quantization
the transverse component of the quasimomentum (kz) ~see
Refs. 1–3!. This quantization leads to splitting of each e
ergy branch of the valence band into two-dimensional s
bands. In this case, the states of free holes are characte
by the two-dimensional wave vectork'5$kx ,ky% and the
subband numbern. For k'50 the states of heavy holes (h)
with the projection of the momentumm563/2 on the prin-
cipal axis of the structurez and light hole (l ) with m5
61/2 do not mix and they are described by two independ
series with the energy

Eh
05S pn

d D 2 \2

2mh
,

El
05S pn

d D 2 \2

2ml
, ~1!

wheremh(ml) is the bulk effective mass of the heavy~light!
holesn51,2,3,. . . ,d is the width of the well.

We shall also assume that the four Bloch states of
heavy and light holes are described by the Lattinger–Ko
basis4, multiplied by exp(ikzz), and thez axis lies in the@001#
direction, i.e., is directed along the normal to the surface
the wall.

It is easily shown that calculations of the coefficient
light absorption in a quantum-well structure differ fro
1221063-7834/98/40(7)/3/$15.00
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those for a bulk sample in that the normalization volumeV is
replaced by the areaS and also summation over the thre
dimensional wave vectork5$kx ,ky ,kz% is replaced by sum-
mation over the two-dimensional wave vectork' and over
the indices of the size-quantization levels.

In the limit of infinitely high barriers, the matrix elemen
of the rate operator for the (lnm)→( l 8n8m8) intersubband
optical transitions in a structure withzi@001# with the quan-
tum well k'50 has the form

evl 8n8m8,lnm
~0!

5
2

\
kz

~nn8!$~A6B!ezdmm8

1B@Jz ,J'e'#m8m%. ~2!

Here we have

kz
~nn8!52

i

d

2n8n

n822n2
@12~21!n1n8#, ~3!

m,m8563/2,61/2,Ja -are the matrices in the Lattinger
Kono basis,e is the polarization vector of the light,A andB
are the semiconductor band parameters4, m,m8563/2 for
l ,l 85h; m,m8561/2 for l ,l 85 l .

It can be seen from Eqs.~2! and~3! that in the model of
infinitely high barriers, the selection rules for the optic
transitions at the pointk'50 have the following form: for
the eiz polarization the (hn)→(hn8) and (ln)→( ln8) tran-
sitions are allowed and for thee'z polarization the (hn)
→( ln8) transitions are allowed, wheren andn8 have differ-
ent parity. Note that for ann-type GaAs–AlGaAs structure
intersubband optical transitions are forbidden for thee'z
polarization.

For k'Þ0 the wave functions of the holes contain im
purities of all four states:m563/2,61/2 and these simple
selection rules are violated.

At low temperature, the distribution function has the st
form u(E2EF), whereEF is the chemical potential of the
holes. In this case, the spectrum of intersubband absorp
comprises a set of relatively narrow peaks correspondin
h1→hn,ln transitions. Each peak is bounded by a region
5 © 1998 American Institute of Physics



sm
m

ffi
o

a
si
r

r
d

-

e

s-

on
ion
e
ss.
rite
the

1226 Phys. Solid State 40 (7), July 1998 Rasulov et al.
energies\v betweenEh
(n)2Eh

(1) ~or El
(n)2El

(1) and Eh
(n)

3(kF)2EF „or El
(n)(kF)2EF…, where kF is the Fermi

quasimomentum2 ~Ref. 1!.
We shall subsequently analyze linear circular dichroi

in linear one-photon and two-photon absorption in quantu
well semiconductor structures. We shall initially assum
saturation of one-photon optical transitions6,7 in
p-GaAs/AlGaAs structures. The expression for the coe
cient of one-photon absorption in a size-quantized well
width d can then be written in the form

K ~1!5
2pv

I (
k' ;mm8,

l ,l 8;nn8

uMl 8m8n8,lmn
~1! u2D l 8 ld~El 8n8k'

2Elnk'
2\v!, ~4!

where

D l 8 l5
f lnk'

~0! 2 f l 8n8k'

~0!

@114\22TlTl 8uMl 8n8m8,lnm
~1! u2#1/2

, ~5!

Ml 8n8m8,lnm
(1) is the matrix element of theu l 8n8m8&→u lnm&

one-photon optical transition,Tl is the time of departure
from the resonance region ofl -branch holes,Elnk'

is the

energy spectrum,f lnk'

(0) is the equilibrium hole distribution

function ~allowing for size quantization!, and thed function
describes the law of energy conservation for the optical tr
sition given above. We assumed that the carriers are
quantized along thez axis but remain Bloch in the othe
directions. In the Lattinger–Kono representation4 we then
have

K ~1!5
2aD2

\3vnvd
(
n8n

ukz
~nn8!u2m2n8,1n

3 (
s56

E ues8u
2dV

~11Ann8ues8u
2!1/2

, ~6!

where

Ann85
I

I 0

D2

B2
udkz

~nn8!u2, m2n8,1n
21

5ml
~n8!21

2mh
~n!21

,

I 05
\3v2nvd2

8paT1T2B2
, m1n8,1n5m2n8,1n~ l→h!, ~7!

a is the fine structure constant (e2/c\), the expressions fo
ml

(n) andmh
(n) given in Ref. 1, for example, are not include

here because of their cumbersome nature,B and D are the
bulk band parameters of the semiconductor (p-GaAs!, e68
5ex86 iey8 , ex8 , ey8 , ez8 are the projections of the polar
ization vectore on thex8, y8, andz8 axes which are related
to the direction of the two-dimensional wave vectork' , v is
the frequency,I is the intensity of the exciting light,nv is the
refractive index of light at the frequencyv, and V is the
solid angle of the vectork' . For linearly polarized light we
than have
-
e

-
f

n-
ze

uez8u
25cosue, ue68 u2512uez8u

2, ~8!

and for circularly polarized light

uez8u
25

1

2
sin2u¸ , ue68 u2512uez8u

27Pc cosu¸ , ~9!

where¸ is the photon wave vector andPc is the degree of
circular polarization.

In anticipation, we note that no analytic form can b
obtained for the coefficient of one-photon nonlinear~reso-
nant! absorption of light. Thus, we shall subsequently inve
tigate the intensity of light which satisfies the conditionI
<I 0. Then, for thep polarization, i.e.,e'z, we have

K'
~1!5

2pa

nv\3vd3
B2 (

nn8
Qn8n

~' ! , ~10!

where

Qn8n
~' !

5um2n8,1nuukz
~n8n!du2

3H ã2b̃
I

I 0

D2

B2
ukz

~n8n!du2J D2

B2
, ~11!

ã578/12, b̃535/12 for linearly polarized light;ã51, b̃
57/16 for circularly polarized light.

For a different experimental geometry, i.e., foreiz
(s-polarized light!, we have

K i
~1!5

2paB2

nv\3vd3 (
nn8,s56

Qn8n
~s! , ~12!

where

Qn8n
~6 !

54S B6A

B D um6u2udkz
~n8n!u2H ã12b̃1

I 6

I 0
udkz

~n8n!u2J ,

I 65~B6A!I /B, m25m1n8,1n , m15m2n8,1n , ~13!

ã51, b̃153/8 for linearly polarized light; ã151/2, b̃1

53/32 for circularly polarized light.
We shall now analyze the case of different, two-phot

nonlinear absorption of light, neglecting resonant saturat
of this optical transition, for which the contribution to th
absorption coefficient has the second order of smallne5

Then, after simple but cumbersome calculations we w
expressions for the two-photon absorption coefficient in
form

K i
~2!5K ~2!~eiz!5K i

0~Jlh1Jhh!, ~14a!

K'
~2!5K ~2!~e'z!5K'

0 ~ J̃lh1 J̃hh!, ~14b!

where

K'
0

K i
0

5
a1D2

4~A1B!2
, K'

0 5K1
0 I

I 1
,

I 15S 5p

128D
2 3nv

4pa

\v2

d S \2B

2m0D2D 2

, K1
05

2paB2m0

nv\3vd3
,
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Jlh5
m l l

~31!

m0
S 5p2

256D
2

2
1

S 2
m l l

~31!

m l l
~21!

21D \v

E0

ml

m0
1328

m l l
~31!

m l l
~21!
U 2

,

Jhh5JlhS A2B

A1BD 2

,

Jhh8 5
mhh

~31!

m0
US 2

mhh
~31!

m lh
~21!

21D \v

E0
14

m0

mlh

2
m0

mhh
S 118

mhh
~31!

mhh
~21!D U22

,

Jlh8 5Jhh~ l↔h!, E05\2p2~2m0d2!21,

m l l 8
~nn8!

5m ln,l 8n8 , ~15!

a158/3 for linearly polarized light anda151,2 for circu-
larly polarized light. According to our calculations, the coe
ficient of linear circular dichroism for two-photon absorptio
is 1.5e'z and 8/3 foreiz.

In conclusion, we note that nonlinear absorption of lig
in quantum-well structures differs substantially from nonl
ear absorption in a bulk semiconductor. This is becaus
structures with size quantized wells, absorption of light ta
place in the space of the two-dimensional wave vectork'

~similar to the absorption in a bulk semiconductor! and be-
tween size quantization levels. The second stage of light
sorption modifies the selection rules for optical transitions
nonlinear absorption. For example, for two-photon abso
tion an additional contribution toK (2) appears as a result o
allowance for the law of energy conservation between
initial and intermediate states. This contribution appears s
ject to the condition

m l̄ ,n̄,l 8n8
m l 8n8,l 1n1

5
\v2E0~ n̄22n82!

2\v2E0~n822n1
2!

~16!
t

in
s

b-
n
-

e
b-

for two-photon absorption and the condition

m l 9n9,l 8n8
m l 1n1 ,ln

5
2\v2E0~n9 l

22n8 l 8
2

!

3\v2E0~n l 1
2 2n l

2!
~17!

for three-photon absorption, whereu l̄ n̄& or u l 1n1& are inter-
mediate states,u ln& is the initial state, andu l 8n8& or u l 9n9&
are the final hole states, andn l

25n2m0 /ml .
We also consider it appropriate to note that when

light is obliquely incident on the wall of the well, the coe
ficient of one-photon absorption~neglecting resonant satura
tion! also depends on the degree of polarization of the lig
This case is clearly not a manifestation of linear circu
dichroism in one-photon absorption but is most likely bir
fringence, which will be considered in a separate study.

1!For example, in heterostructures consisting of thin GaAs layers alterna
with comparatively wide AlGaAs layers.

2!Calculations of the coefficient of light absorption inp-GaAs/AlGaAs
quantum-well structures with infinite walls were made for the general c
~for k'Þ0, TÞ0) in Ref. 5.
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An analysis is made of the region of existence of crystalline order in a system of spatially
separated electrons (e) and holes (h) in two coupled quantum wells for various concentrationsn,
temperaturesT, and distancesD between the layers. A study is also made of crystallization
in a system of electrons in semiconductor structures near a metal electrode for various distancesd
between the semiconductor and the metal. Calculations of the crystalline phase were made
using variational calculations of the ground-state energy of the system allowing for pairing of
quasiparticles with nonzero momentum. For a system of two coupled quantum wells,
regions in (T,n,D) space are determined in which electron~or hole! charge-density waves exist
in each layer and regions where these charge-density waves are in phase, in other words,
indirect excitons~or pairs with spatially separated electrons and holes! interacting as electric
dipoles, become crystallized. In the electron system in semiconductor structures near a
metal electrode, regions of existence of an electron crystal are also obtained in (T,n,D) space,
where over large distances the electrons interact as electric dipoles because of image
forces. © 1998 American Institute of Physics.@S1063-7834~98!03807-6#
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Two-layer systems with spatially separated electronse)
and holes (h) in double quantum wells are now attractin
considerable attention,1–5 especially in view of the predicted
superfluidity in such a system,6 quasi-Josephson effects,6,7

and unusual properties in strong magnetic fields.8–10 Several
physical realizations of systems with spatially separated e
trons and holes are possible. Electrons and holes ma
formed by laser radiation, they may be transferred to a s
of partial thermodynamic equilibrium in a system of coupl
quantum wells to which a transverse electric field is appli
they may form excitons with spatially separated electro
and holes~indirect excitons! and exist in an equilibrium stat
for times much longer than their energy relaxation times
shorter than their mutual recombination time. The recom
nation times may be fairly long because of the spatial se
ration of the wave functions of the electrons and holes6,7 in
these semiconductor structures, which are also promote
the application of an electric field normal to the layers2 ~as
well as a result of the localization ofe and h in different
regions of momentum space!, making a quasiequilibrium
state of thee–h system attainable. In this case, the electro
and holes are characterized by different quasiequilibri
chemical potentials. It is also possible to have a situat
where the spatially separated electrons and holes are
state of thermodynamic equilibrium so that their chemi
potentials are the same. This may be achieved in cou
quantum wells of the second type.

The phase diagram of these two-layer systems is of
ticular interest, especially the formation of condensed pha
in this system.

It has been found that a system of spatially separa
electrons and holes has a fairly rich phase diagram. Un
certain conditions in this system, excitons with spatia
separatede and h may undergo a transition to the liqui
1221063-7834/98/40(7)/6/$15.00
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phase.11 In addition, as was noted briefly in Ref. 6~see also
Refs. 11–15!, crystallization ofe–h pairs could be achieved
in a certain intermediate range of low electron and hole c
centrations.

The main purpose of the present paper is to mak
detailed analysis of the phase diagram for the region of c
tallization ofe–h pairs. We shall consider the phase diagra
of a system of spatially separatede–h pairs in theT–n–D
parameter space~temperature–concentration–distance b
tween layers!. For a two-layere–h system, as will be shown
subsequently forTÞ0 and the interlayer distanceDÞ0,
there exists a finite region of concentrations for whi
charge-density waves~CDWs! of electrons and holes, re
spectively, appear in each layer. There is also aT–n–D
region within the region of existence of the electron and h
CDWs in which a density wave exists for the indirect ex
tons ore–h pairs ~in other words, in this region the CDW
for the electrons and holes are in phase!.

In small semiconductors in a metal matrix or near
metal electrode electrostatic image forces should play a
nificant role.16,17 An interesting physical effect in these sy
tems involves the influence of the image on crystallization
the electron system.18–20 When allowance is made for th
image forces at a semiconductor–metal interface, the C
lomb law of interaction is replaced at large distances b
dipole law and this is reflected on the phase diagram of
system and, in particular, should lead to quantum melting
low concentrations~unlike Coulomb systems!.18–20 Here, a
microscopic approach is also used to determine the reg
of existence of an electron crystal for various concentrati
n, temperaturesT, and distancesd between the semiconduc
tor and the metal electrode.

Subsequently, all the quantities are made dimension
by using the radius and energy of a two-dimensional exci
8 © 1998 American Institute of Physics
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as units of length and energy, respectively:ax

5(e0\2/2me2), Ex5(2me4/e\2).

1. CHARGE-DENSITY WAVES IN A TWO-LAYER SYSTEM.
HARTREE–FOCK APPROXIMATION

The conditions for the formation of CDWs in a two
layer e–h system may be analyzed using an expression
the free energy of the system with allowance for two types
pairing: between electrons and same-band holes and betw
electrons and holes in a different layer. The momenta of
pairing quasiparticles differ by the minimum vector of th
reciprocal lattice of the emerging CDW. As a result, a pe
odic density appears along the layers, proportional to the
D1 ~which characterizes the pairing along the layer! and a
periodic pair density proportional to the gapD2 ~character-
izing the pairing between the layers!. The temperature- and
concentration-dependent values ofD1 and D2 are found by
minimizing the total free energy in a self-consistent appro
mation allowing for all the Coulomb interactions of the no
uniform electron and hole distributions.

We shall first calculate the normal and anomalous Gre
temperature functions of a system of spatially separatee
andh in the Hartree–Fock approximation~Fig. 1!.

In analytic form these equations~neglecting the possibil-
ity of quasiparticle tunneling between layers! have the form21

~see also Refs. 6, 22, and 23!

Gbb
h ~r ,r 8,t !

5Gbb
h~0!~r ,r 8,t !2

1

S2E Gbb
h~0!~r ,r 9,t !S1~r 9,r-,t !

3Fbb~r-,r 8,t !d2r 9d2r-2
1

S2E Gbb
h~0!~r ,r 9,t !

3S2~r 9,r-,t !Fab~r-,r 8,t !d2r 9d2r-1
1

S2

3E Gbb
h~0!~r ,r 9,t !S̃Gbb

h ~r 9,r 8,t !d2r-d2r 9,

FIG. 1. Diagram for the Gor’kov–Nambu Green functions in the Hartre
Fock approximation for an electron–hole system. The indexa corresponds
to the electron layer andb corresponds to the hole layer.
r
f
en
e

-
ap

-

n

Fbb~r ,r 8,t !

52
1

S2E Gbb
e~0!~r ,r 9,t !S1~r 9,r-,t !Fbb

h ~r-,r 8,t !

3d2r 9d2r-1
1

S2E Gbb
h~0!~r ,r 9,t !

3S̃Fbb~r 9,r 8,t !d2r-d2r 9,

Fab~r ,r 8,t !

52
1

S2E Gaa
e~0!~r ,r 9,t !S2~r 9,r-,t !Fab

h ~r-,r 8,t !

3d2r 9d2r-1
1

S2E Gbb
h~0!

3~r ,r 9,t !S̃Fab~r 9,r 8,t !d2r-d2r 9,

where S̃5 (e2Fbb(r-,r-,0)/ur 92r-u)1 (e2Gbb(r-,r-,0)/
ur 92r-u) 2 (e2Fab(r-,r-,0)/Aur 92r-u21D2).

Here G and F are the normal and anomalous Gorko
Green functions of the quasiparticles,21 andS is the average
area per quasiparticle. The subscriptsa and b describe the
layer of excess electrons and holes, respectively; the ano
lous Green functionFaa describes pairing, with the momen
tum \b, of electronic excitations in thea layer with their
own holes, i.e., with holes in the electron filling of thea
layer. This pairing leads to the formation of an electr
CDW with the reciprocal lattice vectorb ~the period of the
electron lattice is related to the electron concentrationn by
b52pApn). Similarly, Fbb describes the formation of a
hole CDW in theb layer. For simplicity we shall assum
that the concentrations of electrons and holes and their
persion laws are the same;Fab is the anomalous Green func
tion which corresponds to pairing of excess electrons in
a layer with excess holes in theb layer with the momentum
\b.

For the following calculations it is convenient to us
Fourier transforms of the Green functions and mass opera
in terms of the imaginary time and the coordinates. A Four
series expansion is performed along one of the coordin
assuming that the Green functions are spatially periodic
cause of the presence of CDWs in the system: for the dif
ence between the coordinates we use an expansion as a
rier integral.

We shall solve this system of equations for values of
control parameters close to their critical values at the cry
melting point. In this case, we shall allow for one harmon
of the CDWs with the reciprocal lattice vectorb85b. The
validity of this assumption will be analyzed subsequent
Then, in the spirit of the BCS approximation,24 we shall
neglect the dependence of the mass operators of
electron–hole interaction on the frequencies and moment
the quasiparticles. This assumption may be justified by
fact that the values of these parameters which make the l
est contribution to the Green function are small. The sm
ness of the mass operators is associated with the closene



th
-

n

ap

rg
n

th
,

f

d
e

a
i
l

e

n

tio

c-
-

trons
he
t

can

es,

the
ys-

the
uld
r a

ned
the

lar
e

ave
sed
ndi-
are
of
W
al

1230 Phys. Solid State 40 (7), July 1998 Yu. E. Lozovik and O. L. Berman
the system to the critical point while the smallness of
characteristic momentap is associated with the low concen
trationsn for which a Wigner crystal exists (p;n1/2) ~Ref.
25!. Under these assumptions, we can assume thatS1 andS2

are constants:S15D1, S25D2.
Assuming the proposed symmetry ofe and h, the

anomalous Green functions for the electrons on thea andb
planes are the same:Faa,b5Fbb,b . We shall then solve the
problem for momentap close to\b. Thus, we can set

jb5
\2b2

2m
, ~1!

wherem is the reduced effective mass of the electrons a
holes,me5mh5m.

The free energy of the system in the Hartree–Fock
proximation is given by21

FHF52
T

2n(n
E @G~0!~vn ,p!#21@G~vn ,p!2G~0!

3~vn ,p!#
d2p

~2p\!2
, ~2!

where vn5(2n11)pT. From Eq. ~2! using the Hartree–
Fock approximation described above, we find the free ene
FHF of a system withe–h pairing in each layer and betwee
layers

FHF52

~D1
21D2

2!tanh
Ajb

21D1
21D2

2

2T

4Ajb
21D1

21D2
2

1Ecoul, ~3!

whereEcoul is the direct Coulomb energy of a system wi
electron and hole CDWs in thea andb layers, respectively
assuming that these CDWs are in phase~described by the
function r2(r ))

Ecoul5e2E r1~r !r1~r 8!d2rd2r 8

ur 2r 8u

2e2E r2~r !r2~r 8!d2rd2r 8

ur 2r 8u21D2
, ~4!

where r1(r )5re(r )5rh(r ) is the charge density wave o
electrons in thea layer and holes in theb layer, respec-
tively, r2(r ) is the density ofe–h pairs of spatially separate
electrons and holes~Eq. ~4! gives the energy per particl
rather than pere–h pair!. Integration in Eq.~4! is performed
over distances between 0 and (pn)21/2, wheren is the ex-
citon concentration~i.e., integration is performed over
single CDW period which in the approximation used is sim
lar to integration over one unit cell of an electron crysta!.
The first term in Eq.~4! describes the repulsion of lik
charges in each layer. The second term corresponds to
effective attraction of electrons in one layer for holes in a
other.

The electron density in one layerre(r )5r1(r ) may be
determined using a rearranged Hartree–Fock approxima
The density is expressed in terms of the Green function
e

d

-

y

-

the
-

n.

re~r !5r~r !52
i

N
Faa~ t520,r !, ~5!

whereN is the number of electrons on thea plane.
We find for r1(r )

r1~r !5

nD1 th
Ajb

21D1
21D2

2

2T
sin~br !

Ajb
21D1

21D2
2

, ~6!

wherene5nh5n. Thus, the electrons on thea plane form a
CDW whose amplitude is equal to the factor at sin(br),
which is proportional toD1. Note that the argument in
sin(br) is determined to within an arbitrary phase. On a
count of the symmetry ofe andh, the same expression de
scribes the CDWs for holes on theb plane but in general, the
phase for sin(br) may differ from the CDW phase for the
electrons~see below!. Consequently, the conditionD1Þ0
corresponds to the appearance of CDWs of excess elec
on thea plane and~because of the assumed symmetry of t
layers! excess holes in theb plane, with these waves no
generally being in phase.

By analogy with expression~5!, the densityr2(r ) of
pairs ~of indirect excitons for a quasiequilibriume–h sys-
tem! of spatially separated excess electrons and holes
also be expressed in terms of the Green functionFab . As a
result, we find

r2~r !5

nD2 tanh
Ajb

21D1
21D2

2

2T
sin~br !

Ajb
21D1

21D2
2

. ~7!

For D250 the density wave of spatially separatede–h
pairs ~or excitons! disappears, i.e., forD1Þ0 and D250
electron and hole CDWs exist on thea andb planes but they
are not in phase.

In order to find the Green functions of the quasiparticl
we confined ourselves to a single harmonicb85b when
solving the system of equations, i.e., we assumed that
CDW is sinusoidal. In this case, the free energy of the s
tem only contains two variational parametersD1 andD2. If
we were to take into account the next terms of the sum in
system of equations, the number of variational terms wo
be greater than two. The total free energy minimized fo
larger number of parameters will be lower for a givene and
h concentration. Thus, the threshold concentration obtai
here, for which the crystal becomes unstable relative to
transition to the liquid phase, is an upper limit.

In a two-dimensional system, a crystal with a triangu
lattice26 comprising a set of identical CDWs is stable. Th
triangular crystal is a set of three phased CDWs having w
vectors equal in modulus but whose directions form a clo
triangle. In the standard approach adopted by us, the co
tions for independent formation of each of these CDWs
essentially studied, i.e., the energy of commensurability
these three CDWs is neglected. This is justified at the CD
formation threshold, where the CDW amplitude proportion
to D1 is negligible~it has a higher order inD1 than the CDW
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energy calculated above!. Significantly crystallization for a
two-dimensional electron crystal is continuous~see Ref. 27
and the literature cited!.

2. CRYSTALLIZATION OF ELECTRONS IN A
SEMICONDUCTOR NEAR A METAL INTERFACE

Electrons in a thin semiconductor near a metal interf
interact according to the lawU(r2r 8)5 (e2/ur2r 8u)
2 (e2/Aur2r 8u214d2), where the second term correspon
to the attraction of one electron to the electrostatic image
another (ur2r 8u is the distance between the electrons alo
the surface andd is the distance from the metal!.

If the characteristic distance between the electr
is substantially larger than the distance from the interf
ur2r 8u@2d, then U(ur2r 8u)' (2e2d2/ur2r 8u3), i.e., at
large distances the electrons in the semiconductor near
metal interact according to the dipole law. Electrons abov
thin film of helium above a metal electrode interact similar

The conditions for the formation of CDWs in a two
layer e–h system may be analyzed using an expression
the free energy of the system assuming pairing of electr
with same-band holes in the semiconductor, which are
tracted to the electrons, with allowance for the image for
according to the dipole lawU(ur2r 8u)' (2e2d2/ur2r 8u3).
The momenta of the pairing quasiparticles differ by the mi
mum vector of the reciprocal lattice of the forming CDW. A
a result, a periodic density appears along the layer, pro
tional to the gapD which characterizes the electron–ho
pairing~with a difference between the quasiparticle mome
b associated with the reciprocal lattice of the forming ele
tron crystal!. The temperature- and concentration-depend
value ofD is obtained by minimizing the total free energy
the self-consistent approximation allowing for all the dipo
interactions of the nonuniform electron and hole distributio
with allowance for image forces.

The equations for the normal and anomalous Gr
functions in the Hartree–Fock approximation, renormaliz
because of the electron and hole pairing, have the form

Gh~r ,r 8,t !5Gh~0!~r ,r 8,t !2
1

S2E Gh~0!~r ,r 9,t !

3S~r 9,r-,t !F~r-,r 8,t !d2r 9d2r-

1
1

S2E Gh~0!~r ,r 9,t !S̃Gh~r 9,r 8,t !d2r-d2r 9,

F~r ,r 8,t !

52
1

S2E Ge~0!~r ,r 9,t !S~r 9,r-,t !Fh~r-,r 8,t !d2r 9d2r-

1
1

S2E Gh~0!~r ,r 9,t !S̃F~r 9,r 8,t !d2r-d2r 9,

where S̃5 (2e2d2F(r-,r-,0)/ur 92r-u3) 1 (2e2d2G
3(r-,r-,0)/ur 92r-u3).
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By analogy with the reasoning put forward in the secti
for a system of indirect excitons, we use the Green functi
in the Hartree–Fock approximation described above to fi
the free energyFHF of a system withe–h pairing in each
layer and between layers

FHF52

D2tanh
Ajb

21D2

2T

4Ajb
21D2

1Edip , ~8!

where Edip is the direct dipole energy associated with t
repulsion of like charges with allowance for image force
for a system with CDWs in the electron layer,

Edip52e2d2E r~r !r~r 8!d2rd2r 8

ur 2r 8u3
, ~9!

wherer(r ) is the electron charge density wave in the sem
conductor layer. In Eq.~9! integration is performed over dis
tances between 2d and (pn)21/2, where n is the exciton
concentration~i.e., integration is performed over a sing
CDW period which in the approximation used, is similar
integration over a single unit cell of the electron crystal!.

By analogy with Sec. 1, using the Green functions,
find for r(r )

r~r !5

nD tanh
Ajb

21D2

2T
sin~br !

Ajb
21D2

, ~10!

wheren is the electron concentration. Thus, if allowance
made for image forces, two-dimensional electrons fo
CDWs whose amplitude is equal to the factor at sin(br)
which is proportional toD. By virtue of the above condition
DÞ0 corresponds to the formation of CDWs from exce
electrons with allowance for image forces.

3. ANALYSIS OF RESULTS. PHASE DIAGRAMS

For a two-layer system it follows from the conditio
D150 that the critical melting points and concentrations o
two-dimensional unphased crystal in one layer do not dep
on the distanceD between the layers~in the unphased cas
the average distance between the layers in the self-consi
approximation is zero!. For T50 the region of crystalline
phase in one layer begins fromn50 (r s5`) and the crystal
melts atr s555 ~wherer s5(pn)21/2). At final temperatures,
the crystal melts at two points which approach each ot
with increasing temperature~Fig. 2!. At T'2.531023 a
crystal does not exist for any concentrations. ForD→` the
exciton-density wave cannot exist. WhenT50, the exciton-
density wave melts at two concentrations which become
creasingly separated with decreasingD.

We constructed phase diagrams of the system wh
comprise graphs ofT1

c and T2
c as a function ofne

cr and neh
cr

for variousD, wherene
cr andT1

c -are the concentration an
melting point of the CDW in one layer andneh

cr and T2
c are

the concentration and temperature at which the phased p
erty of CDWs positioned in different layers disappears. F
ure 2 gives these graphs forD53.0 and 5.0, which shows
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that at below-critical final temperatures, for fixed values ofD
there are two regions of crystal instability relative to t
transition to the liquid. At final temperatures within the r
gion of existence of electron and hole CDWs ine and h
layers, there is a region of existence of an exciton-den
wave of spatially separatede andh ~i.e., a region of in-phase
e andh CDWs!.

If the conditionD150 is satisfied, melting of the CDW
occurs on one plane. IfD250, the phase property of th
CDWs formed on different planes disappears, i.e., the e
ton crystal melts. Crystallization in a two-layer system tak
place in the narrow range of concentrationsn1

cr(D),n
,n2

cr(D) and quantum melting of the crystal~as a result of
‘‘zero-point vibrations’’! takes place at two pointsn1

cr(D)
andn2

cr(D). An analysis of the conditionD250 shows that
in the ground state and at low temperatures electron and
CDWs on different planes are in phase. Within then, T, and
D ranges of existence of independent CDWs in each la
the phase diagram of the system shows phased region

FIG. 2. Critical melting pointsT in a system of spatially separated CDW
electrons and holes~the upper line corresponds to the loss of crystalli
order in the electron and hole states on one plane and the lower line c
sponds to melting of the exciton crystal! as a function of the concentratio
n: T — in units of 103Ry2* , Ry2* 5(2m* e4/\2e), n in units of 105a2*

22,
a2* 5(\2e/2m* e2). Distance betweene andh layersD53.0 ~a! and 5.0~b!.
Arbitrary notation:L — region of liquid,C — region of unphasede andh
crystals, andCC — region of existence of exciton crystal~region of phased
e andh crystals!.
ty

i-
s

le

r,
of

CDWs formed on different planes~i.e., regions of existence
of a dipole crystal of indirect excitons!.

Thus, threshold regions for the existence of electron a
hole CDWs have been obtained for a system of spati
separated electrons and holes inT–n–D parameter space
~temperature–concentration–distance between layers!. Re-
gions of phased~the existence of an exciton crystal! and
independent CDWs in different layers have been determi
in T–n–D parameter space.

For a two-dimensional electron system where allowan
is made for image forces formed in a semiconductor nea
metal interface, an electron CDW undergoes melting
D50. Crystallization takes place in the two-layer system
a narrow range of concentrationsn1

cr(d),n,n2
cr(d) and

quantum melting of the crystal~as a result of zero-point vi-
brations! occurs at two pointsn1

cr(d) andn2
cr(d).

We constructed phase diagrams of the system comp
ing graphs ofTc versusncr for various distancesd between
the semiconductor and the metal, wherencr and Tc are the
concentration and melting point of the electron CDW in o
layer. Figure 3 gives these graphs ford57.0, 6.0, and 5.0. It
can be seen from Fig. 3 that at below-critical final tempe
tures for fixed values ofd, there exist two points where th
crystal is unstable relative to a transition to the liquid.

One of the authors~Yu. E. L.! is grateful to delegates a
the Conference on Low-Dimensional Electron Syste
~Dresden! for useful discussions of the results.
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re-

FIG. 3. Critical melting pointsT in a two-dimensional electron system
allowing for image forces as a function of the concentrationn: T — in units
of 103Ry2* , Ry2* 5(2m* e4/\2e), n — in units of 105a2*

22, a2*
5(\2e/2m* e2). The distance between the semiconductor and the meta
d57.0 (1), 6.0 ~2!, 5.0 ~3!.



ys

E

ys

al

-

1233Phys. Solid State 40 (7), July 1998 Yu. E. Lozovik and O. L. Berman
1L. V. Butov, A. Zrenner, G. Abstreiter, G. Bohm, and G. Weimann, Ph
Rev. Lett.73, 304 ~1994!.

2T. Fukuzawa, E. E. Mendez, and J. M. Hong, Phys. Rev. Lett.64, 3066
~1990!.

3U. Sivan, P. M. Solomon, and H. Strikman, Phys. Rev. Lett.68, 1196
~1992!.

4J. P. Cheng, J. Kono, B. D. Mc Combe, I. Lo, W. C. Mitchel, and C.
Stutz, Phys. Rev. Lett.74, 450 ~1995!.

5M. Bayer, V. B. Timofeev, F. Faller, T. Gutbrod, and A. Forchel, Ph
Rev. B54, 8799~1996!.

6Yu. E. Lozovik, V. I. Yudson, Zh. E´ ksp. Teor. Fiz.71, 738 ~1976! @Sov.
Phys. JETP43, 382 ~1976!#.

7A. V. Klyuchnik, Yu. E. Lozovik, Zh. Éksp. Teor. Fiz.76, 670 ~1979!
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A statistical approach including direct correlation functions is applied to study the influence of
the surface confining the nematic liquid phase on the Franck elastic coefficients. Specific
calculations are made for a model system composed of ellipsoidal molecules interacting by means
of the Gay–Berne potential near the interacting surface. ©1998 American Institute of
Physics.@S1063-7834~98!03907-0#
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In an ideal single crystal of a nematic liquid crystal t
molecules are oriented on average along the directorn ~Ref.
1!. However, the presence of confining surfaces impairs
ideal configuration. Distortion of the order occurs and t
varies from one point to another. For an axial nematic liq
crystal these distortions are described by the traceless s
metric tensor

Qi j 5
1

2
Q2~3ninj2d i j !, ~1!

whereQ25^P2(cosui)& is the order parameter, cosui5nk, k
is the unit vector directed along the long axis of the molec
i , P2 is the Legendre polynomial of order 2,~Ref. 1! d i j is
the unit tensor, and the angular brackets denote the statis
average.

The distortion of the director fieldn(q) may be deter-
mined by minimizing the functional of the free energy de
sity

f 5 f 01Ki j ni , j1Ki jkni , jk1
1

2
Ki jkl ni , jnk,l1 . . . , ~2!

wheref 0 is the energy density of the undeformed state,Ki j ,
Ki jk , andKi jkl are the elements of the elasticity tensors, a
ni , j5]ni /]xi . In the bulk of the nematic liquid crystal w
find Ki j 50 and the contributions of the typeKi jkni , jk may
be expressed in the form2

f 131 f 245k13¹~n¹n!2~k131k24!¹@n¹n1n3¹3n#,
~3!

whereas the other important part of the functional, prop
tional to the squares of the derivatives of the director, may
written in the Franck form1

f F5
1

2
@K1~¹n!21K2~n¹3n!21K3~n3¹3n!2#. ~4!

Thus, the final expression for the free energy has the for

F5E dV fF1E dS~ f 131 f 24!1E dS fs , ~5!

where

f 135k13~nn!~¹n!, ~6!
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f 2451~k222k24!n@n~¹n!1n3¹3n#, ~7!

wheren is the external normal to the surfaceS confining the
nematic liquid crystal and the last term in Eq.~5! describes
the energy associated with the confining surfaceS.

In the most conventional treatment in liquid-cryst
physics, the expression for the free energy~5! only takes
account of the contributionsf F and f s ~Ref. 1! while the
divergent contributionsf 131 f 24 are usually ignored since
these do not alter the corresponding Euler–Lagrange e
tion.

It was shown in Ref. 2 that, when contributions of th
type k13 are taken into account, the standard variational p
cedure to determine the director field becomes more com
since the continuity of the director field is violated near t
confining surface. It was recently shown that near the c
fining surface the coefficients areKi j Þ0, which means that
the coefficientsk13 can be renormalized by introducing a
effective dependence on the transverse and longitud
bending3 However, this approach has been strongly criticiz
since the idea of discontinuity of the fieldn(q) near the
confining surface is a theoretical artifact.4–9

At the same time, without detracting from the impo
tance of allowing for the contributions of the coefficientsk13

andk24, it should be noted that the coefficients areKi;Q2
2,

and thus they depend on the distance from the confin
surface since the order parameterQ2 in turn becomes a func
tion of this distance.

Here we shall attempt to investigate the influence of
surface on the Franck elastic coefficients by applying pre
ously developed statistical approaches using direct corr
tion functions.10–13 A feature common to all these ap
proaches is that they are based on density functional the
and the final derivation of the calculation dependences
the coefficientsKi of a system of uniaxial molecules uses
scalar approximation of the direct correlation functio
C(qi j ,ei ,ej ), whereqi j is a vector connecting the centers
gravity of two molecules, andei and ej are unit vectors di-
rected along the long axes ofi and j molecules, respectively
According to the model proposed in Refs. 12 and 13,
haveC(qi j ,ei ,ej )5C(uqi j u/s)5C(y), wheres is the width
of the potential well of the Gay–Berne intermolecular pote
4 © 1998 American Institute of Physics
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tial, which is determined by Eqs.~8!–~10! in Ref. 14. The
authors of Ref. 11, on the other hand, proposed a sim
approximation C(qi j ,ei ,ej )5exp„2bF(qi j ,ei ,ej )…21,
where b5(kT)21, k is the Boltzmann constant,T is the
absolute temperature, andF is the interparticle interaction
potential.

Specific expressions for the coefficientsKi in the ap-
proach proposed in Refs. 12 and 13 are written in the fo

K1

K
511a~529z!, ~8!

K2

K
512a~113z!, ~9!

K3

K
5124a~123z!, ~10!

whereK5(1/3)(K11K21K3),

z5
Q42Q6

Q22Q4
, a5

v221

4~v212!
, v5

g221

g211
,

andg5s i /s' is the ellipticity of the molecules forming th
nematic liquid crystal, wheres i is the length of the major
semiaxis, ands' is the length of the minor semiaxis of th
ellipsoidal molecule. The expressions for these coefficie
in the approach described in Ref. 11 have the form

K1

K
511a123z1 , ~11!

K2

K
5122a12z1 , ~12!

K3

K
511a114z1 , ~13!

where a152t, t5(R221)/(7R2120), z15a11Q2 /Q4,
a15(27/16)t, and R5g11. The quantitiesQ2i ( i 51,2,3)
have the same meaning as the order parameters. For inst
the results of calculating the coefficients of elasticityKi in
the bulk of a nematic phase formed by ellipsoidal molecu
interacting by means of the Berne–Pechukas potent15

showed that as the coefficient of ellipticityg increases, the
ratio of the coefficients of transverse and longitudinal be
ing K3 /K1 increases while the ratio of the coefficients
twisting and longitudinal bendingK2 /K1 decreases.16 It was
also demonstrated that the experimentally confirm
relation17

0.5,
K3

K1
,3.0, 0.5,

K2

K1
,0.8 ~14!

is satisfied over the entire temperature range of existenc
the nematic phase.

For a nematic phase confined by an interacting pl
wall, the order parametersQ2, Q4, andQ6 vary with distance
from the confining surface. The results of the calculatio
show that the influence of the wall~regardless of the natur
of the interacting surface! only extends to a few molecula
layers and is mainly determined by the character of the
termolecular correlations.18
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Using the order parametersQ2, Q4, and Q6 calculated
using the single-particle distribution function of the molec
lar orientation determined in Ref. 18, we calculate the
mensionless Franck elastic moduliK1 /K, K2 /K, andK3 /K
as a function of the distance from the interacting surfa
using two approaches: Refs. 12 and 13 using Eqs.~8!–~10!
and Ref. 11, using Eqs.~11!–~13!. The interaction potentia
of the ellipsoidal molecules forming the nematic phase w
taken in the Gay–Berne form14

F~qi j ,ei ,ej !54«0«~ei ,ej ,ei j !H S s0

r i j
D 12

2S s0

r i j
D 6J , ~15!

where r i j 5uqi j u2s(ei ,ej ,ei j )1s0, ei and ej are the unit
vectors directed along the long axes of ellipsoidal molecu
i and j , respectively,qi j is a vector connecting the centers
the molecules, andei j 5qi j /uqi j u. The parameters of the po
tential energy«(ei ,ej ,ei j ) and the dimensions(ei ,ej ,ei j )
are functions which depend on the relative orientation
moleculesi and j and are given by Eqs.~3!, ~4!, and ~8!–
~10! in Ref. 14, respectively. These functions also depend
the shape of the molecules, which is determined by the
rameterg ~denoted bys i /s' in Ref. 14 wheres i is the
length of the major semiaxis of the ellipsoidal molecule a
s' is the length of the minor semiaxis!, and on the energy
parameter« l /«s in the notation used in Ref. 14. The value
of the parametersm andn in these notations were taken as
and 2, respectively.

The presence of a solid wall presupposes that molec
forming the nematic phase occupy the half-spacex>0 ~the
coordinate system is chosen so that thex axis coincides with
the normal to the surface and thez axis is oriented so that the
director lies in thexz plane!. The wall also interacts with the
nematic molecules by means of the potential

F~ei ,xi !5
2p

3

«w

sw
2 F 2

15S s0

swxi
D 9

2S s0

swxi
D 3G . ~16!

The energy«w and dimensionalsw parameters depend o
the orientation of moleculei and are determined by expre
sions ~20! and ~21! from Ref. 18, respectively. The energ
parameter«0w5««0 determines the interaction of the wa
with the molecules of the system andxi is the distance be-
tween the molecule and the wall,ei5(ei ,x ,ei ,y ,ei ,z).

We shall subsequently use«0 as the unit of energy and
s' as the unit of length and in this notation, the propos
theory also includes several independent parameters: th
mensionless volumev* 5v/s'

3 and temperatureu5kT/«0,
and also the parameters« andg, which reflect the degree o
interaction of the wall with the system molecules and t
nature of the ellipticity of these molecules, respectively. T
last parameter was taken asg53.

The results of the calculations are plotted in Fig. 1.
should first be noted that the values of the Franck coe
cients calculated using both approaches formulated in R
12 and 13, and in Ref. 11 converge with increasing dista
from the wall. The dimensionless twisting coefficientK2 /K
calculated using both approaches depends weakly on the
tancexi from the interacting surface@curve5 was calculated
using Eq.~9! and curve6 using Eq.~12!# whereas the coeffi-
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cients of transverse bendingK1 /K @curve1 calculated using
Eq. ~8! and curve2 using Eq.~11!# and longitudinal bending
K3 /K @curve3 calculated using Eq.~10! and curve4 using
Eq. ~13!# depend more strongly on this distance. We c
explain this behavior of the coefficients of elasticity by t
tendency of the molecules to exhibit greater ordering ne
strongly interacting surface («0w55«0) compared with that
in the bulk. In the expressions for the Franck coefficie
calculated using the approaches put forward in Ref. 11@see
Eqs.~8!–~10!# and in Refs. 12 and 13@see Eqs.~11!–~13!#,
only the order parametersQ2, Q4, andQ6 ~and combinations
of these! depend on the distance from the interacting surf
and we can see that the transverse and longitudinal defo
tions show larger variations since they contain coefficients
higher absolute value for the corresponding order parame
~or combinations of these!. Nevertheless, this variation of th
coefficients does not violate the experimentally confirm
relation ~14!.

FIG. 1. Dependence of the dimensionless Franck coefficientsKi /K on the
distance from the wallxi /s'

3 , for v* 50.2, g53.0, «0w55.0«0, and the
dimensionless temperatureu50.75. The curves give the coefficients o
transverse bendingK1 /K @curve1 — calculated using Eq.~8!, curve2 —
using Eq.~11!#, longitudinal bendingK3 /K @curve3 — calculated using Eq.
~10!, curve4 — using Eq.~13!#, and twistingK2 /K @curve5 — calculated
using Eq.~9!, curve6 — using Eq.~12!#.
n
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Thus, a previously developed statistical model18 which
allows for correlations between the translational and orien
tional degrees of freedom of the molecules forming the ne
atic phase was used to describe the Franck coefficient
elasticity near the interacting surface. The results of the
culations showed that the values of the elastic moduli ne
strongly interacting surface («0w55«0) calculated using the
statistical approach which incorporates a scalar approxi
tion of the direct correlation function,12,13 are appreciably
higher than these moduli calculated using the approach f
Ref. 11. This difference is several times for the coefficie
of longitudinal bendingK3 /K and slightly less for the coef
ficients of transverse bendingK1 /K. This can be attributed
to the fact that, because of the more accurate approxima
of the direct correlation function achieved in the approa
from Refs. 12 and 13, the correlations near the surf
are described more accurately. The fact that both approa
give similar results with increasing distance from the surfa
merely indicates that far from a strongly interacting surfa
(«0w55«0) the approximation C(qi j ,ei ,ej )
'exp„2bF(qi j ,ei ,ej )…21 is fairly acceptable for the direc
correlation function. In this case, the relative changes in
coefficientsK3 /K1 andK2 /K1, calculated using the two ap
proaches, satisfy the experimentally confirmed relation~14!.

To conclude, the authors would like to thank the Russ
Fund for Fundamental Research~Grant No. 96-03-32417a!
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Depth of formation of a reflected soft x-ray beam under conditions of specular
reflection

E. O. Filatova, A. S. Shulakov, and V. A. Luk’yanov
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Over a wide range of glancing-incidence angles, bremsstrahlung from an x-ray tube was used to
measure the reflection spectra of an Si–SiO2 system with different dioxide thickness near
the SiL2,3 ionization threshold. The angular dependence of the depth of formation of the reflected
soft x-ray beam was determined experimentally and compared with that obtained from a
theoretical analysis of the interaction between electromagnetic radiation and the surface of an
isotropic solid. © 1998 American Institute of Physics.@S1063-7834~98!04007-6#
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Ultrasoft x-ray reflection spectroscopy, one of the sp
troscopic methods for shallow core levels~with a binding
energy of tens and hundreds of electron volts!, can be suc-
cessfully used for a qualitative, nondestructive, layer-
layer phase analysis of the surface layers of solids, altho
a detailed study of the depth of formation of the reflec
beam is required.

The depth of penetration is conventionally taken to
the distance along the normal to the surfaceD over which
the intensity of the electromagnetic waves decreasese-fold1

1

D
52

v

c
Im~A«2cos2u0!, ~1!

where u0 is the angle of glancing incidence and« is the
permittivity.

It can be seen from Eq.~1! that the depth of penetratio
of the radiation will increase as the angle of incidence
creases so that by varying the angle of incidence, we
smoothly vary the thickness of the surface layer forming
specularly reflected beam. This relation or numerous mo
fications are presented in most studies.

The aim of the present study is to make an experime
determination of the angular dependence of the depth of
mation of a reflected soft x-ray beam and to compare
with that calculated using Eq.~1!, which was obtained from
a theoretical analysis of the interaction between electrom
netic radiation and the surface of an isotropic solid.

1. SAMPLES AND EXPERIMENTAL DETAILS

The sample was an Si–SiO2 system with different sili-
con dioxide thicknesses (2.060.5 nm, 8.561.0 nm,
1461 nm, 1961 nm, 2661 nm, 6361 nm! grown on an Si
substrate by oxidation in a dry oxygen atmosphere. In
case, film growth takes place at the Si–SiO2 interphase
boundary and the surface is the result of spontaneous gro
The thickness of the dioxide was monitored by ellipsome

The measurements were made using a PCM-500 x
spectrometer monochromator in a special chamber att
ment using bremsstrahlung from an x-ray tube. The spec
dependences of the reflection coefficientR(E) were studied
1231063-7834/98/40(7)/4/$15.00
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at fixed angles of glancing incidenceu0 on the reflector with
the detector in the corresponding position 2u0. The reflection
coefficientsR were determined as the ratio of the intensiti
of the incident and reflected beams. The incident and
flected radiation was recorded using two detectors~VÉU-6
channel-type secondary electron multipliers with CsI pho
cathodes!. The fine structure of the reflection spectra w
investigated near theL2,3 ionization threshold of Si with
0.3 eV resolution. The energy positions of the structu
components of the reflection spectra were determined w
an accuracy of 0.1 eV. The relative level of statistical flu
tuations in the counting rateDN/N was;2%. The error in
the angular readings for the reflector, which determines
error in setting the zero position, was 0.2°.

2. EXPERIMENTAL RESULTS AND DISCUSSION

It was shown in Refs. 2 and 3 that the near-field fi
structure of the x-ray reflection spectra are extremely se
tive to changes in the chemical state of the atoms. The fl
tuations of the reflection coefficient observed near the i
ization thresholds of the internal levels of the atoms form
part of the reflectors are such that the composition can
analyzed qualitatively from the energy position of the fin
structure components of the reflection spectra. The amplit
of the fluctuations should clearly be proportional to the nu
ber of atoms of a particular species in the reflecting laye

A favorable factor for the study of the Si–SiO2 system is
the substantial difference in the form and energy position
the fine-structure components of the Si and SiO2 reflection
spectra near theL2,3 ionization threshold. This allows us no
only to investigate the formation of the fine structure of t
reflection spectrum as a whole but also to make a sepa
analysis of the dynamics of appearance of the structural c
ponents typical of the Si substrate against the SiO2 back-
ground as the thickness of the oxide film increases. Acco
ing to Refs. 4 and 5, the near-field fine structure of the SiL2,3

reflection spectra of single-crystal Si and amorphous SiO2 is
identified in the ranges 98–104 and 104–110 eV, resp
tively ~Fig. 1!. We shall use the spectra shown in Fig. 1
standards.
7 © 1998 American Institute of Physics
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Figure 2 shows the SiL2,3 reflection spectra of Si–SiO2
with different thicknesses of dioxide on the surface ove
wide range of angles of glancing incidence. For clarity,
selected from the series of reflection spectra obtained, th
showing the most typical changes in the fine structure as
angle of glancing incidence was varied. A complete analy
of all the spectra indicates that, as the thickness of the o
film decreases, the structure gradually changes from
characteristic of the fine structure of amorphous SiO2 ~SiO2

thickness 63 nm! to that typical of the fine structure o
single-crystal silicon~SiO2 thickness 2 nm!. In the interme-
diate range of SiO2 layer thicknesses, the spectra compr
superposed fine-structure components of the Si and S2

spectra.
We shall now examine the angular dependences of

reflection spectra for each system. Figure 2a shows that,
thick SiO2 film ~63 nm!, the reflection spectra measured
different angles of glancing incidence have the same num
of components and the same relative energy position of th
components as the spectrum of solid SiO2 ~Fig. 1!, i.e., for
all these angles of glancing incidence, the reflected bea
formed in the dioxide layer. The angle is limited by the lo
values of the reflected radiation for large angles of glanc
incidence.

FIG. 1. Near-field fine structure of SiL2,3 reflection spectra of single-crysta
Si ~a! and amorphous SiO2 ~b! for an angle of glancing incidenceu0;4°.
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Completely different behavior of the reflection spectra
a function ofu0 is observed for SiO2 films 26, 19, and 14 nm
thick ~Figs. 2b and 2c!. At small glancing angles, the reflec
tion spectra of these systems reveal a structure characte
of silicon dioxide. However, as the glancing angle increas
structural components~a, b! characteristic of the spectrum o
single-crystal silicon appear and subsequently beco
sharper. It can be seen that the appearance of the~a, b! struc-
ture is related to the angleu0 and the thickness of the dioxid
film: this structure appears earlier for smaller dioxide thic
ness. At large glancing angles, the reflection spectra c
prise superposed spectra of silicon and silicon dioxide.

Figure 2d shows the reflection spectra for a dioxide fi
8.5 nm thick. It can be seen that the reflection spectra at
glancing angles studied consist of superposed fine-struc
components of the Si and SiO2 spectra. It should be note
that, as the glancing angle increases, the structure of th
spectrum becomes sharper and clearer. Note that this sy
was also studied using synchrotron radiation.6 The results of
the measurements using bremsstrahlung from an x-ray
and synchrotron radiation were almost the same.

Figure 2d gives the reflection spectra for an Si–Si2

system with natural oxide (;2 nm! on the surface. It can be
seen that all the measured spectra are mainly describe
the fine structure components characteristic of Si. T
weakly defined structural componentsA andB correspond to
the SiO2 spectrum.

An analysis of the measured reflection spectra
Si–SiO2 clearly indicates that the depth of formation of th
reflected beam has an angular dependence. We shall att
to give a quantitative estimate of this dependence, for wh
we shall associate the depth of probing with the thickness
the SiO2 film at which structural components of the substra
spectrum appear in the reflection spectrum. This depende
is plotted in Fig. 3 and is close to linear.

Also plotted in Fig. 3 are the results of calculating th
same dependence using Eq.~1!. We used the optical con
stants calculated from the experimental reflection spect
of the thick SiO2 film ~100 nm! using the Kramers–Kronig
dispersion relation.7 The calculations are made for the ph
ton energy corresponding to the principal maximum in the
reflection spectrum~100 eV! used to analyze the spectr
profile. The curves calculated for other photon energies
the range 95–108 eV are similar. There is a range of an
u0,526°, in which the depth of formation is approximate
5 nm and does not depend onu0. For higher values ofu0 the
depth of formation begins to depend appreciably on the an
of incidence.

It is quite noticeable that the experimental and calcula
curves differ substantially in terms of profile and absolu
values. The experimental data reliably indicate that a dep
denceD(u0) exists for smallu0, where the theory predicts
no such dependence. All the values on the experime
curve are 1.3–3.0 times higher than the calculated ones

The exaggerated experimental values ofD(u0) may be
attributed to the high sensitivity of the measurements. In fa
D(u0) determines the depth at which the wave field is
ducede-fold in the sample, but it is quite possible to dete
the signal from a deeper interface at which the field w
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FIG. 2. Near-field fine structure of the SiL2,3 reflection spectra of Si–SiO2 for different thicknesses of dioxide~nm!: a — 63, b — 26, c — 14~solid curves!
and 19~dashed curves!, d — 8.5, and e — 2.
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attenuated more strongly. It is more difficult to explain t
serious discrepancy in the profile of the curves. It may
caused by the non-Fresnel property of the system, anisot
resulting from the presence of a hidden SiO2– Si interphase
boundary, or inadequate allowance for absorption by the
dium in ~1!. Interference effects may well have some infl

FIG. 3. Depth of formation of the reflected beam versus angle of glan
incidence:1 — experimental data,2 — calculations using Eq.~1!.
e
py

e-

ence on the relative sensitivity of the measurements at
ferent thicknesses.

Before reflectrometry can be used for a layer-by-lay
analysis of the chemical phase composition of the reflect
we need to make a detailed study of the reason for the
served effect, which we shall attempt to do in our followin
studies.

This work was supported by the Russian Fund for Fu
damental Research~Grant No. 96-03-33319a!.
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Electron focusing in backscattering from single-crystal Si „100…
I. I. Pronin, N. S. Faradzhev, and M. V. Gomoyunova

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted January 15, 1998!
Fiz. Tverd. Tela~St. Petersburg! 40, 1364–1369~July 1998!

Diffraction patterns produced by quasi-elastically backscattered electrons focused in a thin single-
crystal Si~100!231 near-surface layer have been studied. The measurements performed in
the 0.6–2-keV range are compared with calculations made in the single-scattering cluster
approximation. This model is shown to describe adequately the experiment. An analysis
is made of the relation among the diffraction patterns observed for different silicon faces, and of
the effect of the primary-electron beam orientation. The relations governing the focusing of
quasi-elastically backscattered electrons escaping from the crystal along the main crystallographic
directions have been established. The various aspects of the effect for backscattered
electrons undergoing inelastic interaction with the electron subsystem of the crystal have been
investigated, ©1998 American Institute of Physics.@S1063-7834~98!04107-0#
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Surface-structure analysis of solids has presently a
disposal a large number of powerful tools including, in p
ticular, low- and high-energy electron diffraction, photo- a
Auger-electron diffraction, electron microscopy, scannin
tunneling and atomic-force microscopy, and so on. Rece
they have been complemented by medium-energy elec
diffraction, a method that is ideally suited to probing t
crystal structure of 10–20-Å-thick near-surface layers
solids.1–3 The highest surface sensitivity is reached in t
method by analyzing diffraction patterns produced only
quasi-elastically backscattered electrons, which unde
phonon-assisted inelastic interaction in reflection. T
method permits real-space visualization of the atomic str
ture of objects with no long-range order, and real-time inv
tigation of atomic processes in the near-surface layer.

To realize in practice the inherent potential of th
method, one has to study in detail the mechanism of qu
elastic electron backscattering~QEEB! diffraction patterns.
Studies carried out by us on a number of model objects w
known surface structure@W~100!, Ref. 4; Mo~110!, Ref. 5;
Si~111!, Ref. 6# showed these diffraction patterns to b
dominated by the electron forward-focusing effect. Th
work, intended as a continuation of our recent investigatio
reports a first study of QEEB diffraction patterns from a
other main silicon face, Si~100!, which has permitted us no
only to find the relation between the diffraction patterns o
tained from different faces of the same single crystal but a
to understand how they are affected by a change in orie
tion of the primary electron beam. A comparative analysis
experimental data obtained for different faces is interes
also from the standpoint of establishing the actual mec
nism governing the process of electron focusing in a crys
We have used this approach in the present work to determ
the dependences of the electron focusing efficiency on e
tron energy, focusing-chain length, interatomic distanc
and electron take-off orientation relative to the surface.
nally, we have obtained new information on the focusing
electrons having lost energy in backscattering, to excite
1241063-7834/98/40(7)/5/$15.00
ts
-

-
ly
on

f

y
o

s
c-
-

i-

h

s,
-

-
o
a-
f
g
a-
l.
ne
c-
s,
i-
f
e

electron subsystem of the solid~up to 300 eV!. This infor-
mation is important to broaden the potential of the meth
because, by properly adjusting the energy-loss range of
tected electrons, one can vary the thickness of the pro
layer.

1. EXPERIMENTAL TECHNIQUES

The studies were carried out with a secondary-elect
spectrometer capable of angular resolution, which is
scribed elsewhere.7 The QEEB diffraction patterns~Kikuchi
patterns! were obtained with a mobile electrostatic ener
analyzer under normal incidence of the primary electr
beam on the crystal surface. The primary electron ene
was varied within the 0.6–2-keV interval. The backscatte
electrons were detected with a channel electron multipl
The energy resolution of the spectrometer was 0.4%, and
angular resolution, 1°. Measurement in each electron take
direction was accompanied by determination of the ela
electron-scattering peak intensity.5 The angular distributions
of electrons backscattered with different energy losses w
taken in a similar way. Data acquisition proceeded autom
cally by a PC-controlled measurement system. The a
muthal electron take-off anglew was varied by rotating prop
erly the crystal about an axis perpendicular to its surface,
the polar angle, by turning the analyzer about an axis lying
the sample-surface plane. The measurements were ca
out within a broad angular range~u518286°, w502360°!
in 1° steps in both parameters. These data were subsequ
converted by a special program into two-dimensional c
tour mapsI (u,w) of backscattered electron intensity in tak
off angle.

The samples were cut from single-crystal KE´ F-1 plates
and were 22.0314.030.25 mm in size. The Si~100! face was
aligned to not worse than 10 arcmin. To obtain an atomica
clean surface, the crystal was heated for a short time
vacuum up to 1200 °C. The elemental composition of
surface was determined by Auger spectroscopy. After
1 © 1998 American Institute of Physics
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1242 Phys. Solid State 40 (7), July 1998 Pronin et al.
surface cleaning, the impurity content did not exceed 10
monolayer. The atomic structure of the silicon surface w
monitored by the LEED method. The above procedu
yielded a crystal with a standard 231-type reconstructed sur-
face. The measurements were performed at room temp
ture in a vacuum of 5310210 Torr.

2. QEEB DIFFRACTION PATTERNS IN THE 0.6–2-KeV
RANGE

Figure 1 illustrates typical diffraction patterns obtaine
for the Si~100! face at different energies. Their compariso
reveals certain dynamics in pattern variation with increasi
energy. The data relating to the lowest energy of 0.6 ke
~Fig. 1a! exhibit two types of diffraction maxima. The first o
them, seen as bright dots, are the conventional Bragg refl

FIG. 1. a–c QEEB diffraction patterns measured for a Si~100! single crystal
at electron energies of 0.6, 1.25, and 2 keV, respectively; d–f diffracti
patterns calculated for the same energies in the plane-wave approxima
of the single-scattering cluster model.
s
e

ra-

g
V

c-

tions due to elastic coherent backscattering of the prim
electrons. Their intensity decays with increasing energy,
they are seen no longer in Fig. 1b and 1c.

Maxima of the second type have a substantially lar
width ~of about 10°!, and their intensity, by contrast, grow
with increasing energy. Their main distinctive feature is t
constancy of spatial orientation with varying energy, whi
coincides with that of the closest-packed crystal atomic l
ers. In particular, the strongest maxima in all three patte
are the peaks along the close-packed atomic directions^110&
and^111&, oriented at 45 and 55° to the sample surface n
mal. In this respect, the data obtained for the Si~100! face
agree with our previous results for other single crysta
which supports the following model of QEEB diffraction
pattern formation: Primary electrons penetrating into
crystal undergo inelastic collisions with phonons and
scattered into the backward hemisphere. These elect
phonon scattering events may be considered as gener
inside the crystal of diverging electron waves. It is the su
sequent focusing of electrons emitted by the above sou
by closely-packed atom chains that results in their take
along the closest-packing directions. This is why QEEB d
fraction patterns directly reflect the crystal structure of t
near-surface region of a crystal, and their symmetry co
sponds fully to that of the crystal, which is evident from th
patterns in Fig. 1, characterized by a four-fold rotation ax

As the electron energy increases, the focusing max
become more narrow, and their number increases through
appearance of new diffraction spots corresponding to
closely-packed atomic rows. Another characteristic feat
of QEEB patterns at medium energies is the gradual form
tion of bands with enhanced scattering intensity~Kikuchi
bands!, which are oriented along the closest-packed atom
planes of the crystal. In silicon they are$110%. Such bands
are barely seen at 0.6 keV but are already well pronounce
1.25 keV~Fig. 1b!. They are still brighter and more distinc
at 2 keV. By contrast, the band width decreases with incre
ing energy.

3. DIFFRACTION PATTERN SIMULATION

The above diffraction patterns were compared with
results of numerical calculations based on the forw
electron-focusing effect and similar calculations perform
for the Si~111! face.6 We used the single-scattering clust
model developed by us earlier for the case of quasi-ela
electron backscattering. The results of the simulation are
played in Fig. 1d–1f.

We see that the calculated patterns describe fairly w
the experiment. Indeed, they reproduce correctly all the m
maxima of the measured distributions, as well as
enhanced-intensity bands corresponding to scattering f
~110! planes. One clearly follows also in Fig. 1d–1f th
above dynamics of pattern variation with increasing elect
energy. For instance, as in experiment, the Kikuchi ban
while barely seen at 0.6 keV, are clearly distinct at 1.25 a
2 keV, which shows that the main contribution to their i
tensity comes from numerous maxima of electron focus
from less closely packed atomic rows of the crystal. Sim

n
ion
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1243Phys. Solid State 40 (7), July 1998 Pronin et al.
larly to the Si~111! face, the disagreement between theo
and experiment is primarily due to the substantially high
intensity of the maxima in the calculated patterns cor
sponding to thê110& and^111& directions. This overestima
tion is due, on the one hand, to the inadequacy of apply
the plane-wave approximation to the description of sma
angle electron scattering from crystal atoms, and on
other, to the neglect of multiple-scattering events which m
play an important part for the closest-packed atomic chain6

The purely visual similarity between the calculated a
experimental patterns is buttressed by their quantitative c
parison using the reliability factors.6 The values of the reli-
ability factor R1 obtained for all the patterns considered a
quite satisfactory, namely, 0.105, 0.101, and 0.109 for
energies of 0.6, 1.25, and 2 keV, respectively.

Numerical simulation of diffraction patterns permits on
to better understand the formation mechanism of a numbe
features in their fine structure. For instance, the pattern
culated for the energy of 0.6 keV reproduces qualitativ
the characteristic splitting of diffraction maxima along th
^110& direction, which is observed clearly in experimen
Therefore, an analysis of the results of simulation may s
light on the origin of the fine structure in the profile of th
maximum. Its appearance is related with specific feature
the silicon structure, which represents nested fcc lattices
placed by a quarter of the period along all axes. As a res
the ^110& chains turn out to be doubled rows~Fig. 2b!, and it
may be conjectured that the observed effect is caused
interference of the corresponding electron waves. To ch
this hypothesis, model calculations were performed fo
single and a double row~Fig. 2a and 2b, respectively!. For

FIG. 2. a—diffraction pattern calculated for a single silicon-atom cha
oriented alonĝ110&; b—same for the two nearest chains shown below.
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simplicity, only atoms located farthest from the surface~the
darker ones! were assumed to be emitters. We clearly s
that taking into account the next atomic row does inde
affect the profile of the maximum by making it less sym
metrical through broadening in the~110! plane. Inclusion of
further chains into consideration complicates still more
spot shape and brings it closer to the one observed exp
mentally.

4. RELATION BETWEEN DIFFRACTION PATTERNS
OBTAINED FROM DIFFERENT SILICON PLANES

An essential feature of these diffraction patterns is t
they are rigidly connected with a crystal and turn togeth
with the sample when it is tilted. The same result can
obtained in another way by comparing the patterns meas
for different silicon faces. Figure 3 shows two such patte
obtained at a 2-keV energy. One of them was measured6 for
the Si~111! plane~Fig. 3a!, and the other is the Si~100! pat-
tern ~Fig. 3d! that we have just discussed. Figure 3a sho
distinctly three maxima due to electrons escaping along
^100& directions oriented at an angle of 55° to the surfa
normal. If we turn now the pattern as a whole so as to m
one of these directions perpendicular to the surface, we
tain the result presented in Fig. 3b. Such a turn produces
unfilled regions in the pattern. The clearly pronounced e
ments of a new four-fold symmetry permit us, however,
reconstruct the whole pattern~Fig. 3c!. This is how a diffrac-
tion pattern for the~100! face should look if a change of th

FIG. 3. a—QEEB diffraction pattern for the Si~111! face measured at 2 keV
~Ref. 6!; b—same pattern turned as a whole so as to make the^100& direc-
tion perpendicular to sample surface; c—total diffraction pattern for
Si~100! face obtained from the data in Fig. 2a; d—diffraction pattern m
sured directly for Si~100!.
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angle of incidence of the primary beam by 55° is unessen
A comparison of the data in Fig. 3c with direct measu
ments made for the Si~100! face shows that they nearly co
incide. Thus a change in the primary beam orientation lea
indeed practically unaffected the diffraction pattern.

At the same time a more careful analysis of the d
cussed patterns reveals some differences too. For insta
the diffraction structure in the periphery of the pattern
better seen in Fig. 3c. The main maxima also differ som
what in relative intensity. The strongest maxima in Fig.
appear along thê110& directions, whereas the stronge
peaks in Fig. 3d lie alonĝ111&. This means that the focusin
of electrons moving in physically equivalent directions
affected to a certain extent by the orientation of these dir
tions relative to the crystal surface, as well as by the angl
incidence of the primary beam.

5. FOCUSING OF QUASI-ELASTICALLY BACKSCATTERED
ELECTRONS

An analysis of the experimental data obtained in t
work permits one to establish some characteristic feature
electron focusing in propagation along various crysta
graphic directions in silicon. This process can be quant
tively assessed by means of a parameterx, which describes
the efficiency of focusing along different atomic chains

x5@~ I max2I min!/I max#3100%,

where I max is the measured intensity of quasi-elastic ba
scattering along a given atomic chain, andI min is that at the
minimum of the diffraction pattern.6

As follows from our data, the focusing efficiency in
creases with electron energy for all low-indexed directio
as this was observed for the Si~111! face, and this is due to
the increasing length of the scattering atomic chains. C
sider now the effect of the focusing chain lengthL and of the
atomic spacingd on efficiencyx. The lengthsL, which de-
pend on the orientation of atomic chains relative to the s
face normal, were determined within the simplest mode
single quasi-elastic large-angle electron scattering using
mean electron free pathsl for inelastic scattering recom
mended in Ref. 8.

The electron focusing efficiency along different cryst
lographic directions was analyzed for 2 keV. This energy
largest in the range covered in this study and provides
deepest probing depth, thus reducing to a minimum the
fect of surface reconstruction. The focusing effect was st
ied for the ^123&, ^110&, ^111&, and ^130& crystallographic
directions oriented, respectively, at 37, 45, 55, and 71° to
surface normal, as well as for two physically equivale
^112& directions making different angles~36 and 65°! with
the surface normal. The results of this analysis are prese
in Fig. 4 showing the data obtained for different chains a
function of their length. Also shown are data for the Si~111!
face.6 What immediately strikes the eye is the strong infl
ence of row packing density on the magnitude of the effe
Indeed, one may find in the diagram points with substantia
different ordinates for practically the same values ofL. For
instance, for a chain length of about 14 Å the focusing e
l.
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-
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ciency is 47, 58, and 64% for thê123& ^112&, and ^110&
directions, respectively. Similarly, different values ofx are
found for different atomic chains forL516.5 and 19.5 Å. In
all cases the focusing efficiency along chains of a giv
length is the higher, the larger is their packing density.
the whole, this rule is confirmed also by a comparison
data obtained for chains of different length. For example,
points corresponding to thê123& and ^130& directions with
the largest interatomic spacings~10.2 and 8.5 Å! lie substan-
tially below the others.

Taking into account the strong influence of this factor
appears more reasonable to use for determining thex(L)
relations only data obtained for physically equivalent dire
tions. In our case one can try to analyze such a relation
three directions:̂110&, ^111&, and ^112&. While no definite
conclusion can be drawn for the first of them, whereL varies
insignificantly, in the other cases, a lengthening of the ch
results in a decrease of focusing efficiency. This is parti
larly noticeable for thê111& direction, for which a compara
tively small change inL brings about a considerable increa
in the number of scattering atoms~from three to five!, in
consequence of the specific features of the chain’s inte
structure. The physical reason accounting for the weaken
of the effect lies in defocusing processes which become
nificant in the case of long atomic chains.

6. FOCUSING OF ELECTRONS BACKSCATTERED WITH
ENERGY LOSS

The focusing effect manifests itself also in diffractio
patterns produced by electrons backscattered from a cry
with energy losses. We made a quantitative study of t
effect based on experimental distributions of backscatte
electrons in azimuthal take-off angle for different pol
angles. In their comparison with the above QEEB data,

FIG. 4. Electron focusing efficiency along silicon atomic chainsvs their
average length. Different symbols relate to chains oriented along the fol
ing directions:1 — ^110&, 2 ^111&, 3 — ^112&, 4 — ^130&, 5 — ^123&, 6 —
^110&, 7 — ^111&, 8 — ^100&. Points 6–8 were obtained from an analysis
the data for the Si~111! face.
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main attention was focused on the data obtained at the
mary electron energy of 2 keV. All azimuthal scans taken
energy lossesDE below approximately 200 eV exhibit
distinct diffraction structure. The most intense peaks, sim
to the case of QEEB, are observed along the closest pa
crystallographic directionŝ110& and^111&. The shape of the
I (w) curves depends, however, on the actual energy
suffered by the electrons. AsDE increases, the electron fo
cusing maxima weaken considerably, particularly alo
^110& and ^111&. This suggests that the focusing effect b
comes weaker with increasing energy losses of the backs
tered electrons. The weaker maxima, particularly the one
served alonĝ112&, exhibit a similar behavior.

The dependences of focusing efficiency of inelastica
scattered electrons on energy loss, which describe quan
tively the above relations, are illustrated by Fig. 5 show
data obtained for two directions with different packing de
sity. On the whole, bothx(DE) relations exhibit a falling off

FIG. 5. Focusing efficiency of inelastically backscattered electronsvs their
energy loss. Curve1 was obtained for the chains oriented along^110& and
curve2, for ^112&-oriented chains.
ri-
r

r
ed

ss

g
-
at-
b-

y
ta-

-

pattern. The main falloff takes place forDE,100 eV. The
curves are clearly nonmonotonic in this energy region a
exhibit stronger focusing for losses corresponding to sin
and double excitation of bulk silicon plasmons. Remarkab
the magnitude ofx obtained under electron scattering invol
ing single plasmon excitation is practically the same as t
for quasi-elastic backscattering. ForDE.100 eV, the focus-
ing efficiency decreases monotonically down to about 5%
DE5300 eV. The falloff in thex(DE) relation can be ac-
counted for by electron defocusing increasing with the
crease of the path traversed by electrons as they escape
the crystal. Indeed, the mean escape depth from which
backscattered electrons emerge grows with increasingDE.
Note, however, that, in contrast to the above QEEB proc
the path traversed in this case by an electron is substant
longer, and therefore electron defocusing arises not o
through multiple elastic scattering9–11 but in inelastic events
as well.
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Echo response in ferroelectric liquid crystals
V. A. Popov and A. R. Kessel’
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It is proposed that the kinetics and dynamics of ferroelectric liquid crystals may be studied by
using the echo responses to the pulsed action of a microwave electric field. For
ferroelectric liquid crystals, with homogeneously oriented molecules, calculations are made of the
echo signals for two pulses and it is shown that these have values which are quite easily
measured. ©1998 American Institute of Physics.@S1063-7834~98!04207-5#
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For some time, the principal method of studying the
netic parameters of various materials has involved us
transient processes such as free induction and spin ech1–4

Here we show that long-lived phase memory and rela
echo signals may exist in several types of molecular mo
in liquid crystals whose kinetics have not yet been studied
such methods.

Conditions required for echo effects in a material are
presence of nonlinear interactions, matching of the osc
tion frequencies of various degrees of freedom with the
ternal excitation frequencies, and long relaxation times
these degrees of freedom. In liquid crystals the nonlin
interactions are always strong, as is evidenced by the w
defined phase transitions. The other conditions can also
satisfied. For instance, in type C* smectic liquid crystals
~subsequently abbreviated to Sm-C* ) damping of the rota-
tion around the cone of the long axis of the molecule ta
place over times of the order of 1022 s ~Ref. 5! ~for com-
parison, in ferroelectric crystals where echo signals are r
ably observed, the relaxation times of the corresponding
grees of freedom are of the order of 1025 s!. These rotations
of the molecules in Sm-C* may be used to form echo pro
cesses.

Several different systems can be used to excite echo
sponses. In liquid crystals excitation may be provided by
system used in ferroelectric crystals4 where two microwave
pulses of electric field with the frequenciesv and 2v and
durationst1 and t2, separated by the intervalt@t1 ,t2 are
applied to the sample. In this case, the first pulse acts on
boundary of the sample while the second, spatia
homogeneous pulse acts on the entire sample.

We shall assume that the smectic layers lie in thexy
plane and that the first pulse acts on the boundaryz50 so
that its strength vector lies in the plane of the layer a
causes only small deflections of the molecular axes fr
equilibrium. These oscillations propagate into the sam
The second pulse rotates the wave vector of these osc
tions, which reach thez50 boundary and generate cohere
oscillations of the molecular dipole electric moments, wh
are identified as an echo response.
1241063-7834/98/40(7)/3/$15.00
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The free energyF of a Sm-C* crystal depends on the
polarization vector (Px , Py , 0!, and on the polaru and azi-
muthal w angles of the director. After minimizing with re
spect to the vectorP ~Ref. 5!, which in this case is given by

Px5x„Ex1u sin w~z2mw8!…,

Py5x„Ey1u sin w~z2mw8!…, ~1!

the free energy density has the form

F5
a

2
u21

b

4
u41

g

2
~u8!21

K

2
u2S w82

l

K D 2

2
x

2
E2

2x~z2mw8!u~Ex sin w2Ey cosw!, ~2!

wherea5a(T2Tc), b.0, u is the angle of inclination of
the long axis of the molecule to thez axis, w is the angle
between the polarization vectorP and they axis, E is the
external electric field,K and g are the redefined elasti
moduli, z andm are the piezoelectric moduli,l is the rede-
fined chirality, x is the dielectric susceptibility, and th
prime indicates a derivative with respect toz.

The ferroelectric phase~in the absence of an externa
field! is characterized by a finite deflection of the director
the angleu05(2a/b)1/2 from thez axis and by a helicoida
twisting of the polarization around this axis. In this case,
director can only have a homogeneous polarization w
l50. For lÞ0 this only occurs in the presence of a sta
electric fieldE0 exceeding the critical valueEc ~Ref. 5!.

It is known that the free-energy densityF at constant
temperature plays the role of the potential energy. The
netic energy per unit volume after a transition to the contin
oum limit6 has the form

T5
In

2
~ ẇ2u21 u̇2!, ~3!

where I is the moment of inertia, andn is the molecular
concentration. The equations of motion are obtained from
corresponding Lagrange function
6 © 1998 American Institute of Physics
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In ü5gu91Inẇ2u2au2bu32Ku~w8!222luw8

1x~z2mw8!~Ex sin w2Ey cosw!,

Inu2ẅ522Inuu̇ẇ1K~u2w8!81l~u2!8

1xzu~Ex cosw1Ey sin w!1xmu8~Ex sin w

2Ey cosw!. ~4!

We shall consider the casel50, E050. Assuming that
within the smectic boundary layer, the exciting field is h
mogeneous, we find the solution of the equations~4!

w~0, t !52
xz

Inu0v2
E1x~ t !,

u~0, t !5u01
xz

Inv212a
E1y~ t !, ~5!

which will serve as the boundary condition for the propag
tion of a perturbation inside the liquid crystal~where E1x

denotes thex component of the electric field for the firs
pulse!.

The process of excitation of oscillations in the system
essentially nonsteady-state so that, in addition to harmo
oscillations, we also need to allow for small changes
amplitude.7 Neglecting unimportant effects involving disto
tion of the wave packet, the solution of the equations~4! is
written as

w~z,t !52
xz

Inu0v2
E1xF~z1vwt !exp$ i ~vt1kwz!%

1c.c., ~6!

u~z,t !5u01
xz

Inv212a
E1yF~z1vut !

3exp$ i ~vt1kut !%1c.c., ~7!

whereF(t) is the envelope of the exciting pulse,v, kw , and
ku are linked by the dispersion relations

Inv25Kkw
2 , Inv25gku

222a, ~8!

and vw and vu are the corresponding groups velocities.
general, the oscillations of the polar and azimuthal angles
unrelated and the corresponding wave packets propa
with different group velocities. In addition, the oscillation
of the polar angle are damped considerably faster. Thus,
erally speaking, different situations may arise by the time
application of the second pulse For example, fortw@t
@tu , wheretw and tu are the damping times of the az
muthal and polar oscillations, the second pulses disappea
the time t. Interaction between the second~homogeneous!
pulse at frequency 2v and the oscillationsw}exp$i(vt
1kwz)% creates ‘‘antiphase’’ oscillations}exp$vt2kwz%,
which appear in the solutions of Eqs.~4! because they con
tain nonlinear components.8 The envelope of these oscilla
tions ceases growing with the end of the second pulse, a
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which the wave packet begins to propagate in the oppo
direction. In the solution of Eqs.~4! this corresponds to the
term

w inv~z,t !5S xz

Inu0v2D 2
a

a12Inv2
t iE1xE2yC~z2vw

3@ t22t#!exp~ i @v~ t22r !2kwz# !1c.c., ~9!

wheret i5t1, if t1.t2/2, andt i5t2 in the opposite case. Th
envelopeC(x) has a maximum atx50 from which it fol-
lows that the wave packet reaches the boundaryz50 by the
time t52t, when a response of coherent electric radiat
should be observed. By virtue of Eq.~2!, its amplitude has
the form

Ex
echo5S x

Inv2u0
D 2

a

a12Inv2
z3t iE1xE2y , ~10!

Ey
echo5S xz

Inv2D 2
mkw

u0

a

2a1Inv2
t iE1xE2y . ~11!

In the other case where the relaxation times satisfy
inequalitytw , tu@t, two essentially different scenarios a
possible for the evolution of the system:kwÞku and
kw5ku . In the first, the wave packets of the polar and a
muthal oscillations are localized at different points in t
sample by the time the second pulse is applied. However,
returned oscillations from both reach the boundaryz50 by
the time 2t. As a result, the componentEy

echoin Eq. ~11! will
have the form

Ey
echo5

x2z2

Inv2u0

a

2a1Inv2 F S mkwE1x

Inv2 D 2

1S 3zv2E1y

Inv212a
D 2G 1/2

t iE2y . ~12!

For the casekw5ku two situations are also possible. In th
first, the wave packets propagate with~almost! the same
group velocities. This occurs near the phase transition p
and forg'K. The amplitude of the echo signal then has t
form

Ex
echo5

x2z2u0

4 F S mk

z

E1y

Inv212a
D 2

1S a

2Inv2

E1x

2Inv21a
D 2G 1/2

t iE2y , ~13!

Ey
echo5

x2z2

4u0
F S mk

Inv2 S 11
au0

2/2

2Inv21a
D E1xD 2

1S S 3az/u0

2Inv21a
1

mk2u0
2

z D E1y

Inv212a
D 2G 1/2

t iE2y .

~14!

If gÞK, the situation is similar to that when the wave ve
tors are different in the sense that the wave packets will
situated at different points in the sample. However, since
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wave vectors are the same, the interaction with the sec
pulse of, for example, polar oscillations initiates azimuth
oscillations which propagate with a different group veloci
Thus, the first echo response will be observed at timet1

52t„11a/(Inv2)… ~here it is assumed thatt1 ,t2!t and
a,0 in the ferroelectric phase!, the second will be observe
at 2t, and the third at 2t252t„12(ga)/(kInv2)…. The am-
plitudes of these signals will have the form

Ex
echo~2t1!5

x2z2mku0/4

Inv212a
tiE1yE2y , ~15!

Ey
echo~2t1!5

x2zm2k2u0/4

Inv212a
tiE1yE2y , ~16!

Ex
echo~2t!5

x2z3au0

8Inv2~2Inv21a!
t iE1xE2y , ~17!
-
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Ey
echo~2t!5

x2z2a

4u0~2Inv21a!
F S 3zE1y

Inv212a
D 2

1S mkE1x

2Inv2D 2G 1/2

t iE2y , ~18!

Ex
echo~2t2!50, ~19!

Ey
echo~2t2!5

x2z2mk

4Inv2u0

t iE1xE2y . ~20!

If the Sm-C* crystal is situated in a static electric fiel
E0 which straightens the helicoidal twisting of the director~it
is directed along they axis! and the exciting field of both
pulses is directed along thex axis, the amplitude of the ech
signal recorded at time 2t has the form
Ex
echo5

3x2z2vk~2lz1ma!

~a24Inv2!~2Inv222a2Kk22gk2!~ Inv21xz!
t iE1xE2x , ~21!

Ey
echo5

3x2k2zv~2lz1ma!~2l1mInv22mgk2!t iE1xE2x

~ Inv22gk22a!~a24Inv2!~2Inv222a2Kk22gk2!~ Inv21xz!
. ~22!
tion
the

ul
For the parameters of DOBAMBC (d-
p-decyloxybenzilidine-p8-amino-2-methylbutyl-cinnamate!
~Refs. 5, 9, and 10! x50.2, z580 cgs esu ,I;10234

g•cm2, n;1020 cm23, v52p3108 Hz, pulse duration
1025 and exciting-pulse amplitude 102 V/cm, the amplitude
of the echo signal is 1023 V/cm, which is quite easy to ob
serve experimentally.

A comparison between the echo response paramete
homogeneously ordered Sm-C* and the corresponding pa
rameters in ferroelectric signal crystals4,8 shows that in both
cases, the amplitude of the echo signal depends linearl
the amplitudes of both pulses but the phase shift, which
eitherp or p/2 in ferroelectrics, depends on several para
eters in liquid crystals. This opens up possibilities for ma
ing independent measurements of various parameter
phase detection experiments.

Echo experiments can be carried out by several meth
involving excitation at different frequencies and using diffe
ent regions of application of the exciting pulses. Experien
of studying transient echo-type processes in many classe
materials has shown that it is possible to measure thre
more different kinetic parameters whose physical meanin
determined by the nature of the material and the proce
in
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taking place therein. It may be predicted that the observa
of these signals will be a step in studying the kinetics of
liquid crystal state.

The authors are grateful to I. V. Ovchinnikov for usef
discussions and valuable advice.
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In and Si distribution in synthetic opals
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An X-ray photoelectric absorption by samples of synthetic opals~SO! loaded by In and Si has
yielded filler distribution profiles over thickness. The SO1In sample exhibited a uniform
filling of SO voids throughout the sample thickness~on average, 16.9% of each large void!. The
SO1Si sample, besides the near-surface region where large voids are completely filled,
revealed a region with variable Si concentration in the SO, where the Si content decreases linearly
down to a depth where pure SO is found. ©1998 American Institute of Physics.
@S1063-7834~98!04307-X#
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Synthetic-opal-based~SO! cluster lattices stimulate pres
ently considerable interest from both scientific and devi
application potential standpoint. Filling the void sublattice
the SO host with various compounds creates materials
novel physical properties.1 Therefore investigation of the
structure of SO loaded with fillers~the state of the filler in
voids, the coherence of the crystal lattice in neighbor
voids and in the bulk, the degree of filling and its profile wi
depth in the sample, etc.! appears to be of primary impor
tance. Earlier studies demonstrated the possibilities offe
by x-ray absorption porometry in probing SO materials, b
undoped and those loaded with different fillers.2,3 The objec-
tive of this work was to measure the distribution of In and
among the void sublattice in the opal host matrix.

1. SAMPLE PREPARATION AND EXPERIMENTAL RESULTS

We measured photoelectric absorption of x rays by
samples whose voids were filled with In and Si by liquid a
gas techniques, respectively. The measurements were ca
out on a DRON-2.0 x-ray diffractometer using monochrom
tized CuKa1 radiation~beam cross section 0.131 mm!. The
incident x-ray intensityI 0 varied insignificantly in the course
of measurements (,0.1%), and the scatter among seve
measurements of the transmitted intensityI for a fixed
sample thickness remained within 0.5–1.0%~depending on
the thickness interval studied!. The error in thickness deter
mination t of samples representing plane-parallel plates
not exceed 0.5%. The results of x-ray transmission meas
ments were studied as a function of sample thickness

ln~ I 0 /I !5 f ~ t !. ~1!

A. SO1In sample

The starting sample was a 1.8-mm thick plane-para
plate. Indium was introduced into the host matrix by t
liquid technique. In this method, the sample was first soa
in an indium nitrate solution, after which the nitrate w
thermally decomposed to the oxide, with subsequent red
1241063-7834/98/40(7)/3/$15.00
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tion of the indium oxide by hydrogen. The indium fillin
profile had to be uniform and symmetrical with respect
one half the original thickness. Based on these requireme
as well as in order to increase the range of measured in
sity, the sample was ground off to(1/2)t on one side, and
the x-ray absorption measurements were performed un
successive thinning of the sample from the side of filling~the
frontside!.

The experimentally measured relation~1! is shown
graphically in Fig. 1 and is linear throughout the thickne
range covered. The slope of relation~1! yielded the linear
coefficient of absorption tanaop1In5d ln(I0 /I)/dt
5125.4 cm21.

B. SO1Si sample

A plane-parallel plate of single-crystal SO witht0

5300mm was loaded with silicon by thermal decompositio
of monosilane. The opal plate was attached to a quartz t
with high-temperature cement and placed in an electric
nace. A mixture of silane with argon was passed through
plate. The silane underwent thermal decomposition in

FIG. 1. Dependence of the x-ray absorption coefficient on thickness f
SO1In sample.
9 © 1998 American Institute of Physics
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1250 Phys. Solid State 40 (7), July 1998 Ratnikov et al.
sample. While the conditions were isothermal, the high fl
resistance of the opal in the sample produced a pressure
dient, and this accounted for nonuniform loading of t
sample with the material.

The sample was glued onto a thin quartz glass with
frontside on, and backside-thinned to a thickness of 30mm.

The experimental relation~1! consisted of three portion
~Fig. 2!: A—thickness regiont53002240mm, linear rela-
tion with tanaA544.5 cm21; B—thickness regiont5240
2115mm, nonlinear relation~1!; andC—again linear rela-
tion with tanaC580.7 cm21.

2. DISCUSSION

X-ray absorption in a material of complex compositio
can be written4

ln~ I 0 /I !5( ~m/r! ir i t i , ~2!

where (m/r) i is the mass coefficient of absorption of com
pound i with densityr i and thicknesst i . Because the glas
thickness during the SO1Si measurements remains consta
the glass absorption term enters Eq.~2! in the form of a
constant and only shifts relation~2! along the ln(I0 /I) axis.
Note also that the relations~1! and ~2! behave linearly only
for a constant absorber density.

The single-crystal SO chosen to be loaded with indi
and silicon had an integrated porosity of 42.40%,2 which
corresponds to an effective SO densityrop51.28 g/cm3. The
mass coefficient of absorption of quartz (m/r)SiO2

534.67,2

and for pure SO the relations~1! and~2! will be straight lines
with tanaop5(m/r)SiO2

rop544.38 cm21. Thus, the slope of
Eq. ~1! yields the linear coefficient of absorption of the com
pound, and the absorber density is determined fromr i

5tanai /(m/r)i .

A. SO1In sample

The linear course of Eq.~1! implies a uniform distribu-
tion of In in the SO void lattice over the sample thickne
Subtraction of tanaop from the measured tanaop1In yields
for the density of In in the SOrop1In5(tanaop1In

2tanaop)/(m/r) In5(125.4244.4)/252.050.32 g/cm3. If

FIG. 2. Dependence of the x-ray absorption coefficient on thickness f
SO1Si sample.
ra-

e

,

.

the large voids whose volume fraction isp50.26 were filled
completely, the In density in the SO would berop1In5pr0

In

50.26•7.3151.9 g/cm3. The values of (m/r) In andr0
In were

taken from Ref. 4. Thus our measurements give for the p
centage filling of large voids Pop1In5(0.32/1.9)100
516.9% ~or 10.4% if reduced to integrated porosity, whe
p50.42!.

Thus our data do not permit a reliable conclusion
whether all voids are filled uniformly or the larger ones on
and whether there are sites of preferential In crystallizat
in the SO void lattice. Our measurements suggest tha
exists in SO in polycrystalline state~because its diffraction
pattern resembles that of powder In!.

B. SO1Si sample

Judging from the outer appearance of the sample, S
distributed nonuniformly in the SO; indeed, the backside
the sample had the color of the starting SO material. Beca
in region A the value ofrA ~extracted from tanaA! practi-
cally coincides with the densityrop quoted in Ref. 2~1.283
and 1.280 g/cm3, respectively!, this region is identified by us
as pure SO. The nonlinear character of relation~1! within the
thickness range 240–115mm argues for the appearance
the SO of an absorber~Si! with a varying density~increasing
toward the frontside!.

Further decrease of the sample in thickness~region C!
restores the linear character of relation~1!, i.e., the Si density
becomes stabilized here. Subtracting the value of tanaop

from tanaC determined for this region yields for the Si de
sity in this region of the SO samplerop1Si5(79.2244.4)/
60.350.58 g/cm3. Calculation of the Si density in SO with
completely filled large voids~volume fraction p50.26!
yields rop1Si5pr0

Si50.26•2.3350.60 g/cm3 @the data for
(m/r)Si andr0

Si were taken from Ref. 4#. The close fit of the
calculated to experimental density of Si in SO indicates t
large voids in this thickness region of the sample are fil
nearly completely.

In the region of varying Si content in SO the experime
tal and calculated relations of type~1! are compared using a
linear approximation of Si density variation with depth in th
form

rSi~ t !5cpr0
Sidt, ~3!

where, as before,p50.26, dt5tA2t, t is the measured
thickness within the region of varying Si content, andc is a
normalization coefficient defined asc51/(tA2tC). Here tC

is the boundary separating the regions with constant
varying Si content. We then use Eq.~3! to calculate the con-
tribution of Si to relation~1! in regionB:

d ln~ I 0 /I !Si50.5~m/p!SirSi~ t !dt ~4!

and, adding this value to the value of ln(I0 /I)op for pure SO
of the same thickness, obtain calculated values
ln(I0 /I)op1Si

calc , which can now be compared with experimen
Their good agreement argues for a linear variation of Si d
sity within the thickness region where the content of th
filler is variable.
a
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To conclude, x-ray absorption measurements perform
on synthetic opals loaded with fillers~In and Si! demon-
strated a possibility of obtaining quantitative information
such macroscopic characteristics of these materials as
total degree of filling and the character of filler distributio
in depth. For SO1Si, the presence of a linear portion in th
dependence of absorption on thickness within the ne
surface region (;100mm) argues for 100% filling of the
lattice voids~only of large ones! and for a failure of penetrat
ing into small voids even by the gas loading technique. I
shown that liquid techniques provide uniform filling of op
voids with suitable material.

Support of the Russian Fundamental Research Fou
d

he

r-

s

a-

tion ~Grant 96-02-16948a! and of the Ministry of Science
~Grant 97-0216! is gratefully acknowledged.

1V. N. Bogomolov and T. M. Pavlova, Fiz. Tekh. Poluprovodn.29, 826
~1995! @Semiconductors29, 428 ~1995!#.

2V. V. Ratnikov, Fiz. Tverd. Tela~St. Petersburg! 39, 956 ~1997! @Phys.
Solid State39, 856 ~1997!#.

3L. M. Sorokin and V. V. Ratnikov,Abstracts of National Conference o
Application of X-Ray and Synchrotron Radiation, Neutrons and Electr
to Materials Research~Dubna, 1997! ~AFT, Moscow, 1997!, p. 44.
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Calculation of the binding energy of electrons and positrons in a dielectric cluster
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An analysis is made of analytic expressions for the binding energy of electrons and positrons in
dielectric clusters. Calculations are made of the sizes of critical argon and xenon clusters
for which the binding energy is near-zero. ©1998 American Institute of Physics.
@S1063-7834~98!04407-4#
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The interaction between electrons and atoms posses
high polarizabilities is an attraction process so that they m
be localized in clusters.1,2 Electron clusters have been o
served experimentally in dense xenon. In helium, for wh
the polarizability of the atoms is low, electrons are localiz
in bubbles. The interaction between a positron and an ato
always an attraction process as a result of the absenc
exchange interaction. Positron clusters have been obse
experimentally in all dense inert gases. In Ref. 1, estima
were made of clustering temperatures and ‘‘optimum’’ clu
ter sizes. These clusters contain hundreds of atoms w
density is close to that of the liquid. However, xenon clust
containing only some tens of atoms and giving an elect
binding energy of around 10 meV were detected experim
tally by mass spectrometry.3 These are called ‘‘critical’’
clusters.

In clusters containing a large number of atoms, the
calized quantum particles are almost free. Their energy s
trum is determined by the nature of the scattering by
cluster atoms and depends on the density of the medium
Ref. 4 the following expression is used to calculate the e
tron binding energy

Eb5Eb
02

\2p2

2meffR
2

, ~1a!

where the ‘‘classical’’ binding energy is

Eb
052V02

e2

2R

«21

«
, ~1b!

(2V0) is the ground-state energy of an electron in a so
dielectric,R5N1/3r̄ is the cluster radius,N is the number of
atoms in the cluster,r̄ is the average distance between t
atoms, andmeff is the effective electron mass. In Ref. 5 th
critical cluster sizeR* was estimated from the conditio
Eb

050.
The second term in Eq.~1a! is the electron kinetic en

ergy. However, it is incorrect to introduce the effective ma
In this particular case, the mean free path and the wavele
of the electron are close to the cluster radius. The effec
mass can only be calculated and introduced correctly w
the first length is much larger, i.e., the motion is almost fr
In Ref. 6 we used the approximation of an effective medi
1251063-7834/98/40(7)/3/$15.00
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and pseudopotential-scattering theory to obtain an alterna
asymptotic form for the binding energy of a charged parti

Eb5Eb
02

\2p2

2mR2
@12Cj#, ~2!

whereC.2.86, j5L/ r̄ , andL is the scattering length of a
quantum particle in a dielectric. We shall show first, th
expression~2! is preferable because it indicates smaller siz
of critical electron clusters compared with expression~1! and
second, that the critical sizes~at least of electron clusters! are
determined by the presence of surface states, which w
ignored in Refs. 5 and 6.

Large clusters

The values ofV0, meff , andL for electrons and positron
in these media~Xe and Ar! were measured in Refs. 7–9 o
calculated previously10 for a wide range of densities~see
Table I!. Figure 1 gives the dependences~1a! and~2! for an
electron in an~Xe!N cluster and a positron in an~Ar!N cluster
for the density of the liquid state taken at the triple point.
can be seen that the curvesEb(N) differ appreciably. Ex-
pression~2! indicates smaller sizes of electron critical clu
ters ~Xe!N compared with formula~1!, consistent with the
conditionEb(N* )50.

Note that an approach developed earlier~see Ref. 12!
can only be used to estimate how compression of a clu
under the action of surface tension influences the bind
energy of a charged particle for terms proportional to 1R

and no higher. This is because the correctionn̄2 /R2 in the
expansion of the density of atoms at the center of the clu

n̄5n̄01n̄1 /R1n̄2 /R2, is unknown „n̄05( 4
3p r̄ 3)21, n̄1

52n̄0s0 /B0, wheres0 and B0 are the surface tension an
the bulk modulus of the liquid12!. Nevertheless, for critica
clusters where Eq.~2! cannot be applied, self-compressio
may be assumed when the particle is localized near the c
ter surface.

Critical clusters

As the size of the cluster decreases, the surface re
occupies an increasingly larger part of the cluster volu
and the electron spends an increasing amount of time in
2 © 1998 American Institute of Physics
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TABLE I. Values of V0, meff , and L, used to calculate the binding energyEb(N) of electrons (e2) and
positrons (e1) in large clusters.

V0, eV L,a0 meff /m I * ~Ref. 11! N*

A B
Xe e2 20.71 ~Ref. 7! 0.7 ~Ref. 9! 0.64 ~Ref. 10! 1 9 7–8

1.6 12 9–10
Ar e2 20.11 ~Ref. 7! 1.0 ~Ref. 9! 0.66 ~Ref. 10! 1 27–28 22–23

1.6 40–41 32–33
e1 21.2 ~Ref. 8! 21.0 ~Ref. 10! 1.25 ~Ref. 10! 1 – 27

Note: The values ofI * to determineN* were taken from Ref. 11. ColumnA refers to rigid clusters~zero
compressibility! and columnB to self-compressed clusters.
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region and outside the formal boundary of the clusterr
.R) where it is bound to the cluster by the polarization t
of the potentialV(r ). This is attributed to the electrostat
componentV(r ), which we calculate exactly as the energy
interaction with a dielectric sphere of radiusR. However, the
short-range componentV(r ) can only be taken into accoun
for r<R, i.e., as in Ref. 6

V~r !5H 2Eb
02U0F1~r !, r ,R,

2Eb
02U0F2~r !, r .R.

~3!

Here we have

F1~r !5
s

~«11!R

r 2

R22r 2
1

s«

~«11!2R

3F lnS R2

R22r 2D 2 (
k51

`
1

k~k«1k11! S r

RD 2kG ,

FIG. 1. Binding energy calculated using Eqs.~1a! and~2! ~dashed and solid
curves, respectively! as a function of number of atoms in clusterN; 1, 2 —
electron in xenon cluster,3, 4 — positron in argon cluster.
l

f

F2~r !5
e2

2

«21

«11

R

r 2 H R2

r 22R2
2

1

«11

3F lnS r 2

r 22R2D 2 (
k51

`
1

k~k«1k11! S R

r D 2kG J .

andU05V02T0 ~see the notation in Ref. 6!. The potential
~3! has regular asymptotic forms forr /R→` and s/R→0.
The critical cluster size corresponding to the number of
omsN* is calculated from the Jost–Kolojero condition

E
0

`

drrV~r !5I * >1, ~4!

written for V(r )<0 ~Refs. 1 and 2!.
For small solid-state~Xe!N and~Zr!N clusters, the poten-

tial at the center of the cluster may be estimated as clos
V0. For the solid state,V0 is close to zero~especially for
argon!10 and, if allowance is made for the classical size c
rection and self-compression, it can even become posit
i.e., even more incapable of confining an electron. Howev
the polarization tail ofV(r ) in the ranger .R depends fairly
weakly on whether the cluster is in the liquid or solid sta
Thus it is clear that, when the first bound state is formed,
electron will preferentially be located outside the cluster, b
ing localized in the surface state forr .R* . From this rea-
soning,V(r )50 can be assumed for electron clusters w
r ,R* , whereas forr .R* the potential is polarized with the
standard cutoff atr 5R* 1 r̄ /2 ~Fig. 2!.

For different potentials,I * in Eq. ~4! has values between
1 and 1.6~Ref. 11!. By solving Eq.~4! for R* and givenI * ,
we can determineN* 5(R* / r̄ )3. Table I gives calculated
results for rigid clusters made for two values ofI * . Also
given are the results of a self-consistent model where
equation for the force balance in the cluster is solved
gether with Eq.~4! ~see Ref. 6!. In this case, the equation i
simplified since the electron pressure is omitted~as the clus-
ter size decreases, this pressure becomes zero when the
bound state appears!. For xenon the critical value is approx
mately ten atoms, which is very close to the experimen
value.3 In Ref. 4 values ofN* 5 8 and 46 were obtained a
a result of cumbersome calculations for~Xe!N and ~Ar!N

clusters, respectively. Our simple calculations agree w
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these values but also contain some indication that s
compression has an appreciable influence, to which no a
tion has been paid so far.

For a positron in an~Ar!N critical cluster it is impossible
to use the same type of potential as in Fig. 2 since the a
lute value ofV0 is high ~see Table I!, i.e., a substantially
deeper potential well is established at the center of the clu
compared with that for an electron. Thus, we need to sub

FIG. 2. Single-particle electron potential used to calculateN* for self-
compressed argon and xenon solid clusters,R* >18.0 and 10.6a0, respec-
tively.
lf-
n-

o-

ter
ti-

tute the complete expression for the potential~3! truncated at
r 5R* 6 r̄ /2, into criterion ~4!. These calculations give
N* 527 for I * 51. This value ofN* agrees with the calcu
lations for large clusters~Fig. 1!.

Unlike an electron, a positron has a more or less eq
probability of being located outside or inside the cluster s
face. A positron is localized at smaller argon clusters than
electron because of the comparative dominance of attrac
in the positron–atom interaction.
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Two-dimensional microclusters made up of particles repelled by the dipole law and confined by
an external quadratic potential are considered. The model describes a number of physical
systems, in particular, electrons in semiconductor structures near a metallic electrode, indirect
excitons in coupled semiconductor dots etc. Two competing types of particle ordering in
clusters have been revealed: formation of a triangular lattice and of a shell structure. Equilibrium
configurations of clusters withN51 – 40 particles are calculated. Temperature dependences
of the structure, potential energy, and mean-square radial and angular displacements are studied.
These characteristics are used to investigate cluster melting. Melting occurs in one or two
stages, depending onN. Melting of a two-shell microcluster takes place in two stages: at low
temperatures—from the frozen phase to a state with rotationally reoriented ‘‘crystalline’’
shells with respect to one another, followed by a transition involving breakdown of radial order.
Melting in a cluster made up of a larger number of shells occurs in one stage. This is due
to the fact that the potential barrier to intershell rotation is substantially lower than that to particle
jumping from one shell to another for smallN, and of the same order of magnitude for
large N. A method is proposed for predicting the character of melting in shell clusters by
comparing the potential barriers for shell rotation and intershell particle jumping. ©1998
American Institute of Physics.@S1063-7834~98!04507-9#
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Electrostatic image forces should play a substantial p
in small semiconductor crystallites embedded in a meta
host, or near a metallic electrode. Their role can beco
dominant, for instance, in semiconductor structures wit
small band gap 2D, where image forces near the met
boundary are capable of initiating the semiconductor-m
transition.1 Image forces can give rise to a number of oth
spectrum rearrangement effects. For example, exciton s
localized in the vicinity of the semiconductor-metal interfa
can appear.2 Image forces result in an increase of their exte
and in a semiconductor-metal Mott transition in an excit
system.2 Another interesting physical phenomenon includ
the influence of image forces on crystallization in an el
tronic system.3–5 Taking image forces at the semiconducto
metal interface into account replaces Coulomb interactio
large distances by the dipole law, and this manifests itse
the phase diagram of the system, in particular, resulting
quantum melting at low concentrations~in contrast to Cou-
lomb systems!.3–5 Excitons with spatially separated electro
and holes in coupled quantum wells likewise feel dipole
pulsion at large distances, which should affect strongly
phase diagram of the system;6–11 this relates also to particle
in a layer of a magnetic liquid, a layer of dielectric cluste
on the surface of an electrolyte etc.~see Ref. 12 and refer
ences therein!.

Extended two-dimensional dipole systems were stud
in a number of works~see Refs. 12–14 and referenc
therein!. For instance, melting and various characteristics
dipole systems were investigated by molecular dynam
simulation.14 Thermodynamic functions, the structure facto
the dielectric function, and other characteristics of the sys
1251063-7834/98/40(7)/6/$15.00
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were calculated within a broad range of temperatures
densities. In contrast to a Coulomb system,14 in a dipole
system~as in a Lennard-Jones one! at the melting point,Gd

5D2/(2a3kBT)562, there are noticeable jumps in the ma
nitude of thermodynamic quantities, for instance, a jump
internal energy per particle~D is the dipole moment,a is the
average distance between neighboring particles,kB is the
Boltzmann constant, andT is the absolute temperature!.

On the other hand, microclusters, i.e. systems consis
of a large number of neutral or charged particles, have b
attracting in recent years increasing interest of both pur
scientific and applied nature. These systems are interestin
their strong structural sensitivity to the number of particle
in unusual rearrangements of the structure with increas
temperature, etc.~see, e.g., Refs. 15–21!. If the particles are
acted upon by a repulsive potential, the cluster is confined
an external field. Coulomb clusters were investigated ear
in Refs. 17–20, and logarithmic~vortex ones!, in Ref. 21. At
the same time dipole clusters remained unstudied. This p
reports a study of dipole clusters and an analysis of th
structure and of the character of their melting as functions
the number of particles they contain.

The paper is organized as follows. In Sect. I, we descr
physical realizations of dipole clusters. Sect. II deals w
dipole-cluster configurations at the global and local minim
of potential energy and with a competition between the sh
and triangular structures as the number of particles in a
pole microcluster increases. Sect. III presents the result
calculations of the melting. The dependence of the melt
scenario on the number of particles discovered by us is
scribed, in which melting occurs in small clusters in tw
5 © 1998 American Institute of Physics
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stages~orientational melting of shells followed by their deg
radation!, which in large clusters it becomes completed
one stage as a first-order transition. A comparison is mad
the barriers to intershell rotation with conservation of t
internal crystalline shell structure, and to particle jumpi
between shells.

1. PHYSICAL MODEL

Electrons in a thin semiconductor or in a quantum d
near the interface with a metal interact with one another
cording to the lawU(x)5e2/«x2e2/(«Ax214d2), where
the second term relates to the attraction of one electron to
electrostatic image of another~x is the electron separation o
the surface,d is the distance to the metal,e is the electronic
charge, and« is the dielectric permittivity of the medium!.

If the characteristic distance between electrons exce
substantially the separation from the interface (x@d), then
U(x)'2e2d2/(«x3), which means that at large distanc
electrons in a semiconductor near a metal interact by
dipole law. Electrons above a thin helium film coating
metal electrode interact in the same way. We shall cons
subsequently a classical case, i.e., assume that the electr
Broglie wavelengthlD!n21/2, wheren is the electron con-
centration.

We are going to consider two-dimensional clusters
particles coupled by dipole interaction, which are confin
by an external potentialUext(r ). For electrons in a semicon
ductor nanostructure the interface of the latter plays the
of the confining potential. For electrons above a helium fi
the lateral confining potential may be the potential of a sm
metallic electrode submerged in helium. We assume the c
fining potential to be quadratic:Uext(r i)5ar i

2 , wherea is a
positive constant.

After some scaling transformations

r→
a1/5«1/5

D2/5 r ; T→
k«2/5

a3/5D4/5T; U→
«2/5

a3/5D4/5U ~1!

the Hamiltonian takes on the form

H5(
i . j

1

r i j
3 1(

i
r i

2 . ~2!

Besides the above physical realizations, the Hamilton
describes also a cluster made up of excitons with spati
separated electrons and holes in a double-layer structur6,11

which are confined in a ‘‘natural’’ semiconductor dot~cre-
ated by interface roughness! or artificial coupled semicon
ductor dots, or excitons polarized by an external elec
field. This Hamiltonian is applicable also to a cluster of ma
netic particles in a drop of a magnetic liquid, to a cluster
colloidal particles in a plane drop, etc.

2. EQUILIBRIUM CLUSTER CONFIGURATIONS

To find equilibrium particle configurations, we used ra
dom search for a minimum in the potential energy of a s
tem under random particle motion alternating with rand
of

t
c-

he

ds

e

er
de

f
d

rt
,
ll
n-

n
ly

c
-
f

-
-

intershell motion on the whole. The maximum step was
duced~each 103 steps by about a factor 0.8–0.96! from 5
31023 to 131026 in dimensionless units.

We found ~a! local and~b! global minima in potential
energy. It turned out that small dipole clusters~similar to
Coulombic17–20 and logarithmic21 ones! have shell structure
at low temperatures.

We are going to present now the results of our compu
simulation.

Figure 1 permits a conclusion that the internal, extern
and total potential energies per particle,E/N, increase prac-
tically linearly with the number of particles. This implies th
for a small number of particles,N<40, the system has th
properties of a cluster with no characteristics of a crystal~for
which E/N5const!.

Table I lists the shell filling numbers and the correspon
ing potential energies for the global minima of two
dimensional dipole clusters. Consecutive filling of the she
reminds one of the periodic table of elements. Initially~for
small N! all particles spread along one circle close to t
center of the system~the minimum of the confining poten
tial! to form regular polygons. Each shell can contain n
more than a certain number of particles. After all the she
have been filled, i.e. when they contain the maximum p
sible number of particles, a new shell appears. Here one
ticle appears at system center after a particle was adde
the system with the~5,...! configuration, two particles, afte
the ~1,7,...! configuration, three—after the~2,7,...! or ~2,8,...!
configurations, four—after the~3,9,...! configuration, and
five, after the ~4,10,...!. Similar effects are observed fo
Coulombic17–20 and logarithmic21 clusters.

Because the confining quadratic potential is centrosy
metric, it would seem that the cluster shells should have
shape of regular polygons inscribed within circles. This
true, however, only for clusters consisting of one shell, or
two shells with the inner one containing only one particle.

FIG. 1. Potential energy per particlevs particle numberN for two-
dimensional dipole clusters,^Upot&/N. 1—total potential energŷUpot&/N,
2—average potential energy of all interactions among particles,^U int&/N
5(1/2N)(^Ui j &51/2N(r i j

23 , 3—external potential energy^Uext&/N
5(1/N)a(r i

2 .
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the number of particles in small-N clusters increases sti
more, the symmetry undergoes spontaneous breakdown.
manifests itself the strongest in the cluster with two partic
at the center~in theN59 cluster, see Table I!. In this case it
is preferable for the second shell to take on an elliptic sha
since the first shell consists of two particles.

As N increases, a triangular lattice begins to form ins
the cluster. Fragments of the triangular lattice become
ticeable already in a 12-particle cluster@the ~3,9! configura-
tion in Table I#. Starting with 32 particles, the triangula
lattice dominates in the cluster; some particles cannot
fully assigned to distinct shells, because they reside betw
them to form a fragment of the triangular lattice~this frag-
ment is centered close to the cluster boundary rather tha
the center of symmetry of the confining potential!. For in-
stance, in a cluster of 37 particles which form a configurat
corresponding to the global minimum of potential ener
~Table I!, the distribution of particles among the shells w

TABLE I. Shell structure and potential energy of dipole clusters confined
a harmonic potential.

Number of
particles

Shell
filling

Potential
energy

1 1 0.00000003100

2 2 1.29320463100

3 3 3.04182173100

4 4 5.52083633100

5 5 8.78564773100

6 1,5 1.22897693101

7 1,6 1.62813823101

8 1,7 2.1083395•101

9 2,7 2.63135473101

10 3,7 3.19011633101

11 3,8 3.76169553101

12 3,9 4.39997843101

13 4,9 5.06341053101

14 4,10 5.78959573101

15 5,10 6.53998933101

16 1,5,10 7.30492283101

17 1,6,10 8.11362313101

18 1,6,11 8.95063313101

19 1,6,12 9.84217733101

20 1,7,12 1.07766503102

21 2,7,12 1.17400073102

22 2,8,12 1.27153223102

23 3,8,12 1.37279193102

24 3,8,13 1.47531133102

25 3,9,13 1.58140293102

26 4,9,13 1.69216793102

27 4,9,14 1.80470793102

28 4,10,14 1.91983183102

29 5,10,14 2.04043283102

30 5,10,15 2.16163043102

31 1,5,10,15 2.28390873102

32 1,6,12,13 2.40933293102

33 1,6,12,14 2.53684683102

34 1,6,12,15 2.66698673102

35 1,6,12,16 2.80126403102

36 1,6,12,17 2.94078783102

37 1,7,13,16 3.08250973102

38 2,8,13,15 3.22449083102

39 3,8,13,15 3.36908833102

40 3,9,14,14 3.51446903102
his
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obtained using the following definition~see Ref. 21!. Define
the shell as a convex polygon made up of the maxim
possible particles~which houses the preceding shell! and sat-
isfying the following rule: the maximum distance from
particle in the given shell to the center of the system mus
less than the minimum distance to the system center from
particle of the next, counting outward, shell. We see the
defect in the shell structure, but on the whole particles fo
a triangular lattice, and therefore onecan no longerresolve
unambiguously the shells. Thus there are two kinds of ord
ing, viz. formation of a triangular lattice and formation of
shell structure, representing two competing processes. In
pole clusters the triangular structure appears for smalleN
than it does in Coulombic and logarithmic ones,17–21 which
can be attributed to the dipole interaction being characteri
by a shorter-range potential. Because a regular triangular
tice has hexagonal symmetry, one observes deviations o
shell shape from circular forN.30. This phenomenon is
similar to crystal ‘‘faceting.’’ For instance, some particles
a dipole cluster lie not at cluster boundary but rather a
distance of the order of a lattice period from it.

As seen from Fig. 2, the average separation betw
particles grows monotonically with increasing particle nu
ber ~for N.3!, the rate of this growth falling off somewha
with increasingN. As for the size of the system, although
shows a general trend to growing, it does not depend mo
tonically onN for all N. A comparison of Fig. 2 with Table
I permits a conclusion that the size of the systemR under-
goes a jump as a new shell appears and as a particle is a
to the first shell~counting from the system center!. At the
same time if increasing the numberN by one particle makes
the cluster more symmetric, the size of the system may e
decreaseslightly, as is demonstrated by Fig. 2. On th
whole, the size of the system grows approximately asAN,
which corresponds to constant particle density.

3. MELTING AND PHASE TRANSITIONS

We used in this work the Monte Carlo method with ra
dom motion of shells as a whole and random particle mot

y

FIG. 2. ~1! Average separation between particlesr and~2! size of the system
R vsnumber of particlesN for two-dimensional dipole clusters.
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FIG. 3. ~a! Radial and~b, c! angular displacementsvs temperature for a two-dimensional dipole cluster.N537. ~a! 1—total RMSD,2—RMSD of outer shell,
3—RMSD of middle shell,4—RMSD of inner shell;~b! AMSD relative to the closest particles in the given shell:1—AMSD of outer shell,2—AMSD of
middle shell,3—AMSD of inner shell;~c! AMSD relative to the closest particles in the nearest shell:1—AMSD of middle shell relative to closest particle
in the outer shell,2—AMSD of inner shell relative to closest particles in the middle shell.
ic
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ics
to study the temperature dependence of various phys
quantities. Such a combination of random motions give
;10% gain in the rate of convergence. On finding an eq
librium configuration, the system was heated by a tempe
al
a
i-
a-

ture DT which was varied from 131026 to 531023, after
which the system was maintained at the new temperature
43104 Monte Carlo steps. Next the statistical characterist
were calculated by averaging over 13106– 13107 steps.
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This was followed by further heating by the same procedu
The quantities calculated are as follows:

~1! Total potential energyUpot;
~2! Radial mean-square displacements~RMSD!, both to-

tal and for each shell separately:

^dr 2&5
1

NR
(
i 51

NR ^r i
2&2^r i&

2

a2 , ~3!

where NR is the total number of particles in a shell, an
averaginĝ & is performed over various Monte Carlo config
rations;

~3! Angular mean-square displacements~AMSD! rela-
tive to the nearest particles in the shell under study and
those in the neighboring shell:

^df1,2
2 &5

1

NR
(
i 51

NR ^~f i2f1,2!
2&2^~f i2f i1,2!&

2

f0
2 , ~4!

where i 1 and i 2 relate to the nearest particle in the same
neighboring shell, respectively, and 2f052p/NR is the av-
erage angular distance between neighboring particles
given shell consisting ofNR particles.

The temperature dependence of RMSD for a tw
dimensional dipole cluster withN537 is shown in Fig. 3a.
The total RMSD exhibits a break at a temperatureTc1

~Table
II !. The temperature dependences of RMSD for each s
separately coincide precisely with that for the total RMS
The AMSDs relative to the closest particles in the same s
and in the nearest shells suffer a break at the same tem
ture for all shells~Fig. 3b and 3c!. This means that the
N537 cluster undergoes a phase transition atTc1

, with the
system loosing its ordered structure. ForT.Tc1

, the number
of particles in shells begins to change, the shells excha
particles and become diffuse. ForT@Tc1

, no one shell is
distinct, with particles moving in a random way. As se
from Fig. 4, the potential energy, which grows nearly li
early with temperature, undergoes a jump atT5Tc1

. This
implies that the phase transition occurring in the cluste
T5Tc1

is first order, as in a two-dimensional dipole
crystal.14

Melting of a two-dimensionalN537 dipole cluster fol-
lows the scenario of that of a two-dimensional dipole crys
with a triangular lattice. This is not valid, however, for m
croclusters consisting of two shells only. Despite the sh
range character of dipole interaction, a considerable rol
played in these microclusters by the quadratic confining

TABLE II. Melting temperatures and potential barriers.

Tc Gd U1,2

N537. Orientational melting of
outer relative to middle shell

– – 2.831021

N537. Orientational melting of
middle relative to inner shell

– – 2.2531021

N537. Total melting 9.031023 59 9.731022

N510. Orientational melting of
outer relative to inner shell

1.231025 2.63104 3.531025

N510. Total melting 7.031023 45 5.631022
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tential, and, as a result, the shell structure competes here
the triangular lattice.The melting of a two-dimensional ten
particle cluster occurs in two stages.

At Tc1
~see Table II! the cluster undergoescomplete

melting, similar to theN537 cluster described above. Th
only difference here is that the temperature dependenc
potential energy is nearly linear and does not have any
tures, so that it cannot be used to determine the mel
temperature.

The AMSD of the outer shell with respect to the close
particles in the inner shell experiences, however, the fi
jump at a substantially lower temperatureTc2

~Table II, Fig.
5a!. Hence atTc2

a ten-particle cluster undergoesorienta-

tional melting. ForTc1
.T.Tc2

, the shells,while remaining

internally ordered ~inside a shell particles do not switc
places!, begin to rotate relative to one another. As seen fr
Fig. 5b and 5c, the total RMSD, the RMSD of the out
shell, and the AMSD of the outer shell with respect to t
closest particles inside it likewise undergo a jump atTc2

. At
the same time in the inner shell, the RMSD and the AMS
relative to the closest particles inside it do not exhibit a
features at this temperature. One may thus conclude th
Tc2

the outer shell adjusts, as it were, to the inner one
starts to rotate about the latter, with considerable loss of b
radial and angular order in theouter shell.

The value of the dimensionless parameterGd ~Table II!
at which melting sets in in the system~in units of D5kB

51! can be calculated from the expressionGd

5(2a3Tc)
21. For N537, the valueGd559 does not differ

much from the valueGd562 at which a dipole crystal melts
For N510, however, the valueGd545 is smaller, which is
due to the large role played by the quadratic confining
tential for smallN.

We found potential barriers to intershell rotation,U2 ,
and particle jumpsU1 ~with due account of relaxation!,21 for
clusters of 37 and ten particles. For a cluster of 37 partic
the orientational barriers are higher than the radial barrier
jumping from the global minimum~1,7,13,16 with triangular

FIG. 4. Total potential energy of a two-dimensional cluster^Upot& vs tem-
perature.N537.
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FIG. 5. ~a, c! Angular and~b! radial displacementsvs temperature for a two-dimensional dipole cluster.N510. ~a! AMSD of outer shell relative to the closes
particles in the inner shell;~b! 1—total RMSD,2—RMSD of outer shell,3—RMSD of inner shell;~c! AMSD relative to the closest particles in the give
shell: 1—AMSD of outer shell,2—AMSD of inner shell.
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structure! to the local one~1,7,13,16 with shell structure!,
while for the ten-particle cluster the orientational barrier
substantially lower than the radial one for jumping from t
global minimum ~3,7! to the local minimum~2,8!, which,
besides the feature in the temperature dependence o
outer AMSD, may be considered as another weighty ar
ment for the existence of orientational melting in a te
particle dipole cluster and its absence in a cluster consis
of 37 particles. As evident from Table II, the ratio of th
potential barriers to shell rotation and jumping for a givenN
is equal in order of magnitude to that of the temperatures
orientational and total melting,U2 /U1.Tc2

/Tc1
, which per-

mits one to predict the possibility of orientational melting
clusters with differentN and different laws of interaction.
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Some comparative thermodynamic characteristics of fullerite and various covalent
elements
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Measurements of the specific heat and elastic wave velocities for a C60 fullerene sample treated
at high pressure and temperature are used to estimate the Debye temperature and the
function DC5Cp2Cv , and also to calculate the thermal expansion work in the ideal
approximation. Similar calculations were made for graphite, diamond, silicon, germanium, and
various refractory metals. The results were used to draw qualitative conclusions on the
structural stability of a new material obtained from fullerene C60 which possesses extremely high
hardness. ©1998 American Institute of Physics.@S1063-7834~98!04607-3#
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A new form of carbon — fullerene C60 — is being stud-
ied in many fields of science, including physical materi
technology.

By treating fullerene C60 at high pressures and temper
tures, the authors of Ref. 1 obtained fullerite samples w
unique mechanical properties, capable of scratching the h
est face of diamond. The densityr of the samples was
3.15 g/cm3 (r53.51 g/cm3 for diamond!.

Here we report comparative results of measurement
the specific heat of initial fcc fullerite with a lattice param
eter of 14.1 Å, OSCh-7-3 grade graphite, natural diamo
and a sample of ultrahard fullerite obtained at a pressur
13 GPa and temperature of 1200 °C, having a disordered
structure based on deformed C60 molecules~typical cell size
;4.0 Å! ~Ref. 1!. For these materials and various other e
ments, we calculatedDC5Cp2Cv and the thermal expan
sion work in the ideal approximation.

The thermal measurements were made using a diffe
tial scanning microcalorimeter with'4% accuracy. The
temperature range of the measurements was 350–600 K
the rate of temperature scanning was 2 K/min.

Figure 1 gives results of our measurements of the s
cific heat of the initial C60, r51.6860.05 g/cm3 ~curve1!,
OSCh-7-3 graphiter51.8060.06 g/cm3 ~curve2!, ultrahard
fullerite, r53.1560.01 g/cm3 ~curve 3!, and diamondr
53.5160.14 g/cm3 ~curve4!. The density measurement e
ror for the method of weighing in liquid was 3%. For com
parison, the triangles give the specific heat of the initial C60

from Ref. 2. Our measured values ofCp for the initial ful-
lerite agree with those given in Ref. 2 to within 2–3%. T
measured values ofCp for diamond agree~to within 2%!
with the reference data given in Refs. 3 and 4, which
within measurement error.

The specific heat curves for this range of temperature
distributed uniformly with increasing material density, th
specific heat decreasing with increasing density. Simila
or agreement between the specific heats of fcc fullerite
graphite was noted in Ref. 5, although the density and gr
of the graphite was not given so that an accurate compar
1261063-7834/98/40(7)/3/$15.00
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cannot be made. Curve3 shows the change inCp for ultra-
hard fullerite as a function of temperature and, in this ran
the values are approximately 7–8% higher than the meas
curve for diamond.

Experimental data on the specific heat of initial C60 at
temperatures between 4 and 300 K were obtained in Re
These values may be described by the Debye function.
selected characteristic temperature is 58.8 K.

For the initial C60 and the ultrahard fullerite sample w
used a conventional technique to estimate the Debye t
peratureQ from the elastic constants and/or the elastic wa
velocities, using the following relations from Ref. 7:

Q5~h/k!~3Nr/4pM !1/3Vm , ~1!

whereh is Plank’s constant,k is the Boltzmann constant,N
is Avogadro’s number,M is the molecular weight,r is the
density, andVm the specially averaged elastic wave veloc
calculated from the longitudinalVl and shearVt velocities of
the elastic waves of an isotropic~polycrystalline! sample us-
ing the relation

Vm5@1/3~1/Vl
312/Vt

3!#21/3 ~2!

or ~for a cubic crystal! from the elastic constants

Vm5@~C1112C44!/3r#1/2. ~3!

Since no compact sample was available, the calculation
Vm for the initial C60 were made using experimental data
the ultrasound velocities from Ref. 8:Vl52.493103 m/s and
Vt51.23103 m/s. A similar estimate made assuming a h
mogeneous elastic continuum givesQ'45 K at
r51.62 g/cm3. If we take into account a correction for th
porosity of the sample and use the values of the elastic c
stants given in Ref. 8, we obtainQ'56 K. In a subsequen
study9 experimental data were obtained on the elastic c
stants of a C60 single crystal at room temperature, giving th
calculated valueQ'66 K. This value applies to the fcc
phase of C60 and is quite acceptable.

In order to estimateQ for ultrahard fullerite, we used
acoustic microscopy10 to measure the transverseVt and lon-
gitudinal Vt velocities of sound, which were (8.060.3)
1 © 1998 American Institute of Physics



-

o
o

es

e
g

t

e

al
n
s

,

,

The
x-

cter-
e-
er-

res
for
ds.
s

tals

ela-
t
its
. 2,

on

. 3
er
i-
mo-
d at
tem-
f a
cter

lk
wo

1262 Phys. Solid State 40 (7), July 1998 Blank et al.
3103 m/s and (17.060.3)3103 m/s, respectively. For com
parison, single-crystal diamond has values ofVt

5~10.4–12.8!3103 m/s andVl517.53103 m/s, according
to Ref. 4. We then calculatedVm using formula~2! and this
value ofVm was used to calculateQ as given by formula~1!.
For ultrahard fullerite we obtainedVm59.03103 m/s and
Q'1450 K. For comparison the similar characteristic f
diamond is in the range 1800–2000 K. The higher value
Cp for ultrahard fullerite compared with diamond agre
with the lowerQ value in this case.

It is known that at low temperatures the difference b
tween Cp and Cv is negligible. However, with increasin
temperature this difference increases in accordance with
well-known relation from classical thermodynamics

Cp2Cv5DC5a2BT, ~4!

whereDC is the difference in specific heat per unit volum
a is the volume coefficient of thermal expansion,B is the
bulk modulus, andT is the temperature. Relation~4! can be
expressed in terms of the coefficient of thermal pressureKt

~Ref. 10!

DC5KtaT, ~5!

whereKt5aB5(gCv)/V, g is the Grüneisen constant,Cv is
the specific heat at constant volume, andV is the atomic or
molecular volume. Thus, having the approximate value ofKt

from measurements of the specific heatCp and the value of
B, we can estimatea. In this case, the coefficient of therm
expansion was difficult to determine by direct measureme
~dilatometry! because of the small size of the sample
('1.5 mm!. The bulk modulus of the initial C60 is approxi-
mately 0.14031011 Pa~Ref. 11! and for the ultrahard phase
according to our ultraviolet measurement data,B54.4
31011 Pa. This givesa'2531026 K21 for the initial C60

and a'631026 K21 for the ultrahard phase withg51.8,
which is quite acceptable. If the calculated values ofa are
extrapolated to the density of our C60, in accordance with
Ref. 11, the value ofa should be~26–28!31026 K21, which
confirms our estimates.

Figure 2 gives calculated curves ofDC as a function of
temperature at normal pressure for two C60 phases, graphite

FIG. 1. Measured temperature dependences ofCp for various carbon mate-
rials: 1 — C60 fullerite. 2 — OSCh-7-3 graphite,3 — ultrahard fullerite,4
— diamond, triangles — specific heat of initial C60 from Ref. 2.
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diamond, and various covalent elements for comparison.
initial data for the calculations were obtained by linearly e
trapolating the values ofa andB from the handbooks.4,12

The values ofDC for the initial C60 fullerite are lower
than those for graphite. The ultrahard phase has a chara
istic similar to that calculated for diamond which corr
sponds to small differences between the coefficients of th
mal pressure whose role in the stability of crystal structu
at the phenomenological level was examined in Ref. 13
elements in the periodic table and metal-like compoun
Low values ofDC are typical of the diamond-like structure
of germanium and silicon up to approximately 0.5Tm , in-
cluding pre-melting temperatures. For comparison me
such as W, Pt, and Zr have the following values ofDC
(31023 J/m3

•K! at 298 K, 0.5Tm , and Tm , respectively:
16, 97, and 324; 44, 128, and 450; 7.37 and 110. The r
tively low value ofDC for Zr may be explained by the fac
that it is usually assumed that this metal typically exhib
some degree of covalent bonding. With reference to Fig
we note that covalent crystals have substantially lowerDC
values than metals.

A comparative qualitative analysis of crystalline carb
structures can best be made using the parameterA/H where

A5KtaT2 ~6!

is the specific work of thermal expansion,H is the heat con-
tent per unit volume at constant temperatureT, and the other
notation is given above.

It can be seen from the calculated data plotted in Fig
that the initial C60 has the lowest value of the paramet
A/H, including the carbon phases, which qualitatively ind
cates that some of the thermal energy undergoes intra
lecular absorption which increases with temperature an
1100 K causes breakup of the molecules. Pressure and
perature treatment of the fullerite leads to the formation o
new structural state whose specific thermophysical chara
is similar to that of diamond~see curves1 and2!. Formally
this may be attributed to the similar values of the bu
moduli and coefficients of thermal expansion for these t

FIG. 2. Temperature dependence ofDC5Cp2Cv : 1 — ultrahard fullerite,
2 — diamond,3 — boron,4 — graphite,5 — germanium,6 — silicon, and
7 — fullerite C60 .
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types of carbon phases. The slightly higher value of t
parameter for graphite may be caused by indications of
tallic bonding which show up in the familiar increase of t
electrical resistance with increasing temperature. For a c
parative analysis we calculated the parameterA/H for vari-
ous metals such as W, Pt, and Zr and obtained the follow
values (3102) at temperatures of 298 K, 0.5Tm , and Tm :
0.9, 2.8, and;11.0; 1.6, 4.5, and;15.0; 0.55, 2.3, and
;5.0, respectively. The highest value of this paramete
observed for Pt which does not undergo structural trans
mations at high temperatures and pressures. In solid
samples, no transitions are observed under temperature
pressure~transitions do occur in small particles! although
theoretical calculations show bcc–hcp transitions are p
sible at pressures above 100 GPa. Zirconium is known
undergo various transitions at moderate temperatures
pressures up to 55 kbar, i.e., it exhibits structural instabi
which is consistent with the lowA/H value. Thus, the cor-
relation identified for carbon structures is not specific a
may be extended to other elements and materials.

Thus, the following conclusions can be drawn fro
these results.

FIG. 3. Temperature dependence of the parameterA/H. The notation is the
same as in Fig. 2.
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1! Measurements of the specific heat, calculations of
characteristic Debye temperature for two fullerite phas
and also the ratio of the thermal expansion work to the h
content suggest that a substantial fraction of the thermal
ergy is absorbed intramolecularly compared with monatom
carbon phases.

2! In the temperature range studied, the ultrahard full
ite phase of slightly lower density than diamond has a s
cific heat approximately 10% higher. In this case, the ratio
the characteristic temperatures shows the expected ag
ment. The specific work of thermal expansion of the n
phase and of diamond are almost the same in this temp
ture range.

1V. D. Blank, S. G. Buga, N. R. Serebryanaya, G. A. Dubitsky, R.
Bagramov, M. Yu. Popov, V. M. Prokhorov, and S. A. Sulyanov, Ap
Phys. A 64, 247 ~1997!.

2J. Jin, J. Cheng, M. Varma-Nair, G. Liang, Y. Fu, B. Wunderlich, X.-
Xiang, R. Mostovoy, and A. Zettl, J. Phys. Chem.96, 5151~1992!.

3Concise Handbook of Physicochemical Quantities, edited by K. P. Mish-
chenko@in Russian#, Khimiya, Leningrad~1974!, 200 pp.

4A. P. Batichev, N. A. Babushkina, A. M. Bratkovski� et al., in Handbook
of Physical Quantities, edited by I. S. Grigor’ev@in Russian#, Énergoat-
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