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It is shown that three types of solitary acoustic waves can develop in anharmonic crystal lattices
corresponding to the three branches of acoustic phonons. A system of three nonlinear
Schralinger equations is derived to describe this situation. For greatly different group velocities,
the interaction between solitons reduces collisions between them. When the group velocities

of the different acoustic modes in a lattice are close to one another, bound states of the
corresponding types of solitary waves occur. Bound states of this sort are vector solitons,
whose polarization varies along the pulse. If the transverse acoustic modes are degenerate in
velocity, the situation is extremely similar to the propagation of pulses in optical fibers.
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INTRODUCTION fact, the type of solitary waves in three-dimensional crystals
is determined to a great extent by the symmetry of the crystal

This paper is devoted to a theoretical study of the dydattice and the propagation direction relative to the crystallo-
namics of three-dimensional anharmonic crystal lattices irgraphic axes.
which only acoustic waves propagate in the harmonic inter-
action limit. The problem of realizing soliton states in anhar-
monic I.att|ce system; has peen studied in many papers. NONLINEAR EQUATIONS OF MOTION IN THE CONTINUUM
For solitons whose dimensions excggd the lattice constanf, -
this problem reduces to a nonlinear Satirger equation, so
that this group of papers can be expanded to include studies We limit ourselves below to the case of the continuum
of polaron motion in the adiabatic approximatidont? In al-  limit and, in order to obtain the equations of motion, we use
most all of these papers, interest revolves around the modehe methods of the theory of elasticftyTo avoid cumber-
of a discrete nonlinear Schdimger equation for one- some calculations, from the outset we assume that the dis-
dimensional chains. In the most interesting case of solitorplacementu of the medium depends only on a single coor-
states with large dimensiongompared to the lattice con- dinatex, so that the strain tensor
stan}, the discreteness of the model should lead only to weak
pinning of the solitongcf. the discrete Frenkel-Kontorova
model or the motion of Josephson vortitdsbut has little
effect on the shape of the solitons.

On the other hand, the problem becomes fundamentallwherev;=du;/dx. In this case, for a cubic crystal, if the
different for three-dimensional lattices. In this case, a longi-axis (the dlrectlon of motioh coincides with a crystallo-
tudinal and two transverse acoustic modes propagate in @raphic axis, then the energy of the medium, including a
monatomic crystal, whereas only longitudinal sound isfourth-order anharmonicity, has the form
present in one-dimensional chains. Thus when anharmonicity
is taken into account in three-dimensional structures, we
should expect the appearance of three types of soliton stateﬁ,zpf dx( (:I Uy 2, - ctut + 4Av + =
described by a system of three coupled nonlinear equations.

This situation resembles the development of solitons in op-

tical fibers. In optics, however, there is no longitudinal com-

ponent of the electromagnetic oscillations, so the propagawherep is the density of the mediua=v;+vZ, ¢; andc,

tion of pulses in a fiber is described by a system of just twoare, respectively, the longitudinal and transverse sound ve-
coupled nonlinear equation8.In the nonlinear optics of a locities, andA, B, andC are the fourth-order anharmonicity
birefringent fiber, in particular, this leads to the formation of constants.

vector soliton states whose polarization varies along the The third-order anharmonicity has been neglected in
pulsel’~22 Eg. (1), since, as we shall see below, it does not contribute to

In the following, a system of nonlinear equations is the soliton states being studied here.
derived for acoustic solitons in three-dimensional crystals In our case, the equation of motion of the theory of
and it is shown that under certain conditions the correspondelasticity, pu;= doj / X, whereo;,=dQ/duy is the stress
ing soliton states can have a vector character. As a matter ¢énsor, takes the form

U= 1/2 (vi+vg+ Syvf),

1 4
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Pu, 9 , , , tivity, and the spatial dispe_rsion (_)f the sound veI_o_ci'Fy plays
= &(q vyt Avy+Boywy), the role of the frequency dispersion of the permittivity, etc.
As a result, this equation takes the form of the wave equation
2u P 0?E/ax2—c*2&2D/&t2=0. There is, however, an important
%: &_(ClZUyYZjL va’ZU)Z(JF va’ZUtZ)_ d|fferenc§ bgtween the nonlinear acoustics apd optics prob-
at X lems. It lies in the fact that the electromagnetic wave has no
longitudinal componentH,=0), while all three components
of the “vector” v exist in acoustics.
A simplification of the system of Eqs(3) can be
achieved by assuming that the variabkesgre modulated by

at?

On differentiating these equations with respecktave
obtain the equation of motion for the quantity:

Pvy

P ﬁ(CEUﬁAU% Bo,w?), some carrier frequencyw, so that v;=aexp(iwt)
+a* exp(wt). We shall leave aside the problems associated
07zvy,z 92 , , , with Fhe gengrat?on of overtones at frequenajasand only
e = @(Ctvy,z—" Bvy vy+Cuy v7). (2 consider oscillations at the fundamental carrier frequancy

In this approximation, on going to the complex representa-
Equations of the forn{2) are not sufficient for describ- tion v;=a; exp(—iot), we can make the substitution
ing stable soliton states. This is well known in nonlinearvi—vi|vi|?, vivg—vilv >+ (L2} vi in Eq. (3). As a re-
optics. The anharmonic contribution to the equations of mosult, Eq.(3) takes the form
tion (for A,B,C>0) is responsible for pulse compression. In
D LA ) 2 2
order to maintain stability it is necessary to include a mechad™0x _ 9" | 5 = IUx B
nism for pulse spreading. In nonlinear optics one suchg2  gx2 CroxTa NG UxlUx
mechanism is frequency dispersion of the dielectric
constant® In acoustics, an analogous role is played by the
spatial dispersion of the sound velocity. In the language of
the theory of elasticity, this means including a contribution
to the energy(1) from the spatial derivativesv;/dx. With 52, 52 pra
this generalization, the equations of moti@ take the form A —( ctzvy,z+ atﬁ +B

a2 ox?
v, P ( 2

1
UMUNESS _U:Utz}

+
B 2

1
Uy,z|vx|2+ EU;,zvs(

) : 4

3v @ 9v : : iy
;,Z:_z( Ctzvy’ZJr at#‘i'va,zU)Z(_"va,zvtz . (® In connection with the transition from Ed3) to the

dt IX IX complex form(4) and leaving out the overtone contributions,
Here &, and &, are constants describing the velocity disper-it is clear that the third-order anharmonicity which was omit-
sion of the longitudinal and transverse sound, respectivelyl€d before makes no contribution to the effects being studied
On going to the model of a one-dimensional chain=v, here, since it contains no terms that are modulated at the
—0), Eq.(3) takes the form of a nonlinear modified Bouss- fundamental carrier frequency.
inesq equation fow, (Ref. 1. This equation has an exact
solution in the form of a soliton propagating at a velodity

exceeding the longitudinal sound velocity, SYSTEM OF NONLINEAR SCHRG DINGER EQUATIONS

2_ 2y1102 _ ] .
2(Vo—cp) X—Vit+Xo Before proceeding to a transformation of E¢®, let us
A L generalize them to the case of a weak anisotropy inytlze

where the soliton size i = \/a,/(V2—c?). plane. Suppose that the velocitiesfor the polarizations of

A search for solutions of the modified Boussinesq equagransverse sound in thy and z directions differ slightly.

tion in the form of a pulse with a high carrier frequency IeadsSUCh a dlfference_ mlght_arlse, for example’ in a cubic c_rystal
to a nonlinear Schidinger equation for the envelopen when a pressure is applied along $haxis. By analogy with

essence, the following calculations are a generalization of thléght’ this c.:orres_pond.s to_ a birefringent medium. Here' asin
construction of these solutions for solitary waves in theproblems involving birefringence, we neglect the anisotropy
three-dimensional case of the anharmonic terms. This generalization reduces to the

The form of the equations of motig8) suggests a close s.ubsftitutionc\;;v—> c{]ir;l Eq.(4) fotrhvlé ?hnd thci in thg equak—
analogy between the nonlinear acoustics problem being Stuff?nt | Orfz' |<e S ah assume _a f anllgq rc;Ey IS weax, so
ied here and the problem of the propagation of light pulses i atCy=C,|<C;, Where n(_)wc_t—(cy C;)/2 is the average
optical fibers. In fact, if we interchange the coordinate an veIOC|ty_. After this generalization, we shall seek a solution of
time, i.e.,x«<t, and takev; to be the projection of the elec- g.(4) in the form
tric field E of th(aT wave, then the quantitigs in_ parentheses in = (x t)=a,(x,t)exdi(gx— wt)],

Eqg. (3) can be identified with the electric displacemédnt

Here the sound velocities play the role of the linear permit- v, ,(X,t)=a, (x,t)exdi(qx—wt)]. 5)

M2 ox?

v
2 x 3 2
Ciuyt « +Av +Buyw
o ax? X . +C 2

2 1 *
Uy,z|vt| +§Uy,zv

vy(X,t)= 7t
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The wave vectors), (for the longitudinal componeht dw

andg; (for the transverse componentge determined by the {=X——— dq, t.

value of the carrier frequenay, according to the dispersion

relations The propagation velocity equals the group velocity for
w2=c,2q,2—a|q|4; w2=ct2qt2—atqf. 6) longitudinal sound determined by the dispersion relat@®n

As a result, after some simple transformations, &yyields
We assume that the amplitudagx,t) vary slowly in

space(over distances of order™ 1) and time(over intervals day #a,

of orderw ~1). Substituting Eq(5) in Eq. (4) and leaving out I ——=B 5+ viayla,l?, ®)

the terms proportional te*a; /9x* and 9%a; /9x°, as well as ¢

all the spatial derivatives in the anharmonic terms, we Obtair\}vhere

dPay . day L[ day . dag azax
5 —2|w7=c, —2~|—2|q| x| @ 6q| 3B _ oA
o X B=—% N=:3 9)
2¢; 2¢;
308y
+4iqP—— X —Adfa,layl? In deriving Eq.(10), we have, as usual, left out the small
contributions proportional té%a, /dt? and d%a/dtds.
5 ) ,. B The scalar nonlinear Schitimger equatior(8) describes
—Baray(|ay|*+]a ) - 5 (20 longitudinally polarized solitary waves and is identical to the
analogous equation for one-dimensional chaifiscan be
—ql)zaj(a§+ aZ)exd 2i(q,—q,)x], integrated by the techniques used for inverse scattering prob-
lems and has been studied in many papers. Thus, in the fol-
da, _ Jay 9%, day lowing we shall not dwell on it. We now proceed to trans-
e S =] PR — +2ig ax +ar(ci—ca, versely polarized acoustic solitons. To do this, we set
=0 in the second of Eggq7) and again transform to a
) &Zay . p0ay coordinate system moving at the group velocity of transverse
— oy 6qtﬁ+4lqtg sound, i.e.,a, (X,t)—ay (£1), where é=x—(dw/dq)t.
Through transformations similar to those used in deriving
5 5 o 1, Eq. (8), we obtain a system of two equations
_Cq’[ ay(|ay| + |aZ| )+ an (ay
|(9a a,+i(c,— c) ,Bﬁzay
e -
+a?)|~Bfala - 5 (2q O e
y o _ , 2 L)1
—qy)%ay a5 exd 2i(q,— gy x]. (7) + 7 ay| |ayl +§|az| + 3aya
The equation fol, can be obtained from that fax, by
making the substitutiog« z. The system of three nonlinear da, Ja, Ja,
equations(Eq. (7) plus that fora,) can be simplified. This I—-=—xay=i(Cc;~Cy)—r 9E thi—— 982
simplification is related to the fact that in crystals with cubic
symmetry the velocities of the longitudinal and transverse , 2,1
sound waves are substantially differefifisually c?>2c?.) g ad*+ zlayl* |+ 387 ay). (10
Therefore pulses polarized along thexis propagate much
faster than pulses polarized in theplane. Thus they cannot Here
create a bound state, since the solitary waves realized in this
system are polarized either along thaxis or perpendicular 3w 3wC
to it. One can only speak of their interaction in collisions. Br= oc2 ' "= 202
t t

The situation is analogous to solitons in highly birefringent
optical fibers, where solitons polarized along the fast and > o
slow axes do not form bound states but undergo radiative _ @G C wC—G (11)
decay in collisiong# (Collisions between acoustic solitons in =72 c§+ cf, T2 ¢

one-dimensional chains have been studied numeritals

we are not interested in this sort of collisions, which are  For concreteness, in the following we assume that
described in Eq(7) by the anharmonic constaB{ we can c,>cy, i.e., k>0.

seta,=a,=0 in the equation fora, (or, equivalently,B After the substitutioné«—t, the system of Eqs(10) is
=0). As a result, we obtain a closed equation for the ampli-outwardly the same as the equations for solitary waves in
tude of a solitary longitudinally polarized wave. We now birefringent optical fiber$® so the analysis employed below
transform in this equation to a moving coordinate systenis analogous to that proposed elsewRtfer studying vector
with a,(x,t)—a.({,t), where solitons in nonlinear optics.
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VECTOR ACOUSTIC SOLITONS U=— 3(Q-n)f2— }(Q+ n)f2+ Ly(f2+ 22 (17)
Equationg(10) differ from the standard nonlinear Schro . .
dinger equations in having terms proportionalda, ,/J¢. The solution of Eqs(16) can be sought by separation of

They occur with different signs in the equations fgrand ~ Vvariables in an elliptical coordinate system and using the
a, because the corresponding solitons propagate at differeffermalism of the Hamilton—Jacobi method. Here it is neces-
velocities owing to the difference in the group velocities ofSary to find all possible trajectories of the particle motion
waves polarized along theandy axes. Because of the small corresponding to solitary waves. Such a procedure has been
difference in these velocities, however, there is some hopgarried out in Ref. 21, so here we can make direct use of the
that bound states can be realized. Let us make a transformggsults from that paper.

tion which makes it possible to remove these first derivatives ~ Ordinary “bright” solitons correspond to trajectories

with respect to the coordinates from the equations, which begin and end at the coordinate oridip=f,=0,
which corresponds to having the pulse amplitude go to zero

co—c ~ ) . L
ayvz(g,t)=by‘z(§,t)exp{i ( Zlgt y) tIiAg], 12 at é— +o. The amplitude of a bright soliton is given by
where the spatial frequency fy==2 \ﬁ
Y
C,—Cy | .
A=5 (13 y 7-Sint 7. (6 &) — 8]
7+Cosl 7, (§— &) — d]costip_(§—&o)— o]
As a result, Eqs(10) take the form — p_sini 5. (£~ &) — S]sint 7_(é— &) — 5]
by 9%by { ( 2
i —>=«by,+ Bi—=+v{ b, |b,|?+ =|b,|?
ot y t &52 t] My | y| 3| z| fz=2 i
Y
1
+§b;b§exﬂ4i1\§)), nycosh n_(§— &) — 6]
7..Cosl 7, (&) — d]cosh (£~ &) — 6]
b, &b, , 2 —n-sin{ 7, (§—&o) — d]sin{ n_(§— &) — 6]
|W——sz+,8ta—§2+yt b,| [b,] +§|by| (19)
1 . where n+= =(Q=*«)/B;, §is an arbitrary parameter which
T h*h2 _ n ty yp
+ 3bz by exp( 4'A§)]' (14) determines the set of different vector solitons, d@gds an

In Eq. (14 d to Ed10). th fici q arbitrarily chosen coordinate origin.

n q.'(' ), as oppose .to q10), the coe '|C|ents e We shall refer to these as vector solitons because their
pend _expllcnly on the coordinate and are invariant under th‘?)olarization vector varies along the pulse. According to Eg.
substitution§— £+ a/2A. Thus we might expect that the (g "o polarization angl® of a soliton varies with the
solution is a set of periodically positioned pulses, separategOorolinate as

by distances that are multiples of the lengt2A. If the

length\; of a pulse is much shorter than this distance, then f
neighboring pulses overlap weakly. Thus, in order to find an  tan®@ = -2 =
approximate equation for a single pulse we can replace the f
factors expt4iAg) in Eq. (14) by exp-4iA&), where&, is ) L o
the location of the center of gravity of the pulse, provided, of 1€r€ the coordinate origin i§,=0. Thus the polarization

course, that\,A<1. After this approximation, we seek a VECIOr varies fromka/2 for £——o to /2 for {—, pass-
solution of the form ing through zero at the poirt=6/7, .
According to Eq(18), a vector soliton is a superposition

by (&) ="fy (E)exp(—iQt+iA&), (15  of two pulses polarized along theand z axes and whose
centers of gravity are displaced relative to one another by a
distance proportional to the parametrin the degenerate
limit where the transverse sound velocity=c, («=0,

- sinh(77.. £~ 6)

S coshy -5 9

wheref, /(&) are real amplitudes.
As a result, Eq(14) takes the form

d2f n+=7_), this parameter corresponds to a scalar soliton po-
Bt—2y=(Q—K)fy— ytfy(f§+f§), larized in theyz plane. In the isotropic limit, of course, the

d¢ soliton does not have a vector character, since its polariza-

42f tion does not change along the pulse and the pulse shape is

— — 24 52 independent of the polarization angle. In the special case of
Bi—— = (Q+ k) f,— nf(fy+17). (16) p p g p

d k=0, we havef,=f sin® andf,=f cos®, with

Equationg15) are formally the same as Newton'’s equa-
tions of motion for a particle of mas®; in a two- f= /Q COShl( (- &) \/§ ) (20)
dimensional spacg,, f, with potential energy Yt Bt
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One interesting feature of the vector soliton states obaxis or in cubic crystals, the velocities of the transverse
tained here is that the elastic crystalline energy stored imcoustic modes are degenerate and differ greatly from the
them is invariant with respect to the paramegetJsing Eq.  velocity of the longitudinal oscillations. Thus these lattices

(18), we find that should support ordinary solitons polarized along the propa-
. JABx o 0 gation direction and vector solitons polarized in the perpen-
W:f dg(f§+f§): t { \/_+ 1+\/=-1 ] dicular plane. In fact, these solitons will also have a vector
— "t K K character if the equality of the group velocities for transverse

(21) sound is slightly disturbed by some external interaction. Be-
Thus, as in the case of ordinary solitons described by gause there is no interaction between the longitudinal and
scalar Schrdinger equatior{8), the paramete® determines transverse solitons, the situation for transverse pulses is ex-
the power in the pulse. Vector solitons, however, can existremely similar to that which exists in studies of optical soli-
only in regions with sufficiently highQ such thatQ>«.  tons propagating in fibers. An exception may be the special
Thus there is a threshold pow®,,= \V8«xB,/v, at Q=«  case of a uniaxial crystal in which the longitudinal and trans-
for vector solitons, below which these states are not realized/erse sound velocities are close to one another. In this case,
For Q<k, soliton states develop which are polarized three-dimensional vector solitons may develop in which the
strictly along thez axis. In this regionf,=0 and polarization vector rotates in two directions along a pulse.
The formation of a bound state of the vector soliton type
[ [2(Q+ k) cosh_l((g— £0) /w ) (22) is based on the idea that a small difference in the group
Yt Bt velocities of sound for different polarizations is compensated
A potential energy in the fornfiL7) permits the existence by the differenc_e in thg differenck _in the wave vectors of
of yet another trajectory corresponding to a solitary wave!he corresponding carrier frequencisse Eq(12)). In what
This trajectory joins the point$,=— JQ=w)y, f,=0 follows we ma!<e the approximate subst|tut|on_ expg(Aé)
andf,= (Q— )/, f,=0, and passes through the absolute—€XP(E4iA&y) in the multipliers in Eq(14), maklnqtlse of
equilibrium point f,=0, f,==\(Q+«)/». The corre- the smallness of the pulse length compared toA ™ *. An

sponding solution has the character of a mixed soliton: it&nalysis shows that including corrections in the small param-
projection along thd, axis is a “bright” soliton (with am- eter\;A leads to the emission of acoustic waves by a mov-

ing vector soliton(i.e., a pedestal This emission causes a

plitude going to zero at— *~), while the second compo- =
gradual decay of the pulse state. Stability of the system can

nent f, is a “dark” soliton with nonzero amplitude at

oo be recovered by ensuring propagation of a periodic sequence
of pulses separated by a distane®A and modulated by a

o Q—« ¢ _ \/E synchronized carrier frequency. Then the energy of the ac-
vy " anh (- &o) B’ companying acoustic backgroungedestal is exchanged

among neighboring pulses and destruction of the soliton
- [Q+3k cosh‘l( (6—¢ )\/E ) 23) states ceases. In optics, the passive synchronization of a pe-
z Vi “Npg | riodic sequence of pulses in fiber optic lasers may be based
on this effec*

Numerical studies of the propagation of acoustic pulses
in anharmonic lattices are now actively under wéy® In

Mixed solitons of this type can exist only in the region
Q> k. The “dark” component of the soliton essentially de-
scribes a change by in the phase of the transverse sound~ *. 146 .
polarized along thg axis. This phase change is accompaniecpart'CUIar" " acoustic pulses have been observed to propa-

by an acoustic pulse of the orthogonal polarization along thegatfa In one-dlm.ensmnal ghalns without significant changg n
heir shapes; this was attributed to the development of soliton

7 axis. Note that similar mixed soliton states have been stud. i . ; e
ied in nonlinear optic¢Ref. 18; see also Ref. 21 sta.tes of various types. Hoyvever, a rellable. |dent|f|cat!on of
soliton states requires studies of the long-time evolution of
the pulse states. There have been no studies, at all, of the
spontaneous formation of solitons from a noise background.
It has been shown above that three-dimensional crystalShus, no data are currently available on the characteristic
support three types of solitary waves, which are described bformation length for acoustic solitons. This situation is made
three coupled nonlinear Scliinger equation$7) in accor- more complicated by the fact that anharmonic lattices can in
dance with the three branches of acoustic phonons present jpminciple support solitary waves of different types, with dif-
the harmonic approximation. The specific form of the soli-ferent propagation velocities. In the present paper, primary
tary waves is determined to a substantial extent by the typattention has been devoted to solitons which propagate at the
of crystal lattice and the propagation direction. Thus, in bi-group velocity of sound and obey the nonlinear Sdimger
axial crystals, where the group velocities of all three phonorequation. The more general Boussinesq equatieae
modes differ greatly, vector solitons are unlikely to develop.Eqg. (3)), however, admits solutions in the form of solitons
In these lattices we may expect the appearance of ordinagyropagating at a supersonic velocWyand having the form
soliton pulses of three types, each of which is polarizedf a pulse without modulation by a carrier frequency. VAs
along one of the principal axes and moves at its own velocapproaches the sound velocity, the Boussinesq equation can
ity, equal to the group velocity of the corresponding acoustidbe reduced to the form of the Korteweg—de Vries equation,
mode. In uniaxial crystals for light propagating along the which has exact solutions in the form of solitons of an oscil-

DISCUSSION OF RESULTS
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latory type(breathers In three-dimensional lattices the situ- *20. M. Braun and Yu. S. Kivshar, Phys. Rev.58, 13388(1994.
ation is still more complicated, and systems of this sort havé’A. V. Zolotaryuk, K. M. Spatschek, and O. Kluth, Phys. Rev4B 7827

not been studied yet, even numerically.
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Influence of the thickness of the liquid layer on the ratio of the dimensions
of a convection cell
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Zh. Tekh. Fiz68, 7-11(November 1998

A theory is developed for a new type of transitie— a change in the ratio of the longitudinal

and transverse dimensions of a convection cell as the thickness of a liquid layer is varied.

A sudden change in the ratio of the cell dimensions takes place because of a change in the
predominant mechanism for excitation of convection. The governing influence of

buoyancy forces gives way to one of thermocapillary forces, and they in turn give way to the
influence of thermoelectric forces for yet thinner layers. As the layer thickness is reduced
gradually at a fixed external heating, the ratio of the dimensions will take on the values 0.7, 0.65,
and 1, respectively. €998 American Institute of PhysidsS1063-784£8)00211-§

INTRODUCTION 1. CONDITIONS FOR MAINTAINING THE RATIO OF THE
DIMENSIONS OF A CONVECTION CELL

Three mechanisms for the excitation of thermal convec-
tion with heating from below are presently known. First, ~ Each of the excitation mechanisms mentioned above can

there is the Rayleigh mechanism. This mechanism is come&ctually set a liquid medium into motion if only the driving

into being through the buoyancy force, i.e., the differenceforce exceeds the dissipative foraex, wherep is the liquid

. .. density, whilev and x are, respectively, the dissipative coef-
between the Archimedean force and the force of gravity. ficients of kinematic viscosity and thermal diffusivity.

Second, there is the mechanism discovered by PearEbis. Under a heating\= (T, — T.)/h, which is the difference
C. )

mechanism due to the difference in the surface tension forcassween the temperatur@s of the hot(lower) andT, of the
arising from the temperature dependence of the surface tegp|d (uppe) surfaces of the layer divided by the layer thick-
sion forces, i.e., the thermocapillary effédtinally, the third nessh, the following forces act on the liquid:

mechanisthis associated with the excitation of motion by an 1. Buoyancy forcepBgAh* (Ref. 1). This force is cre-
electric force. This mechanism predominates in thin layers ofited by the volume expansion of the liquid owing to heating
liquid semiconductorgsemimetals electrolytes, and some (8 is the coefficient of thermal expansion agds the accel-
other media. Heating of these media creates a thermoelectrfation of gravity. ) _ _
field. This field acts on the charge fluctuations which arise  2- 1hermocapillary forcerAh® (Ref. 3. This force is
for the same reason, and the result is a Coulomb force whic reated by the thermocapillarity effefet is the coefficient of
o T thermocapillarity.
sets the liquid into motion.

o _ 3. Thermoelectric force y?A%h? (Ref. 5. This force is
All three of these excitation mechanisms have been Well:reated by the thermoelectric effet is the thermopower

studied, both separatel.e., Rayleigh’ thermocapillary, (Siebeck coefficientin a liquid with a dielectric permittivity

and thermoelectri¢ and in pairs(i.e., the combined effects high enough to keep the space charge which develops in
of buoyancy and thermocapillary forcBbuoyancy and ther-  the liquid from dissipating.

moelectric forces,and the combined action of forces owing The action of each mechanism is characterized by a di-
to thermocapillarity and thermoelectrictfy, and even when mensionless number. These numbers are, respectively, the
all three mechanisms act togetidt.turns out that each of Rayleigh numberR, the Marangoni numbeM, and the
these excitation mechanisms has a predominant effect on th&hermoelectric number"€=12. We have

liquid within some range of parameters. It is important that

in a given liquid anld.for suff'|C|ent e>'<ter.nal heating, .the so!e BgAH AR & y2AZN2

parameter determining which excitation mechanism will R= ., M= , E=1P=———_ (D
make the dominant contribution to the motion of the liquid is vx pyx pyx

the thickness of the liquid layer.

In this paper we concentrate on the features of the tran-  ase numbers represent the factor by which the force
sition from one excitation mechanism to another, whereas igyciting the motion exceeds the dissipative force. When at
the past the problems have been solved under conditiongast one of the dimensionless numbers reaches a critical
such that one of the mechanisms predominates, while thgalue (R*>660, M* >80, |*>6.3), motion develops in
other (otherg only cause small changes in its effect. the liquid, even if the other exciting forces do not act. The
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specific values ofR*, M*, or I* required for an instability Finally, comparing the conditions for excitation by the
to set in depend on the boundary conditions, e.g., on the hetiermocapillarity and thermoelectric mechanisms, we find
transfer conditions. The minimum values of 660, 80, and 6.3that the thermoelectric mechanism predominates in thin lay-
respectively, are sufficient for excitation when the bound-ers with thicknesses

aries are held at strictly constant temperatures. 2\ 112
. . . pxvey
Motion develops at the minimum possible values of h<hM|:hc:(—> . (4)
these dimensionless numbers for the given boundary condi- o?

tions. The minimum condition determines the ratio of the 4 three effects occur in liquid semiconductofsemi-

dimensions of the convection cell that develops at the MO etaly Typical values of the parameters of liquid&® can
ment of excitation. Denoting the dimension of the cell alongy, takén for themp=1-10 g/cmd, B=9-6x10"4 K1

the layer byl (the perpendicular dimension is always equalvz x=5%10"2—1 mn?/s. ando=1-3x10"5 N/mK. For
to the layer thicknesh), we find that for excitation by the estimates we can take the temperature differefige T,
buoyancy force, thermocapillarity, or thermoelectricity, the:Ah: 108—10* K. In order to make an estimate. the ther-

. 2 2 . .
ratio [“/h r‘:v'll Ee eq_ualhiosvgof.S, 0.45, or 1, .res'pectlvelz. It mopowery must be known. It was not possible to find values
turns out that the ratié/ or a given excitation mecha- ot ., o the melting temperature and above in the literature. It
nism is independent of the boundary conditions. Thus thes noynl4 however, that the electrical conductivity and
ratio of the dimensions of a convection cell along and pery,ormoelectric coefficients do not change significantly at the
pendicular to the layer can serve as an indicator of the eXC'r'neIting point. In solid semiconductors above the Debye tem-

tatlon_mecha?]{sm. i i , peratureTy, the thermopower is governed by an entrain-
It is known" that the ratio of the dimensions of an emerg- ment effect and is given by

ing cell is retained in developed convection. At least, this is
true as long as the amplitudes of the velocity and other con- _ @ E
vective quantities are proportional to the square root of the Yl T
supercriticality, T,— T¥)Y? (Ref. 11;T,, is the actual tem-
perature of the heated lower surface arjdis the tempera-
;c:;/revﬁrhtrjrat:_tl{g?ce which is sufficient to excite the instabil- Substituting the numerical values in Eq®)—(4), we
I} h h/- .
For the different excitation mechanisms the amplitudes}cInOI that
are proportional to R—R*)Y2, (M—-M*)¥2 and ( 10<h,<100 um, 1<hgy<10 mm. (6)
—1*)12 respectively.

©)

wherekg is Boltzmann’s constant arelis the carrier charge.
The constant is such thaty is ~100 uV/K.

Thus, in layers up to 1@«um thick (and possibly up to
100 um), excitation by the thermoelectric force predomi-

2. QUALITATIVE STUDY OF THE CONDITIONS nates and a cell with=h develops. In layers with thickness
FOR A CHANGE IN THE RATIO OF THE DIMENSIONS from 10 um (possibly 100um) to 1 mm (perhaps 10 mm
OF A CONVECTION CELL the main mechanism for excitation is through the thermocap-

The range of variation in the layer thickness over Whichillary force. Then a cell withi ~0.6%h develops. Finally, in

one or another excitation mechanism predominates can i%'” thicker layers, a cellular motion with a size ratio

obtained by analyzing the dependence of the dimensionle s~0'7h develops under the influence of buoyancy forces.

numbersR, M, and € on h. It is evident thatRoxh® and

Meoch, while € (andl) is independent of. It follows imme- 3. STATEMENT OF THE PROBLEM OF CALCULATING
diately that the Rayleigh excitation mechanism should bgHE RATIO OF THE DIMENSIONS OF CONVECTION
predominant in the thickest films, the thermocapillarity effectCELLS- NUMERICAL SOLUTIONS

should exert the main influence in films of intermediate The Simp|est approach for f|nd|ng sufficient conditions
thickness, and in the thinnest films the excitation occurs unfor the instability owing to the growth of the small perturba-
der the influence of the thermoelectric field. More-exact €Stions is to search for nontrivial solutions of Systems of ho-
timates can be made by comparing the numtiers\, and  mogeneous differential equations, linearized with respect to
1. the small perturbations, subject to homogeneous boundary
A comparison of excitation by the buoyancy and ther-conditions. The existence of a range of the parameters for
mocapillarity forces shows that the thermocapillarity mechawhich these solutions exist indicates the possibility of a

nism predominates in thin layers with thicknesses spontaneous transition of the medium into a new state; if
o |12 these values of the parameters are physically possible, then
h<hgy= pg_,B) (2)  an instability develops. This approach has been extremely

successful for analyzing the buoyancy folce.

On comparing the conditions for excitation by the buoy- In general, one poses the problem of finding conditions
ancy and thermoelectric forces, we see that the thermoelefer the existence of nontrivial solutions of the linearized sys-
tric mechanism predominates in thin layers with thicknessesem formed from the equations of motion, continuity, and

5\ 16 heat transport of an incompressible liquid, together with the
( xrvey ) (3  continuity equation for the current and the equations of elec-
trostatics,
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1 ey T,=0 means that the bottom of the liquid is at a constant
—vAv+ ;Vp1+ BT19+ 7n1VT0=0, (7)  temperature. This condition corresponds to the condition of
“absolutely easy” heat transfer through this plane. The Biot
div v=0, (8) number B, which characterizes heat transfer from the bottom
of the liquid, is very large here (B x).
—xAT,+(v-V)Ty=0, 9

The surface is the plane where the liquid comes into
div (E;— yVT,)=0, (10) contact with a_gaéair). Si_nce the layer thickness is constant,
a nonpenetration condition hold here, i.e.,

e
div E;=—ny, (12) v,=0. (14)

At the surface, surface tension forces act, specifically,
the thermocapillary forces create forces along the surface,

the liquid, which is at rest in the equilibrium sta®,=p e they are balanced by the tangential components of the
—Po andT;=T—T, are the deviations of the pressure andg;.o<c tensor

temperature from their equilibrium values, the characteristic

whereA denotes the Laplacian operateoris the velocity of

value of the electric field i€;=E—yVT,, andn, is the dv, vy Ty
concentration of carriers with charge v E) DR
In writing down these equations, we have used the fact
that convection develops aperiodically, so the frequency of v, duy| aTy
the resulting motions ig=0. In fact, the excitation condi- “Way "oz Ty (19

tion is written mathematically as the condition that there be
no imaginary part of the frequency, i.e., (@) =0, while the
aperiodicity of the excitation means that there is no real pa
of the frequency, i.e., R@)=0.

In the customary Boussinesq approxmiatiof! the
system of Eqs(7)—(11) forms a system of linear differential
equations with constant coefficients. This system can
transformed into a system of algebraic equations if a solutio
is sought in the form of a Fourier expansion with harmonics 57,

Note that if the upper surface were also held at a con-
rptant temperature, there would be no thermocapillary forces
on this surface.

One can imagine various conditions for heat transfer
from the surfacé;?® but the closest to experiment would be
pthermal isolation, i.e., the absence of heat transfer from this
surface, with B=0 and

proportional to E—O. (16
exp(ikxf“kyzﬁsz ) (12) Numerical studies have also been made fofdR20,
h h h with different values of B, and with many other complica-

The solution also determines the dependence of the e#4lons in the problem. The possible cases are reviewed in
ternal parameteruch as the heatirg) on the wave vector Ref. 5. )
k (ky,ky ,k,). The longitudinal part of the wave vectér The system of Eqsi7)—(11) or the corresponding sys-
(ky.ky) is real because of the translational symmetry intrin-t€m Of algebraic equations can be used to express the vari-
sic to a layer geometry, if we assume that xrendy axes lie ~ @bles in terms of one another and, subsequently, the condi-
in the plane of the layer. Evidentli, «h/l is determined by ~tON for the existence of a r_u_)ntrlwal solu_t|0n sgnsfylng
the dimensiori of the cell along the layer, whilk, is deter- homogeneous boundary conditions makes it possible to de-
mined by the homogeneous boundary conditions at th&&minek; as a function ok, and.M. Knowledge of these
z=0 (“bottom” ) andz=h (“surface”) planes. values makes it possuble_ to examine the cor_1d|t|on fqr exis-

In this paper, we consider a layer of constant thicknes$ence of a nontrivial solution of Eq§7)—(11) (this condition
and neglect any surface waves which may develop on thi IM(@)=0) as an(instability) excitation condition, i.e., a
layer surface. Changes in the thickness, as well as the exdgondition expressing the value of an “external” parameter,
tation of surface wave¥:'’ can be accounted for, but this is 1€ heating (and, thereforeR, M, and¢ for a given layer
unimportant for the present problem of analyzing changes iiff & given liquid, as a function of/h. Subsequently, mini-

the dimensional ratio of convection cells. mization of A/ 9k, =0 givesl/h for the cell which arises at
In this section we formulate boundary conditions closesf® moment of excitation. _

to those which can be realized in an experiméBee the The dependence ofi=k{/k; on the layer thicknesh

experiments described in Refs. 1, 3, and 6, for examlee enters the calculations through the relations

bottom is the plane where the liquid comes into contact with 3 h \2 h

a solid mass, so that Rz(— l; Rz(— M, M=—I. 17)

hri Nrwm he

v,=0y=0y=T1=0. (13

Some typical results from a numerical solution are
The conditionv,=0 is a “nonpenetration” condition, shown in Fig. 1. At the time of excitation one has=w*. In
i.e., the liquid does not permeate into the substrate. The corthe regionsh=h, andh=hg),, the variation in the dimen-
ditionsv,=v,=0 correspond to the “attachment” of a vis- sional ratio of a cell which has formed at the time of excita-
cous liquid to the solid plane of the substrate. The conditiortion has the form typical of second-order phase transitins.
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7ThR|

h

R RS
—3(1+w)2+—4+( ) —5 (1+2w)=0. (21)
ar ar

Eliminating | from Eqgs.(18) and (20) (or R from Egs.
(19 and(21)), we find thatw* is the root of the equation

6
(1+W)4(1—w)2—(%> w?(2w—1)=0. (22)
RI

0.5
0.45

Whenh/hg, is varied from 0 toe, w* varies from 1 to
1/2. Forhg,/h=1, we findw*=0.81 with |*=1.67. The
exact solution for other values ¢f’hg, shows that the de-
pendence ov* on h actually does reproduce the numerical
solution (see Fig. 1 with, of course h. replaced byhg, and
without the segment frorh, to hgy, . These results also con-
/M R firm that for heating from below, the excitation conditions

are eased as a result of the joint action of the excitation
FIG. 1. The variation ofv*, the rati_o of the square of the dimen;ions of a mechanismg.
convection cell along and perpendicular to the layer, with the thickness
the liquid layer.

0 h

5. ANALYSIS OF EXPERIMENTAL DATA

. . The only experiments known up to now with a suffi-
The rearrangement of the entire convection zone when the. X . .
| . . C . ciently thin layer of liquid heated from below are the classi-
ayer thickness is changed is similar to an allotropic chang%al experiments of Beard® (see also the detailed discussion
in a crystal lattice. P

in Ref. 1). Benard did his experiments with a layer of sper-
maceti wax. A 1-mm-thick layer of wax was placed on a flat

4. EXACT SOLUTION OF THE PROBLEM FOR THE CASE metal tray and heated by steam from below. An infinite plane
OF TWO FREE BOUNDARIES HELD AT A CONSTANT layer heated from below was modeled in this way. The lower
TEMPERATURE boundary was solid and isothermal. The upper boundary was

It has been shown for the mechanism induced by thethe interface with air, i.e., free and thermally insluated. The

buoyancy forcé and for that induced by a thermoelectric gﬁ:gtrj]lsatlons of Sec. 3 were done under precisely these con-

)
field” that when the layer has two free boundary surfaces Data on spermaceti can be found elsewR&ré? Esti-

held at a constant temperature, one can avoid solving the . . .
double eigenvalue problem, and it is found that 7 is the mates show that the thicknebsof the layer in the experi-

; : L ment lies within the intervah.<h<hgy, with h;=10 um
only possible value fok, at the time of excitation. (see Eq(4)) andhgy=2 mm (see Eq(2)). This implies that
Then the condition for existence of a nontrivial solution RM )

of Egs.(7)—(11) is converted into the apprehensible excita-t[he main mec_har_usm leading to the formation ohBe cells
tion condition is thermocapillarity?

The quantities most conveniently measured in such ex-

3 12 periments are the size of the cell alotigand perpendicular
_(1+W)3+(7Th ) —wi —(1+ww=0 (18 to (h) the layer. The success of Rayleigh’'s theory was ex-
Rl ™ plained by the fact that thih ratios for cells excited by the
or, equivalently, to buoyancy force and thermocapillarity are simi(ar0.7 and
6.2 0.65, respectively It was possible to identify the predomi-

R—(1+w)w:0. (19) nant mechanism only by analyzing the temperature differ-
w8 enceT,— T, (see Ref. 1 about the history of this quesjion

The effect of the thermoelectric mechanism in the thin-
nest experimentally observable layers with thicknesses
h=10h.=0.1 mm can be taken into account based on the
problem posed in Section 3. Under these experimental con-
ditions, we find M=M(1-0.42), while 1=0.33. The
change in the ratidé/h of the cell at the time of excitation is
also small. However, the direction of the changes in the tem-
perature difference and, especially, of the change in the size
ratio of the cell induced by the thermoelectric mechanism is
correct. In the thinnest layers, cells with largéh and
31 2 smallerT,— T, were observed than predicted by the theory
-+ ;(1+ 2w)=0 (200 of the thermocapillary mechanism.

It is possible that the thermoelectric mechanism explains

or the phenomena responsible for “aging” of liquid crystal

s, R 7hg,
(1+W) + ?W‘F( h

Evidently, Eq.(18) is convenient for studying excitation
in layers with thicknessels<hg,, while Eq.(19) is conve-
nient for studying the conditions for excitation of motion in
layers withh>hg,. Recall that, since the boundary surfaces
of the layer are kept at constant temperatufgs=0 for
z=0, the surface tensiofthermocapillarity has no effect
on the excitation conditiongee condition15)).

Minimizing the dimensionless numbér(or R, respec-
tively), we find

_ 2
3(1+w) +(77th
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A complete solution is given to the problem of the decay of an arbitrary discontinuity in a one-
velocity model for a bubbly liquid and is used to analyze the propagation and interaction

of shock waves in liquids with gas bubbles. @98 American Institute of Physics.
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INTRODUCTION r?a|p|o(8|+0.5u2) ﬁ[a|p|()u(s|+0.5J2)+a|pu]
+
The propagation of waves in two-phase gas-liquid me- at X
dia with a bubbly structure is the subject of an extensive
which express the conservation of mass, momentum, and

literature =2 In this paper a study is made of wave phenom-
ena in bubbly liquids using a gas dynamic approach which o9y Here we have used the foIIowmg notatlpoglandm
re the reduced densmasg pg/pg anda,=p,/p, are the

neglects the small scale fluctuations of the bubbles and
S - . . volume fractionsp? andpI are the true densities,; ande,
which is justified if gas—liquid suspensions with a small g 9
are the specific internal energiébe subscriptg and| cor-
amount of gas in the mixture are under consideration. Usu-

ally it is assumed that gas bubbles in a shock wave are corr@spond to the gaseous and liquid componeatsdp andu

pressed isothermally, so the Campbell—Pitcher nfodiean are the pressure and velocity, which are common to all com-
o : ) . : . ponents of the mixture. Adding the corresponding equations
equilibrium dispersion medium is customarily employed in

the calculations. There are, however, some experiments fo fOf the systemg1) and (2), and noting thatg+ =1, we
Bbtain the system
which this model yields unsat|sfactory results. These experi-

=0, @

ments include those in which an “anomalously” low pres- dp dpu dpu  d(p+pu?)

sure level has been noticed in the shock wave reflected from EJF XY T T T ax Y

a barrier when a small amount of surfactant is added to the

water—bubble mixturd Similar results occur when the initial JpE  J(pE+p)u

mixture is diluted with glycerine, as well as with enhanced ot + X =Y, (©)

initial pressure§.As will be shown below, the Rakhmatulin

adiabatic modélfor a bubbly fluid is to be preferred for whereE=e+0.50% is the total specific energy of the mix-
these experiments. A complete solution of the problem of théure, pe = pge 4+ pj€; is the mternal energy per unit volume
decay of an arbitrary discontinuity is given here for this of the mixture, angp=py+p,= agpg+ a,p! is the density of
model and the results are used to analyze a number of sdiie mixture.

similar problems of practical importance. An analysis of the ~ We shall assume that the thermodynamic parameters of
results given here can be used to demonstrate the conditiote liquid obey the binomial equation of state

for the validity of one or the other model of a bubbly liquid. 5 o
p_CI*(pI —Pix)

8|:_—1)0. 4
MODEL OF A BUBBLY LIQUID (n= D

Let us consider a one-velocity, single-pressure model opvhere tyl » Py, BNACy, are constants which determine its
a continuous medium for a binary heterogeneous mixtur&OPETUes.

In particular, for water and glycerine, they have the fol-
ﬁ)wmg values:y,=5.59, p,, = 1000 kg/mi, ¢;, =1515 m/s
and y,=7.85, p,, =1260 kg/ni, ¢, =1923 m/s, respec-
tively. We shall assume that the gas is ideal with an adiabatic

consisting of compressible gaseous and liquid fractions. Th
one dimensional flow of each of the constituents of the mix-
ture of components obeys the equations

Jagpy . Jagpgu o Jagpgu .\ I agp+ agpgu?) 0 index y, for which the equation of state has the form

at ax O at X - )

0 2 0 2 SR —
&agpg(s;t+ 0.5u9) . &[agpgu(sg-i-(?O.Su )+ agpu] _o: £g (Yg— 1)98
X
(1) Thus, the equation of state of the medium takes the form

daip; N Jdapfu o Japfu N I(ayp+ aypyu?) 0 _ %P allp—cf, (p)—pix)] 5

at X ' at X ' € (v¢g—Dp (m»—L)p ’

1063-7842/98/43(11)/8/$15.00 1280 © 1998 American Institute of Physics
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We shall assume that the functiop§= ¢¢(p) and p? po_ Xi(PotPy)+PHp, XgPoT P
= ¢|(p) are known. In parthular, for. the equation of state' a'OX|(p+p*)+po+p* agngp+po-
studied here, in the case of isentropic processes, the density
of the liquid component is related to the pressure by the When an isothermal variant of the Rakhmatulin model is
equation used, where the compression of the gas in the bubbles as

they cross the shock front is assumed to be isothermal, the

(14)

PtP. |7 corresponding equation of state of the mixture has the form
pP=d(P=plol | Pa=puchin.  © PoNEINg &4
for th ¥ Cwe h | do. P Xi(PotPe)FPHP Po 15

pendg:]cee gaseous component we have an analogous de- ~; 10 (P+P2) + Pot Pa 90
1 Note that, as opposed to the Campbell-Pitcher

P\ approacH, the model used here includes the compressibility
0_ _ o™
Pg‘¢g(p)‘P90( po) : (D of the liquid.

The subscript 0 denotes values of the parameters for In.lts external form Eq.(:?) is the same as the corre- )
some initial state. The conservation of mass implies that sponding gas dynamic equations for a single phase medium;
o o thus, the methods developed for gas dynamics can be used

Po  ®goPgo , XioPio

3 for one-velocity gas—liquid flows. The arbitrary discontinuity
? dg(p)  Hi(p)° (8) decay problem or the Riemann problem play an important

Let us calculate the speed of sound in the mixture. AfterrOIe here. It can be shown that a bubbly liquid with the

o ; . ~equation of stat€5) belongs to the class of normal “gases”
;ubsntutmg Egs(6) a”dm in Eq. (8), we obtain the equa which satisfy the Bethe-Bailey inequalitifsgy,s<0 and
tion of state of the medium,

eyy<0, whereS is the entropy and/=1/p is the specific
volume. Thus, in this medium the shock waves are stable
—=app| ———— — (99  and, furthermore, the solution to the arbitrary discontinuity
p P+ Py P decay problem is uniqu&We note also that the arbitrary
Differentiating Eq.(9) with respect to the density and  discontinuity decay problem serves as a fundamental element
noting thatc®?=dp/dp, we find the square of the speed of of Godunov computational schenfémserting the arbitrary
sound in the medium to be discontinuity decay problem algorithm given in this paper in

1 1
Po po+P*)7| (po)y_g
+a’go .

1 1 schemes of this type makes it possible to greatly extend the
c2=| 2 @0 [Pot P\ Ago( Pol 7 (10 range of problems that can be studied and, in particular, to
p?) Ln(p+ P\ P+ Py YgP\ P proceed to the study of multidimensional problems, which is

problematic when other models for bubbly liquids are used.

The corresponding Riemann invariants have the form A complete solution of the arbitrary discontinuity decay

s=u—o(p); r=u+o(p), problem for a bubbly liquid is given in the Appendix.
p dp
U(D)Zf s
P P INTERACTION OF A SHOCK WAVE WITH A SOLID WALL
1
J'p 1 Qg /po+ Pe\n Let a shock wave with known pressupg behind its
e front propagate through a stationary, homogeneous gas—
+ +
P L (P P.)\ PP liquid mixture with a volume gas concentratiafy, and
17172 pressurep,. The remaining parameters of the shock wave,
n “g0 E g d (11) denoted by the subscript are calculated from the Rankine—
YgP\ P P- Hugoniot relations using the equation of statd):
We shall assume that during shock compression each Po (Ps— Po)(Ps— Po)
component of the mixture is compressed in accordance with P Nt Us= PP '
its own shock adiabat. For the binomial equation of stdte 1071 7 Tg0g sto
the corresponding shock adiabat has the form psls o\
D = , o :—,
PO 0 X1(P+Ps)+Pot Py X_7|+1 12 * ps—po 's agohgt ajoh
I = Pio ) =5 _1"
- Xi(Pot Pe) PPy , hy' ! | o A X(POP) PSR, XgPot Py 16
or the gaseous component, we have an analogous for- A= , =0
e, 9 P 9 Xi(PstP)+PotPs "¢ xgPstPo
Here D is the shock velocity andg is the velocity of the
0_ 0 Xgp+p0 :'Yg+1 S Y S y

0= Pgo , 9 —. (13 mixture behind the shock front. If a solid wall is placed in
XgPot P Yg—1 the path of the shock, then after it is reflected, the parameters
Thus, with Eqs(12) and(13) the equation of the shock of the mixture at the barrier, denoted by subscriptan also
adiabat for the mixture takes the form be calculated using the Rankine—Hugoniot relations:
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3001

0 0.3 0.6 0.9
Ps » MPa

culated according to the adiabatemooth curvesand isothermaldashed
curves models: aqo=0.01, @g=0.85 (1); ago=0.02,aq=0.85 (1); ag

=0.05,2=0.5 (I11); symbols correspond to experiméfit.

(ps—pr)Dr=psUs, psUsD=ps+ psug_ Pr,

&: ags(Xgps+ Pr)  as(Xi(PstPx) T Pr+Py)
Pr XgPr T Ps X1(Pr+ Py )+ Pst Py

After D, andp, are eliminated, the system of Eq47)
reduces to a cubic equation i, which was solved numeri-

cally.

V. S. Surov

200

F./ Po

100

Ps /P,

FIG. 1. D(ps) curves for a water—glycerine solution with air bubbles, cal- g, 2. p, /p, as a function of,/p, from experimerft(3,4) and as calcu-

lated using the adiabati¢1,2) and isothermal(1’,2") models for ayo
=0.005(1,1",3) and 0.03(2,2’,4).

calculations withayo=0.03 give lower values of the reflec-
tion coefficient than observed experimentally or calculated
with the isothermal model.

Figure 3 shows plots of the reflection coefficieptsd ps
as functions of the incident shock intensjiy/p, calculated
using the adiabatic and isothermal models for a water—air
suspension with a gas concentratieg,=0.05 in the mix-
ture forpy=0.1 and 1.0 MPa. Experimental data from Ref. 6
are also shown there. Note the closeness of the experimental

Let us compare the calculations with experiment. Figuredata to the adiabatic model calculations for the higher initial
1 shows the calculated and experimefftalependences of pressurg,=1.0 MPa. Forp,=0.1 MPa the reflection coef-
the shock velocity in a water—glycerine solution with air ficient for p;/p,<<10 is the same as that calculated by the
bubbles on the pressure behind the shock front for differenisothermal model, but when the incident shock intensity is

gas concentrations in the mixturef=0.1 MP3. The sus-

pension was assumed to have three components, so the cal-

culations were done by modifying E(1L6) to account for the o
presence of a third component, glycerine, in the mixture. In s it N p
particular, for the adiabatic model the density of the mixture &t T -s
behind the shock front was calculated using the formulas / +
6F /
/ +
Po Y
Ps= N ) / +
ajoh |t ajoh| + agohg [ 7 !
/
4 ’ ! :‘: ‘y
,_Xl(p0+p*)+ps+p* /I, Tt ~———e .
1= ; Al 1Y) Te~——— 2
+p.)+pot+ ————
Xl(ps p*) Po p* 3t f/ X X X 2
where the primes denote the parameters of glycerine.
Figure 2 compares the pressure jump during reflection of +3
a shock from the wall in a water—nitrogen suspensiog ( x4
=1.4; p3y=1.15 kg/n?) as a function of the shock intensity X | .
for volume concentrationay,=0.005 and 0.03 of gas in the 10 20

mixture (Po=0.1 MP3, calculated using the adiabatic and
isothermal models and obtained by experinfefor ay

Ps/ Po

FIG. 3. p, /ps as a function ofp,/p, from experimerft (3,4) and as calcu-

=0.005 the curves Calcu'?-ted USin_g these mOde!S are close Qe foray=0.05 using the adiabatid,2) and isothermal1’,2") models
one another and agree with experiment. The adiabatic modelr initial pressureg,=0.1(1,1",3) and 1.0 MP&2,2’ ,4).
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increased further, the adiabatic model gives better results ¢
(Fig. 3.

These data can be explained as follows: in the by
experimentg, two-phase mixtures with rather large air
bubbles having diameters of 3-4 mm were used. It is
known'! that air bubbles larger than 2 mm are destroyed in
shocks with intensitieps/py>5. Breakup of the bubbles is t,
accompanied by faster heat transfer between the gas and lig-
uid owing both to an increase in the contact surface area and
to more intense mixing of the gas within the bubbles that are
breaking up. For this case, the isothermal model gives results I
that are close to experiment. If we exclude the possibility of +.‘]Jav°]° _©0.06.6.0.0._0.0
bubble breakup, then heat transfer is more difficult and the : ~L_’:°
pressure level observed in the experiments ends up close to

. . . . . FIG. 4. x—t diagram for the interaction of a shock wave with a bubble
that calculated using the adiabatic model of a dispersion me- g

. . - oF screeni(a) shock wave SW(b) SW;, (b’) rarefaction wave RW(c) SW,,
dium. It is known that when the initial pressure is increased q) sw,, (d') SW , (e) SW,, (f) SW¢ , (h) SW.
the resistance to breakup on the part of the bubbles is greater,

even for the quite large bubbléshus, asp, is raised, the

pressure level in the shock wave should approach that of thepe parameters of these waves were calculated by solving
adiabatic merI calculations. This tendency is conﬁrmed b¥he problem of the decay of an arbitrary discontinuity. At the
the data of Fig. 3. An analogous effect can be obtained byjme t,=Lo/D;, SW, reaches the barrier surface and is re-

| _t;

adding a surfactant to the initial gas—liquid mixtie di- flected from it, forming a shock SWwhich, at the time
luting a water—air suspension with glycerfhiénother sta-

bilizing factor which impedes breakup of the bubbles is re- :Lo+t1|Dz|

placing the air in the bubbles with a lighter gésuch as 27 u;+|Dy

12 FF
heroge_r). In all these cases Itis rec_ommended that theis, in turn, reflected from the contact boundary of the bubble
adiabatic model be used instead of the isothermal model.

. o A§creen. Subsequent reflections, also calculated using the cor-
for the data of Fig. 3 at an initial pressupg=0.1 MPa, the a g

esponding problem of the decay of an arbitrary discontinu-
results of this type evidently depend on the experiment ponding p y trary ¢ the

" . : ty, occur at times
conditions. In fact, the experiments in Ref. 6 were conductedy

on a shock tube with a short measurement length. High- . Lo+ta(Da—uy) Lo~ tau; +13/Dy
amplitude incident shocks have a high velocity, so the time 3™ Ds AT |D | '

the sensor lies within the region behind the shock front is

short. Because of the finite rate of interphase heat exchange, , _ Lo~ t2U1+tDs _ Lo—taUs+taUs+ 15 De|
the gas cannot reach the temperature of the liquid, so the ° Ds Pl Uz+|Dygl ’
reflection coefficient is lower than that obtained by the iso- Lo—toUy+ tyUs+te(Do—Ug)

thermal model. For this reason, as the amplitude of the inci- ¢, ==% 2°1 478 677 73 =

dent shock is increased, the reflection coefficient approaches D7

the value calculated with the adiabatic theory. Similar resultfHere D, andu, are the velocities of th&th reflected shock
apply to oblique, as well as normal, reflection of shocks fromand contact discontinuityCD) after reflection of SW._,

a boundary? from the free surface of the bubbly layer.

Figure 5 shows the pressure at the barrier as a function
of time for an incident shock witlp,=1.0 MPa p,=0.1
MPa), calculated with the models used in this paper for dif-
ferent gas concentrations in the screeg=£1 mm) and out-

The effect of a short shock wave incident from a pureside it. Figure 6 shows the time variations in the volume
(without bubbleg liquid on a bubble screen, used, for ex- fraction of gas at the wall, as well as the relative thickness of
ample, as protection against explosive loading, has been dighe screen for one version of the calculations.
cussed elsewheré We shall examine the problem of a long An analysis of the data in Figs. 5 and 6 shows that the
shock wave having a profile in the form of a semi-infinite screen is compressed over time and the volume fraction of
step and propagating through a gas-liquid mixture with a gagas in it decreases. Here the degree of compression of the
contentay, and incident on a screen of thickndsssited at  screen is higher according to the isothermal model. The pres-
a barrier. We shall assume that the volume concentratgfgn sure at the barrier calculated by the adiabatic Rakhmatulin
of the gas in the screen obey§5> @go- model, as in Ref. 2, approaches the value in the reflected

Figure 4 is a schematic illustration of the shock-waveshock without a screen. According to the isothermal model,
picture resulting from this interaction. At tinte=0 the inci-  the maximum pressure is higher than that calculated in the
dent shock reaches the screen, causing formation of a raadiabatic model. With increasing, the delay time provided
efaction wave(RW) which is reflected from the layer and a by the bubble screen is reduced. Thus, for a shock with a
shock SW which moves along the screen at velociy.  post-shock pressure,=5 MPa propagating through a liquid

INTERACTION OF A SHOCK WAVE WITH A BUBBLE
SCREEN LOCATED NEAR A BARRIER
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FIG. 5. p(t) at the barrier according to the adiabat®-4) and isothermal
(2'-4") models for (@ ag=0, agr=0.01(2,2"); (b) ag=0.01, agg
=0.1(3,3"); (0) ago=0, agy=0.1(4,4"); (1) p(t) without a screen(5)
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1000
200

P1/Po
n,, m/s

500
700

50
T, ms

p(t) for a hydrogen screenno=0, ag5=0.1).

without bubbles &g =0, pp=0.1 MP3, and interacting
with a bubble screen having a thicknegslom and volume
gas contentsry;=0.01 and 0.1, the time delaysintil the

FIG. 7. p1/p, (1,60 and D, (2-5) as functions ofMg for ag=0.01 for

water with nitrogen(1,2), helium (4), and hydrogern{5) bubbles, calculated
using the adiabatic mode(2,6) using the isothermal modell '—6 ') same

curves, but forag,=0.1.

gas and liquid, it will be necessary to use one or the other
model for the bubbly liquid.

INTERACTION OF AN AIR SHOCK WAVE WITH A LAYER
OF BUBBLY LIQUID

pressure reaches its maximum valaee 3 and 18 ms. The . . S
computational results depend only weakly on the type of gas Let_ a plane air shock wave with a se_m|-|nf|n|te step pro-
used to form the bubbles in the screen. This can be seen € P& incident norsrcnally on a layer of uniform bubbly liquid
Fig. 5, which shows adiabatic model calculations of the presWith 9as contenig, located at a solid wall. Nitrogen, hy-

sure at the barrier in a mixture of a liquid with hydrogen drogen, and helium were consideged as gasersﬁ filling the
bubbles. For hydrogen the adiabatic index and initial densitPUbPIes. For the lattery;=1.67 andpgo=0.164 kg/nt. Itis
were taken to bey,=1.33 andp80=0.0148 kg/m. Note  necessary to calculate the flow resulting from the interaction.

that, depending on the heat transfer conditions between the 1h€ parameters of the air behind the incident shock

front, denoted by subscrigt are related to the initial param-
eters before the jumsubscript § by the Rankine—Hugoniot
relations:

" 27<M§—1>) y _2ce(ME-1)

(y+1) )]0 75 (y+DMg
(y+1)MZ
2+(y—1)M?2

Ps=Po

Ps=Pgo

0.98 where cqo, ¥ and M =D/cy, are, respectively, the sound
speed and adiabatic index of air and the Mach numbBeis(
the speed of the shock front

When the air shock reaches the contact boundary of the
layer, a reflected shock SiVdevelops and propagates
through the gas away from the layer, as does a penetrating
shock SW, which moves at speebB; through the bubbly
liquid. The parameters of these shocks were calculated by
solving the problem of the decay of an arbitrary discontinu-
ity.

Figure 7 shows adiabatic and isothermal model calcula-
tions of the pressure jump, /py behind the front of a shock

L/Lg

FIG. 6. agj(t) (1,1') at a wall andL/L(t) (2,2') calculated using the SW; penetrating into a liquid with nitrogen bubbles as a
adiabatic(1,2) and isotherma(l’,2") models.

function of the Mach number of the incident shock for dif-
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APPENDIX A:

Let two infinite masses of bubbly liquids with volume
gas concentrationg i)qo and e ()40, respectively, meet at
the x=0 plane at the initial timetE0). The pressure, ve-
locity, and density in these media are constant and equal to
P(1)0» Ugnyor P(1y0 @NAP(2y0: U2)or P(2)0r FESPECtively. With-
out loss of generality, we shall assume thato=p2)o. It is
necessary to calculate the flow which developstfe0.

It is known that if an arbitrary discontinuity is not a
contact discontinuity or a shock wave, then it decays, form-
ing either two shock waves, or a rarefaction wave and a
shock wave, or two rarefaction waveset us look at these
cases in more detail.

Two shock waved.he system of equations for the shock
wave on the right, which express the conservation of mass
and momentum on passing through the shock front, together

p:/Pa with the equation of statél4), has the form
FIG. 8. p,/p, as a function ofp, /p, for water with bubbles of nitrogen, (P(2)+ P(z)o)D 2)+ = P2)+U2)+ —P2)0U2)0;
helium and hydrogen according to the adiabafie3) and isothermal4)
models forage=0.01;(1'~4") for ag=0.1. (P(2)+U2)+ ~ P2)0U(2)0) D(2)+

2
, ) ] =P+ tPe)+Uiz)+ —P@o—Pe 0U (2)01
ferent gas concentrations in the mixtugg, € 0.1 MP3. For

a liquid with hydrogen and helium bubbles, the correspond- P(2)0

. o : : _ X@gP2)0t P2)+
ing pressure curves coincided with those for nitrogen — =%2g0, -~

_|._
bubbles to within the accuracy of the graph. Also shown in P+ X@gP@)+ T P2y
this figure are the variations in the propagation speed of X21(P2)0t Px2) T P2)+ T Px(2)
SW;. Note that the curves calculated using the isothermal ta@io .
1 9 X21(P2)+ T Px(2) T P20t Px(2)

model are independent of the type of gas in the bubbles.
When SW reaches the barrier, a reflected shock, S8V (AL)

formed. Figure 8 shows the reflection coefficignt'p; as a For the shock on the left we have an analogous system

function of the intensityp,/po of the penetrating shock of equations,

SW;, calculated using the adiabatic and isothermal models of

Rakhmatulin for water with bubbles of nitrogen, helium, and  (p(1)- —pP(1)0)D(1)- =pP(1)-U(1)- —P(1)0YU(1)0:

hydrogen with different volume concentrations of the gas in

the mixture. As can be seen from Fig. 8, the pressure in the  (P(1)-U1)- ~ P(1)0l(1)0)D(1)-

shock reflected from the barrier according to the adiabatic

model depends substantially on the type of gas filling the

bubbles, while the pressure difference behind the reflected n

shock is greater for higher gas concentrations in the liquid. m=a(1)gow

By contrast, the shape of the curves calculated using the P~ XwgPw)-*Papo

2
=Pw-TPw-Y1)- —Pap~Pa Ou(l

isothermal model does not depend on the type of gas in the X01(P1)o—Px 1) T P1)- + Ps (1)
bubbles. (1)l0 T T n

X1 (P1)—tPs 1) T P10t P (1)
CONCLUSION (A2)

In this paper it has been shown that when modeling In Egs. (A1) and (A2) the subscripts 4" and “ —"
shock wave phenomena in bubbly liquids under conditionsienote values of the parameters of the mixture in the region
of developed heat transfer between the gaseous and liquaf the contact discontinuity at its right and left, respectively.
fractions, which favors the breakup of bubbles in the shockAt the contact surface the pressure and velocity do not
it is necessary to use an isothermal model for the dispersiochange, so that the following matching conditions hold:
medium. In the case of inhibited heat transfer between the
fractions, however, better results are obtained with an adia- U2+ =Uw)-=U, P+ =Pw)-=P. (A3)
batic model. The latter is also appropriate for modeling the
action of short, high-power pressure pulses on bubbly Ilq-
uids. For very low gas concentrations in the liquid, heat
transfer processes have little effect on the shock parameters, 1o—U2)0="F11(P) +f2)2(P), (A4)
so the results of calculations employing both models are
similar. where

After transformation of Eqs(Al)—(A3), we obtain an
equation for calculatingp,
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(P— p(l)o)/ @1yg0(X(1)gP1)0t P)
f)1(P)= 1-
P(1)0 X1)gP T P10
ol xX1(PayoT Py (1)) + P+ Py (1)) r’z
X1 (P+ Py 1)+ P10t Py (1) ’
(P— p(2)o)/ @2)90(X(2)gP (20t P)
f2)1(P)= 1-
P2)0 X2gP T P20

_ a2)10(X2)1(P2)0T Px (2)) + P+ Py (2))) } 12
X2 (P+ Py 2) +P2)0F Ps (2)
(AS5)

V. S. Surov

which, as in the case of a flow with two shock waves, is
solved numerically. This configuration occurs in the case
where

Ux SUyo—U)o<U,,

where

P2)0
U, :j f1y2(p)dp.
P(1)0

Two rarefaction waveslf Ug;yo—U;2)o<U,, , then a
flow with two rarefaction waves develops. Equati@v) is
valid for the rarefaction wave on the left. For the rarefaction

The desired root of Eq(A4) was calculated numerically wave on the right, it is necessary to use the conservation
using a standard procedure for solving nonlinear equations:ondition for the Riemans-invariant,

A configuration with two shock waves occurs ifiq)o
—U2)0=U, , whereU, =f3)1(p(1)0)-

For the isothermal model, in place of E&5) one must
use the equations

P—p)0) ( 1— (1)goP(1)0

f(l)l(P):[( =

P1)0

~a@io(X@)(Pot Py ) TP+ p*<1))) } 12
X1 (P+ Py ) TPyt Px (1) '

(P_p(z)o)/ 1- a(2)g0P(2)0
P2)0 \ P

f2)2(P) =[

_a@i0(X2)1 (Pt Px2) TP+ P*(z))) } 12
X2 (P+ Py 2) +P2)0F Ps (2) '
(A6)

Rarefaction wave and shock wavéf. Uy0— U)o

<U, , then the flow consists of a rarefaction wave propa-
gating leftward from the contact surface and a shock wave
moving to the right. Equation@1) hold for the latter. Given

that the Riemanrr-invariant is constant in a rarefaction

wave, we have

P(1)-
U(1)0_U<1)—:j f1)2(p)dp, (A7)

P(1)0
where

1
1 a0 /p(1)0+ Ps 1)\ ¥

f12(p)=
e VP(1)0 7(1)|(p+p*(1))\ P+ Px1)

1 71/2

Y(Lg

a(l)go( P10
_l’_ [
YagP\ P

After a number of transformations, Eq#1), (A3), and
(A7) yield an equation for calculating the pressérat the
contact surface,

P
U(l)o_U(z)o:f fy2(p)dp+f2)1(P), (A8)

P(1)0

P(2)

0
U(Z)O_U(Z)Jr:f f2)2(p)dp, (A9)
P2)+

where

1
a2)l0 /p(2)0+ Px2)\ 72y

f2)2(p)=
@2 VP20 7(2>|(p+p*(2>)\ P+ Px(2)

1 71/2

Y(2)g

a(2)g0< P2)0
+ [
Y2)gP\ P

After transforming Eqs(A7) and (A9), and using Eg.
(A3), the equation for calculating takes the form

P P
U(1)o_f f1)2(p)dp= U(2)o+f fi2)2(p)dp.
P(1)0 P(2)0

If we seta(1)0=a(2)0=0 in the above formulas, then
we obtain the classical problem of the decay of an arbitrary
discontinuity in an ideal gas. Then the integrals in the gov-
erning equations redue to quadratures, and the resulting ex-
pressions are exactly the same as in Ref. 9. There is yet
another class of problems in which the integrals can be re-
duced to quadratures, and this is the problem of the decay of
an arbitrary discontinuity in a gas—liquid medium consisting
of a binary mixture of an ideal gas and an incompressible
liquid. This variant has been studied in detail elsewHéta.
other cases, the integrals are calculated numerically.
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Ozone production during the efflux of oxygen from a supersonic nozzle is studied theoretically
and experimentally. The formation kinetics of atomic oxygen in an electrical discharge in

the nozzle is analyzed. An experiment is set up using an optimized nozzle with an electrical
discharge in its supersonic section. It is shown that the highest ozone content at the

nozzle output is attained when the excess concentration of oxygen atoms is produced in the
supersonic section of the nozzle. ®98 American Institute of Physics.
[S1063-78498)00411-5

INTRODUCTION In this paper, this approach is developed further by
analyzing a wider range of initial temperatures in front of the
The standard method for generating ozone consists afozzle inlet(lowering the gas temperature in front of the
using continuous-flow discharge systeniszonatory in nozzle to room temperatyrand examining the kinetics of
which ozone is produced by the recombination of oxygematomic oxygen production in an electrical discharge in a
that has been partially dissociated in the discharDespite  nozzle, as well as by setting up an experiment using an op-
the advantages of this methgsimplicity, economy, ques- timum nozzle profile and creating an electrical discharge in
tions still remain about increasing the yield of @olecules  its supersonic section. The task of this paper is to search for
per unit mass of feed ga®xygen, air, mixtures of oxygen the optimum nozzle characteristics, gas parameters, and, in
and inert additivesand raising the productivity of the ozo- Particular, the optimum O atom concentrations which will
nator. Appropriate gas dynamic control of the flow param-ensure the highest yield of ozone, and to create an experi-
eters using profiled nozzles opens up additional possibilitiegNental model of such an ozonator based on this search.

In particular? it has been shown that in the cooling of par-
t|a”y dissociated oxygen at temperatures of the order of 100%PT|M|Z|NG THE PARAMETERS OF A GAS DYNAMIC
K in a supersonic nozzle, ozone is produced at concentragzoNATOR

tions many orders of magnitude greater than the equilibrium
value. The values estimatetbr the absolute concentration

of ozone, however, were below $0ocm™3, or much lower let ¢ of i A tants with a iustification f
than those obtained under ordinary conditions. The problenq €te set of reaction rate constants with a justification for
choosing these reactions.

f optimizing th i f th I h - X S .
of optimizing the supersonic part of the nozzle and the pa In solving the optimization problem, we examined a

rameters of the gas in front of it so as to obtain maximum, . ¢ plane, wedge-shaped nozzles wiiiferend open-

ozone yield in the equilibrium _heatlng of oxygen mixed with ing half angles®, throat heigtsh, , and lengths.. It was
an inert addltlve.before entering the nozzle has been-posegssumed that after expansion in such a nozzle, the gas flow
and SOIV?d preV|ousI§/.AIthpugh the ozeone_cgopcentranons enters a plane-parallel channel of length and that at the
were estimated to be as high as‘zald cm ®, itbecame ,h0tion of the nozzle with the plane channel the profile was
clear at the same time that it would be difficult to obtain &y nded off to avoid shock wave formation in the plane
sufficiently high ozone yield with this schemét low initial channel. We optimized the system to obtain a maximum mo-
temperatures of the gas mixture the initial equilibrium con-j5; concentration of ozoné. If a fixed set of values of the
centration of O atoms and, hence, the relative concentratiopitial pressurep, is used, then the optimization parameters
of the G; product molecules are low, while at high tempera-yj|| pe ¢, &, &, T, a, L, Ly, andl’, where¢; and&; are
tures it is difficult to generate ozone. the molar fractions of O atoms in front of the nozzle inlet
A situation in which an excess concentration of atomicand immediately after the concentration jump at the super-
oxygen is created at the nozzle inlet or in its supersonigonic section of the nozzl, is the concentration of O
section (for example, by an electrical dischajgeas been molecules in front of the nozzle inleT, is the initial gas
examined® It was shown that the greatest effect is achievedemperatureqp=2tar®/h, , andl’ is the distance from the
when the excess oxygen concentration is created in the sgeometrical throat to the jump in the concentrations of O and
personic section of the nozzle. O,. At the jump the conditionsy; + y,= y;+ v, are satis-

The chemical reaction model used in this work has been
described in detail elsewheteAlso shown there is a com-

1063-7842/98/43(11)/6/$15.00 1288 © 1998 American Institute of Physics
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Es TABLE |. Optimizing the parameters of a nozzle ozonator.

1.00F n £, % a,cm ! I", cm L,cm &3, %
0.751 1 0.50 0.63 0.64 5.0 0.49

2 1.00 0.64 0.64 5.0 0.96

0.501 3 2.00 0.65 0.71 5.0 1.85

4 4.00 0.67 0.73 5.0 3.18

025 5 4.92 0.70 0.95 5.0 3.39

0 1 1 1 1
Joo 550 800 1050 1300
Tos K of solving this problem are shown in Table I. Shown there

FIG. 1. Ozone concentration as a function of initial gas pressure. are the optimum values of the parameters., |, and§; for

five fixed values of¢; (variantsn=1,...,5). Itturned out

that forL>5 cm, in all casegy is essentially independent of

fied, wherey]>y,. Here 1, v, v,, and v} are the mass L, so the data in the table are given fo=5 cm. It is clear

fractions of oxygen atoms and molecules in frontwithout ~ from Table, | that the best values af and I’ also change

a prime and after(with a prime the jump. The subsonic slowly as¢; is raised. The optimum condition for the entire

section was not optimized and was treated as a fixed profilget of parameters corresponds to the tabulated data for

with a radius of curvatureR=2h, . The optimum was =5. These data and, in particuld@ih=3.39% are consider-

sought using the method of configuratidhs. ably better than the characteristics of the first maximum in
It has been showthat the main effect on ozone produc- the distribution of the product ozone concentration (1.905%)

tion is from the jump in the concentration of O atoms in the®PSeérved when hot oxygen is injected into the nozzle.
supersonic section of the nozzle. Fpp=10 atm and Note that the main chemical processes responsible for

T,=827 K, and with a nozzle profile having=4.64 cr . the kinetics of ozone production under these conditions are

|”=0.97 cm, andt|=7.86%, the optimum molar fraction of the reactions
ozone wast;=1.905%. m;=0.5 m;=2.0
Note that the optimum conditions of Ref. 4 correspond

to injecting a rather hot gas at a temperature of 827 K into O+O0+M—0,+M (M=0,)+1.9%-3.7%, (1)
the nozzle. Hov_vev_er, by using an optimization t_e(_:h_nique that O0+0,+M—0;+M (M=0,)— 6.2%+2.1%, )
offers a combination of random and deterministic search

variants we were able to observe a second maximum in the O+0O,+M—03+M (M=0)—0.2%+0.3%. 3)

gas dynamic ozone generator. The existence of a second
maximum is evident in Fig. 1. Here the ozone concentratio
(relative unitg is plotted as a function of the initial tempera-
ture Ty from 300 to 1300 K, while the remaining parameters
correspond to the above conditions witi=10 atm and
To=827 K. In Fig. 1 a concentration of unity is taken to be
the ozone concentration under these conditiong; (
=1.905%). AsTy is reduced from the optimumTg=827
K), the ozone concentration falls off substantially because of
heating of the flow owing to recombination reactions, while
the lengthL, of the plane-parallel segment and the other
parameters will no longer be optimal fop<<827 K. At tem-
peraturesT,<<500 K, however, the ozone concentration
again begins to rise and this continues until temperatures
To=300 K. Thus, the nonmonotonicity of the temperature  a» l 0;
dependence in the presence of a jump in the atomic O con- A A 0

centration leads to an additional peak in the concentration of 0 1 ]
ozone molecules for low initial temperatur@g. In this re- b

gard, a search was undertaken to find the most favorable -
conditions for ozone molecule formation in a supersonic
nozzle at low initial temperatureBy=300 K and pressures
po=2 atm. In addition, the statement of the problem was
simplified through the assumption that there is one jump in M T
the atomic O concentration, which occurs only in the super- ,'
sonic section of the nozzle£(=0), and that there is no 0 1.5
plane-parallel section of the nozzlee., L;=0). Therefore,
the search for an optimum was carried out for a wedge;

] | FIG. 2. Distributions of(a) the concentrations of the main components and
shaped nozzle with parametersL, | , and&;. The results  (b) the gas temperature along the nozzle.

Here we have indicated the deviationséinas a reaction
Mate constant of the forr‘r{jzmjKjo is varied to the right of
the reactions. The first column of numbers corresponds to
m;=0.5(i.e., to a reduction in the rate constant by a factor of
two) and the second, tm;=2. When the other constants are
varied, the deviation in the ozone concentration is much
smaller.

Figure 2 shows the distribution of the concentration of

2.0} a
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\

L 100

]
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personic section of the nozzle. Then, as the above analysis

1 [see Eq(5)] shows, in order for almost all the oxygen atoms
formed in the discharge to be consumed in ozone production
(the optimum regimg their concentration should not exceed

3 £,~0.024. On the other hand, a larl®y more than an order

2 of magnitude reduction in their concentration degrades the
nozzle ozonator’'s productivity. We have, therefore, evalu-
ated the feasibility of attaining these concentrations of O
atoms in a discharge in the supersonic section of the nozzle.

4 The concentrationNmolar fraction of atomic oxygen
formed in a discharge in the region between the electrodes
was estimated in the following way. In a gaseous discharge
oxygen molecules are dissociated primarily by electron im-
pact in the following reactions: direct electron impact disso-

200 500 1000 7500 T, i ciation of the molecule:

S

Q
]
¥

FIG. 3. The rate constants for reactiqii$—(4) as functions of gas tempera- e+ OZ_’e"' O+0, (6)

ture (K, K,, andKs in cm®/moPs, K, in cm/moPs). . . - .
K. Kz ® ¢ ) dissociation through excitation of electronic levels of the

molecules lying above the dissociation threshold, with a sub-

the major components and temperatliralong the nozzl&s ~ Seduent transition to dissociating terms:
— I
(dashed _cur\b_efor_the_casen—z (61=1%) from Table I. e+0,—-e+0% ~et+0+0, @
The vertical line in Fig. 2 corresponds to the plane of the
jump in the atomic O concentration. Under these conditionsvhere G is a molecule excited into a suitable electronic
essentially all the excess concentration of O atoms goes intstate, and dissociative attachment of electrons to oxygen
the formation of ozone molecules through recombinatiormolecules:
0+0,+M—0;+M and only a small fraction goes into the _
formation of G molecules. It is clear that recombination, on e+0,—~0+0". ®
the whole, leads to a small increase of 30—40 K in the tem- | order to find the rate constants for these reactions in

perature behind the jump, so that the ozone product mokne reduced-fiel d approximation, the electron energy distri-

ecules are not broken up. _ “bution function f(e) was calculated from the Boltzmann
The reasons for this behavior of the system are hidden igqyatiod

the way the rate constants for these reactions depend on the

temperaturéFig. 3). It is clear from Fig. 3(curve4) that the E_2 € df(e) >y 2_mN ) ¢
rate constant for loss of Omolecules in the exchange reac- 3 S,Njo,(e) dt = M, ° omie)-| f(e)
tion
keT df(e) keT df(e)
O+0;—0,+0, (4) o 4 +; NiBeorole): | fe)+ —— —-

is small, while the rate constants for reactidi$ and (2),
which remove O atoms as,(and Q molecules, are such f“’”‘i NIV,

: . > =—2N i f de’. 9
that at low concentrations of atomic O, the main loss channel 21: 1; e ouj(e")e’f(e")de ©

is reaction(2). Thus, forT~200 K (the characteristic tem- ] o ]
perature of the gas in the nozzle f65=300 K), K,=1.72 HereE is the electric field strengtlz, is the electron energy,

X 105 cmf/moPs andK ,=4.1x 101 cm®/moPs. The rates  Oml is the transport scattering cross section for electrons on
of the corresponding reactions aW;~K,& &, and W, oxygen atoms and moleculd¥; is the concentration of mol-

~ ecules(atomg, m; andM are the masses of an electron and
K28182, sO . .
of a molecule(atom), respectively kg is Boltzmann’'s con-
W, /Wy =K3818,/K 16161 =K, /K, §,=0.24k, (5)  stant,eis the electronic chargd is the rotational constant,
(for T=200 K and¢,=1). o are the cross sections for rotational excitation of the

Therefore, for low atomic O concentrations, for ex- moleculeay;; are the cross sections for vibrational excitation
ample, wheng;<0.024, the ratio of the reaction rates Of the molecules and electronic excitation of the atoms and
W,/W;=10, i.e., under these conditions almost all the omolecules by electron impact, agg is the threshold for the
atoms are expended in ozone production. corresponding excitation reaction. The cross sections were
taken from the literatur®;!* The correctness of the calcu-
lated f(¢) was verified by the usual methtfcbf comparing
the variation in the drift velocity 4(E/N) and characteristic
electron temperatur€(E/N) within the range oE/N con-

As shown in Ref. 4, the optimum from the standpoint of sidered here with published ddta.

a maximum ozone yield in a nozzle ozonator with an elec- The rate constants for the reactions were found using the
trical discharge is to generate the atomic oxygen in the suformula

PRODUCTION OF ATOMIC OXYGEN IN A NOZZLE
OZONATOR WITH AN ELECTRICAL DISCHARGE
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t t
£=2 fOEr K Nefodt+ fo kgne&,dt, (12)

-9 3 where the sum ovarrefers to reaction) and(7), in which
two oxygen atoms are formed, akglis the rate constant for
reaction(8).

The negative ion O formed in reaction(8) does not
directly lead to formation of an oxygen atom. Estimates us-
ing Eq. (12 give an atom concentratiopO]=5.3x 104

1 —-1.2x10' cm3 (£,=0.012-0.262% It should be noted
/ that for specific calculations the Boltzmann equati@

J must be solved simultaneously with the balance equations
for charged and excited particles, as has been done previ-
ously for nitrogef* and oxygen® Nevertheless, these esti-
mates showed that the molar fractions of atomic oxygen
which can be obtained in a discharge in the supersonic sec-
tion of the nozzle are close to the optimum values obtained
above for a nozzle ozonator.

The presence of a second maximum in the ozone pro-

duction curve corresponding to injecting a gas at temperature

' . To=300 K into the nozzle, together with the above estimates

'135 10 15 of the concentration of O atoms in a discharge, has led to the
E/N-10" V-cm? initiation of a series of experiments in which molecular oxy-

] ) ) ) gen at room temperature is fed in from a nozzle in a gas

FIG. 4. Rate constants of the reactions leading to formation of atomic °Xy'dynamic generator, while the atoms required to produce

gen by electron impact as functions BfN: curve 1, reaction(6); curve 2, . . . . ’
reaction(7), A®S; state; curve, reaction(7), B'S.; state: curvel, reaction ~ 0ZONe are created with the aid of an electrical discharge in

3/5)
A
S

1

log(¥%,, cm

=11

(7), the group of levels with a threshold of 9.9 eV; cuiereaction(s). the supersonic section of the flow, as proposed before in
Refs. 4 and 5.
° EXPERIMENT. TECHNIQUE AND RESULTS
kij(E/N)Z\/Z/mJ' gij(e)ef(e)de. (10
0

The experiments were done on the apparatus illustrated

Since the electric field in the region between the elec_schemaﬂcally In Fig. 5. Molecular oxygen at a pressure of

trodes in the supersonic section of the nozzle is nonuniforml_10 atm was supplied from a cylinder tf) the inlet of a
calculations were done over a wide range BN, from Plane, wedge-shaped supersonic nozzle with a wedge gngle
5% 10~ to 1.5 10~ 15 Vem?. The rate constants of reac- of 10° and a throat height of 0.4 mm. The Igngth and width
tions (6)—(8) for these measurement conditions are plotted inggéginngiztfevﬁ%leleo\?v;:du1n51 rg(rjn’c(r)issrt):ﬁa'\/egy' ;’?guo%tilr?t
Fig. 4. The excited states corresponding to the different dis—um with a speed of 20 Iil?er/sp y by ghing
sociation channels in reactidid) are also indicated there. pump P Lo - .
The electron density, in the discharge region was es- A steady-state, transverse dg discharge was.|gn|ted. a dis-
timated for tvpical vaTues of the discharge Currenttance of 10 mm from the throat in the supersonic section of
| =25 150 mAySSing Ohm's law 9 the nozzle. The upper and side walls of the nozzle were made

of quartz glass and the lower wall, of steel. In the upper

j=enuvq, (11 plane, 9 tungsten electrodes were mounted in staggered or-
der, with each supplied by a separate ballast resistance con-
wherej is the current density. nected to the power supply.
For an electrode area of the order of, say, 2 cthe The discharge current was varied over24—150 mA,

range of variation in the electron density for the given rangeand the voltage to the electrodes was 0.8—1 kV. The molecu-
of E/N is roughlyn.=3.4x10°-4.0x 10'° cm 2 according  lar oxygen concentration in the supersonic section of the
to these estimates. nozzle in the region between the electrodes ranged from
The products of the reactions within the discharge aré.6x 10'8 to 4.4x 10'® cm™3 along the gas flow.
removed by the gas flow in the nozzle over short times The amount of ozone in the flow from the nozzle was
=d/V=<20 us (d is the size of the electrode along the flow determined by iodometric titration. Table Il lists the mea-
andV~500 m/s is the flow velocity in the gap between thesured ozone concentration for different discharge currents.
electrodey so that the reverse reactions and the effect oOne can see a linear dependence of the ozone yield on the
vibrationally excited molecules were neglected in the calcuenergy input for moderate currenfg0—80 mA, but a the
lations. Then the molecular fraction of atomic oxygen gen-discharge current is raised further, the ozone concentration
erated in the discharge can be estimated from the followingaturates. The maximum ozone content in the flow under
expression: these conditions was 0.3%. The above estimates of the molar
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FIG. 5. Conceptual diagram of a nozzle ozonator employing an electrical discHargecylinder of oxygen,2 — nozzle ozonator3 — electrodes4 —
ballast resistors; — potassium iodide cell.

fraction of atomic oxyger; formed in the discharge are also ciency of ozonators are: the specific output per unit discharge
shown in Table Il. Evidently, for high discharge currents area(g/h-dn?), the specific energy expenditure for electrical
condition (5) is satisfied, when essentially all of the oxygen synthesis(kW/h-kg), and the ozone yield per unit mass of
atoms are expended in ozone formation. In this case, ththe ozonatokg/kg). However, given the fundamental design
measured and calculated molar fractions of ozone are idifferences between conventional ozonators, which custom-
good agreement. arily use a cylindrical discharge geometry, and the device

When the inlet pressure was changed from 1 to 10 atmglescribed here, it is reasonable to introduce the specific
the relative concentration of ozone hardly changed. The oxyezone output per unit volume of the reactor, relative to the
gen feed rate for this nozzle is of order 1pgtatm) g/s. For  gas feed rate. Table Il lists the comparative characteristics
an inlet gas pressure pf=10 atm, the feed rate is 15.7 g/s, of several industrial and semi-industrial devices for ozone
so the ozone concentration is 6.4 d/mand the measured production. The best parameters at present are those of an rf
and calculated molar fractions of ozone are in good agreeszonator under development at Moscow State University. It
ment with each other. is evident from Table IIl that that ozonator is inferior to the

It is clear that the productivity of the ozonator can beone described here. The studies done in this paper show that
increased substantially by raising the initial gas prespgre it is possible to obtain a specific output per unit reactor vol-
It should be noted that the reduced electric field between thame exceeding that of the ozonator of Ref. 1 by a factor of 5.
electrodes corresponds roughly to the value where a largéhe specific output relative to the oxygen feed rate exceeds
fraction of the energy of the discharge electrons is expendethat of the ozonator of Ref. 1 by a factor of 20. The very high

in reactions(7).8 ozone yield per unit mass of the reactor is noteworthy.
In the nozzle ozonator described here the calculated tem-
CONCLUSION perature in the reaction zone is70 °C. It should be noted

that in a nozzle, low temperatures are automatically main-

e s g e because of e fow s xpanding, Ths makes i pos
: T . : b y . “Sible to avoid forced cooling, so the design of the ozonator is
trial and semi-industrial equipment for ozone production.

The aenerally accepted parameters characterizing the efﬁ_impler and it is smaller. Furthermore, further expansion of
9 y P P 9 the flow along the nozzle reduces the collision frequency of

the molecules and, thereby, reduces the probability of disso-
TABLE 1. Volume concentration of product ozone as a function of dis- Ciation of the ozone formed in the discharge. It should be
charge power. noted, however, that there are at least two problems related
to delivering the product ozone to the site where it will be

EL(T I mA P W (exg?é’ri?en)t (Calgcll;loaﬁt’ion use_d. First, there are reactions _in the discharge aﬁerglow,
which can reduce its concentration. Second, as the flow is
1 24 19 0.12 0.042 slowed down, the gas is heated and this leads to a drop in the
g 32 gg 8:;:71 8:222 0zone concentration.
4 150 120 0.3 0.262 Further improvement of the ozonator described here will

involve optimizing the gas composition and the nozzle pro-
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TABLE Ill. Comparative characteristics of some types of ozonators.
Specific Ozone Frequency
Gas Ozone Specific yield rela- yield per of dis-
Ozonator feed concen- Ozone Energy yield per tive to gas unit mass charge

Type of mass, Volume, rate, tration, yield, cost, unit vol, flow rate, of ozona- current,
resonator kg h m°/h g/nt g/h kWh/kg g/h-m? g/h-m® tor, g/kg Hz
OPCh-61, 1876 — 100 12.5 10000 13 — — 5.4 2400
USSR
OP 121, 170 — — 20 1600 22 — — 0.95 50
USSR
USA Patent — — — 14 450 2.2 — — — 10000
No. 4016060
“Treilingas” 3000 — — 18 2016 12 — — 0.67 1000
Unit-76,
France
Single-tube 25 14103 16.3 30 490 5.3 3410 2.1x10* 19.6 3000
rf ozonator,
Moscow State
Univ., Russia
Nozzle ozona- 0.2 1%10° 40 6.4 25 5.3 1.x10° 4.2x10° 1700 dc dis-
tor, Inst. of charge
Mechanics,

Moscow State
Univ., Russia

file, as well as the type and energy characteristics of the*v. N. Makarov and O. P. Shatalov, Izv. Akad. Nauk, Mekh. Zhidk.
electrical discharge.

sented here demonstrate the prospects for using supersoni

nozzles in ozone production.
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Poiseuille problem for an ellipsoidal-statistical equation and nearly specular boundary
conditions

A. V. Latyshev and A. A. Yushkanov
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An analytical solution of the Poiseuille problem is obtained over a wide range of Knudsen
numbers for the case when the tangential momentum accommodation coefficients of the channel
walls are much less than unity. An expression for the mass flux is derived that is valid for
Knudsen numbers much smaller than the reciprocal of the accommodation coefficients. A new
intermediate flow regime, for which the mass flux is given by an expression that differs

from the classica{macroscopicform, is found to exist. ©1998 American Institute of Physics.
[S1063-78418)00511-X

For the case when the tangential momentum accommcelassical Poiseuille problem of a gas flow in a plane channel
dation coefficients of the channel walls are much smalledriven by a pressure gradient. An analytical solution of the
than unity, we have obtained an analytical solution over groblem is obtained over a wide range of Knudsen numbers
wide range of Knudsen numbers. We have derived an extor tangential momentum accommodation coefficients much
pression for the mass flux in the channel as a function of thémaller than unity. An ellipsoidal-statistical model for the
pressure gradient and the channel dimensions. This exprelinetic equation is used which yields the correct Prandtl
sion is valid for Knudsen numbers much smaller than thehnumber.
reciprocal of the accommodation coefficients. Thus, the stan- 2. Let us consider a plane channel of width2d, in
dard macroscopic theory of gas flows in channels, valid fowhich a longitudinal pressure gradient is maintained. We
Kn<1, has been generalized to the caseKin<g, where shall assume that the gas flow in the channel is stationary.
g=max(;,q,). We show that there exists a new interme- We shall de_scribe_ the kinet_ics (_)f the process using a _B_oltz-
diate flow regime forg<Kn<1 in which the expression for Mann egquatlon Wlth an ellipsoidal model fqr the collision
the mass flux differs from the classidahacroscopit form. integral: .Let us introduce a sygtem of .coordmate_s centered

1. In recent years there has been heightened interest @ the middle of the channel with theaxis perpendicular to
problems regarding the motion of gases in chantéias a the wall. Let thez axis be directed glo_ng the pressure gradi-
rule, purely diffuse boundary conditions are considered. On&"t- W€ assume that the process is isothermal. We shall as-
exception is the case of the analytical solution to the problerr_?ume that the.relauve pressure drop over thg mean free path
of electron behavior in a metal layer for specular boundar))s’. smaII: In this case, the problem can be linearized and a
conditions>* Purely specular boundary conditions, however,d'smbunon function of the formi =f(1+h) can be sought.
usually lead to a trivial result in the kinetic theory of gases.

At the same time, in_terest ir1 problems with a restrict_ed ge- fo=n(2)(M/2kT)¥exd — mu2/2kT],

ometry is currently increasing. Thus, the plane Poiseuille

problem has been examirfeid an almost continuous regime wheren is the concentration of gas moleculesjs the mo-
with first- and second-order slip. The Poiseuille problem forlecular massT is the temperaturey is the molecular veloc-

a cylindrical pipe has been solved numericdligas flows in ity, k is the Boltzmann constant, and the functhois a linear

a layer have been examirfeds in Ref. 6, by expanding in a correction to the local equilibrium functiofy,.

Neumann series. In all these papers, purely diffuse boundary For this problem, the ellipsoidal-statistical equation can
conditions were used. The opposite case of nearly speculde written in the form

boundary conditions has not been studied. The purpose of

the present paper is to fill this gap. gh — 4lnn

Two methods, the Wiener—Hopf and Case mettbals Uxax +U2W: v
customarily used for solving boundary value problems ana-
lytically. The latter has the advantage of providing a distri-Here
bution function, as well as the values of the macroscopic 3 )
parameters. In this paper we use Case’s method. In Refs. 3 :< m ) f ex;{— mo™
and 4, the Case approach was used to develop a method for 2w kT 2kT
solving kinetic problems for layers with specular boundary
conditions. In this paper, this method is generalized to the _( m )3/7 B mo?
case of nearly specular boundary conditions. We consider the ~ ** | 27 kT ex 2kT

m m \2
ﬁvZU—Z m vaszz_h . (1)

v,hdv,

vyv,hd,

2kT
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and v is a constant having the physical significance of a  For —o<p<+o, we take a solution of Eq€¢6) and
collision frequency. (7) in the space of generalized functidhs

We introduce the dimensionless variabl€s=/Bv,
U’=JBU, x'=Brx, d’=Bdr, and B=m/2kT. In the 1 1 ,
following we shall omit the primes ob’, x’, andd’. Then O(n,p)= In ] PHJFG” Nm)S(n—p).
Eq. (1) can be rewritten in the form &

dh o[ e e Here the symboPx ™! denotes the distribution — the prin-
Cuog Th+CK=2m f e~ CC(1-C,Coha’C’, cipal value of the integral ok~%, 5(x) is the Dirac delta

) function, and\ (2) is the dispersion function given by

where
)\(z)=1+iz e ™ dr
_dinn NP T—2

o9z

. . We construct the general solution of the homogeneous
The diffuse—specular boundary conditions on the func- : : :
. : ) equation corresponding to E@), in the form of an expan-
tion h have the following form:

sion in the eigenfunctionsb(#,u), of the characteristic

h(-d,C)=(1-qg;)h(-d,C-2n4,C), C,>0, equation(7),
h(d,C)=(1-0gz)h(d,C—2n,C), C,<0. ) =
: dfc(x,u)=f e P (n,u)a(n)dn, (®)
Here q; and g, are the tangential momentum accommoda- —

tion coefficients(the specular coefficientsor the lower and
upper surfaces, respectively, angdandn, are the unit vec- Wwhere the functiona(#) is referred to as the continuum
tors normal to the lower and upper surfaces, directed towargpectrum coefficient.
the interior of the channel. It is clear from the form of E2). Let us substitute the general solution of E()
and the boundary conditior(8) thath can be sought in the W(X,u)=o(X, )+ ¢c(X,u) in the boundary conditions
form h=uv,(x,u), where u=v,. Then Eq.(3) can be (5. We then obtain
transformed to the equation

[e(—d ) = he(—d, =) ]+ d1¢pe(—d,— p)

oY 1 (>
Mﬁ—x+lﬂ(x,ﬂ)+K=\/—; e (Ampp )P p)du. = —[o(—d,p) = ho(—d, — p)]
(4) _qllpo(_d,_,u), 1“>Ov (9)
The bound diti for the functi b
rewritteen aosun ary condition§3) for the functiony can be [0 ) — el — 1) ]+ Cotha(d— 1)
W(—d,p)=(1—q)(—d,— ), u>0, = —[o(d,u) = dho(d, — ) ] = Aaho(d, — ),
p(d,u)=(1-0z)¢(d,— ), w<O0. 5 u<0. (10)
It is easy to verify that the particular solution of Ed) Note that
is the function
3 2 2
bo(X,u) =K EXZ—ZX,u+2,u2+a0+a1 X—§M”, l/fo(dy,u)_llfo(dy_ﬂ)ZZK(_2dﬂ_§31M ,

whereay anda; are arbitrary constants. w0
3. We shall seek a solution of the homogeneous equation (X, ) — (X, — @) = j O(n,u)[e ¥ "a(y)
corresponding to Eq4) in the form -

—eX7a(—n)]dy.

X
tﬂn(x,,u):exp( - —)‘D(n,,u)
7 From the conditiong9) and(10), we obtain the integral
with the condition equations
E ' ’ *®
| eraonnnan=t © [ euwietac-e “a- )y

We obtain the characteristic equation w
+q1f_ e 7d(n,pa(-n)dy

(=) P(n,pn)=—=n. (7)

-

=ue1(d,d1) —Qrea(u,d), u>0, (11
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- - d
J w@(n.u)[e_d”’a(n)—ed/"a(—77)]d77 M(Z)=j_xn[e_d’”a(n)—ed’”a(—n)]nTnz, (14)

=l we arrive at two Riemann boundary value problems
+0z | 7P (n,p)a(—n)dy

N (INT ()= Vmea(d,qn) w]— A~ () [N (w)

= pe1(—d,0p) —da@2(p, —d), w<0. (12 .
—\me1(d,q1) w]=— A1, d) signg,

Here
—co< <400, (15

2 1
‘Pl(d:Qi)ZZK( 2d+ zat qd— z0ian

N ()M T () = Ve (—d,az) wl—A ()M~ (w)
@, d)= K<§d2+a0—a1d+2,u2). - \/;(Pl(_d7q2)/'l’]:q2(p2(/'l”_d) signu,

et . —co< pu< 4w,
The first integrals on the left-hand sides of E(sl) and SH OC (16

(12) are odd functions ofi. Let us assume that, andq, are Given the behavior of the functions in Egdl5) and

small, i.e.,q;<1, wherei=1,2. For a wide channel, where (16) e obtain the general solutions of these problems,
Kn=I1/2d<1 (I is the mean free path of the molecylethe

second integrals on the left of Eq&ll) and (12) can be
neglected. In fact, the two integrals are related through thél(z) =2\mK
collision integral of Eq(4), from which it is clear that their

z

2 1

ratio is of order Kn. Thus, the second integrals in Ed4) 3, P(2) 72+ 722(2)
and(12) are of orderg;Kn relative to the first integrals. We —:K|5d*+ap—ad Nz TN
shall assume that the conditiopkKn<1, withi=1,2, is sat-
isfied. In this case, the second integrals on the left of Egs. (17
(11) and(12) can, as we have said, be neglected. Thus, in the
following we shall consider the equations M(z)=2\7K| 2d+ gal—%( d+ %31 2
|” wnmretracn —e 9ra(- iy 3, WD) 22
— +qoK Ed +ag—ayd m-i-zquW
=pe1(d,q1) —grea(p,d),  u>0, (18)
N ~dI a0 ) — aa(— Here
~ @(p.p)le TTa(n)—e""a(—n)]dy
e _ o du
= pe1(—d,d2) —Gapa(p,—d), <0 W(2)=|  (signujue * .

The left-hand sides of these equations are odd functions.

Let us extend both equations over the entire axis, continuing Vo€ thatN, M, andy are odd functions. In order for
their right-hand sides as odd functions. We obtain the equa%-1e solutiong17) and(18) to serve as the auxiliary functions
tions N andM introduced in Eqs(13) and(14), we eliminate the

simple pole at the poirg=< in the solutiong17) and(18).
o This is done by choosingy anda; from the equations
|” a(mre7aim—e vra-man

a
— 1(d,01)— Qr@a(je,d) Signu, —oo< <+, ﬁ[‘d(z‘ql”?z‘ql)

ool 3
f O (7, u)[e7a(7)~e¥7a(~ 7)]dp=pey(—d.qp) ‘ql(§d2+a°‘ald+2 =0
+q2Q02(,lL,_d) Sign,(L, —o<u<+onm, aj;
Vald(2=ap)+ 5 (2-a)
4. Substituting the eigenfunctiond(#,u) in these
equations and introducing the two auxiliary functions 3
+0s §d2+ao+ald+2 =0.

N(z)= e¥7a(n)—e Y7a(— 9)]—-, 13
2 fﬁw”[ () ( 77)]77—2 a3 From these equations we find
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9 3 3
4\/Ed+(q1+q2)(2+—d2—2\/?d +010,| —=d— 2+—d2—\/Fd)
2 Jr 2
ap=— 3
—d-1 +q.+
(\/; )Q1Q2 01702
3d(q:—qy)
a]_:_
( > d-1 +q;+
I 0192701702
|
5. We now calculate the mass flux in the channel, 2min(e”Y7a(n)—eY7a(— 7))
d + -
i 3
J=2dJ j()dx, S —d2+a0+a1d+27,2)(m—"/’ (n))
- 2 M) A ()
where 1 1
N () N (1)

j(X)If m¢fov§d30
Subtracting the second equation from the first, we find

2 p
——35| e " dxpudu=—=3 q 1 1
1/ 2) - \/E 4migla(n)+a(— )]smh— —2K 17( " - — )
is the mass flux density and AN A ()

+ —
J S e g(x,u)du (Gt a2 T f*zﬂ; - fz”;)
1 2\/; w ’ n n
3
is the dimensionless mass flux density of the gas. x| a,d(q;—0g,) — (§d2+ ap+27°|(q1+02)|. (19
We have
o 5 o ) Note that
f e # t//(X,,u)d,u=f e " Po(X,u)du
o o * - e 7t(—
] ] t/f+(77)_¢7(77):2ﬁ | 7le” " t(= 7))
+f e_"zd,uf e_X/”(D(n,,u.)dn N(n7) N (») AT (mN~ (77)
1 1 2\mine "
‘WK< X raotan N N N ()
o where
+f e X71a(n)dy.
Therefore, the mass flux of the gas is t(n)= J_xe_T —7n (20
2dp [1 d Here we use the notation
J=—=K|zd®+(1+ag)d|+ nsmh—a( 7)d(7).
T 12 ‘/_ . .
_ 1 (= [n|e”"t(—|n|)dn
From Egs.(13), (17), and (14), (18), respectively, we W= PR (k=1,3),
have - INT ()]
27 p(e¥7a(n)—e Y7a(— 7)) 1 (> 7% "d
g 7 7 o= — % (21)
3 ¥ () 7= [N ()]
=-qiK| 5d*+ag—a;d+27°|| —
2 N (7) Numerical estimates show thay;~1/J/m and y;

_ ~3/(2ym), and from the contour integration we find that
d (7’)) —2q, 77( 1 1 ) 5~3/\Jm. Using Eq(20) with the notation(21), after inte-

N (7n) N () - N ()] grating Eq.(19) from —« to +, we obtain
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Xy1+2y;3

whereq=(q;+0,)/2 andp=(q;—0,)/2.
Therefore, the mass flux is given by

_2dp

M=

1
K[§d3+(1+a0)d+q(5— ¥3)

1/3 ) 1
—as Ed tag|yit Epaldh

or, in dimensional form,
3

3=371 1ra) (s
=355\ 7] T(1Faly+a(d—vs)
1 (3/d\? 1 d
— 50|51 7) tao|rntspaiy|[VP,

whereP is the gas pressure.

J na( ﬂ)Sinh;dn= \/;Klqa— E[(§d2+a0

1
q-+ Ealdpm],

A. V. Latyshev and A. A. Yushkanov

This formula is the same as the standard formula for the
mass flux in a channel in the hydrodynamic lifit.

There is another gas flow regime, whgreKn<1. In
this case, the expression for the mass flux of gas takes the
form

8 p ., dP
A1 +d2 7 dz’

Therefore, for nearly specular boundary conditions, there
is a regime in which, despite the smallness of the Knudsen
number, the expression for the mass flux of gas in a channel
differs from the hydrodynamic formula. The transition to the
purely hydrodynamic regime occurs under the stronger con-
dition Kn<q.
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A three-dimensional numerical model is developed and the aerodynamic loads are determined for
the three-dimensional flow acting on a blunt cone flying in the atmosphere along the

boundary of a rarefied region, as functions of the degree of immersion of the surface of the body
in low-density air. The nonstationary gas- and aerodynamic processes accompanying the

entry and exit of the body from the rarefied region are studied. The aerodynamic coefficients
obtained with an approximate model are compared with the three-dimensional

calculations and found to be in satisfactory agreement with them19@8 American Institute of
Physics[S1063-78428)00611-4

INTRODUCTION interaction of a conical body with a rarefied volume for dif-
ferent orientations of the body and volume. Because the rar-
The motion of bodies through density inhomogeneitiesefied region is not positioned symmetrically with respect to
in the atmosphere has been studied in various gasdynamile axis of the wave in this statement of the problem, the
formulations:~" The interest in this problem is explained by resulting flow has a pronounced three-dimensional, nonsta-
the fact that when bodies interact with atmospheric inhomotionary character. The most natural method of studying this
geneities, aerodynamic loads develop which can have a sigind of flow is three-dimensional numerical modeling. Here
nificant effect on the motion of these bodies, by changing theve also present some calculations of the aerodynamic char-
drag coefficient or by creating an additional lift force and acteristics of a blunt cone moving along the boundary be-
rotational moment. During supersonic motion of bodies intween regions with different densities.
inhomogeneous media, substantial changes can also occur in
the bovy shock and in the structure of the shock layer, Whlc_:réTATEMENT OF THE PROBLEM
are of independent interest. Most papers devoted to the in-
teraction with inhomogeneities consider inhomogeneities in ~ We consider a conical shock wave created by a blunt
the form of rarefied regions created by the delivery of ther-cone flying with velocityU,, in a homogeneous atmosphere
mal energy to the gas. In most cases it is assumed that at zero angle of attack. At timie=0, a portion of the surface
interaction of the body with a rarefied region does notof the bow shock comes into contact with a rarefied region of
change the axial symmetry of the flow around the bbdy*®  the atmosphere. The low-density region is isolated in space
References 4 and 7, however, began the study of this sort &fy two plane contact boundaries. The axis of the cone is
interaction between a conical shock wave and a rarefied rgparallel to one of the contact boundaries and perpendicular to
gion in which the initial axial symmetry of the flow around a the other. The characteristic si2eof the rarefied region in
blunt cone is broken. In Ref. 7 it was assumed that the rarthe direction of motion of the body is several times greater
efied region which comes into contact with the shock has théhan the length. of the cone. The pressuR, in the rarefied
shape of a channel whose axis is orthogonal to that of theegion equals the pressupPe in the unperturbed atmosphere,
cone. In this paper we examine another variant of this interwhile its densityp, is lower than the unperturbed density
action, of which a particular example was first studied inp,,. Figure 1 shows the locations of the conical shock, the
Ref. 4. We study the case in which the rarefied volume isone, and the rarefied region relative to one another, as well
extended in the direction of motion of the body and the coneas the coordinate system used in the calculations. The coor-
moves along the boundary separating the regions of differerdinate of the contact surface parallel to the axis of the cone
density. Here part of the surface of the body and the bowand theY OZ plane equals(, so that the distance from the
shock are immersed in low-density air and move in it. Theaxis of the cone to the boundary of the rarefied regidiXjs
aerodynamic loads experienced by the body during this soMVe introduce the dimensionless impact parameteiX/R,,
of motion can be substantial. This is suggested in our earliewhich is convenient for determining the position of the body
work, in which we have examined the case where a halfelative to the rarefied volumeRy, is the radius of the cen-
cone is immersed in rarefied air. In this regard, it is interestiral cross section of the coneWhene=—1 the cone is
ing to track how the character of the flow and aerodynamientirely in dense air, while whea=1 it is entirely in rar-
forces change with different degrees of immersion of a conefied air. If =0, then half the body will be in rarefied air
in a rarefied volume. In this paper, numerical simulation of aand the other half in dense air. In the calculations
three-dimensional flow is used to study the nonstationaryvas varied over the limits-1<e<1. The purpose of the
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by the anglep, the subscript O denotes parameters of the air
on the segment of the bow shock lying within the rarefied
region, and the parameters of the air on the rest of the shock
surface are equal to the unperturked, p.., andU,,

The three-dimensional nonstationary Euler equations are
integrated using a Godunov explicit difference scheme with
first-order accurac§.The calculations were done with ex-
plicit capturing of the bow shock. Along thi¢axis the com-
putational region contains 120 mesh points, which become
denser near the blunted part. The computational region is
divided uniformly in the angular coordinate. The total num-

P 2 ber of mesh points in the computational region for the angle

ool ¢ over 0 to 180° is 31. Between the surfaces of the body and
the bow shock, the coordinate is uniformly divided into 20
mesh points. Thus, the total number of mesh points in the
computational region is 12031X20=74400. The finite

difference method for calculating shock wave flows on
FIG. 1. A sketch of the interaction of a body and a conical shock wave WlthmeSheS of this type usmg a Godunov scheme has been de-

a rarefied region{1) blunt cone,(2) bow shock wave(3) low-pressure  Scribed elsewherg?10
region.

COMPUTATIONAL RESULTS
calculations was to establish how the aerodynamic forces Di ionl iabl dt t th
acting on the body depend on the degree of immersion of the IMmension’ess variables are used 1o represent the com-
cone in the rarefied volume or, in other words, to determinepm"jltlonal results. The coqrdlnqtes are in units c.)f the IeI_Jgth
the dependence of the aerodynamic coefficients on the “im9f the cone, the pressure in unitsRE, the density in units

pact parameter’s, i.e., the distance between the axis of theOf p=, the velocny in units ol.,, angl the t_|me In units Qf
body and the boundary of the rarefied region L/U.. In all versions of the three-dimensional calculation,

the velocity U, of the cone remained constant and corre-
sponded to a Mach number Ma 15.6. The inclination of
COMPUTATIONAL TECHNIQUE the side surface of the cone to the axis was 7°. The param-

The problem of the interaction of a rarefied volume with €tere was varied and took the values0.85, —0.54, 0, and
a conical bow shock was solved by a method described in the- 0.54. The density of the air in the rarefied volume was 10
literature”*1° The gas flowing past the object is assumed tofimes smaller than the unperturbed dengigy=0.1. The dis-
be inviscid and thermally nonconducting, and its motion istanceZ, in a specific calculation depended on the magnitude
described by a three-dimensional, nonstationary system ¢if ¢ and was determined from the coordinates of the unper-
Euler equations. The form of the equations used in thdurbed shape of the bow shock. The calculations were begun
present calculations is given in Ref! The equation of state at timet=0, which corresponded to the beginning of contact
of an ideal gas with a constant adiabatic indexef1.4 was between the rarefied region and the bow shock and were
used in the calculations. The numerical solution of the probended when the body had penetrated the rarefied region by a
lem is carried out in a cylindrical coordinate system rigidly distance of 1-2 times its own length, i.e., when
attached to the bod§Fig. 1). The Z axis coincides with the ~(1—-2)L/U... In the calculations witlz = —0.54, after the
axis of the cone. The flow is symmetric with respect to theflow was established, the calculation was continued with new
XOZ plane. The angle is reckoned from the upper half of boundary conditions which signified the departure of the
the XOZ plane, viewing from the direction of the nose. The body from the rarefied region and its return to air at normal
rarefied region is modeled by specifying time dependenglensity. This setup of the problem simulates the interaction
boundary conditions at the surface of the bow shock. Th&@f the body with a rarefied volume of finite length, with
coordinates of the segment of the outer surface of the shodkear dimensions of the order of the lendttof the cone.

which is in contact with the rarefied region at tineare The calculations yielded a detailed spatial-temporal pic-
given by ture of the flow as the body enters and leaves the rarefied

region. We present some figures illustrating these results.
Zo<Z<Zy+U.,t, ry(Z,¢)cosp<X. @ Figure 2 gives an idea of the density distribution in the shock
In this segment the parameters of the air are layer during the interaction of a cone and a rarefied volume
U-—U P _p - ) with e=+0.54. The distribution corresponds to the time
07 Mes  F0T s POSPer t=0.56, when the cone has entered the rarefied region to a
In Egs.(1) and(2) Z, is the coordinate of the boundary depth of ~1/2 its length. The figure shows the meridional
of the volume perpendicular to the axis of the cone at timecross section of the plane passing through the direction
t=0, X is the coordinate of the contact boundary parallel too=0-180°. The magnitude of the density is proportional to
the axis of the cone,(Z,¢) is the radius of the bow shock the intensity of the shading. The dashed curve, as in Figs. 4
at the cross section with coordinafeand direction specified and 5, indicates the boundary of the rarefied region. It is
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dimensional flow which arises during expansion of a circular
cylinder into a gas at rest with its radius increasing as
R=U_tanBt. For the motion of a blunt cone, the analogy is
retained with a correction for the initial momentum and en-
ergy imparted by the blunt end to the motionless gas. Figure
4 gives an idea of the pressure distribution in #we 0.55
cross section at time=0.88 as the cone moves in a rarefied
volume with an impact parameter= + 0.54. This distribu-
tion can be regarded as the result of the expansion of a cy-

Ppe

Z lindrical piston in a motionless gas with a nonuniform den-
FIG. 2. Density of air in the shock layer in the meridional cross sectionS/tY- ReC.a" that, accqrd_lng to the statement (_:’f the problem,
»=0-180°. the densityp, of the air in the rarefied region is an order of

magnitude lower than the initial densipy, . This means that

the pressure at that part of the cone which moves in the dense
quite clear how the shock surface is distorted in the low-gas is higher than the pressure on the surface immersed in
density region. As the body enters the rarefied volume, théhe rarefied air. At the same time, the radial propagation
part of the shock layer moving through the rarefied area igelocity of the shock in the dense air is lower than in the
“puffed up.” According to the initial conditions for the rarefied air. At the boundary of the regions of different den-
problem, the speed of sound in the rarefied air is a factor osity, where shock waves with different intensities and differ-
three higher than in the dense air, while the density is a®nt velocities are joined, a three-wave configuration devel-
order of magnitude lower. This leads to a reduction in theops. This figure also illustrates the shape of the surface of the
intensity P,/ P.. of the bow shock in the rarefied air and to shock wave at this cross section, which is characterized by
expansion of the shock layeP(y is the pressure in the bow substantial “puffing out” of the shock layer moving through
shock. To complete the picture, Fig. 3 shows the three-the rarefied air. The excess presswB=P;—P., on the
dimensional shape of the surface of the bow shock for theonical surface in the rarefied region is roughly a factor of 8
same interaction conditions= +0.54 and at the same time Smaller thanAP in the dense region of the flow, which is
t=0.56 as in Fig. 2. The spatial deformation of the initially close to the expected value; 10, given by the formula
conical shape of the bow shock as the body enters the raA P~ p,.UZsirg.
efied volume is quite evident in Fig. 3. In Fig. 5 we show a fragment of the velocity distribution

We now give some examples of the distributions of theat the same cross sectiod=0.55 and the same time

gasdynamic parameters over the angular and radial coordi=0.88. The circular motion of the gas in the region where
nates. To do this, we examine the flow parameters in planeair with different densities comes into contact is also evident
perpendicular to the axis of the cone. According to the law of
“plane cross sections* during the hypersonic flight at ve-
locity U,, of a thin circular cone with a half anglg, the
distribution of the gas parameters in planes perpendicular to
the direction of motion of the cone is equivalent to the one-

0.082 -

i
/ '// /,//
e
< = = -0.25

! L L
0 0.82 0.17 .26 Y

FIG. 3. The shape of the bow shock wave of a blunt cone as it interacts witlirlG. 4. Constant-pressure contours in the shock layer in the cross section
a rarefied volume. Z=0.55.
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X

0.052

FIG. 5. The velocity field in the shock layer at the cross sectier0.55 for
angles 6<¢<90° (view from the side of the noge

there. The pressure in the rarefied region is greater after paglG. 6. The aerodynamic coefficier®;, (1) andCy, (2) as functions of time
sage of the shock than the pressure in the unperturbed affuring the interaction of a cone with a rarefied region.
Air from the rarefied region expands laterally into the sur-

rounding unperturbed gas, forming a transition region where L ) .
shocks with different propagation velocities meet. In endingforce Fq and pitching momenm increase. These quantities

this discussion of the three-dimensional flow, we should€@ch their stationary values over a tiheL/U.., which
mention that a series of three-dimensional calculations of th€0rresponds to the body’s entering the rarefied air along its
movement of a cone along the boundary of two regions witientire length. Att~1.5, the cone begins to return to the
densities differing by 10 or more times showed that the tranormal atmosphere. The coefficiers, and C,, then de-
sition from the dense to the rarefied flow at the surface of théréase, since there is a return to a symmetric flow around the
cone takes place within a narrow region near the contad?0dy, go to zero when the body is again moving in homoge-
boundary and is not accompanied by significant mass trandl€0us air. Note the nonmonotonic characteCgft) owing

fer between the dense and less dense regions of the flow. t0 the sensitivity of the magnitude and sign of the pitching
moment to the size of the rarefied region and its position on

the surface of the cone.. Evidently, the cause of the lateral
force and rotational moment is the rarefied region which de-

As we have said, the change in the aerodynamic charad€lops at the surface of the body as it moves through the
teristics of the body as it interacts with the rarefied region idow-density air. How long this aerodynamic load acts is de-
of considerable interest for applications. In our three-termined by the existence time of the rarefied region.
dimensional calculations, we evaluated the aerodynamic co- L€t us compare the computational results obtained with
efficients of normal forceC,,, drag forceC,, and pitching the same formulation of the problem, but with different de-
momentC,, of the cone. These coefficients provide a mostdreese of immersion of the body in the rarefied air. Figures
complete characterization of the aerodynamic loads experil @nd 8 show how the normal for€z,, dragC,, and pitch-
enced by the body as it enters and moves in the rarefietfd momentCy, coefficients of the cone depend on the de-
region. In our caseC, is defined as the ratio of the projec- 9ree of immersion of the body in rarefied air in the case of
tion of the aerodynamic forc€y along theX axis to the stationary motion. Besides the three-dimensional calcula-
quantity 0.%,,U2S, C. equals the ratio of, to the same tions, which are indicated by the data points, the smooth
guantity, andC,, is the ratio of the pitching moment,
calculated with respect to the center of mass of the body, to
0.50.,U2SL, whereS is the area of the midsection of the 0
body.

Figure 6 shows the time variation in the coefficients of
normal force and pitching moment for the same set of calcu-
lations in which we examined the entry and exit of the body
from the rarefied region. Essentially, this calculation models
the interaction of the cone with a rarefied volume of length
A=2L. An impact parameter of = — 0.54 means that dur-

AERODYNAMIC CHARACTERISTICS

L

e
T

e’ c -0
[~

ing stationary motion of the body along the boundary of the -5k 2

regions of different density;- 20% of the surface area of the

body is immersed in the rarefied air. We now explain the u

time dependence<,(t) and C.(t). For uniform flow -1 — L ! L
around the coneC,, andC,, are zero. At timg=0 the bow 10 05 8=X0/R 0.5 0
shock comes into contact with the rarefied channel. As the L

cone enters the rarefied volume, the area of the rarefied reig. 7. The drag1) and lateral force(2) coefficients as functions of the
gion on the surface of the cone grows, so that the lateralegree of immersion of the body in a rarefied volume.
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0} immersed in the rarefied air. Here the moment is directed so
that the bottom part of the body will be immersed in the
rarefied air. Where=0 and, in general, fofs|<0.16, the
nose of the cone is immersed in rarefied air. The high sensi-
tivity of the magnitude and sign of the moment to the posi-
tion of the contact boundary makes it difficult to predict the
possible motion of the cone whenis close to zero. How-
ever, for|e|>0.5, i.e., for almost complete or, in the oppo-
site case, for negligible immersion of the object in the rar-
efied volume, the results of the interaction are entirely

predictable.
-10 ] 1l ] 1
-10 -0.5 g 0.5 10
e=X/R,

FIG. 8. The pitch coefficients as functions of the degree of immersion of the
body in a rarefied volume. CONCLUSION

L 48 sh he d q btained f The cycle of two and three-dimensional calculations per-
gxrvz_s n F|_gS. 7| anl 8|St owt fe epgfn enges 0 talnz throfﬂrmed here has revealed a mutual position of an extended
o-dimensional calculations of a uniform Tlow aroun € arefied region and a blunt cone for which the aerodynamic

body. These coefficients ,, C,,, andC,,, were calculated . . ) .
. L : coefficients of a cone flying along a boundary with a rarefied
using an approximation for the motion of a body along the " . . .
region are maximal. Thus, the maximum pitching moment

interface between two regions with different densities. In this .

approach, immersion in rarefied air was modeled by specify'—vI max OCCUrS when eltheng% or NB,O% of the- lateral
ing zero pressure on that part of the body’s surface lying isurface area of 'Fhe cone is m_mersed in the rarefied volume.
the rarefied volume while keeping the pressure on the rest ofh® cone experiences a maximum lateral fofGga when
the body unchanged. Here and in the following, the subscripioughly half the body’s surface is immersed in the rarefied
2 denotes coefficients obtained in this approximation for twadir. Finally, when>60% of the body’s area is immersed in
dimensions. The observed agreement between the approxhe rarefied region, the drag forée. becomes negligible.
mate and exact calculations of the interaction shows that the

aerodynamic coefficients can be calculated in terms of the

two-dimensional approximation with an accuracy that is ac-

ceptable for practical purposes. The physical reason for the

good agreement between the three-dimensional calculatiorf$lere we note some errors in Ref. 7. In the last term of the last equation of
and the approximate calculations is that, as stated above, i system of Eqstl) of that paper, tha should be deleted. The total
high-speed supersonic flows with a tangential shock, the®Mergy per unitvolume i&=p(e -+ (U+V=+W7/2).

low-pressure region at the surface of the body remains local———

ized, despite the three-dimensional character of the flow.

We now comment briefly on the variation of the aerody-
namic coefficients withe, using Figs. 7 and 8C,, andC, . o
behave in fairly obvious fashion with increasing or, 25' IY"’XrtTe“n?Za'i?"lv Lé‘;':- ;?S%nTsle:‘/”?\;-e rﬁﬁ'i‘r’b Qtsgﬁlizisi(ngggéR
equivalently, with increasing surface area immersed in the M.ZHG, No. 5,Y14.6(-19899. S T '
low-density air. The lateral forcE, initially rises monotoni-  3y_p_Goloviznin and I. V. Krasovskaya, zh. Tekh. F&(12), 12 (1991)
cally, reaches a maximurk .« when half of the body’s [Tech. Phys36, 1332(1991)].
surface and of the bow shock are in the rarefied air, and theO. M. Velichko, V. D. Urlin, and B. P. Yakutov, Vopr. At. Nauk Tekh.
begins to decrease. The drag fofee decreases monotoni- sierYTeg' Prikl. F'RZ NJ’-VL RD-LZO_—ZZIQS’Z-R Acad, Nadk Mokt
cally as the degree of immersion increases. Note that the_, " ~°2817 llarllmlégj_ evin, fzv. Ross. Akad. Nauk Mekh.
maximum drag forcé s, is less than the maximum lateral sy vy, Borzov, I. V. Rybka, and A. S. Yurev, Inzh.-Fiz. ZI§7, 355
force Fmax- (1994.

The behavior of the pitching momeM relative to the 70. M. Velichko, V. D. Urlin, and B. P. Yakutov, Zh. Tekh. Fig5(5), 31
center of mass of the body and the change in its sign, which, (1999 [Tech. Phys40, 422(1995] , ,
determines the direction of rotation of the cone, are of inter- >; : Godunov, A. V. Zabrodin, M. Ya. Ivanast al, Numerical Solution
est. First, Fig. 8 shows that the pitching moment is very 2;\,'\\,/'([23(;2](34”58023' Gasdynamics Problerfia Russiaf, Nauka, Mos-
sensitive to the magnitude ef i.e., to the degree of immer- ¢ m. velichko and A. N. Razin, Vopr. At. Nauk Tekh. Ser. Mat. Model.
sion in the rarefied air. It is clear th&, (&) varies rapidly Fiz. Protsess., No. 3, pp. 3<6992).
over the interval—1<e<1, changing sign twice. Second, 1‘1’0 M. Velichko and T. I. Kravchenkabid, pp. 71-75. _
the Cro() curve has two minima, which are confirmed by G G. C_herni/, Gas Flows at High Supersonic Velocitii® Russian,
the three-dimensional calculations. They occue at+0.5, Fizmatgiz, Moscow1959, 220 pp.

i.e., when roughly 1/5 or 4/5 of the body’s surface area isTranslated by D. H. McNeill
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The nonlinear inverse problem of determining the permeability parameters of metals for
hydrogen from experimental data is examined. The model includes adsorption—desorption
processes as well as diffusion. An algorithm is proposed for determining the model
parameters from a known desorption flux without the need for writing specialized computer
programs. ©1998 American Institute of Physid$S1063-784%08)00711-9

INTRODUCTION Co(t)=c(t,00=9g(T)qo(t),
Interest in the interaction of hydrogen and its isotopes _ B
with metals exists on many levels® It is sufficient to men- c()=c(th=g(Mal(), @)

tion problems in power production, protection of construc- ac
tion materials from hydrogen corrosion, chemical reactor de- aqo(t):,u,s(T)pO(t)—b(T)qé(t)JrD(T)a(t.o), 4
sign, the building of rockets, and vacuum technology.

Physical and chemical phenomena on the surface, as well as P

diffusion processes inside metals, play an important role &m(t):—b(T)qf(t)—D(T)a—(t,l), te[0t"], (5)
(Ref. 3, pp. 177—-206 The transport parameters for hydro- X

gen also depend on the technical peculiarities of the process _ _

by which a specific batch of metal has been obtained, as well 9(T(0))40(0)=Co(0) = ¢(0),

as on the surface treatment. This limits the use of various _ _

tabulated data. Crude estimates of the paraméteits er- 9(TO)@(0=c(0)=e(D). ©

rors within a few orders of magnitugiare usually available. Herec(t,x) is the concentration of diffusinatomig hydro-
There is a need for an algorithm which can be used to refingen, qo(t) and qi(t) are the surface concentration (
these values on the basis of experimental data from specific 9 |), D(T) is the diffusion coefficientg(T) is the match-
materials. ing coefficient between the concentrations on the surface and
An iterative numerical algorithm has been proposed folin the volume near the surface of the membrapeis a
determining hydrogen transport modélin this paper it is  kinetic constants(T) is the sticking coefficient of the sur-
shown that if the interaction with traps is assumed to be dace for hydrogen in the gaseous phase, &(d) is the
small perturbation and the aim is only to determine the mairjesorption coefficient. If the membrane is dehydrogenated at
parametersin the framework of the chosen moglethen the  the initial timet=0, thene(x) = 0. Equationg4) and(5) are
problem can be solved without the experimenter's having tghe flux balance equations. The desorption flux is modeled

write a specialized computer program. by a quadratic variation. For other gases a different func-
tional dependence can be used; this is not of fundamental
MATHEMATICAL MODEL importance below. The last terms on the right-hand sides of

. : . .. _Egs.(4) and(5) correspond to an efflux or influx of hydrogen
The experimental technique for studying permeation in- . P s
) ) = atoms to the surface owing to diffusion within the membrane
volves creating a rather high constant presqy@) = po of

; o _ A volume. In Eq.(5) there is no termus(T)p,(t), since for a
gaseous hydrogen as a discontinuity on the inlet side of a

A i Qufﬁciently fast vacuum system the presspré) at the out-
initially dehydrogenated membrarfeacuum vessel barrigr let is very low and there is negligible return of hydrogen

that has been heated to a fixed tempera®i(t§=T. Onthe  gesorbed from the outlet surface back to the surface. The

outlet side, the gas is continuously removed by a vacuuniitial and boundary conditions are matched in the sense of
system. We treat the exiting desorption flux of hydrogen agq. (6).

the experimental data. For concreteness, the author takes the |t js required to determin®(T), g(T), s(T) andb(T)

experimental apparatus of Galisal® as an example. for a specific material from the outlet desorption flux
We take the following mathematical mod@ef. 3, pp.
177-206: JW=b(T)af(t)=b(T)g~A(T)cf(t),
ac 9’ -
F-DM 5 (oeQe=)xon, @ 0 telohd @
X

We shall omit the word “flux,” assuming that the surface
c(0x)=¢(x), xe[0]], (2 has unit area. The timg, at which the experiment ends is

1063-7842/98/43(11)/5/$15.00 1304 © 1998 American Institute of Physics
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determined by the approach to a stationary fli()t)wj
=const,t=t, (t,<t*).
The Arrhenius law

b=b, exp(—E,/[RT(H)])

is usually applied to hydrogen.

Other models for the temperature dependence are pos-
sible. In the following we discuss an algorithm for determin-

ing D, g, s, andb for T(t)z?z const. This is the basic

Yu. V. Zaika 1305
ty 1
0=L jolﬂ(t,x)(ct—Dcxx)dxdt
= f{w(t* X)C(ty %) — (0x)c(0x)}dx
0
t*
—DJO {e(t,)ee(t,1) — ¢(t,0)c,(t,0)}dt
t*
+DJO {(t,De(t,]) — ¢ (t,0)c(t,0) }dt
ty 1
_f JC(LX)(lpt—i—Dwxx)dX/vdt- (8)
0 0

problem, a nonlinear inverse problem of mathematical phys-

ics. Information on the values @, g, s, andb at different

It is easy to make the last, “volume” term go to zero by

temperatures makes it possible to determine the parametelite choice ofys(t,x). The remaining terms are related to the

in D(T), ... ,b(T), as well (in the Arrhenius caseDy,
Ep, - -

boundary conditions. We shall analye within the values

. by, and E,). The real noisiness of the measure- of the a priori unknown model parameterthe information

ments is taken into account in constructing the algorithms: ircontent of the pairpy(t),J(t). The functionsc(t) and
the final formulas the experimental data enter in the form ofc«(t,I) can be expressed in terms &ft) by virtug of Egs.
an integral ovef Oy, ], which ensures a noise-free determi- (3), (5), and (7). But knowledge of onlypy(t)=p, at the

nation. The model(1)—(6) has its limits of applicability.

inlet is not very informative: only the term on the right-hand

Thus, the idea of the algorithm is laid out in some detail andside is known in the differential equatidd). This is not a

permits some variation in the equations.

mathematical deficiency: in order to correctly identify a

The boundary condition§3)—(6) are nonstandard, so a “black box” it is necessary to know the input and output. It
few words are necessary on the mathematical justification ofight be possible to determine the flixc,(t,0) from the

the model. Ifee H'(0]) and Te CY[0t*], then, with the

hydrogen feed rate, but the high backgroymginterferes.

coefficients restricted in accordance with their physical\easuring the concentratian(t)(qo(t)) is also problemati-

meaning, there is a unique solutiaft,x) e H*4Q,+). The
functionc(t,x) in Q.+ satisfies Eq(1), is uniformly continu-
ous in the rectangular regid®,+, and is continued continu-
ously to the closur®,+=[0t"]x[0,]. Equation(2) is sat-
isfied for xe[0,/]. The gradientsc,(t,0) andc,(t,l) are
defined overce H? as elements of ,(0t™). After substi-
tuting them in Eqs(4) and(5), we have ordinary differential
equations with the initial dat#6). Their solutionsqg,q;
e HY(0t") satisfy Eqs(4) and(5) in the sense of hydrogen
permeation parameters ovedt*]. Finally, after substitut-
ing go(t) andq,(t) in Eq. (3), we obtain an identity over
e[0t™]. If we takec(t,-)eH(0,l), t=0 for the phase
state, then the modéll)—(6) is a nontrivial example of a
nonlinear semidynamical system

in the Hilbert space

cal. It is an entirely different matter to measuré) under
vacuum pumping conditions.

There is, nevertheless, a way out of this situation; it is
only necessary to take into account the difference in the rates
of surface processes €0, x=1) across the enormous pres-
sure drop(7—9 orders of magnitude

Let ¢(t,x) satisfy the equation conjugate to Ed) with
only one boundary condition,

P >y
E:_DE! (t!X)EQt*! (9)
#(t,00=0, te[Of,]. (10)

Under condition(9) the last term in Eq(8) will vanish,

H1(0J). The study of this system is also of mathematicalgng by virtue of Eq(10), the flux Dc,(t,0), whose values
intel’ese As the SmOOthneSS Of the |n|t|al data for the bound'are not known from the experimenta| Setup, does not appear
ary value problem1)—(6) increases, the smoothness of thejp Eq. (8). The solution of Eqs(9) and (10) is easily found

solutionc(t,x) will also increase.

THE DETERMINATION ALGORITHM

Let T(t)=T, po(t)=p,, and ¢(x) be fixed. Measure-

ments ofJ(t)zbq,z(t) are directly related to surface pro-
cesses. Thus, it is appropriate to “exclude” the diffusion
equation in the membrane volume. Here the appropriate

by separation of variablesy(t,x)= B(t)y(x), with y(0)
=0. There are infinitely many such solutions, a fact which is
important in the subsequent discussion. Equati®nnow
takes the form

Jose
1

The further strategy in using EqL1) is as follows: we

|
dt=0.
x=0

t*
dt+ Df /¥
0

x=1

t*
dx—Df Pey
0

0

t‘k
t=

mathematical apparatus is integration by parts. This techchoose any solutiony= y;(t,x) of Egs. (9) and (10) and

nique leads to so-called conjugate equatiths.
For an arbitrary functiong(t,x) that is sufficiently

smooth inQ, , in view of Eq.(1) we have

substitute in Eq(11) the expressions foc(0x), c(t, ,x),
cx(t,1), andcg,(t) in terms of the known information and
the parameter®, g, s, andb. As a result, we obtain an
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equationf,(D,G,s,b) =0. One must take a number of such experiment, this condition for the concentration jump at the

equations sufficient for determinirig, g, s, andb. inlet can be realized to good accuracy: one increggeand

The functionc(0x)=¢(X) is specified by the initial the thickness as necessary. Then, in calculating the integral
conditions (x)=0). Sincepy=const, after some time a of ¢,(t,0)cy(t) over the segmentOt, ] we can setcy(t)
stationary output fluxJ(t) =J=const,t=t, , is established. =~cy=gq,. The concentratior, is determined by Eq¢(12)
For t=t, all the time derivatives in Eqs1)—(6) can be (x=0). For the model(1)—(6) these qualitative consider-
assumed to be zero, so we obtain a linear stationary conceations are confirmed by numerical simulations.
tration distributionc(t,x)=c(t, ,x), t=t,, with c(t, ,x) We now have everything necessary to set up the specific
=¢&,-(x=1)+&,. The model of Egs(1)—(6) reflects these equationsf(D,qg,s,b)=0. First, let us extract the maximum
simple experimental facteverified numerically. Let us cal-  possible from the mapping,—J. If the inlet concentration

culate§; and¢,. From Eq.(7), we have is steady, then Eq4) implies that
&=c(t, =gq(t,)=gb V2™ o= 0—Co=gh~ Y2 uspy+ Dcy(t,0)) 2
We find the slopet; of the straight linec(t, ,x) from
Eq (5) (t?&‘, 8<t*).
§1=Cx(t,|)=—D_lj(q|=0, t=t,). The flux Dc,(t,0) does not varytee), and it has_al—
_ ) ready been calculated foet, : Dc,(t,0)=Dc,(t,1)=-J,
Finally, fort=t, , we obtain t=t. . Thus
* '
c(t,x)=c(t, ,x)=D 13- (I—x)+gb V2312 12 — —
(tX)=c(t, %) (1-x)+g (12 5= gb-2Jaem T, 10

Thus, with time, at the outletx=1) a concentratior?,
proportional to J¥2 develops, while the diffusion flux e -
Dc,(t,x) does not vary over the thickness of the membrand® EQ- (14 (J=usp—bg “c, %) is the following: after

and has an absolute value equal to the desorptionJfiux ~ Saturation at the inlet to a Va“_L_Eb corresponding tcﬁp, a
Now, using Eq.(5), we transform the second integral in dynamic equilibrium is established. The permeating flux

The quantity under the radical is positive. The meaning

Eq. (12), equals the difference between the flusp, incident on the
. surface and the desorption flux back into the chamber vol-
—f * P(t,1)Dey(t,1)dt ume. At the outlet, on the other hand, the leyds reached
0

only at the timet, . Comparing Eqs(14) and(12) (x=0),
we obtain the first equatiofy =0,

t* .
= | Tut,H(a()+I)dt=y(t,ab)]g _ _ _
jo v G pthalg gb~ Y2 uspy— )Y gb~Y2312—|p ~13=0. (15)

_ ft* {p(t () dt+ ft* Y(t,)I(t)dt Equation(15) can be used to find and the combination
o o X=Dgb Y?I. To do this, we modify the permeation experi-
. ment. Initially, as described above, with an injection_pressure
=y(t, ,|)b—1/g]_1/z+f "Lt HI) Po1 and ¢(x)=0, we wait until the timet, whenJ=J, is
0 established. Then, we raise the pressure suddenlﬁ,io
— iﬂ(t,l )b~ H23V2(t) dt, >301 and wait a further time\t, until J_2 is established. We

substitute the two pairpy;, J; in Eqg. (15) and shift the last

(q(0)=0, q(t)=b"*I¥q1), term to the right. Then

— - V2Tl _ - _
ai(ty)=b" "%, (13 31 135=[ (1S pog— 33) 2~ TV2[ (S pog— Jp) V2~ T4 1.
The last expression in EQ13) already contains known .
quantities and the parameter Writing
The last integral in Eq(11) still has to be specified. The — -
concentrationc,(t) is expressed in terms a¥(t) and the y=(uspor—J)"  di=3%1-317337),
parameters through Ed7): c,(t)=gb *23¥4(t). How do — =
we calculate the integral af,(t,0)co(t) with sufficient ac- d2=Po2J1/(Pod2).

curacy, given that(t) is not accessible to measurement? At L — y —— —

the outlet, because of the vacuum pumping, the surface &€ Obtainus po;= (y“+J1) Po2/Poy and
depleted of hydrogen, and its buildup is a limiting factor
(Eq. (5)). At the input, with pg>p,, the surface is rapidly
saturated to a leval, corresponding t@,, with a subse- Squaring Eq(16) gives

quent relatively slow leak-off of the diffusant into the bulk.

The duration of the transient process is very short compared  (1—d,)y?—2d;y+d?+ds=0, dz=J,(J;/J,—d,).
to the timet, for approach to the stationary level &f In an 17

y—dy={(y?+3y)d,— 33/3,}*2 (16)
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By virtue of the fact '[haE)2>501=>J_2>J_1 and Eq.(15), 1. Provisional experimental s_chemeTz?, t=0
we haved; >0, d,<1, andd3;<0, and the quadratic equation —, ((x) :o,pzﬁm), t=t, —(J=J;,0(x)=c(t, ,X),p
(17) has two real roots, witly;>y,. The larger rooly; has :Eoz>301), t=t, +At*ﬂ‘]:jz_

physical significance. It is greater than and is consistent
with Eq. (16). The second rooty,<d; is inconsistent with
Eq. (16) and appears because the square was taken. From t
\)/(azlugé/b—_){h/\l/\fe find s and, with Eq.(15), the combination S=(Y§+Jl)/(,up01),

As we see, an analysis of just the stationary values carand we write Eq(15) in the form
not be used to determin@, g, andb, but only gives the _ _
combinationX. We determine some additional equations ~ Xi=J1/[(uspPoi—J)Y>=32],  X=(X1+X,)/2.
from the transient process, using E¢kl)—(14).We take the
simplest solution of Eq9) and(10), viz., #(t,x)=x/l. For
y=x/1, Eq. (1) with Eq. (13) simplifies to

2. Frompy; and J; we calculated;, d,, d; and the
l%(ger rooty, of the quadratic equatio(l7), we determine

3. Using the quadrature formula, we calculate the inte-
gralsS;, Sipp, AS;, andAS,),, and then the quantitie&;
andAA; (see Eqs(18) and(19)).

! [ t 4. With Eq. (20) we find x; (D=1%/x,), thenxz=Xxg;
! 1f0xc(t* X)dxtb M JO J(vdt and xz= X3, from Egs.(18) and (19) and, finally,X3=(X31
X322 (b=%32), X,=Xx1 /x5 (g=x5/1).
dt=0 In the numerical experiments confirming the efficiency
of the algorithm, it was assumed thbt0.02 cm andu

t*
+DI7? J’ c
0
_ o _ =1.46x 10?* mol/cn?-s- Torr, and the following reference
For computational reasons it is convenient to change tQajues were varied:D=10"° cn?/s, g=10cmt, b

the variables<;=1%/D, x,=1g, andxz=b"Y2 After substi- _ 10-17 enPls. s= 104 andp.=

i — 129172 = , S= , pPo=0.1 Torr.
tuting i(t* .€) from Eq. (12), ¢(t)=gb”"J741) and We briefly examine the possibility of using other If
Co(t)~Co, from Eq.(12) for x=0 (or from Eq.(14)), we s restricted only by Eq(9), then in Eq.(8) we can takey

x=0

obtain =(x—=1)/1. This eliminates the last term and the flux
—v 1 12 112 _ Dc,(t,l) from the formula. The term containinB®c,(t,0)
= + + +A;= X X
F2= X0 J)/6 X X I 2+ X5 d1 AL =0, (18 has to be transformed using Hg), as was Eq(13), and the
where substitutioncy(t) ~c, then made. But it is more correct to
_ - t, chosey(t,x) so as to eliminatey(t) or Dc,(t,0) (i4,(t,0)
A;=S;+XS—dit, —XAH%, , S, = jo J7(t)dt =0, ¢(t,0)=0), since the information deficit occurs at the
inlet.
(X=Dgb Y%l =x; "XoXg— XoX3=X X). When ¢= B(t)coswX, ¢=p(t)sinwx, or ¢={(t)

_ o Xexpwx are used B(t)=oexpDw?), ((t)=ocexp
We use the samg/(t,x)=x/l in the time intervallt, ,t.  (_pu?), o=const), the final formulas contain integrals of
+At,]. The calculatl_ons ar_e_th_e same. It s_hould only be,B(t)J(t) andB(t) V(1) (£(1)I(t), £(t)IYX1)). Thus, there
noted that when the time origin is shifted tp in Eq. (1)), 5 5 possibility of giving preference to measurements in the
we havey(x)#0 (¢(x)=c(t, ,x)) and in Eq.(13), ai(0)  second half of O, ] (greater weight tg8(t)) or in the initial
#0 (,(0)=b" Y213, and we get stage of the measurement{)). The normalization factor
_ - 12 T2, LT o is determined, for example, fron8(t,/2)=1, {(t,/2)
fa= = X0daf6 X2 Xy 2 Xed1 1),/ =1. The choice of the parameter is also importantD w?

+x1X3%’2/2+x33%’2+ AA;=0, should npt be very Ia_rge, _otherwi;e a portion of_ 'Fhe measure-
ments will be essentially immaterial. The conditid® and
AA;=AS;+XAS;,— AL, —XJIH2At, (10), together withg=x/1, are satisfied byy= B(t)sinwx.
For w=n/l, both Dc,(t,0) andDc,(t,I) are eliminated
to from Eq. (8). The equation couples only the concentrations
AS,= Jo(t)dt, ty=t, +At, . 19 R . . o )
v ft* ® 0 * (19 For w=na/(21) (n odd), the pairDc,(t,0), c,(t) is elimi-

nated. Fory(x) =coswx, w=n/l we obtain only a relation
between the fluxes, while fav=n/(2l) (n odd we obtain
a relation betweere (t) andDc,(t,0). If the equation con-

Equations(18) and(19) are a system of two linear alge-
braic equations ix; andx;. Eliminating the variable;, we

obtain tains Dc,(t,0) and that quantity is not measured, then we
fo,—&f3=0, proceed as with Eq13). Information onDc,(t,0) (or gq(t),
— Co(t)), however, greatly increases the reliability of the de-
£=3141372= 3= x1=6(A1— EAA)(3132) 2. tgr(m)i)nation. e ’
(20) We conclude by considering the following possible
After substitutingx, in Eq.(18) (or (19)), we findxz and  modification of the experiment. The pressupg is estab-
thenx,=Xx4 /X3. lished by an atomize(incandescent tungsten filamgntVe

For convenience of application, we give the sequence oéliminate Eg.(4) from the model, since it presupposes
solving the problem of model determination: the injection of molecular hydrogen into the vessel. The



1308 Tech. Phys. 43 (11), November 1998 Yu. V. Zaika

conditioncy(t)~co (t=¢, e<t, ) is realized even faster. In s€[s ,s"]). This can also apply to the linear system of
the calculations, as before, we replace the unknown value d£9s. (18) and (19), which may be poorly conditioned. For
Eo by Eq. (12) (x=0). Of course, the levels 0?0 corre-  €xample, with comparatively smdll(T) and largeb(T) the

H _h—1/2 H :
sponding tap, should be lower than the theoretical maxima. terms withxz=b""%, Xin Eq. (18) are relatlvgly STa”' and
We do not use Eq15)—(17). Equations of the forn{lg) ~ Ed- (18) degenerates t0<1J%/6—J_1t*~0, i.e., 1°/(6D)
and(19), which still contain three unknowns;, xs, andX,  ~tx - The value ofx, (D=I%x,) is determined reliably

remain for determiningd, g, andb. In order to remain in according to Eq(20). But the result of trying to determing
the class of linear algebraic equations, it is better to tgat is unpredictable if the termzJ1? in Eq. (18) is comparable

x3, X;X, andX as the unknowns. Additional equations canto the error in determining, anfjlgl/z- Besides, the infor-

be obtained either by a regular increasepin(t=t, +At, :patllor) Cﬁ?ff‘ta'”ed 'X"’ D, gndgbh :(ItX/D) IS gl;o of pra(;-
- - T = . . ical significance. As<z—0 one hag(t, ,x)~0 in view o
=Pz o - . : .

—P=Pos>Poz, I Js, ) or byrepeating steps 1_ 4 with Eq. (12), and the desorption permeation flux degenerates into

other pg; and pg,. Analytical problems do not arise: we

. - ¢ : dth e three li the diffusion flux; then it is more reasonable to turn to an-
write X;X=X,X3 from one equation and then solve three lin- yie model. Thus, the problem will be not be well-posed
ear equations fox;, X3, andX.

mathematically for all metals: the terms wiiy and x5 in

Actually implementing this technique appears to reqUireEqs.(18) and(19) must be comparable in order of magnitude
a substantial amount of experimental effort. The justification(the processes included in the model of Ed3—(6) must be
is the(at least, mathematicahontriviality of the model1)— “equally important”) '

(6), which couples the surface and volume processes. Physi- "4 "|, the measurement units taken here the parameters
cally, the modell is crude; it can .be .refme'd. BUt, then thehave a large spread in orders of magnitude. Thus, it is ap-
problem of multiparameter determination will be difficult to ropriate to multiply the equatiofi=0 by a scaling factor

grasp. The situation becomes_smpler if there is already 2ay 1012 and use the new variabl@=J-10 12 X=X
sufficient number of permeation curves ovidt,] for T~ 6 ~ o
X 107°, X3=x3-10"°, andx,=us-10 12

.‘P(X)zo a_nd varlouso; - Th_en itis possible to get by with Thus the method presented here can be used to reduce
just equations of the fornfi,=0. i . .

the nonlinear inverse problem of determining the model pa-
rameters of Eqs(1)—(6) to an analysis of algebraic equa-
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The possibilities of using magnetohydrodynaritHD) systems on hypersonic aircraft are
discussed. The distinctive features of using MHD systems in the flow path of ramjet engines are
examined. A quasi-one-dimensional mathematical model for the engine is presented which
includes the MHD interaction with the flow. It is shown that the specific impulse of an engine
system can be raised by using MHD systems. 1898 American Institute of Physics.
[S1063-78498)00811-3

Hypersonic flight in the atmosphere involves extremeincrease the pressure. An internal MHD generator is used to
force and thermal effects on the structure of an aircraft. Unfaise the pressure and prevent the development of separated
der certain flight conditions, a plasma “shell” can develop flows. An ionizer is used to create the required conductivity
around an aircraft, leading to interactions of the aircraft within the flow when the natural conductivity of the flow does
the surrounding medium which are fundamentally new com+ot provide the required degree of MHD interaction. The
pared to conventional aerodynamics. Under these conditions)ectrical energy generated by the MHD generators is used to
a magneto-gasdynamic volume interaction with the highpower the ionizer and on-board equipment and to provide
speed, ionizing flux can be effective for creating controlfurther acceleration of the combustion products in the MHD
torques, reducing thermal fluxes to the surface of the aircrafigccelerator.
and controlling the structure of the floln this paper we Let us analyze an MPC engine scheme with an internal
examine some distinctive features of using MHD systems ifMHD generator and an MHD accelerator. For clarity we
the flow path of a scramjet engfwith a magneto-plasma- shall do this study with the simplest of assumptions. A quasi-
chemical(MPC) engine developed in the framework of the one-dimensional approximation is used in a model of an in-
AJAX concept as an example. The traditional scheme for aviscid, thermally nonconducting ideal gas with a constant
scramjet engine has a number of fundamental disadvantagspecific heat. The MHD flows are described using an ap-
which substantially limit its range of applicability. The com- proach developed for analyzing complex systems, includ-
plex flow structure in the flow path of a scramjet engineing MHD systems. Let us examine the features of this ap-
increases the probability of flow separation, which leads tgproach briefly. Formally assuming that the pressure gradient
blocking of the channel and makes it more difficult to ignite in the MHD channel is proportional to the force exerted on
the fuel in the combustion chamber efficierftlydt flight  the flow by the magnetic field, we introduce a proportionality
speeds below the design speed, the air intake of a scramjeeefficienté. For an ideally sectored Faraday MHD channel
engine typically has a lower air feed efficiency and a lowerwe assume that
degree of compression of the stream. When the speed of a
hypersonic aircraft changes, there is a significant realignment @ = £(x)(1—K)20B2, )
of the flow structure in the flow path of the scramjet engine.  dx
Altogether, these problems mean that scramjet engines are ) ) _ _
efficient only within a small range of flight speeds. wherep is the static pressure in the flow, is the flow ve-

In order to extend the domain of operation of scramjet'oc'ty_’ x is the_ longitudinal s_pgtlal coordinatk,is the load
engines, it is necessary to introduce an additional mechanisfPefficient, o is the conductivity of the flow, an@ is the
for acting on the stream which makes it possible to furthefmagnetic induction. . .
compress the stream in the air intake, regulate the flow struc- If we limit ourselves to the class of solutions for whigh
ture, and inhibit the development of separated flows. One dff constant, then, using E@l), we can obtain simple ana-
the most promising ways of acting additionally on super- andvtical expressions for the parameters at the outlet of the
hypersonic flows in the flow path of ramjets is through aMHD channel. The cqrresponding flow regime will be called
volume interaction using MHD systems. Figure 1 shows dhe é=const flow regime. The changes in the flow param-
simplified diagram of an MPC engine which implements eters in the MHD channel are given by
these principles; it is essentially a scramjet engine with MHD T 1—k
systems inserted in its flow path. Let us examine briefly the _-2_-7,.- "
functional purpose of the main subsystems of the MPC en- Lk k
gine which distinguish it from a scramjet engine. An external

MHD generator is used to control the flow profile, regulate V2 _ \/1_ 1+£(1-Kk) Gy
k L

-1
1+ ——M?

5~ M3|(1+ ),

the air feed rate in the flow path of the MPC engine, and v,

1063-7842/98/43(11)/5/$15.00 1309 © 1998 American Institute of Physics
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e FIG. 1. Simplified sketch of a magneto-
plasma-chemical engin€d-1) air intake,(1—
2,0) internal MHD generator(2—3) combus-

I b c|——d l tion chamber(3—-4, d) MHD accelerator(a)
I 1 ' ionizer, (b) external MHD generator(e) on-
I i | board systems.
|

| ! L !

I I L} 1
I A |
I I |
0 1 2 J 4 5

-

£ tics are usedN, the number of shocks in the external part,
&_(Tz)y_m—l G_2+(y—1)|v|§ b

_Z ) 2) Oy, the net return flux in the air intake, andg,, the coef-

P \ Ty (y— 1)Mf ficient of restitution of the total pressure in the air intake. If
. . : the temperature at the outlet of the air intgitee inlet of the

Here T is the temperatureVl is the Mach numbery is the MHD generatoy is T4, then the changes in the pressure and

adiabatic index,n is the coefficient of conversion of the velocity in this subsvstem are determined by the followin
enthalpy of the flow into electrical energy, and the subscripts y Y y 9

1 and 2 label the parameters at the inlet and outlet of thgquatlons:
MHD channel, respectively. Thé=const flow regime in- e 2 5
cludes, as a special case, the often examined flow regimes P1 _ E y-1 Vg _u
) , =0 , +CpTo=—5 +CpT, 3
that are characterized by conservation of one of the flow Po Ty 2 2
parameters. The values éfcorresponding to these regimes

are listed in Table 1. wherec, is the specific heat of air.

In analyzing an MPC engine with an internal MHD gen- The MHD generator is characterized by the parameters

erator, we shall use the following subscripts to denote thé1 @ndki and the enthalpy conversion coefficient The
parameters at various locations: O in the incident flow, 1 af'@nges in the flow parameters in the channel of the MHD
the entrance to the MHD generator, 2 at the entrance to thg€nerator are determined by
combustion chamber, 3 at the entrance to the MHD accelera- 1-k,
tor, 4 at the entrance to the jet nozzle, and 5 at the outlet of —=1+ K
the nozzle.(Naturally, the outlet parameters of a subsystem T 1
are the inlet parameters of the subsystem located affer it. , &
In this paper we limit ourselves to examining the casein  p, [T,\y=1&+1
which conductivity of the flow is achieved without the use of - (T_l)
an ionizer. We examine the subsystems of an MPC engine
and determine the relationships among the parameters at the We consider a combustion chamber operating at con-
inlet and outlet of the system. stant pressure. Since the mass feed rate of fuel is usually
The air intake includes an external part, which com-much lower than that of air, we shall treat the delivery of fuel
presses the entering flow in a system of oblique shocks, ani$ the combustion chamber as heat release without mass in-
an internal part(isolatop, which provides for a return and put. Then the changes in the flow parameters in the combus-
further compression of the flow. The following characteris-tion chamber have the simpler fofm

vy—1

1+ Mi)(lmm

4

P

T3=T,+AT, p3z=p2,

TABLE I.
Hy
‘ Value of§ correspond_ing AT= m: (5
Flow regime to the given flow regime
p=const E=y—1 whereH , is the calorific value of the fuel, is the stoichio-
p=const £=0 metric coefficient, andv is the excess air factor.
T=const &=-1 The MHD accelerator is characterized by the parameters
1 &3 andks. It is assumed that all the energy produced by the

M =const
2
‘5:_[” (1—k)(y-1)M2|G MHD generator is transferred to the MHD accelerator. The

»=const £=—1/(1-k) changes in the .flow parameters in the MHD accelerator chan-
nel are determined by
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T4 k3_ 1 Y 1 2 Tl 1.07F
—=1+ +— —(1+ ’
7o | 1 Mg (g, [
Y &3 -
P _ n)m—gsn o f
Pz \Ts ' [ T e
We assume that the flow in the nozzle is isentropic. Then 1051 ”
the relative change in the flow pressure is related to the relag -
tive temperature change by 5
5 104
T\ s
y—1 N B
Ps_ (_5 " &
Ps \Tq4 1031
At the design efflux from the nozzle, the system of Egs. -
(3)=(7) can be closed by assuming that the pressure at th 102F
nozzle exit is the same as in the surrounding medium, i.e. ”
ps=po. Given this relationship, the system of E¢3)—(7) A e
yields the following formula for calculating the flow tem- 101k -
perature at the nozzle exit: N4
Ty 1.00 ‘ y ) ! ] ! [ | | LN
Ts= 2 8 0.00 0.02 004 006 0.08 0109
(l—l/y) Tl T2 §1+1 T4 §3+1
in T_ T_ T_ FIG. 2. Specific impulse of a magneto-plasma-chemical engine as a function
o\ 11 3

of the conversion efficiency of flow enthalpy into electrical ener@y
The efflux velocity of the gas from the nozzle is deter- =0-2radk;=0.5,k;=2; Mo=6 (1), 8 (2); smooth curvesp=0.95, dotted

mined in terms of the temperatufe using the conservation "¢¢~*
of energy,
vs=\ug+2C,(To+AT—Ts). (9) iTe

. - <0.
These formulas can be used to determine the specific d# |7,

impulse I, of the MPC engine. Neglecting the mass feed

rate of fuel compared to that of air, we obtain After the required transformations, we obtain the follow-

ing inequality:
CYLO
lp=—— (U5~ v0), (10 T1 1—kalks
9 AT 1-k, (1)

whereg is the acceleration of gravity and is a coefficient
which takes the nonideality of the nozzle into account.

In those cases where it is not specially noted otherwis
we shall setp=1.

The set of Eqs(3)—(10) can be used to calculate the
specific impulse of the MPC engine for given parameters o h
the air intake, MHD system, and combustion chamber. Her
the specific impulse depends on a large number of params
eters:a, Lo, Mg, Ty, oin, K1, &1, 7, k3, andé&z. T, and

Since the load coefficient for the MHD generator is 0
e<k1<1 and for the MHD acceleratok;>1, the specific
impulse of an MPC engine in this configuration increases for
positive &£;, which, according to Eq(l), corresponds to an
HD generator operating with an elevated pressure along
e channel length. The requirements on the magnitude of
e pressure drop are less at highdr and lowerT, . Figure
shows the specific impulse of the MPC engine as a func-
tion of the coefficient of conversion of the enthalpy of the

‘” z;rne dd;f(':g?ﬁ :Jrltz:tei(r)rr?gl (t);;[;‘ﬁi a&;'g};ﬁgfiihm;tgingibe élow to electrical energy for different values of the Mach
N P q number of the incident flow for ideal and nonideal nozzles. A

eters n the et section of the if ke, We have deter/eIUE 70 corresponds (0 a scramet engine. All these
) e ' curves are normalized to the specific impulse of a scramjet
mined the range of variation of the parameters of the sub-

) o ' ine.(Th f Figs. 2— fdr=¢3=a=1
systems of an MPC engine within which the use of an MHDen:glne (The curves of Figs Sarefd;=¢=a and
system makes it possible to increase the specific impulse o

the enain tem. W the obvi functional relation In all the calculated variants, MHD energy conversion in
€ engine system. YVe use the obvious functional Telaliong, e fiow path of the engine system leads to an increase in the

ship specific impulse, and for a nonideal nozzle the positive effect
Al sp is more significant. The relative increase in the specific im-
% . >0. pulse of the MPC engine in this variant is more significant

-0 for lower Mach numbers.
Equations (9) and (10) imply that this condition is The dependence of the specific impulse on the load co-

equivalent to the condition efficient of the MHD generator shown in Fig. 3 is nonmono-
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FIG. 3. Specific impulse of a magneto-plasma-chemical engine as a functio - B B _ o
of the load coefficient of the MHD generatok =6, ®=0.2 rad, ks Elg’(g As in Fig 3, forMo=6, k;=2, 7=0.05;6y=0.1(1), 0.2(2), 0.3
=2: 7=0.05(1), 0.1(2), 0.15(3). radts).

tonic, with a distinct extremum. The magnitude and location
of the extremum depend on the conversion coefficient of
flow enthalpy into electrical energy. With increasimgthe
extremum shifts toward largéde;, while its magnitude de-
creases. Figure 4 shows that the specific impulse of an MPC
engine falls off monotonically with rising;. With increas-

ing 7 the dependence of the specific impulse on the load
) coefficientkg; becomes more pronounced. The results shown
2\ in Fig. 5 imply that the relative increase in the specific im-
1060 "-‘\ pulse is maximum for an MPC engine with an air intake
) “\ characterized by a minimum turn angle for the flow.

These calculations show that using MHD systems in the
flow path of a scramjet engine with a suitable choice of pa-
rameters makes it possible to increase the specific impulse of
the engine system. We have found the limits on the range of
variation in the parameters of the MPC engine subsystems
that will ensure enhanced specific impulse for the system. In
later papers we shall examine the possibility of using MHD
interactions for controlling the flow structure and study the
characteristics of MPC engines in a two-dimensional Euler
approximation.
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The stability of a highly charged, isolated conductive drop is analyzed within the principle of
minimum potential energy of a closed system. A treatment of the stability of drops of

ellipsoidal shape shows that both spherical drops and drops having an oblate spheroidal shape
experience instability at sufficiently large charges according to a single scheme, i.e., they
deform to a prolate spheroid. @998 American Institute of Physids$$1063-784£98)00911-§

The investigation of the stability of charged drops is of We write the surface are@of an ellipsoid in the form
interest for many areas of physics and technology: from the
liquid drop model of the nucleus and explanations for the 2ab
shape of planets to the development of technologies for the = S=2mc?+ ———={c*F(m,k) + (a*—c?)E(m/k)},
electrospraying of liquids and determination of the heat- and a—c
mass-transfer coefficients in heterogeneous mediahe
history of the research pertaining to this subject dates back t§
the end of the last century, when Rayleigh published a faper
in which he showed that a spherical drop becomes unstable _ Va®-c?
at a certain relationship between surface-tension and electro- '~~~ a
static forces. It was also shown in Ref. 4 that for small per-

turbations of the shape of a spherical drop, the fundamentat js an elliptic integral of the first kind, anB is an elliptic
axisymmetric mode, which is proportional to the secondintegral of the second kind.

Legendre polynomial, i.es Py(cos), has the lowest exci- The capacitance of an ellipsoid is given by the known
tation energy. For this reason, only axisymmetric shapegg|atior?
have been considered in more recent studies devoted to the
stability of charged dropsin particular, the investigations of 1 "
different authors employing diverse approaches to finding —:J dx,
the stable shapes of a charged drdfhave led to the con- C Jo J(@+x)(b*+x)(c*+x)
clusion that a highly charged drop in the form of an axisym-
metric oblate spheroid of revolution is stable, a conclusior@nd it can also be expressed in terms of elliptic integtals:
which is not entirely clear from general physical arguments.

The purpose of the present work is to investigate the a’—b? C a’—b?
stability of charged ellipsoidal drops and the laws governing 1 K 22— 2 -F b’ 22— 2

the onset of their instability against a self-charge. We write =

here

a [b?-c?
b Va2—c?

k:

1

the equation of the free surface of an ellipsoidal drop in the C ya®—c?
form
If we introduce two parametergx and y), which
x? n y? N i 1 uniguely characterize the shape of an ellipsoid,
a2 b2 C2 !
a b
wherea>b>c are the semiaxes. X= b’ y= o’

In the limit a=b>c we have an oblate axisymmetric

ellipsoid, and fora>b=c we have a prolate axisymmetric 5nq write the equation relating the values of the semiaxes of

ellipsoid. _ _ ~ the ellipsoids to the radius of an equivalent sphere
The total potential energy of a conductive charged ellip-R3_ ;¢ then expressing, b, andc in terms ofx, y, andR
soidal drop is determined by the sum of the energy of the

forces of surface tension and the electrostatic energy of the 1 R
6 1 3

chargeQ on the drop, a=R(x%y)3, b=R %) = -

Q2 (xy?)3

U E™ SO’+ =
2C . . L
we can write the total potential energy of a charged ellipsoi-

whereC is the capacitance and is the surface tension. dal drop in the form

1063-7842/98/43(11)/4/$15.00 1314 © 1998 American Institute of Physics
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FIG. 1. a— Dependence of the dimensionless energy of a charged ellipsoidal drop on the ratio between thexsandgxesich characterize the geometry
of a spheroid, folW=3.5; b — same dependence, but on a magnified scale in the vicinity of thexpalny=1, i.e., for very small ellipsoidal deformations
of the sphere.

N [y— Plots of the dependence of the dimensionless potential
Ug=2moR% Vxy“—1+y[F(mk) energy of an ellipsoidal drop)=U(x,y) on the ratio be-
tween the semiaxes for various values of the drop chéhge

2,,2
+(x?y? = 1)E(m,k) ]+ Wxy? Rayleigh parametan) are shown in Figs. 1, 2, 3, and 4. The

1 x=1 plane corresponds to an oblate ellipsoid of revolution,

x| K(p)— F(y-p) ] [xPyARxPy? - 117 and they=1 plane corresponds to a prolate ellipsoid of revo-

lution. The pointx=1, y=1 corresponds to a spherical drop,

Q? 1 whose energy, as follows from the normalization condition,

W= iR, N 1- Xz_yz; equals unity.

The plot of U=U(x,y) for W=3.5 (Figs. 1a and 1b

XVy*—1 yyx2—1 shows that the energy of an ellipsoidal drop is greater
k= 21 p= 21 than the energy of a spherical drop wh&#=3.5 and

. . . ) .., .that the energy of the drop increases with increasing
We render this expression dimensionless by dividing it

. . 4 (ﬂegree of deformation. Such a tendency is manifested
by the potential energy of a charged conductive spherlcab th at | def fionig. 1a and at Il def
drop of equivalent volume oth at large deformation@=ig. and at small deforma-

tions (Fig. 1b. Thus, whenW=3.5, the spherical shape is

Uez 47R20]| 1+ EW) stable.
S 2 When W=3.9 (Figs. 2a and 2h the dependence of
and obtain U=U(x,y) has a somewhat different character: in the

vicinity of the point x=1, y=1 weak deformation of the

/1_ 1 X\/yz—l) drop leads to an increase in its enerd@ig. 2b, while at
X2y2’

Wy2-1 considerable degrees of deformation the U(x) curve dis-
plays an energy minimum for a prolate spheroidxat4.9

/1_ 1 xyy*-1 (Fig. 28. A more detailed investigation reveals that the
x2y? \x%yZ—1 minimum on the plot ofU=U(x), i.e., the energy of
a drop deformed to a prolate spheroid, appears when

F

U=[ VX2yi—1+y

+(x%y?-1)E

Wxy?| K yVx2—1 F 1 yJx®-1 W=>3.546.
WX BAy—1 e HAy—1 When W=4, the plot ofU=U(x,y) (Figs. 3a and 3b,

which were calculated forw=4.1) not only has the

v - Ue ini | deformations that bserved f
X[y I (W+2)] L U=—-. minimum at large deformations that was observed for
[y y ( )] Us W=3.9 (Fig. 23, but, as expected, has a decreasing course at
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FIG. 2. a— Dependence of the dimensionless energy of a charged ellipsoidal drop on the ratio between thexsandgxesich characterize the geometry
of a spheroid, folW=3.9; b — same dependence, but on a magnified scale in the vicinity of thexpalny=1, i.e., for very small ellipsoidal deformations
of the sphere.

small deformations, and the drop becomes unstable againgf=4.3. It is seen that the transition from the oblate spheroid
infinitesimal virtual changes in energkig. 3b. with minimum energy to a triaxial ellipsoid is energetically

A comparison of Figs. 2a and 3a reveals that the positiofiavorable, because it leads to a further decrease in the energy
for the minimum on theU=U(x) curve shifts toward in- of the drop. A highly charged drop having the form of a
creasing values af asW is increased. triaxial ellipsoid is also unstable, and its shape evolves into

An investigation ofU=U(X,y) in the region of the en- the prolate spheroid having the minimum energy. A prolate
ergy minimum for an oblate spheroid shows that this shape ispheroidal shape is energetically most favorable for a highly
unstable, as follows from Fig. 4a, which was calculated forcharged drop, as can be seen from Fig. 4b. WM& the

e ~
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FIG. 3. a— Dependence of the dimensionless energy of a charged ellipsoidal drop on the ratio between thexsandsxesich characterize the geometry
of a spheroid, folW=4.1; b — same dependence, but on a magnified scale in the vicinity of thexgalny=1, i.e., for very small ellipsoidal deformations
of the sphere.
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the symmetry axis folW=4.3.

S. I. Shchukin and A. I. Grigor'ev 1317

minimum of the functionU(x,1) is the global minimum of
the function U(x,y), i.e., deformation of the minimum-
energy prolate spheroid along the direction perpendicular to
the symmetry axis leads to an increase in the energy of the
drop.

A charged spherical drop is stable against infinitesimal
perturbations of its shape wh&<4. In the range of values
of the Rayleigh parameter 3.548V<4 the plots of
U=U(x) display not only the minimum ax=1, but also
another minimum ai=3; therefore, sufficiently energetic
external disturbances can lead to bifurcation of the drop
shape. A spherical drop is unstable at values of the Rayleigh
parameteiV>4. The state of a drop in the form of an oblate
spheroid is unstable at any value of the Rayleigh parameter:
whenW<4, the energy of such a drop is greater than that of
a spherical drop, and whai>4, a drop having the shape of
an oblate spheroid stretches along one of the directions per-
pendicular to the symmetry axis, thereby transforming into a
triaxial ellipsoid and then into a prolate spheroid, for which
the energy is minimum.

1A 1. Grigor'ev and S. O. Shiryaeva, Izv. Ross. Akad. Nauk, Mekh. Zhidk.
Gaza, No. 3, 31994.

2S. |. Bastrukov, Phys. Rev. &3, 1917(1996.

3S. 1. Bastrukov and 1. V. Molodtsova, Dokl. Ross. Akad. N80, 321
(1996 [Phys. Dokl.41, 388(1996)].

4Lord Rayleigh(J. W. Strut, Philos. Mag.14, 184 (1882.

5G. Ailam and I. Gallily, Phys. Fluid$, 575(1962.

60. A. Bassaran and L. E. Scriven, Phys. Fluidd,A795 (1989.

"A. 1. Grigor'ev, A. A. Firstov, and S. O. Shiryaeva, Rroceedings of the
9th International Conference on Atmospheric ElectriciBt. Petersburg
(1992, pp. 450—453.

8A. Erddyi (Ed), Bateman Manuscript Project. Higher Transcendental
Functions, Vol. 3 (McGraw-Hill, New York, 1955; Nauka, Moscow,
1955, 299 pp.

L. D. Landau and E. M. LifshitzElectrodynamics of Continuous Media
[Pergamon, Oxford1984; Mir, Moscow (1982, 620 pp].

Translated by P. Shelnitz



TECHNICAL PHYSICS VOLUME 43, NUMBER 11 NOVEMBER 1998

Stochastic heating in a plasma—beam system
O. V. Klimov and A. A. Tel’nikhin

Altai State University, 656058 Barnaul, Russia
(Submitted March 11, 1997
Zh. Tekh. Fiz.68, 52—-56(November 1998

The excitation of a Langmuir plasma wave by a monoenergetic electron beam for which resonant
interaction conditions hold is investigated within a hydrodynamic description of the plasma.

It is shown that parametric and modulation effects lead to the formation of nonlinear stationary
waves with a low-frequency soliton-like envelope in the plasma. The behavior of electrons

in the field of the wave packet formed by Langmuir waves with different phase velocities is
investigated. The level of stochasticity in the system and the relative level of plasma

fluctuations are determined. @998 American Institute of Physids$$1063-7848)01011-3

INTRODUCTION andv; (j=1,2; the subscripts 1 and 2 refer to plasma and

beam parametersy; /ng, Ny /Ny, v,/Ve<<l
The results of experiments devised to investigate the P Si1 /Mo, N2/Ny, v2/Vo<<1).

The evolution ofn; andv; for a plasma—beam system
evolution of the parameters of a plasma—beam system WeLGill be described by hydrodynamic equations and Poisson’s
described in Refs. 1-3. It was discovered that short flashegquatlon for the electric fiel@:
of electromagnetic radiation are generated in the plasma at a
frequency near the electron plasma frequefiy. It was n g
shown that the radiation sources are localized in space, and —! + —(njv;)=0,
their characteristic dimension was determined. The forma- 9t
tion of the electron distribution function was recorded ex-
perimentally in Ref. 2, where measurements of the emission  Jv; Ij eE JE

spectra in the low-frequency region were performed and the gt To; X me’  ox N —41762 M- @
fluctuation spectrum was investigated by a probe method.
The experimental data obtained by Karfidetval > were From (1) we can obtain equations which describe the

interpreted as being a result of the formation of strong Langdynamics of nonlinear density waves:
muir turbulence in the plasma—beam system, whose pattern

can be described by the phenomenological theory for an en- ( 72 2) Pnw; N %2
ng

semble of collapsing Langmuir cavitons. - +
Pl o axXat 2 gx2

In this paper it is shown that some basic features of the
evolution of a plasma—beam system can be described as be-

— 4
at?

ing aresult of the generation of nonlinear Langmuir waves 92 92 0';2 #n,v,
during the induced scattering of beam electrons. The atten- ) +2Vo——— Xt +Vo —Qp Nt Vo—,— 2
dant beam instability, which is accompanied by self- X
modulation and bunching of the electron beam, is stabilized 2 2,2
) . . Jd n2U2 nb J U2 2
by the trapping of beam particles by the waves with the +Qgn;=0. (2

. . ; T 2
resultant formation of stationary nonlinear waveBhe dy- Xt 2 x

namics of electrons in such a wave field become compli- _ _
cated, and dynamical chaos arises in the system for certain The system of equatior(®) corresponds to the ordinary

values of the parameters. dispersion relation
02 (05 , Ame’ny
DYNAMICS OF PLASMA WAVES l=—+————, W= .
® (w—kVp) Mg

Let a fairly intense, nonrelativistic electron beam propa-
gate in an isotropic plasma. In the equilibrium state the ratio It follows from an analysis of this equation that waves
n,/Ny<<1, wheren is the plasma density any, is the beam  which are unstable when an electron beam interacts with a
density, and the beam velocityy>Vy, whereVy is the  plasma satisfy the conditions
thermal velocity of the electrons. Because the charge-density
waves existing in the plasma at the thermal level lead to w=<kV,, w=Q,. 3
modulation of the beam and thereby intensify the modulating
wave, the beam and plasma parameters fluctuate about the Assuming that high harmonics are generated during a
equilibrium values. The plasma parameters are denoteq by nonlinear interaction, we substitute the expansions;and

1063-7842/98/43(11)/5/$15.00 1318 © 1998 American Institute of Physics
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vjin Fhe form of series ir_1ta§2). Using th<=T condition$3) and i+ wésinzpzo, y=2A0, w§=4)\1?\2, ®)
carrying out the averaging over the high-frequency modes,

we find equations which describe the slow evolution of theand an equation which describes the dynamics of the wave
complex amplitudesa; [n;=a;expikx—iwt)] of charge- energy,

density waves: : ) _
y=—aAl+ wesSin(yl2),

ia;=as|ay|?a; + B1]a,|%a; + Ny, _
(4) a=(ay+B2) + Nohy et By). 9

The coefficients appearing in Eg®) and (9) were pre-

Here the dot denotes differentiation with respect to theviously defined in(5).

“new” time t'=t—x/V,. Going over to the new variabté Equation(8) has the form of the stationary sine-Gordon

essentially means that from the entire set of solutiongfor  equation. Its solutions are known and are expressed in terms

we are selecting solutions in the form of stationary wavesf the elliptic functions

moving with a velocityV,. Such waves have been detected
. . cn(t’,x), x<1,

repeatedly in experimentsee, for example, Refs. 1 andl 3 .

The coefficientsy; and 3, reflect the character of the non- ¢(t'):2%w0[ dn(t’,1/%), »=1, (10

linear interaction, and\;\,)*?= vy is the linear beam insta-

bility growth rate [in deriving (4) it was assumed that where we have introduced the notation

v<Q.]. In (4) these coefficients have the following form:

—iay= aylayl?ay+ Bola|?ay+ \,a; .

2 HZEi,//Z— 2cosy, He=w)
ZQe SQE(QG> 2 wo : s= Wo,
=2 PT3eln,)
No Ng b , 1 . H \ w0 W
x = - |, = .
Qe Q)2 3Q, 2 Hs w(H)
“=3"5\0,» P72 i | llat
ng\**b ng Herew(H) is the frequency of the nonlinear oscillations, and

5 2 wg is the frequency of the small oscillatiofige note thaiv
}Q N :} & _ %(@) (5) is specified by the linear growth rate of the probjeivhen
27 2720, YT ng/ »=1, expressior{10) goes over to the definition af at the
The maximum instability growth rate for a monoener- separatrix. Assuming that there is a developed turbulence

getic beamy a0« /o). In the general case the condi- '€9'Me 1N the system af =0 and setting=0 att’=0 or
tions (/2)2(ny /o) De( Qa/KVrp)2< Y< Yimy, WhereVy, — (9#/91) =20 at =0, we obtain

i; _the thermal spgead in the beam, are imppsed on _the insta- #=2wocosh (wy t). (12)
bility growth rate? Even for a monoenergetic beam it turns

out thaty< ymax, since the fluctuations of the beam velocity =~ When other conditions ondg//dt’) and ¢ are chosen,
can be significant in a stationary nonlinear wave. Within arthe initial instant of “time” t' is simply shifted, and a con-
order of magnitudey~Q(n,/ng)(Vo/(AV))? (Ref. 4.  stantt, must be added td12) [for example,ty=cc for
When (Vo/(AV))2~(ng/ny)*?, we find y~Qq(ny/ng)¥?  (dylat’)=0 andy=m].

[see Eq(15)]. This value corresponds to the minimum insta- ~ Substituting(10) and(12) into (9), we obtain the expres-

)\1:

bility growth rate excited by a monoenergetic beam. sions for the dynamics oA,
For a further analysis (_)f the gvolutlon qf the system, in dn(t’ )+ % et x), x<1,
(4) we go over to new variables, i.e., amplitude-phase vari- Azzﬂ , . (19
ables, by settinga;=A,exp(¢;). In the new variables the 17 | 2dn(t 1) +en(t’ 1),  »=1,
system(4) acquires the following form:
- i 2w
Ai=+NASINA e, Ap=¢r— ¢, AiZTO cosh Y(wg t—Kkox), x=1. (14

Az=FNAssiNA g, Using the definitiong5), (8), and(9), we can calculate

. the amplitude valué&
Ap=—((ay+Ba) A2+ (ayt Br)AY) P 1

n
£ (M A AL\ A, A7) COS\ 6. ©  (Ah—Al- 0.4( n—b) | 15)
0
From the first two equations i{®) we find the integral of ) ) )
motion Equations(13) and (14) describe the evolution of the
) 5 energy of nonlinear Langmuir waves. In particular, Etf)
MAS—NAT=C. () corresponds to two types of waves: solitons,

We henceforth assume that the integration constant is
equal to zero. Using7), we obtain from(6) an equation A=+
which describes the variation of the phase difference be-
tween the waves, and antisolitongcavitong

2(00 1/2
— cosh ¥2 w,

-3l
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2(,00 1/2 X
__ =112 _
A ( - ) cosh wp| t A

Let us investigate the dynamics of electrons in a plasma
field. As follows from the foregoing, a high-frequency wave
with a slowly varying amplitude, or, stated differently, a

Interesting information on the dynamiCS of the waveSphroad wave packet’ appears in the p|asma_ We shall show
can be obtained if we consider the expression for the phas@at the trajectories of particles in the field of such a packet
difference when H=Hs. Under the initial condition pecome stochastic under certain conditions The phase veloci-
Ap=0 att’=0, from Eq.(8) we find ties of the packet tightly fill a certain intervalo(k) mac>Vo

Ap=_2arctafiexg wg t')— m/2]. (16) >(w/K)min, SO that an effective _interactioﬂ_andau_ reso-

nance of the waves with the particles occurs in this region.

Ast'—c, the phases of the waves go out of resonancegecause of the overlap of resonances, the trajectories of reso-

andAe— /2. nant particles become complicated, and regions with stochas-
tic particle dynamics appear on the,X) phase plane. Since
STOCHASTIC DYNAMICS OF PARTICLES the main nonlinear effect is associated with the reverse in-

fluence of the plasma oscillations on the distribution of reso-

Let us turn to the spectral properties of the system. Iinant particle$, the equation describing the dynamics of the
was shown in Ref. 6 that near the separatri®-G1, particles will have the following form:

H—H,) the parameteN, which is defined in(11), has the
. e
form X=——, Eexpikx—iwot). (20)
Mk

7 Hg—H’ (17 Here the Fourier harmonig, of the electric field is de-
termined from Poisson’s equation and E¢s}) and(15). It

diverges logarithmically. The phase velocity/at’ and the follows from (17)—(19) that the wave spectrum consists of an

energyA2(t’) of the waves approach a periadic sequence 0Fven number of harmonics with the wave numberand the

. . . ) requencieso,, which range from-o to +o. It was shown
soliton-like pulses with a distance between crests along thgbove that the amplitudes of the harmonics are approxi-
time scale equal to 2/ w(H) and a crest width close to

mately equal up to a certain number. Then the following

277/“’9' The spe(_:trum_ of these mOdeS becomes broad angmplifying assumptions can be made regarding the structure
contains harmonics with the amplitufes of the packet:

Near the separatrin(H)— 0, and the oscillation period

1, N=n>1,

by~ 80 exp(—n/N), NN, (18) koa=ko+nAk, w,=Q.+nAw,
ko=QcVo!, A,=const, A2N=A3, (21)
i.e., all the harmonics are approximately equal umteN
and are exponentially small at>N. The numbeN specifies
the off-on ratio of the functiongy/at’ andA? and the char-

acteristic number of harmonics in the spectrum. As the SePg;,y

Leg;?:nhsojfzroeﬁ?j?\l_m’ and the spectrum tends to a problem of the motion of a particle in the field of a temporal
pectrum. . . n;i‘)acketf? Using the conditiong15) and (21) and averaging
Let us determine the correlation properties of the syste : S . .
over the high-frequency oscillations, we obtain an equation

at the separatrix. For this purpose we introduce the correlatov(/hich describes the slow evolution of a particle in the wave
gi(7)=(A(t")A(t' + 7)), where the angle brackefs . .) P

where A, is the density-wave amplitude normalized rig
andN is the effective number of harmonics.

Furthermore, a large portion of the plasma electrons
e velocitiew <Vy. In that case Eq(20) reduces to the

denote averaging over the ensemiilime).® The spectral packet field:
power densityq;(w) is related to the correlatar;(7) by the . Qg
expression X=sk—ocos(k0x—Qet); Ancog nA wt)
(w):f dr e'°7q (7). Q2 ”
ke o o =k—°Tcos®(x,t) > s(t—nT). (22)
0 n=—o

Substituting the expressions fé(t’) from (14) into
these definitions, we have Here we have introduced the following notation:

27 O(X,t)=kox—Qet, Q3=e02AN"2
Ax(7) = — cosh *(wo7),

np | 2 2w 2w 1
w2 wo=Q¢[ —| , T=5-=—N, e=N"% (23
q1(w)= —— cosh Y mw/2wy). (19 0 0
*@o where T is the characteristic time period of the field,

It can be seen fron2) and(4) that the wave spectrum is Tczwal is the decorrelation timeg is a small averaging
continuous (the characteristic width of the spectruthw parameter, and}, is the frequency of the small oscillations
~w,), the decorrelation time,= (w,) 1, and the correlator of a particle in the potential well created by the central har-
g(7) behaves as exp(wy7) at 7— . monic of the wave packet.
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It is easy to write a mapping'T(is the mapping in Ref.)6 Formulas(30) containN, i.e., the effective number of
which is equivalent to Eq22): harmonics in the wave packet. For rough estimatels ahd

D we can sefN~ngy/n,. Under this condition expressions
v=uv+ < co®d, K=Q3T? (30) take on the following form:
- 1 T ’ - 0 ’

koT 5/4
n
K= ( —0) ,

O=0+w()T, oW)=kw—Q,, (24) Mo
2

-1 No 2
,  Tg=2m(), n—b . (31

_ — . 2 Mo
wherev, 0, v, and®, are the velocities and phases of the D= EVOQE(n_
particle, respectively, at the timesl and (h+1)T. 0

The mapping(24) is a standard mapping, and when There are several effects that were not taken into account
K=1, the particle trajectories become stochastic, and th# describing the stochastic dynamics of electrons. First, if a
corresponding kinetics are described by an equation like thénite decorrelation timer; is taken into account in the FPK
Fokker—Planck—Kolmogoro(FPK) equation. At small par- equation, then Eq(25) can contain a description of the sto-
ticle velocities, at which the packet is temporal, the FPKchastic acceleration of the particleSince the distribution

equation can be written in the divergent form function in a plasma—beam system is nonequilibrium, it is
possible that the particles are slowed, rather than accelerated,

and impart energy to the wave packet. As a result, this leads
to modification of the velocity distribution function and es-
tablishment of the stationary distributi@®9). Another effect
Heref(v,t) is the distribution function of the particleBis s associated with the influence of friction on the mechanism
the diffusion coefficient, which is calculated in the usualof stochastic heatin¢he diffusion time along the stochastic

o) 1 a _at(ut)

. 2adv - v (25

manner, trajectories is of the order of the damping time?). In this
(Ap)? - K case it can easily be s.hov.vn that the maximum energy which
= < < T > > . Av=v—v= ke co®, the particles can acquire is
<me02> AGS
D= EK_Z (26) 2 w_8'yQ§T3.
2 k218’

Substituting the expressions f&rand T from (23) and
. . 2
and the angle brackets. ..) denote averaging over the (31 into the last formula, we obtaim{ev?)../meVo~ y7q.

phase. For electrons moving with velocities >V, (on the
It can be seen from Eq$25) and (26) that “tail” of the distribution function), the energy confinement
mechanism is associated with the features of the chaotic be-
(vz>=u§+ Dt (27 havior of the particles. The dynamics of the particles in this

) . case are described by the equation
and that stochastic heating takes place. 5 .

If the problem(25) would be solved in a certain bounded . Qg
velocity range in the absence of a flow of particles from that x= ko Lcos@(x,t)n;w o(x=nL), (32

range, then during the characteristic tinzer,, where 1. . i i
whereL=27VoNw, ~ is the spatial period of the field.

Tq=V3D ! (29 The chaotic behavior of the particles occurs only in a
bounded velocity rangeMy,Vmad, Where
the equilibrium distribution 21
Vmax= (VOLzﬂo)l 3 (33
f(v)=const (29 . . .
The averaged evolution of the system is derived from the
would be established in that region. FPK equation, from which it follows that chaotization of the
The distribution(29) has the form of a plateau in veloc- motion of the particles causes the formation of a plateau in
ity space. energy space on the tail of the distribution function and that

We use formulag24), (26), and (28) to calculateK, the energy of the particles varies on the average according to
which characterizes the degree of stochasticity of the systenfje law

0

the diffusion coefficient D, and the characteristic mo2 m.v2
distribution-function relaxation time. Utilizing formulas < ° >~ ° 2+ const 23, (34)
(23) in the calculations, we find the following dependences: 2 2
” This occurs until the energy of the particles reaches the
K:(@) NY2 value (m.V2_/2). Using the definitions fo}q and V.,
Ny ’ from (23) and (33), we find
mMeV2 WAVAEAED
D= %vgneN*Z, Tq=2mQ N, (30) < ezmax> = 82 O(n—s) (35
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Let us evaluate the influence of ions on the dynamics ofw~T =10 s %, the distribution-function relaxation time
the system. In the experiments in Refs. 1 and 2 the level of4~ v, *(ng/n,)?~10"% s, the characteristic width of the
ion fluctuationsén; /nj~1072, i.e., n;/n;<dn./n,. If the  potential well created by the central harmorlig~ kgl
field of ion fluctuations is totally neglected, then the motion=V,Q_ *=(V,/V1)rq (r4 is the Debye radiysand the har-
of the heavy particles can be described as the result of theinonic interaction scalé&he width of the soliton-like pulge
interaction with the Langmuir wave electric field envelope.|~Vyw, *~1o(ng/n,) Y2 It follows from (16) that the turbu-
Reasoning as above, we can write the dynamical equation d¢énce energy level dn./ng)?~0.4, (n,/ng)Y?~4x10"?,

the ions in the form and |E|?/47ngT~10. Using formulag27), (31), and (34)
02 w we calculate the electron energy increment during a beam
X=g—AgTcoM(x,t) > 8(t—nT), (36)  Pulse MeVe/2)(ny/ng)rer~10"Y, (MeVG/2), and the
Ko n=—o maximum electron energy on the tail of the distribution func-

tion (MgV3/2)(no/ny)%®. An estimate for ions from(37)
shows that the relative ion energy incrememniz(ilei)
~(Me/ M) (Te/T)(MVI Te) (N /Ng)2ver~0.1.

In summation, it has been shown in this paper that the
induced scattering of beam electrons excites nonlinear Lang-
muir waves in the plasma. The electric field envelope of the
@) 37 Langmuir oscillations has the form of a cnoidal wave. The
N/ ' dynamics of electrons in the wave field becomes chaotic, and
he stochasticity is manifested in several macroscopic effects.

he results obtained within this model provide explanations
for several experimentally observed features of the evolution
of a plasma—beam system.

where(); is the ion plasma frequency.

It can easily be shown that because of the weak sto
chastization of the ion motiofthe stochastization parameter
K~ 27 (me/m;)(no/n,)**~1] only slow growth of the en-
ergy is possible in the system in the fig[@b):

mof\  me TemeVG Q,
T | m T, T. 2w

whereT, andT; are the electron and ion temperatures, an
m; is the mass of an ion.

DISCUSSION OF RESULTS. CONCLUSION

Let us compare the experimental data with the calculated
values. In the experiments in Refs. 1 and athe typical pIasmqD_ A Whelan and R. L. Stenzel, Phys. Rev. Ld, 95 (1981,
and beam param?ters Y\’sere as folloWg=3 eV, T;/T, 2D, M. Karfidov, A. M. Rubenchik, K. F. Sergehev, and I. A. Sychev, Zh.
=0.1, ny=5X 10t em 3, ve=QJ27m=5X 10° GHz, Eksp. Teor. Fiz98, 1592(1990 [Sov. Phys. JETH1, 892(1990].

MeV2/2T =100, n,/ng~10"2, and the beam pulse duration °T.Neubert and P. M. Banks, Planet. Space 38j.1(199).
~10%s 4L. A. Artsimovich and R. Z. SagdeeRlasma Physics for Physicists

. . . [in Russian, Atomizdat, Moscow(1979.
Let us first determine the characteristic temporal andsy, | Ginzburg, Applications of Electrodynamics in Theoretical Physics

spatial scales of the problem. Using E(®, (14), (19), (23), and Astrophysics2nd rev. ed., Gordon and Breach, New Y¢i089.
and (31), we find the field pulse time Tc:w(;l 8G. M. Zaslavski and R. Z. Sagdeeuntroduction to Nonlinear Physics
=0.Y(ng/np)~10"8 s, the pulse repetition period [in Russiag, Nauka, Moscow(1988.

T~wq Yny/np)<10"® s, the modulation frequency Translated by P. Shelnitz
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The results of investigations of cathode spots on steel surfaces are presented. Their behavior is
found to have some distinctive features in comparison with the results obtained on clean
metals. © 1998 American Institute of PhysidS1063-78408)01111-§

INTRODUCTION measured on an automated image-processing system with in-
ut of the images into a computer from a television camera

Research on the dynamics of cathode spots on variou%. . .
with an assigned magnification.

surfaces is of interest largely in connection with the solution A pulsed disch | hich ¢
of practical problems, particularly with the development of pulse IScharge power supply, which generates

technologies for the vacuum-arc treatment of the surface dfuiSes of rectangular shape with a regulatable duration
electrically conductive materials® Most of the known ex- 1 —1—1000 ms and an amplitude upte-300 A, was used.
perimental results have been obtained in studies performed The following discharge parameters were measured in-
on clean metal surfacés’ At the same time, for practical dependently: the discharge currénthe voltage on the dis-
purposes it is important to know the features of the behaviofharge gapJ, the total electric charge passing through the
of cathode spots on surfaces covered by various films, paglischarge during a single puls@= [l (t) dt, and the dis-
ticularly fairly thick layers of scale. Such studies have notcharge pulse duratiof.
been carried out to any appreciable extent on account of the The electrode system had a flat geometry with an elec-
complexity of the interpretation of the results and their poortrode gap much smaller than the linear dimensions of the
reproducibility, which is due to the nonuniformity of oxi- electrodes, and the sample being investigated served as the
dized surfaces. cathode. The experimental setup permitted the performance
The preliminary results of investigations of cathode of investigations both in the absence of an external magnetic
spots on the surface of hot-rolled steel performed by thgie|d and in an external magnetic field.
“autograph” method were recently reported in Ref. 8. It In the former case a cassette holder for six samples,

was established that elementary cathode spots, which afg,,se geometry ensured the most symmetric distribution of

also 'énO\_Nn as celfsor as mdependent or separate C""thOdethe local magnetic fields created by the discharge current and
spots, exist on such a surface in the form of compact 9r0UPS 0 |eads over the surface of each sample, was mounted in

which determine the type of erosion of the surface. A theory, L . : .
the vacuum chamber. Investigations associated with determi-
on such compact groups of elementary cathode spots was

previously advanced in Ref. 5, where they were terme(Pation of the most probable value of the current per group
group cathode spots ' spot, as well as other parameters of the group cathode spots

The purpose of this paper is to report the results of fyrunder conditions allowing their free movement over the sur-

ther, more systematic investigations of group cathode spotfac€; were performed in this variant.

Samples of hot-rolled stainless steels 304 and 430 were se- [N the latter case an electromagnet with one test sample
lected as objects of investigation. in its opening was mounted in the vacuum chamber. The

maximum magnetic field strength over the surface of a non-

magnetic material wald = 1.3x 10° A/m. The corresponding
EXPERIMENTAL METHOD value over the surface of a sample of a material having fer-
romagnetic properties wald =8.6x 10* A/m. The depen-

by the “autograph” method is exceptionally simplend can (S:Ience of the width of the imprint of a group cathode gist

be described as follows. As a group cathode spot moves ovglmensmnis gnd the rate of motion on Fhscharge current, as
a surface, it leaves an imprint, which forms as a result 01WeII as the influence of the magnetic field on the properties

erosion of the surface. If the surface is covered by an oxid@f the group cathode spot, were investigated in this variant.
layer (scal@, its erosion includes removal of the scale from The value ofQ was measured by a special instrument to

it, as a result of which the imprint formed has a very clearly@ relative error of 2%. The automated image-processing sys-
outlined contour. Measuring the geometric parameters of thi€m enabled us to measure the area of the cleaned surface to
imprint (length, width, and arédor a fixed discharge burn- a relative error of 5% and the linear geometric parameters of
ing time permits determination of the dimensions of thethe imprints of group cathode spots to a relative error of
group cathode spot and its mean rate of motion over th8.5%. The duration of the discharge pulses was varied with
surface. The geometric parameters of imprints werel-ms steps and established to withirlO us.

The idea behind the investigation of group cathode spot

1063-7842/98/43(11)/6/$15.00 1323 © 1998 American Institute of Physics
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a track simultaneously, which would be displayed in the
form of one highly branched track. It turned out that the
result of calculating, depends weakly on the choice of the
criterion for countingNy. The values ofi; determined ac-
cording to different criteria, were confined to the following
rangesiy=25.1-28.7 A for steel 430 ang,=22.5-23.7 A

for steel 304. The best criterion for determiniNg was es-
timated from the minimum of the quantity

A=k§_)1 (Nk— Iy /ig)%(n—1),

where n is the number of “autographs” treatedl, is the
discharge current for the formation of théh “autograph,”
and N, is the number of tracks counted in th¢h “auto-
graph.”

The following values were taken as a resulf=27.5
+0.7 A for steel 430 andy=23.7=1.0 A for steel 304.
Under these conditions the variance of the normal distribu-
tion of the current in a group cathode spoDi ) =6.8 A?
for steel 430 and (i) =15.2 A for steel 304.

The mean values of the widthl) of the tracks of group
FIG. 1. “Autograph” of group cathode spotd—6) on a surface of steel 430 cathode spots were determined. The width of each track was
for =150 A andT=0.015 s. measured at 10 equidistant points. The results of many mea-
surements performed for different discharge pulse ampli-
tudes and durations were treated according to the least-
squares method. No correlation was discovered between the

In the absence of an external magnetic field at suffitrack width and the discharge currehe number of tracks
ciently large discharge currents-(00 A) the “autograph”  for the group cathode spotas well as the discharge pulse
of cathode spots on a surfa@tbe outline of the area freed of duration. The following values were obtained=(0.045
scalé has a clearly expressed structure in the form of almost- 0.006) cm with a varianc® (d)=0.0002 cm for steel
symmetrically dispersed, winding tracks of irregular shape430 and d=(0.084+-0.008) cm with a varianceD(d)
on which there are branches. A typical example of an “au-=0.0005 crd for steel 304.
tograph” is shown in Fig. 1. At small currents, for example, It is easy to see that the distribution function of the
at1=20 A, such a structure is not observed even for largegroup cathode spots with respect to the relative value of the
discharge-current durations: the “autograph” has the formcurrent flowing in them is narrower than their distribution
of a spot of irregular shape. One interesting feature of thevith respect to the measured relative track width. Thus, in
microrelief of an eroded surface is the presence of axiallyour opinion, the great spread of measured track widths is
symmetric columnar protrusions of the fused metal, whichdetermined to a considerable extent by the superposition of
reach heights up to several tens of microns. They are posthe chaotic component of the velocity of the group cathode
tioned randomly at the center of the “autograph” and onspots on the radial component. This is also supported by the
widened portions of the tracks. On narrow portions of wellcharacter of the surface microrelief in the regions of appre-
formed tracks the protrusions are located predominantlgiable widening of the track&he chaotic arrangement of the
along the axial line of the track, sometimes fusing and form-rotrusions on the surfage
ing a structure resembling an axial ridge. This is displayed The radial components of the velocity of group cathode
especially clearly on the tracks formed in the presence of aspots were measured. Anisotropy of the velocity of the group
external magnetic field, which will be discussed below. cathode spots on the surfaces of the samples investigated was

The measurements were performed for various amplidiscovered. The velocity of the group cathode spots in the
tudes (116-160 A) and durations (550 mg of the dis- rolling direction was higher than the velocity in the trans-
charge current. The most probable value of the currgit  verse direction. The radial components of the velocity of the
a group cathode spot was determined by counting the nungroup cathode spots decrease with increasing distance from
ber of tracksN, at each value of the discharge current underthe discharge initiation center, in agreement with the concep-
the assumption that all the tracks form simultaneously. Ition of the influence of the total magnetic field created by
must be admitted that the procedure for counting the numbegroup cathode spots on their motion. Plots of the dependence
of tracks is very subjective. Therefore, several counting cri-of the radial component of the velocity in the rolling direc-
teria were used: for example, only tracks diverging from thetion (Va0 and in the transverse directiol (;,) on the dis-
center were counte@without consideration of branchifyg charge pulse duration for both types of steel are shown in
short branches were not counted; and allowance was madég. 2. Processing of the results of measurements of area
for the possibility of two group cathode spots moving alongfreed of scale §) for various values 0Q=fgl (t) dt showed

EXPERIMENTAL RESULTS
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35} the discharge curremtwere discovered: a linear dependence
and a dependence of the fodw kg JI. The dependence of
3ok . on | for steel 430 turned out to be nearly linear at all mag-
netic field strengths. The dependencedain | for steel 304
a5t is nearly linear at low magnetic field#(), while at high
a fields (H},) it has the formd=kgyI. With respect to the
o, | dependence at medium values of the magnetic fielg)(
~ 20 . .
g . the spread observed in the experimental data precludes mak-
% . ing an unequivocal choice between these two types of depen-
=151 dences.
The results of the measurements of the velocity of group
101 ' - cathode spots as a function of discharge current showed that
a regular dependence is observed in only one case, viz., for
5t steel 304 at a high magnetic field, and has the form
v=k, /. In the remaining cases it can be stated that their is
0 7012 T 0,036 no dependence of the velocity of group cathode spots on

T,s current.
When the dependence dfon | is linear, the character-
FIG. 2. Dependence of the radial component of the velocity of group cathistic track microrelief(the axial ridge consisting of merging
ide_sgots on the duration of the discharge pulse for steel M04+= vy, protrusion$ does not undergo any qualitative changes. The
mex dimensions of the axial ridge decrease as the track width
decreases. The transition to the dependence of the form
that the relationship between these quantities at a fixed cug=Kkqy/l (steel 304 at a high magnetic figlis accompanied
rent and pressure is approximated well by the linear deperby qualitative changes in the microrelief. More specifically,
dence S=Q/q.; (the linear correlation coefficient is no the pronounced axial ridge disappears, and an appreciable
poorer than 0.99 Thus, for fixed current and pressure valuesquantity of fused scale appears on the bottom of the track.
gett IS @ constantwhich does not depend on time&he con- The measurements af.4=Q/S, where S is the track
stancy ofg.s with time attests to the constancy of the frac- area, showed that it does not depend on discharge current.
tion of the current in a group cathode spot which removes thdhe value ofg for steel 430 does not depend on magnetic
scale from the surface. field strength to within the measurement accuracy range and
For steel 430 we havg.s=(11.8+1.5) C/cnt, and for  remains the same as in the absence of an external magnetic
steel 304 we haveez=(13.8-0.6) C/cnt. The parameter field. At the same time, for steel 304 there is an appreciable
Jef has a weakly expressed maximum in the range of disdecrease i in an external magnetic field, the strongest
charge currents 140150 A, remaining essentially constant change occurring upon the transition from fields of medium
for other values of the current. strength to fields of high strength. The values qf; for
An external magnetic field was used to induce the di-various magnetic field strengths are listed in Table I.
rected motion of a single group cathode spot for the purpose To complete this section we note that a significant con-
of subsequently determining the dependence of the rate dfibution to the statistical spread of the measured parameters
motion and the characteristic dimensions of the group cathef group cathode spots could be made by the inhomogeneity
ode spot on the current value of the current in it. A groupof the scale on the sample surface. In order to clear up this
cathode spot moves in an external magnetic field in the diguestion, the thickness of the scale on a large number of
rection opposite to the Ampe force. samples(22 samples for each kind of st¢ebas measured.
Measurements were performed for three values of thdhe results were as follows: a mean scale thickness of
magnetic field and 6—10 values of the discharge current. Thé.0 um with a variance of the normal distribution of the
minimum value of the magnetic field strength was chosen sthickness equal to 2um? for steel 430, and a mean scale
that a straight track of approximately invariant width with a thickness of 7.6um with a variance of the thickness distri-
regular microrelief in the form of an axial ridge consisting of bution equal to 0.7.m? for steel 304.
closely arranged and partially merging protrusions would

form.
. L DISCUSSION OF RESULTS
The following values of the magnetic field strength
were chosenH,;=2.23x10* A/m, H,,=4.5x 10" A/m, and Examining the results obtained, we start out from the

H,=6.75x10* A/m for steel 430; H,=2.4x10" A/m, most widely used conceptions of an elementary cathode spot
Hm=4.7x10* A/m, andH,,=8x 10" A/m for steel 304. The as a local active emission center, which provides for the flow
values of the discharge currents were chosen in the rang# large currents with a comparatively small voltage on the
14/2<1<2ig4, which corresponds to the existence region of adischarge gap. According to these conceptions, an elemen-
single group cathode spot. The velocity of the group cathodéary cathode spot is a highly nonstationary and unstable sys-
spot in these measurements was found &$/T, wherel is  tem, which forms, develops, and ends its existence in a fixed
the track length and is the discharge pulse duration. local region on the surface. The movement of an elementary
Two types of dependences of the mean track witltm ~ cathode spot over the surface should be regarded as the result
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TABLE |. Types of dependences of the parameters of group cathode spots on the discharge current, their configuration, and thgw&ueaious
external magnetic field strengths.

Magnetic | 1yne of steel 304 430
field
strength Parameters d, cm v, cmis Qeit, Clen? d, cm v, cmls Qest» Clon?
Low Type of d=kgyl v=const 8.1+0.5 d=kgyl v=const 12.8+1.0
(H) dependence | kq=(1.92+0.05)x10 3 v=62+4 kg=(1.71+0.17)X10°%  p=46+7
Configura-
tion of group One-dimensional One-dimensional

cathode spot

Medium Type of d=Kkyl v=const 7.4+1.0 d=kgyl v=const 11.1+1.1
(G dependence | kq=(1.31+0.12)x10 2 v=99+6 kg=(1.01+0.10)x10"3  p=84+10

Configura-

tion of group One-dimensional One-dimensional

cathode spot

High Type of d=kg T v=k, T 5.6+0.5 d=kyl v=const 10.2+0.8
(Hp) dependence | ky=(5.93+0.23)x10°%  k,=26.1=0.8 kg=(0.98-0.06)x107%  p=94+7
Configura-
tion of group Two-dimensional One-dimensional

cathode spot

of the successive formation of new elementary cathode spotsost probable number of elementary cathode spots compris-
in the immediate vicinity of disappearing elementary spotsing a group cathode spotvith a comparatively small vari-
The characteristic parameters of elementary cathode spo@@nce seems to be evidence of the operation of a mechanism
such as their probabilityfrequency of formation, lifetime,  which displaces the equilibrium between the rate of forma-
linear dimensions, and mean current, depend both on thiton and the rate of disappearance of elementary cathode
physical properties of the surface in the region where thegpots in accordance with their number with a group cathode
form and on the initial local conditioné&he density of the spot. When the current in a group cathode sgio¢ number
near-surface plasma and the temperatarel do not depend of elementary cathode spots less than the most probable
on total discharge current, i.e., the discharge current is divalue, the rate of formation of elementary cathode spots is
rectly proportional to the number of elementary spots on thénigher than the rate of disappearance. In the opposite case
cathode. the rate of formation becomes less than the rate of disappear-

Unlike an elementary cathode spot, a group cathode spance.
is a stable system, whose existence is sustained by the equi- The results of the measurements of the dependence of
librium between the rate of formation and the rate of destructhe group cathode spot track width on the current in an ex-
tion of the elementary cathode spots comprising it. Theernal magnetic field showed that in all cases, with the ex-
movement of a group cathode spot over the surface is mosieption of steel 304 in a high external magnetic field, a group
likely attributable to the difference in the probability of the cathode spot has a configuration in which the elementary
formation of elementary cathode spots in certain selected deathode spots are arranged along the outline of the group
rections due to the inhomogeneous distribution of the nearspot according to a law which does not depend on current. In
surface plasma density in local magnetic fields. other words, the mean distaneebetween the elementary

The following qualitative explanation for the formation cathode spots remains constant as the current in the group
of a group cathode spot on a surface covered by scale can spot varies. Below we shall call such a configuration one-
conjectured. An isolated elementary cathode spot on such @dmensional by convention. The extreme examples of one-
surface obviously cannot provide the necessary initial condidimensional configurations of group cathode spots are a lin-
tions for the formation of a new elementary cathode spoear segment of lengthd and a circle of diameterd. Here
with a sufficiently high probability and thus cannot create
successively appearing new elementary cathode spots over d=Kql, @
D D e per, e 12 S Mok ari, i i e mean curent in an lemenary

: : : : cathode spot, antlis the geometric factor.
face, their combined influence on the surface results in the The depend f the f
. . i pendence of the form

creation of more favorable conditions for the formation of
new elementary cathode spots to replace the disappearing d=kd\/l_ )
spots. Thus, a group of elementary cathode spots is a more
viable system than an isolated elementary cathode spot. lobtained for steel 304 in a high magnetic field corresponds to
addition, the fact that each type of surface has a definitea configuration of the group cathode spot in which the el-
most probable value of the current in a group cathode @ot ementary spots are distributed over the entire area of the
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group spot according to a law which does not depend on
current. Below we shall call such a configuration two-
dimensional. In this case a b

kg=al i

wherea is the mean distance between elementary cathode
spots, which likewise does not depend on the current in the e
group cathode spot. \\\\\\&\\\-

The conceptions of group cathode spots with one- and Y '
two-dimensional configurations are in good agreement with
the results of the measurements of the velocity of group cath-
ode spots as a function of current.

Let us consider the formation of a surface freed of scale ] ) o ]
in the form of a straight track as a result of the motion of a?f}gémii:;im;t'; rti‘;zce;f mfg;g?eﬁfeg‘f‘h:faelgt'g?/é?bthif':fg;’a%e_c’f
group cathode spot. Then the area of the cleaned surface ggtrusion d — border of fused scale.
specified by the expression

S=dt, ® with this intuitive picture. As we have already stated above,
wherev is the rate of motion of the group cathode spot.  the motion of a group cathode spot is caused by the higher

On the other hand, the cleaning of the surface can b@robability of the formation of new elementary cathode spots
regarded as the result of the interaction of the elementarm the direction of motion of the group spot, and, therefore,
cathode spots forming a group spot with the scale. In thishere cannot be a uniform distribution of elementary cathode

7,
NN

\\\

N/

N\
N

case spots along the outline or over the area of the group spot. It
S can theorized, for example, that an overwhelming majority
S=xn T—t, (4) of elementary cathode spots in the region of a group cathode
e

spot with a one-dimensional configuration will be concen-
wheren is the number of elementary cathode spots formingrated on the arc of a circle facing the direction of motion of
the group spoty is the effective fraction of elementary cath- the group cathode spot at a certain value of the magnetic
ode spots interacting with the scalg<1), s, is the area of field strength. The elementary structure of the microrelief of
the cleaned surface formed during the lifetime of an elemenan eroded surface is displayed most clearly when the dura-
tary cathode spot as a result of its interaction with the scalejon of the discharge pulse is small in the absence of a mag-
and 7, is the lifetime of an elementary cathode spot. netic field. At durations less than 1 ms an eroded surface has
Comparing the right-hand sides (8) and (4), we find the form of individual, closely arranged craters with a nearly
circular outline. The following crater formation dynamics are
observed. In the initial stage of development of the discharge
the dimensions of the craters grow with increasing time. The
Using formulas(1) and (2), we can easily find the de- bottom of each crater has a flat shape at its center with a
pendence of the Ve|ocity of a group cathode spot on currergonsiderable quantity of fused scale and islands of clean
for different structures: metal. There are subsequently qualitative changes in the mi-
crorelief of the crater without significant changes in its di-

C1s, 11 s,
N X L T dX

const= iXE for a one-dimensional mensions. A columnar protrusion of fused metal appears at
a” e configuration, the center of the crater, and a clearly expressed border of
o= fused scale forms along the edges. A schematic representa-
1 s, foratwo—dimensional tion of such a crater is shown in Fig. 3. _
k, JI, where k,=——= Approximate estimates of the time of formation of the

avi XTe configuration. Al _ ¢ _
e characteristic microrelief were obtained: -5Q00 us for

The types of the dependences of the parameters of steel 430, and 100150 us for steel 304. In our opinion, the
group cathode spot and its structure on discharge current apocesses which shape the structure of a group cathode spot
given in Table I. It was assumed in all the arguments abovend the microrelief of a crater are directly related to one
that the basic parameters of elementary cathode spots do naother. In this situation, a group cathode spot apparently has
depend on discharge current. a two-dimensional configuration at the initial moment, and

The observed axially symmetric structure of typical ele-then it relaxes to a one-dimensional configuration during a
ments of the microrelief of an eroded surface, i.e., the profinite time.
trusions, leads to an intuitive picture of the analogous sym-  The fact that passage from a one-dimensional to a two-
metry in a group cathode spot. For example, in the case of dimensional configuration of a group cathode spot was ob-
one-dimensional configuration it suggests a group cathodserved on steel 304 at high magnetic fields in the experi-
spot of annular structure with a uniform distribution of el- ments in an external magnetic field is confirmed not only by
ementary cathode spots around a circle. However, the movéhe dependence af andd on the discharge current, but also
ment of the group cathode spot over the surface is at variandgy the changes observed in the track microrelief in this case.
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It is significant that the microrelief of the track left on a dimensional configuration is unequivocally associated with
surface by a group cathode spot of two-dimensional configuthe formation of a characteristic microrelief on the eroded
ration is qualitatively similar to the microrelief of the craters surface in the form of axially symmetric columnar protru-
formed in the initial stage of discharge development. Thesions of fused metal.
significant decrease in the value @f; upon passage from 4. Passage from the one-dimensional configuration to the
the one- to the two-dimensional configuration agrees weltwo-dimensional configuration of a group cathode spot is
with the qualitative change in the microrelief of the cleanedobserved on steel 304 at high magnetic fields. The change in
surface, since an appreciable portion of the energy expendehe structure of the group cathode spot is accompanied by
on cleaning the surface must be used to form the protrusionsgjualitative changes in the dependences of the width of the

The absence of a change in the structure of a grougrack of the group cathode spot and its rate of motion on the
cathode spot on steel 430 is probably attributable to theurrent flowing in it, alteration of the microreliéflisappear-
shorter relaxation time of a group cathode spot and the lowesince of the protrusionsand a decrease in the specific energy
rate of motion of a group cathode spot at high magnetiexpended to free the surface of scédedecrease ).

fields on this type of steel than on steel 304. In conclusion we would like to express our gratitude
to the developers of the image-processing system, T. A.
CONCLUSIONS Zakirov, R. D. Sadykov, and E. |. Zyat'’kové.aboratory

f Applied Physics, Institute of Electronics, Uzbekistan

1. The elementary cathode spots on the surfaces of hot- _ : . : .
rolled steels 304 and 430 in a quasistationary vacuum a Ccademy of Sciencgdor their assistance in performing the
measurements.

discharge at large currents exist in the form of compact struc-
turally ordered groups, i.e., group cathode spots. The prop-
erties of group cathode spots are characterized by the mean
value of their diameter. the current. and the rate of theirlB' E. Bulat, A. M. Mirkarimov, R. B. Nagaibekoet al, in Proceedings
. T i ; of TATF'96 (1998, pp. 155-157.
motion over the surface with comparatively small variances.zyy a_ arifov et al, European Patent No. 04681(T890.
2. At small discharge currents {2i,, whereig is the 3S. L. Pozharovet al, Uzbekistan Preliminary Patent No. 6@G0992;
mean current of the group cathode spaisdischarge con-  Russian Federation Patent No. 930036511993. _
tains one group cathode spot. At large curremts Zi ;) the “4l. G. KesaevCathode Processes in an Electric Aia Russiad, Nauka,
L A . Moscow (1968, 244 pp.
group cathode spot tends to divide. No qualitative changes ing. A Lyubimov and V. I. Rakhovski Usp. Fiz. Nauk125, 665 (1978
the structure of the group cathode spot are observed as th€Sov. Phys. Usp21, 693(1978].
current is varied. The mean distance between the elementari/acuum Arcs. Theory and Applications M. Lafferty (Ed), Wiley, New

: - : York (1980.
cathode spots in a group cathode spot and their basic PrOPra | Bushik, T. A. Bakuto, P. S. Zacherilo, and V. A. Shilov, literna-

erties do not depend on the current flowing in the group tional Symposium on Discharges and Electrical Insulators in Vaguum
cathode spot. St. Petersburg1994, p. 96.

3. In most of the investigations performed the 8A. M. Mirkarimov, S. L. Pozharov, and I. V. Soldatov, Ukr. Fiz. Zh. No.
_ : . .~ 4, 45(1996.
group cathode spots had a one-dimensional configuration.
The formation of group cathode spots with a one-Translated by P. Shelnitz
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A multichannel leader discharge over a water surface is investigated in a Lichtenberg figure
geometry. It is established that the Ohmic conductivity of water causes nonlinearity Bf tj1@
discharge circuit. A mutual one-to-one correspondence between the channel lengths and the
currents flowing in them is established during the discharge, and the discharge has a self-
consistent character. A mechanism is proposed for the initiation of initial channels by

maxima which arise in the charge structure of the planar double layer on the water surface
during the development of Rayleigh-Bard instability in the layer after the pulsed corona from

the anode reaches the water. 1®98 American Institute of Physid§1063-784£8)01211-2

In Ref. 1 we investigated the conditions for the forma-charge using a resistive voltage dividéand shunt8. The
tion of a single-channel spark discharge over a water surfacgischarge was photographed by cam@ran Izopankhrom
with the intention of using it for the UV disinfection of wa- film (type 22 with the samé stop in all cases.
ter. The results of that work enabled us, in particular, to
disclose the unique features of the evolution of a spark disFXPERIMENTAL RESULTS
charge over a water surface due to its conductivity in com-  Oscillograms ofU, andi (Fig. 2, curvesl and 2) and
parison to the development of a spark discharge over thintegral photographs of the dischard&sy. 3a—3d were ob-
surface of a solid dielectrThe influence of these features tained in the experiments in the rangg=3—6 kV. The
of water on the development of a single-channel leader of aurrent oscillograms enable us to determine the amplitudes
spark discharge over a water surface was investigated in Redf the initial currenti,=0.3 and 3 A atU,=3 and 6 kV,
3. In that study, on the basis of experimentally determinedespectively, and to calculate the initial resistance of the dis-
distributions of the electric field and current density alongcharge circuitR,=U, /iy, and the oscillograms dfl, andi
the leader we found that its development has a self-consistepermit determination of the resistance of the discharge cir-
character and that the product of the storage capacitance agdit at other moments in timéig. 2, curved). In addition,
the initial potential difference between the tip of the leaderthe amplitude of the maximum curreiqf and the time of its
and the water surface beneath it is an invariant of channelchievement,, were determined from the current oscillo-
development. A natural continuation of the work in Refs.grams, enabling us to calculate the charge transferred up to
1-3 would be an investigation of a multichannel leader ovethat momentq,,=(iy-ty)/2 and to construct plots of the
water in the geometry used to record Lichtenberg figures oflependence of all these quantities g (Fig. 4).
discharges over solid dielectrics. This is the subject of the  Figure 3 shows the central diffuse luminescent region,
present paper. the channels developing from it, and the image of the wire
anode, which is defocused as the distance from the water
surface increase@-igs. 3b—3dl. In the rangeUy=3—-6 kV
the diameter of the diffuse region determined from negatives
A diagram of the experimental setup is shown in Fig. 1.increases approximately linearly from0.15 to =0.3 cm.
It includes a cylindrical glass cell with a diameter of 9 cm As in Ref. 3, each channel has side branches of various
and a height of 1.5 cm, which is two-thirds full of tap water length, which are directed at an angle to the channel axis,
2 with a conductivity=1x10"* S/cm. A brass disBwith a  and branches with a length of the order of the channel diam-
diameter of 7 cm and a thickness of 0.05 cm, which served aster, which are normal to its ax{§ig. 33. While branching
the cathode, was positioned concentrically to the cell at accurs over virtually the entire length of the channels when
distance of 0.3 centimeters below the surface of the watet),=3 kV, it occurs only near their beginning whéi,=6
The tip of a stainless steel wire of diameter ¥ B0 2 cm,  kV. The structure of the discharge channels, which is prac-
which was placed over the center of the cell at a distance dically symmetric forUy=3 kV, is asymmetric whetJ is
0.1-0.3 cm from the water surface, served as anbd& large. This may be due to the nonparallel configuration of the
storage capacitds with a capacitance of 0.LF, which was cathode and the water surface. In this case, the wedged shape
charged to an initial voltagelo=3—6 kV, was used in the of the water layer has an appreciably stronger effect on chan-
experiments. The discharge over the water surface was initiels of large length.
ated by decreasing the width of the air gap in a spark@ap The number of initial channels fddy=3 kV was 3-6.
The capacitor voltagé). and the discharge currentwere  Out of 29 discharges the probabilities of the appearance of 3
recorded on an oscillograph during evolution of the dis-(Fig. 3b), 4 (Fig. 39, and 5 and GFig. 3d initial channels

EXPERIMENTAL SETUP AND CONDITIONS

1063-7842/98/43(11)/4/$15.00 1329 © 1998 American Institute of Physics
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FIG. 1. Diagram of the experimental setup. o~ 4 1,
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are equal to 0.17, 0.62, 0.14, and 0.07, respectively. In th 0 20 40 60 60 t,ps

case ofUy=6 kV the number of initial channels was 3 or 4 FIG. 2. Oscil - " ltag and the disch .
. T . . <. Osclllograms o € capacitor voltal an e discharge curren

with rothIy equal prqbab'“tles' The radius of the Stru_Cture(Z) and time dependence of the resistance of the discharge ci@uit

or the averaged maximum channel lenggh depends lin-  (y,, kv: a—6, b — 3.

early onU, (Fig. 4). Using these data and the time of the

achievement of the maximum channel length, we can deter-

mine the mean velocity of channel development for variou®f Refs. 1 and 3 and the present experiments it can be as-
values ofU, (Fig. 5). sumed that the presence of a positive voltage on ardbde

gives rise to negative polarization charges on the water sur-
face with an axisymmetric density distribution, in accor-
dance with the distribution of the electric field in the anode—
The experimentally obtained oscillograms Of and i cathode gap. Then a pulsed corona begins to develop from
and the integral photographs of a multichannel leader do nahe anode, and a capacitive current appears in the discharge
permit tracing the dynamics of the development of a dis-circuit. The duration of this phase of the discharge=i8.1
charge and its specific electrical characteristics. This was aq+s. At the moment when the corona cone touches the water
complished under the conditions of a single-channel I€adersurface, the conductivity of the entire anode—cathode gap
by calling upon data on the distribution of the current andtakes on an Ohmic character. The amplitude of the current at
voltage along a discharge channel with time obtained by &hat moment,=0.3 A forUy=3 kV and 3 A forU,=6 kV.
probe technigue. However, since the conditions for performSuch a great difference between the values of the initial cur-
ing the present experimen(the conductivity of the water, rent occurs because not only the cross-sectional area of the
the thickness of the water layer above the cathode, and theorona cone on the water surface, but also the cross section
range of initial voltageswere the same as in Ref. 3 and sinceof the current-conducting layer of water above the cathode
the oscillograms of the capacitor voltage and the currenincrease wherJy=6 kV. This conclusion is supported by
were qualitatively similar in both cases, it can be presumedhe fact thati;=0.2 A in the case of a one-dimensional wire
that there is qualitative similarity between the processes ineathode of diameter 0.16 cm, withy=6 kV and the other
volved in the development of single-channel and multichanconditions as in Ref. 3.
nel leaders. The quantitative differences are associated with The further increase of the current in the circuit is now
the large area of the two-dimensional cathode and the totalssociated with the development of discharge channels over
area of the channels, i.e., the smaller resistance of the dishe water surface. In this stage there is a mutual one-to-one
charge circuit in the present cases. Accordingly, on the basisorrespondence between the lengths of these channels and

DISCUSSION OF THE EXPERIMENTAL RESULTS

FIG. 3. Discharges withJ,=6 (a) and 3 kV (b—d).
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FIG. 5. Mean velocity of channel development as a function of the initial

the amplitude of the current flowing through them. An in- voltage.
crease in the area of the channels and the current-conducting
layer of water above the cathode leads to a corresponding
decrease in the resistance of the discharge cif@ig. 2, channel length, but now in the direction of further reduction
curvesl and3). of their values

As was established in Ref. 3, the development of a chan- The capacitor voltagéFig. 2, curvel) falls off linearly
nel is determined by the potential difference between the tipup to the current maximum. As the current decreases, the rate
of the channel and the water surface beneath it. The formasf decrease in the voltage also declines. By the time when
tion of plasma at the tip, as well as along the entire channethe current ceases, the capacitor voltage is equal to approxi-
is due mainly to the component of the electric field normal tomately one-third of the initial value, and further discharging
the water surface, which also determines the flow of currenof the capacitor occurs because of the residual conductivity
in the water layer. The velocity of the tip of the channel isof the air gap and the water.
determined mainly by the longitudinal component of the = The multichannel and symmetric structure of the dis-
field, on which the conductivity of the channel also dependscharge in the final stages is specified by its corresponding
The magnitude of the potential difference between the tip ofnitial structure. This prompts us to examine its inception in
the channel and the water decreases during development gfeater detail than was done in Refs. 1 and 3. Under the
the channel as a result of the decrease in the capacitor voltonditions of these studies there was an asymmetric distribu-
age and(mainly) on account of the increase in the voltage tion of the field in the discharge gap relative to the anode.
drop across the channel itself. This leads to a decrease in tidevertheless, the initial structure of the discharge was also
velocity of the tip of the channel and ultimately causes it tomultichannel, and only one channel remained as a result of
stop. At that moment in time the channel length and thethe competition between the channels and developed under
current reach their maxima, and the resistance of the digsreferential conditions along the axis of the gap. This sug-
charge circuit drops to its minimurtFig. 2). gests that the initial multichannel structure of the discharge is

The maximum amplitude of the current in a multichan- related in all cases to the symmetry of the corona discharge,
nel discharge was 5-6 times greater than that in a singldn which the initial channels appeared after the corona dis-
channel dischardewith the same voltagé),=6 kV. This  charge touched the water surface. Under the present condi-
led to more rapid falloff of the capacitor voltage. Accord- tions with a symmetric two-dimensional cathode all the ini-
ingly, the potential difference between the tips of the chantially appearing channels existed under equal conditions and
nels and the water surface decreases more rapidly. In addivere capable of developing to completion, thereby facilitat-
tion, since the initial velocities of the tips of the channelsing the investigation of this stage. For the same reasons,
should be roughly equalidentica) in the two cases, the experiments were carried out diy=3 kV, where the illu-
length of the channels in the multichannel discharge wasnination of the central part of the photograph by the corona
smaller than the length of the channel in the single-channelas minimal.
dischargé’ We, first of all, note that the channels move apart after

After the current in the channel ceased to increase, thtéheir appearancéFig. 3b—3d and during branchindFig.
power balance was disrupted. The power lost exceeded tt&s). This indicates that the process has an electrostatic char-
power released as a result of the passage of current, primaricter in both cases and that all the channels have a charge of
at the tips of the channels, with a resulting decay of thehe same sign. Consequently, the entire boundary layer of the
plasma in the channels and a decrease in their maximumplasma, beginning from the corona, has the same positive
length. This also triggered the mechanism for the mutuatharge. Therefore, at the moment when the corona cone
one-to-one correspondence between the current and thieaches the negatively charged water surface, a planar double
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layer forms above it. The field of this layer, which draws basis of their maximum length and the magnitude of the
electrons from the water surfadghe cathodg provides angle of the sector occupied by channel branches with con-
for Ohmic conductivity in the discharge gap from that mo- sideration of the mutual one-to-one correspondence between
ment on. the current and channel length. Before the beginning of

As the current in the circuit increases, the current densityoranching, the channels that have appeared develop indepen-
in the anode region, with allowance for its diameter, reachedently. However, already after the first bifurcation act, they
=10* Alcm? already wheni=0.1 A. This unavoidably begin to compete for the area of the water surface through
causes reduction of the current in the corona cone. Thehich the current flows. The first channel and the channels
brightly luminescent channel could be observed visually orappearing with a short delay will ultimately develop in a
the background of the corona. Developing from the anode ttarger sector and have a larger current amplitude. Ultimately,
the water surface, this instability caused a potential jumpmore charge will be transferred through them, and they will
upon reaching the double layer and could lead to the emeamttain greater lengths. However, this will occur only under
gence of charge-density oscillations and the appearance ofcanditions of a symmetric cathode. The wedged shape of the
space-charge structure of the Rayleighn&e type. Its water layer and the consequent asymmetry of its resistance
maxima could initiate the development of discharge chanand the current in the channels lead to asymmetry of their
nels. In this case the channel appearing first and each subssructure(Fig. 33.
guent channel increased the current in the circuit and thereby As can be seen from Fig. 4, the averaged maximum
raised the potential at the center of the structure, promotinghannel lengtH,, and the amount of charge transferred in
the development of subsequent channels. On the other hanthe circuit up to the current maximuuy, exhibit the same
according to Fig. 5 and the data in Ref. 3, the lowering of thedependence on initial voltage. This implies a proportionality
capacitor voltage in view of the sharp dependence of théetween,, andq, and fits the conclusion in Ref. 3 that the
velocity of the chennel tip on it should slow the developmentproduct of the storage capacitance and the initial potential
of the subsequent channels. These opposing tendencies ahfference between the tip of the channel and the water sur-
termined the time interval for the appearance of channelface beneath it, i.e., the charge transferred, is an invariant of
and, consequently, their number, since the time of the apehannel development. Of course, because of the spread of
pearance of a channel is a random quantity. On the othdimes for the appearance of channels, the valuely,odnd
hand, there is apparently also a spatial constraint on the nunan, for each channel differ.
ber of channels, involving the relationship between the pe- Everything we have said regarding the structure of a
rimeter of the corona cone and the channel diameter. Sinamultichannel discharge, as well as the detailed similarity be-
the current and, therefore, the diameter of the initial channelsveen the oscillograms of the current and the capacitor volt-
are smaller at a smaller value 0f,, a greater number could age for it and the corresponding oscillograms of a single-
be accommodated on the corona spot wbigrs 3. The com-  channel discharg®,allow us to assert that the discharge
paratively larger probability of the appearance of four initial circuit becomes a nonlined&(t)C circuit from the onset of
channels in all case$igs. 3a and 3cis associated with the the development of channels over the water surface in the
character of their electrostatic interaction. Under conditiongresent case, too. A mutual one-to-one correspondence be-
of an axisymmetric field and a uniform water surface, thetween the channel length and the current is established dur-
second channel more likely appears diametrically oppositéng discharge, and it has a self-consistent character as a
the first, and then the third and fourth channels appear alongthole. This allows us to examine the relationship between
the other diagonal. If two channels azimuthally separated byhe energy characteristics and the structure of the leader
an angle smaller than 180° were to appear synchronously ahannels over the surface of a dielectric having some con-
first, then a third channel would most probably appear inductivity on the basis of a single theory.
addition to them to form a stable electrostatic structiig.
3b). Nevertheless, random irregularities on the water surface )
influence the number of channels and the initial structure. XQZéﬁeIOSheev’ Zh. Tekh. FiB6(®), 50 (1996 [Tech. Phys4l, 773

The integral photographs do not allow us to state thatzs | andreev, E. A. Zobov, and A. 1. Sidorov, Prikl. Mekh. Tekh. Fiz. No.
there were actually five or even six initial channels, since this 3, 38(1978.
effect could be the result of rapid division of the first chan- °V- P. Belosheev, Zh. Tekh. Fi£i8(7), 44 (1998 [Tech. Phys43, 783
nels. Nevertheless, the photographs make it possible to pos-(lgga]'
tulate the sequence of the appearance of the channels on th@nslated by P. Shelnitz
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The thermodynamic aspects of the diagnosis, prevention, and inhibition of the growth of
excrescences in mixed electronic—ionic conductors are considered in the case of the representative
material copper selenide. @998 American Institute of Physid$1063-784208)01311-7

The processes leading to the “spontaneous” growth ofeither near the boundary of the homogeneity region of the
new formations or “excrescencega term which we take to copper-saturated compoung,(-0.005 atT=300 K) or far
include “moustaches,” whiskers, ribbons, nodules or “hill- from it, as well as samples doped te-B at. % Zn, In, Sb,
ocks,” pores, cavities, etc.are currently a focus of research and In+Sb (Table l), were obtained by ampul synthesis
attention. This subject is of interest because the growth oft=1 h) at 1400 K, and then the alloys were air-cooled to
excrescences significantly shortens the service life of materoom temperature over the course ©f40 min. Molten
rials and instruments in some cases. For example, the formaamples of cylindrical shapd(=6 mm,h=16 mm with a
tion of pores and cavities leads to the swelling and failure oftrystalline grain size equal to 16800 xwm were used. The
some structural and functional alloys, and the growth ofsamples were annealed in argonTat 1073 K~0.8T, in a
“moustaches” on the surfaces of cables and microcircuitdéemperature gradienVT~100 K/cm over the course of

leads to the short-circuiting and malfunctioning of t=240 h. We measured the differential thermopowé?© X
instruments. of the samples
The growth of excrescences is stimulated by concentra-
. i . AG
tion, temperature, and pressure differentials and by electro- E= —(MOM—MW/ZG‘= — 2)

magnetic fields, ionizing radiation, and plastic deformation ZF

of the samples? All other conditions being equal, the and the emf of electrochemical cells of the type
growth rate of excrescences is determined by the diffusive

mobility of the atoms and ions. The latter reaches a maxi- Cu/ag CuSQ/Cuy_,Se, @)

mum in superionic conductorsolid electrolytel especially ~ where uc, and u2, are the chemical potentials of copper

in the presence of mixed electronic—ionic conductiity  atoms in Cy_,Se and in metallic coppeAG is the corre-
superionic semiconductors of the I-VI group'BX', where  sponding difference between the Gibbs free energlesis
A=Cu, Ag, Au; B=S, Se, Tgthe diffusion coefficient® of  the charge of a metal ion in the electrolyeeis an elemen-

the cations are as high as T0cn?/s].® Superionic conduc- tary charge, andf is Faraday’s numbéef

tors with mixed electronic—ionic conductivity (¢u,Se and The compositiorx of the Cy_,Se matrices were found
Ag,_,Se), in particular, have previously been found to ex-from the values ofa®°°K and E (Ref. 10. The number of
hibit anomalously rapid growth of excrescences, based ophases present in the samples was determined by metallog-
both the “molten” metallic sublattice[copper (silver)  raphy, and the relative porosity=((d/d,) — 1) of each ma-
“moustaches,” ribbons, and drops; the growth ratevas as terial was determined by comparing the theoretich) (and

high as 0.1 mm/h af>T., where T is the superionic experimental ) densities, the latter being found by hydro-
phase transition temperatgrand on the entire crystal as a static suspension of the sampi@able ).

whole (pores, hillock$ (v up to 0.001 mm/h atT>T, The composition of the alloy matrix was varied in the
~(0.5-0.8)T,,,, whereT,, andT, are the melting point and rangex=0.005-0.2 by the extraction and injection of mo-
the Tammann temperatyre® bile copper. Mobile copper was extracted from the samples

Questions concerning the diagnosis, prevention, and inby 10% nitric acid [the chemical reaction is Gu,Se
hibition of excrescences growing on surfaces have not pre+ HNO;— Cu,_ (x4 ax)Set Cu(NG;),+ NO(NO,) T + H,0],
viously been specially investigated. The purpose of theand it was injected by self-doping in short-circuited cells of
present work was to develop methods for the diagnosis, prehe type(3) with a liquid electrolyte(aq CuSQ).1°
vention, and inhibition of the growth of excrescences, i.e.,
copper whiskers and drops on the representative materiaEIXPERlMENTAL RESULTS AND DISCUSSION
Cu,_,SdT-=291-430 K, T,,=1380 K,x=0.01-0.3,D,
up to 10 2 cn¥/s (Refs. 3 and . The characteristics of the alloys investigated before and
after annealing are listed in Table I, and the samples on
which excrescences appeared after annealing are marked

Polycrystalline samples of Gu,Se withx ranging from  (+ for copper drops and/o# + for whiskerg. One of the
—0.03 to +0.21, which lie, according to their composition, samples, on which both of these types of excrescences grew

EXPERIMENT

1063-7842/98/43(11)/5/$15.00 1333 © 1998 American Institute of Physics
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TABLE |. Characteristics of the alloys investigated at room temperature a

before/after annealingT(= 1073 K).

Alloys and Number of Thermopower emf  Porosity,
excrescences phases «a, uV/IK E, mVv 11

Cuy gs5€ 1 111/108 79/80 0.98/0.98
Clpg5€™ " 2* 334/189 32/45 0.97/0.96
Cuy gs5€ 1 54/52 101/98 0.99/0.99
Cu, ;Se 1 9/10 121/119 0.98/0.98
Cl 63dN0.055€ 314 3* 256/155 27/40 0.96/0.94
Clo 6415t 0058 342 2 64/63 101/100 0.97/0.96
Cly 64558 3440015 o3 3* 290/167 36/61 0.96/0.95
(CuygsSe)ed ZnSek o+ 2% 220/180 28/47 0.95/0.95

* — Copper is present as one of the phases— copper drops;"* —
whiskers.

M. A. Korzhuev

N
M E X

simultaneously, is shown in Fig. 1. It can be seen fromFIG. 2. Possible arrangements of the chemical-potential levels of a metal in
Table | that the alloys with excrescences consisted of at leadte metallic phase and in a compound in M—X aeéE-X systems.
two phases prior to annealing and contained metallic copper

in the form of a separate phase.

Figures 2a—2c show the relative positions of the level
of the chemical potentialg, of the metalM) in the metallic
phase andu, in the compoundX) in a two-phase M—X
system(M denotes Cu, and X denotes £ySe) at a fixed

temperature. According to Fig. 2, when there is mechanica?

FIG. 1. Sample of Cu,Se (x=—0.03) with a colony of filamentary cop-
per crystals(a) and copper dropgb) formed as a result of annealing
(t=240 h,T=1073 K) on the surface (19).

S

contact between the materials, depending on the relative po-
sitions of the chemical-potential levels, the copper atoms dif-
fuse from the metallic copper into the £ySe sample
(1> o) (@ or in the reverse directionu; <u,) (c) until a

tate of equilibrium is established in the system, € u»)

b). If the materials in contact are separated by an electron
filter, i.e., a copper-conducting electrolyte), which passes
Cu' ions and holds back electronic charge carriers, the emf
E (2) appears on the open contacts of the electrochemical cell
(3), and its sign indicates the relative positions of the
chemical-potential levels in the phases in contget>0
when u,> u, (Fig. 28, E<0 whenu;<u, (¢), andE=0
when ;= u, (2d-29].

WhenE<O0 (Fig. 20, the system is supersaturated with
copper, and the nucleation and growth of excrescefides
can occur on the samplX). When E>0 (a), the excres-
cencegM) growing on the sample dissolve in the solid so-
lution (X), and wherE=0, the excrescences and the sample
are in a state of equilibriumlt can be seen from Table | that
values in the rang&=0 are typical of alloys with excres-
cences both before and after annealing. Hence it follows that:
1) during cooling after synthesis and storage at room tem-
perature, the supersaturated solid solutions based on copper
selenide have already attained an equilibrium state by under-
going the decomposition reaction (pq,S%C%,XOSe

+ Cu) with the formation of “primary excrescencesihter-

nal and surface microdeposits of copp@D~1—100 um;
Refs. 5 and 1f 2) the whiskers and drops are “secondary
excrescences,” which grow as a result of the migration of
copper in the primary excrescences to the boule surface dur-
ing annealing under the action of external for¢esmpera-
ture gradients, pressure gradients, )etaccording to the
scheme Cy~Cu,_,Se—Cu; and 3 the nucleation centers
for the primary excrescences in £4ySe are pores and the
sample surfacg® while the nucleation centers for the sec-
ondary excrescencéFfig. 1) are the “primary” surface de-
posits of copper. The role of the external forces reduces here
to ensuring the conditioE<0 in the regions where copper
condenses. Whela~ 30 mV, the conditiorE<0 is achieved

in the samplegTable ) if there is a local increase in the
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TABLE Il. Various diffusion effects observed in Gu,Se (T=300 K). lar, a possibility for the rapid growth of secondary
excrescences based on the primary excrescences according to
the scheme GwCu,_,Se—~Cu, .

Magnitude of effect

Type of effect ©Ccu/ 8Y) Reference . . .
— — The rapid growth rate of all the excrescences investi-

;heml“’dt'f_f“?%” . 6x10", K™* cm Ref. 11 gated in Cy_,Se is associated with the high diffusive mo-

a'e_zijgrggta'ﬁcus'on' bility of copper in the samplebThe characteristic times for

pressure ~3%10' MPa/cn? Ref. 7 the diffusion of copper are

b — uniaxial compression —7%10%, MPa/cn? Ref. 11

Electrodiffusion 210", mm?/(A-cmP) Ref. 12 r~d?/(7°D), )

Gravitational ~10% Slemt Ref. 13

whereD is the diffusion coefficient of mobile copper adds

the diffusion length?. If the distance between microdeposits
d~100 um andD 300 K000 K)._ 10-6(=3) cn?/s (Refs. 3 and
copper concentratiol Cc,=10® cm 3. Such values of 17), this formula gives the following estimates of the decom-
AC¢, can be caused by a temperature differeade~10 K,  position time of a supersaturated solid solution of copper in
a pressure differencAP~0.3—0.6 GPal! an electric cur- Cu,_,Se: ~10 h and ~1 min at 300 and 1000 K,
rent of densityj~0.1 A/mn? (Ref. 12, and acceleration of respectively*®

the sample at a ratg~10°g, (Ref. 13 (see Table . The For secondary excrescenaes 1 cm, whence we obtain
relative smallness of these values shows that the risk factdhe estimate forr of several months and several hours at
for the growth of excrescences on samples of G6e is T=300 and 1000 K, respectively. The results obtained in the
fairly high whenx~xg. present study permit formulation of the main principles for

The increased tendency for the growth of excrescences ke diagnosis, prevention, and inhibition of the growth of
associated with the special state of the “molten” superionicexcrescences on samples of,CySe.
sublattice and the high diffusive mobility of the respective  Diagnosis of excrescencehe condition E<0 can
ions? It is known that mobile copper ions are in a more serve as a criterion for the possible growth of primary ex-
disordered state in the “molten” Gu,Se sublattice crescencegcopper microdepositson samples of Cu ,Se
(T>T¢) than in the liquid phase. Therefore, at the same(Fig. 2f). The states of samples with<O are unstable and
degree of supercoolingsupersaturationthe condensation exist for a relatively short time~1 min to several houjs
process of mobile copper according to the “molten” after which the solid solution decomposes lBs>0 (Fig.
Cu,_,Se sublatticescrystal scheme corresponds to a greatei2e).*° The conditionE~0 and the presence of metallic cop-
entropy change than does crystallization from a nigjta  per in the alloy in the form of a separate phase can serve as
factor of ~3), and the thermodynamic stimulus of the for- a criterion for the possible growth of secondary excrescences
mation of copper nuclei in Gu,Se as a result of fluctua- (copper “moustaches” and dropson the samples of
tions increases accordingly. Cu,_,Se(Table ).

On the other hand, the probability of fluctuations in a  Treatment of excrescenceSopper excrescences on a
system which is not too close to the critical point is specifiedClw,_,Se surface can be removed by nitric adid the
by the Einstein formula chemical reaction CHNO;— + Cu(NG;),+NO(NO,) 1

" +H,0] (t~1 h) or dissolve in the solid solutioiiin the

W~exp(S'=S)/ko), @ chemical reaction CuCu,_,Se—~Cu,_,,Se, x>x').1% To
whereSandS” are the entropies of the system in the equi-realize the latter possibility, the level of the chemical poten-
librium state and in the fluctuation state, and k  tial of copper in Cy_,Se must be lowered untje;> u»
Boltzmann’s constarit+® (Fig. 2a.

Since the quantityr,;,= ((S¢,— Scw/ko) (here S, and The level of u, was lowered in the present study by
Scy are the entropies of copper in the “molten” €uSe  extracting mobile copper from the sample with nitric acid
sublattice and in the copper excrescences increased (x— 0.20)° Figure 3 shows how the thermopowen(curve
significantly’® the probability of the formation of copper nu- 1), the massm/m, (curve 2), and the emfE (curve 3) of
clei as a result of fluctuations is diminished, and the proba sample of Cu ,Se (k=-0.03) vary in this process
ability of the resorption of a copper excrescence is increasetb— c). Then the sample with excrescences was subjected to
in comparison to ordinary materials. For just this reasgn: 1an homogenizing anneal in argoi € 1000 K, t=100 h.
primary excrescences form in €uSe exclusively at sites of During the anneal, however, the excrescences were largely
defects(pores, surfaces® this is promoted by the relative removed from the sample.
porosity of the boulegTable ), and the high diffusive mo- In order to stabilize the mass-transfer process, the
bility of the copper ions specifies the rapid achievement osample was placed in the copper-conducting electrolyte aq
critical dimensions by the nuclei of the excrescendeas a CuSQ, where it was held for 24 hT=300 K) (Fig. 3d.
whole, the formation of copper nuclei in the samples is fa-This produced a short-circuited galvanic cell of the tyBe
cilitated significantly, as is indicated by the virtual absenceunder whose emi the copper in the excrescences dissolved
of an incubation period for decomposition of the correspondin the electrolyte and was then injected by the electric field
ing solid solution® 2) the primary excrescences readily dis- of the cellE into the solid solution through the free surface
solve in the solid solutions in Gu,Se, creating, in particu- of the sampleFig. 3d.1° Complete resorption of the excres-
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E, mV on samples withtx~x, (E~0), but also on samples with
250 17-04 x>xo (E>0), as was previously obseneih the plastic
deformation of samples of GyoSe.

CONCLUSION

In summary, we have developed methods for the diag-
nosis, prevention, and treatment of excrescences, i.e., copper
whiskers and drops formed during annealing on boules of the
nonstoichiometric superionic conductor copper selenide
Cu,_,Se and solid solutions based onTable ). We have
shown that growing excrescences can be classified as pri-
mary and secondary formations, which have different diag-
nostic criteria E<0 andE~0) (Table |). The criteria indi-
cated can be used to completely eliminate the growth of
copper excrescences on samples of G8e by shifting the
composition of the solid solution into the safe range. At the
same time, copper excrescences growing on samples of
Cu,_,Se can be eradicated by stimulating reverse mass
FIG. 3. The thermopowe (1), the relative mass change'm, (2), and the  transfer with the sampléFig. 3.

emfE (3) of a Cy_,Se/aqCuS@Cu electrochemical cell with a sample of . . . .
copper selenidexi= —0.03) in various stages of its processi@gf): a — The results obtained in this work can also be applied to

synthesisp — growth of copper filaments;,e — extraction of copper by ~ other superionic conductors. They are also valid for an ex-
22”;:(2;:|d;d,f— saturation with copper in short-circuited electrochemical tensive list of solids, on which excrescences grow under a
' mechanism of diffusive transport of a substance.
We thank V. F. Bankina and N. N. Filipovich for syn-
thesizing the samples investigated in this work.
cences required 5-16 h, during which the total mass of
the sample remained essentially unchan@eg. 3, c—d,
curve?2).
Prevention of the growth of excrescencksan be seen
from Table | that copper excrescences do not grow onig v, BerezhkovaFilamentary Crystaldin Russiai, Nauka, Moscow
samples of Cu,Se withx=0.05 (u> u,; Fig. 38. There- (1969, 158 pp.
fore, the prevention of the growth of both primary and sec- ?ya. E. GeguzinThe Diffusion Zongin Russiaf}, Nauka, Moscow1979,
ondary excrescences can include shifting the composition of 344 pp.
the solid solution into the safe rangie practice tox>0.02 3V. N. Chebotin,Chemical Diffusion in Solidsin Russiafd, Nauka, Mos-
—0.03) by extracting copper from the sample. It is also pos-,c°" (1989, 208 pp.
. . . . M. A. Korzhuev, JETP Lett64, 105(1996.
Sl,ble to introduce dopar)ts_whlch form Che_mlcal Cc)mpoundssM. A. Korzhuev, N. Kh. Abrikosov, and V. F. Bankina, Pis'ma Zh. Tekh.
with copper and thus eliminate the possibility of the forma- r;; 19 1486(1984 [Sov. Tech. Phys. Lettl0, 627 (1984)].
tion of copper nuclei on the bouléantimony-doped alloys,  ©m. A. Korzhuev, V. F. Bankina, N. Kh. Abrikosoet al, Zh. Tekh. Fiz.
Table ). The influence of external forces on the samples 56, 797(1986 [Sov. Phys. Tech. Phy81, 484(1986].
should be eliminated in all casé€$able I). The critical val- M. A. Korzhuev, N. Kh. Abrikosov, and I. V. Kuznetsov, Pis'ma zh.
ues of external forces capable of causing the growth of ex- Tekh. Fiz.13 9 (1987 [Sov. Tech. Phys. Lettl3, 4 (1987].
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One of the main properties characterizing the behavioability due to the motion of the domain boundaries can be
of magnetic materials in variable magnetic fields is the magrepresented in the fortin
netic permeabilityw, which is a complex quantityu=u’
—iu”. The frequency dependence of the permeability is in-
fluenced mainly by two processes: motion of the domain fmeaX fS—f2+4Ef2a2
f

Laom F)=1+47B

boundaries, and rotation of the magnetization vector. There e'asz¢(fo) dfo,

are numerous models that are used to describe and explain f

the behavior of the permeability as the frequency is

varied! =3 However, the calculations based on these models

generally provide adequate descriptions of the frequency de- ffomax f(z)_ Efc2>+ Ef2
f

0 (2 2 2
omin (fo_f2)2+4aela 0

Haonl f)=8mBaf

pendence of the permeability only in a narrow frequency
range® This may be because most of the models considered
do not take into account the rotation of the magnetization,nare f= /27 B=C*Mgf/4mf,, C*=9.45 MHz/Oe

vector. At high frequenciegfor example, frequencies above , s the quasielastic coefficient of the domain boundaries,
10® Hz for yttrium iron garnet the influence of the rotation £, is the frequency for maximum absorption in the experi-
of the magnetization vector becomes comparable to the inyental spectrumf? is the effective resonance frequency,
fluence of the motion of the domain boundaries and eveny(t ) df, specifies the fraction of domain boundaries with a
exceeds |t,_and at low freque_ncu_as the maximum c_:qntnbunorpesonance frequency in the range frégnto fo+dfy [o(fo)

of the rotation of the magnetization vector is specified by themust be normalizeld f i, is the minimum resonance fre-
quantity xy~Mg/H (WhereMg is the saturation magnetiza- quency of the domain boundaries, aiydhais the maximum
tion andH, is the anisotropy fiel[dand can amount to only resonance frequency of the domain boundaries.

20% of the contribution of the motion of the domain The form of the eigenfrequency distribution function of
boundaries.In other models only the rotation of the magne- the domain boundarieg(fy) shown in Fig. 1 was taken
tization vector is considered, and consequently these modefsom Ref. 3. The functionp(f,) should have the form of a
describe the experimental data at high frequentiBisis pa-  Poisson distribution, but to speed up the calculation process,
per proposes a model for calculating the permeability withit was represented in the form of a broken line, in the manner
consideration of the contributions of both the motion of theof Ref. 3. The normalization constants, the values of;,
domain boundaries and the rotation of the magnetizatiomnd fq s, and the intermediate frequencies on the broken
vector over a broad frequency range for polycrystalline fercurvef,, f,, f3, f;, andfs; were selected experimentally.
rites. The permeability is calculated as the sum of two con- The components of the permeability due to the rota-
tributions: u= wgom* Mrot,» Where ugom is the permeability tion of the magnetization vector have the following fotm:
due to the motion of the domain boundaries ang is the ;o 2 2\ g2

permeability due to the rotation of the magnetization vector. Pror= 1T 4m(yMsfo(fo—(1=a)%))

> e(fo) dfo, (D)

omin (f3—2)+ 402 f2f

The calculations are performed under the assumption that the x[(fg_ (1+ a2)f2)2+4a2f2fg]—1,
external magnetic fieltll; is equal to zero and the anisotropy
field H, is greater than #Mg, as is typical of the pro=4m(ayMF(f5+(1+a?)f?))

independent-grain mod&IThe applicability of the model is

demonstrated in the example of yttrium iron garnet with an

aluminum impurity, for which the independent-grain condi- where y=2-2.8 MHz/Oe is the gyromagnetic ratib] 5 is

tion holds. the saturation magnetization=f, /f, is the dissipation pa-
Each domain boundary is characterized by its own resorameter,f, is the ferromagnetic resonance frequentyis

nance frequency,. With consideration of the independent- the relaxation frequency, arfds the frequency of the mag-

grain model, we assume that the spatial orientation of theetic field.

grain boundaries is random in a polycrystalline medium.  The frequencies, andf, depend on the effective field,

Then, with allowance for the eigenfrequency distributionH¢, acting on the magnetic moment in the respective par-

function ¢(fo) of the domain boundaries, the mean perme-ticle of the polycrystal:fo=y/27Hg, f, =1, (Hex).* It is

X[(f3—(1+ a®)f2)2+4a2f2f3] 71, 2

1063-7842/98/43(11)/4/$15.00 1338 © 1998 American Institute of Physics
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sidered further. An increase in the number of domain pairs in
a polycrystal grain leads only to a decrease in the domain
width D and does not influence the final result in our model,
altering only the domain-width distribution function. We as-
sume that the domain width and length satisfy the condition
D/L<1 (i.e.,D=<0.01). We performed a numerical experi-
ment, which revealed that a decrease in the rBtib, be-
| ginning at 0.01, has practically no influence on the final re-
| sult (the values vary within less than 1%For this reason,
| we shall not examine the width distribution. The spread of
| domain lengthgwhich is simultaneously the spread of grain
I lengths will be taken into account by a distribution function.
. T The lengthsL of an individually taken grain and a domain
fa Tomax obey a certain distributiofi(L), which must satisfy the fol-
FIG. 1. Differential distribution function of the resonance frequencies on\aNlng conditions: athe funCtlon_mUSt be normallzeQZ l.e.,
of domain boundaries. Jof(L)dL=1, and b the following boundary conditions
must be satisfiedf(L)=0 atL=0 andf(L)—0 atL— oo,
A Poisson law was selected for the distribution function.
) ) . . When the conditionga) and(b) are taken into account(L)
a;sumed that, (Hes) is & linear function; therefore, the dis- has the following form:f(L)=(L/{L)2)exp(—L3/2(L)2),
;lpatlon parametes _W'” b? regar(_ded as a constant. In solv- where(L) is the mean length of the domains. After finding
ing th.e problem,a is varIed until agIeement bgtweerI the the susceptibility of each domain, averaging is performed
experimental ar_Id thg(_)retlcal mag_netlc Speqra IS _ob_talned. over the polycrystal. The chaotic orientation of the magneti-
_The nonuniformities of the internal field within the ;40 vectorsM of the grains relative to the axis along
grains have o_hfferent scales. The largest nonuniformities arnich the variable magnetic field propagatése Z axio)
associated with the shape of the sample. We shall considey, st pe taken into account during the averaging. The value
domains in the form of parallelepipeds or cylinders. This will of the projection of the internaleffective field Ho; along

be done for the following reasons) the simplicity of the he 7 ayis for randomly oriented grains can be represented in
formation of domain structures in the crystal without signifi- the form

cant distortion of the field near a common boundary between

neighboring domains; ))bthe possibility of considering the Hei=|Heg| O 2774h), (4)

variation of the field along one preferred axis, i.e., Zhaxis,

which makes the most significant contribution to the behavwherey, i.e., the angle between the magnetization vebtor

ior of the field; 9 the fact that the dependence of the mag-and thez axis, obeys a Gaussian distribution.

netic field strength along the field axis in the case of mag-  The choice of a Gaussian distribution is most applicable

netic saturation is well known, and the variation of theto the independent-grain modefig>4wMyg), which we are

transverse field components can be neglected. considering in this paper. Various additional fields, which
For a magnetized sampleéa domain in our cageof  can be associated with various inhomogeneities within the

lengthL and widthD the demagnetizing field can be repre- crystallites, can also appear in the grains. Consequently,

sented in the form there is always some constant mean field at the center of a

HR(0.£) 1-¢ 1+¢ grain. We shall caII_it the ar_liso_tropy field_, since it is this field

RS , (3) that makes the main contribution. A typical value of the an-

2mMs [K2+(1-93Y  [K2+(1+ &)%Y isotropy field — that of yttrium iron garnet at room tempera-

whereé=2z/L, k=D/L, and theZ axis is directed along the ture, for _example — IS _80 _Oe‘?_ . .

axis of the parallelepiped. Th_e internal magne_tlc field is nonuniform in most cases,
The distribution of the internal magnetic field in this @nd this must be taken into account. In formu@sthere are

case has the formi(z)=H,+Hg(2), whereHp is the de- quantities Whlph depend on the |_nternal erId.. In order to find

magnetizing field antH , is the anisotropy field. the permgablllty pf a substarIce in a sample_ in the shape of a
We have described the internal magnetic field that ig*@rallelepiped with a nonuniform internal field along the

characteristic of a single grain with a single domain. Wher®XIS, averaging must be_ performe_d over the volume of_one

the external fieltH,=0, a ferrite polycrystal has a multido- domain. For the integration we divide the parallelepiped into

main structure. If we assume that there are only 180° domaifiin Iaye_zrs of t_h|ckness|Z (within which we can regaréi
boundaries, then in each individual grain the magnetizatiorzfIS a uniform fielot

vectorsM in neighboring domains are antiparallel; therefore,

the number of domains in a grain must be even, due to the d_:“/: d_V ' ,d_V ( ,>:J' rd_V (5)
presence of two types of 180° domains. We shall assume .’ A VAR V’U“ \%

that each grain in a polycrystal consists of two 180° domains

and closing domains. The contribution of the closing do-wheredu’ anddV are the magnetic permeability and the
mains to the susceptibility is negligible and will not be con-volume of a thin layer of the parallelepiped, apd andV

1.0}

0.8

&(7,), arb. units

I
I
I
I
I
I
I
I
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I
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are the permeability when there is a uniform field throughout#
the entire parallelepiped and the volume of the crystal. 50
From (2) and(5) we obtain

(o =1+ 4 40

Jo

Xf Y’MeH ot 127((2y127)?H2— (1— a?)f?)  dV
V((y2m)2H2— (1+ a?)f2)2+ 4a?(yl2m)?H2 2 V'

© 2z
whereV=D2L, dV=D?dL, anddL=dZ.
Since the cross section of the parallelepiped is constant 4, |
we can go from an integral over volume to an integral over
the lengthL, and then formuld6) ultimately takes the form

0 ) -
(o =1+4m i 10 0° 10 10
f, Hz

Y2 M Hegl2m((yi2m)HE— (1-a®)f?)  dZ
LA (y2am)2HE— (1+ a?)F2) 2+ 4a?(yl2mr) ?HE, 12 T FIG. 2. Frequency dependence of the real and imaginary parts of the mag-
netic susceptibility for the yttrium ion garnet witk=0.7.

(Mrop) =4
JL’Z ayMf ((yI2m)2H2+ (14 a?)f2) dz

= (7 X=1.5 arefy,;=20 MHz, f =58 MHz, f;=20.2 MHz,
U (y12m)2HE— (1+ a?) )2+ da?(yl2m)?H2 f2 L @ omin omax !

f,=20.5 MHz,f3=20.8 MHz,f,=22.6 MHz,f5;=25 MHz,

The integrals(7) cannot be solved analytically. There- andf,=2.3x10" MHz. The parameteE=1 and the quasi-
fore, the problem of calculating the permeability was re-elastic coefficientrg,=0.56 (Oe G)/cm were used for both
duced to numerical integration. In the next step the measamples. It became clear during further numerical experi-
permeability for an entire polycrystal is found with allow- ments that the dissipation coefficieat=0.8 and the spin
ance for the fact that the domain lendtivaries according to relaxation frequency, =2xf,=0.8w, for the yttrium iron
a distribution function. garnet withXx=0.7, while «=0.57 andw,=27f,=0.57w,

Calculations were performed for samples of yttrium ironrespectively, for the sample witk=1.5, in good agreement
garnet containing aluminum impurities with the compositionwith the data obtained in Ref. 8.

Y ,05(5—X)Fg,03XAl,05 (X=0.7 and 1.5 The anisotropy Figure 2 shows plots of the frequency dependence of the
field (H,~80 Os, the values of the saturation magnetizationreal and imaginary parts of the magnetic permeability of the
(Mg=61 and 13 G, and experimental frequency depen- yttrium ion garnet ¥O3(5— X)Fe,03XAl,05 with X=0.7.
dences of the permeability over a broad frequency range arkhe solid line in Fig. 2 corresponds to the experimental data,
known for then® In addition, the loss peaks caused by theand the dashed line corresponds to the theoretical values ob-
motion of the domain boundaries and the rotation of thetained using the independent-grain model. It is seen that the
magnetization vector are observed in different frequencyorms of the theoretical and experimental plots coincide
ranges for these samples. This is undoubtedly important fopoorly with one another, although the experimental and the-
refining the present model. Variation of the grain-length dis-oretical values of the real part of the permeability at different
tribution function showed that the mean grain lengtt) ~ frequencies are closéhe differences amount to no more
=2.5 um is optimal for these samples. In fact, the dimen-
sions of the particles in polycrystalline ferrites have the mean
value just indicated.In our model we adopted the condition
D/L<1, which also holds for yttrium iron garnet with an i
aluminum impurity, because the experimental data used wert
obtained on a sample in the form of a tofuShe mean 4
magnetic field existing within the grains of the polycrystal
was estimated. According to the results obtained, the meai
field (the anisotropy field, the demagnetizing field, and the
magnetostriction fieldis identical for the yttrium ion garnets

of both compositions and amounts to 157 Oe, i.e., the mear 2
field at the center of the polycrystal grains generally exceeds
the anisotropy field i ,~80 Og. The minimum and maxi-
mum resonance frequencies of the domain-boundary motior
for the sample withX=0.7 arefg,,=13 MHz and fax
=51 MHz with the intermediate frequenciéa MHz) along 5 7 g g 70
the broken curvef,=13.2 MHz, f,=13.5 MHz, f,=13.8  © 0 oA 0 0
MHz, f,=15.6 MHz, andfs=18 MHz and the absorption ’

frequencyf,=10" MHz. The values for the sample with FIG. 3. Same as in Fig. 2 for the sample wkk=1.5.
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than 20%. This is attributed to the fact that the grain- calculate the magnetic permeability of polycrystalline ferrite
independence conditiod ,>4m7Mg does not hold for this media with specified frequency properties.
ferrite. As can be seen from Fig. 2, the interaction of the
magnetic subsystems of the grains in this ferrite leads to
a_llteratlon of t.he resonance frequencies an.d the re":Omblrml'A. S. GurevichMagnetic Resonance in Ferrites and Antiferromagiigts
tion frequencies. In order to allow for the influence of the Russiad, Nauka, Moscow(1973, 592 pp.
grains on one another, another distribution function, which2S. Krupicka,Physik der Ferrite und der Verwandten Magnetischen Oxide
takes into account the magnetic interaction between domaing!Ac@demia, Prague, 1973; Mir, Moscow 1976, 504)pp. .
. . . . . . G. Zh. RankisDynamics of the Magnetization of Polycrystalline Ferrites
in neighboring grains, must be mtroduce_d into the mod_el. [in Russiaf, Zinatne, Riga 1981, 384 pp.

The plots shown in Fig. 3 were obtained for the yttrium “B. A. Goldin, L. N. Kotov, L. K. Zarembo, and S. N. Karpachepin-
ion garnet %05(5— X)Fe,03XAl,05 with X= 1.5 (the solid Phonon Interactions in Crystals (FerriteEh Russiar, Nauka, Leningrad
. f . : (1997, 150 pp.
line shc_)ws the experimental data, and the dashed line is theG. A. Smolenski V. V. Lemanov, G. M. Nedeliret al, Physics of Mag-
theoretical resujt It can be.seen_from Fig. 3 that the_ fre- et Dielectrics[in Russiaf, Nauka, Leningrad1974, 334 pp.
guency dependences for this ferrite agree very well with the®B. M. Lebed’ and S. G. Abarenkova, Vopr. Radiktron. Ser. 3: Detali
experimental data. Thus, for polycrystals in which the con-_Komponenty Apparat., No. 4, @963.
dition H.>47M-< holds. the model of a polverystal with 7S. ChikazumiPhysics of Ferromagnetism, Vol. 2: Magnetic Characteris-
. A ™ s e p yery . tics and Engineering Applicatiofin Japanesk Syokabo, Tokyq1978;
independent grains, in which both the motion of the domain ppysics of Ferromagnetismgnd. ed.,(Oxford University Press, New
boundaries and the rotation of the magnetization vector are York, 1997, Mir, Moscow, 1987, 419 pp.
taken Into account permlts obtalnlng the frequency depen_gK P. Belov and M. A. Zﬁseva, inFerrites [RUSSian translation from

e s _ English], Moscow (1962, 504 pp.

dences of the magnetic permeability to within good accu-
racy. This is undoubtedly important for using this model toTranslated by P. Shelnitz
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The possibility of predicting the lifetime of loaded materials at varidbiereasing temperature
is demonstrated on the basis of a kinetic approach to the problem of the failure of such
materials. ©1998 American Institute of PhysidsS$1063-78408)01511-9

INTRODUCTION by the applied stress permit one to characterize the kinetics
) , . . of failure as a process controlled by the thermal-fluctuational
Questions concerning the thermostability of materialSyecay of stressed interatomic bonds, which leads to the for-

and structures are of great importance for solving manynation and development of microscopic cradiisfects in
problems in modern technology. If the temperature of mates,. |paded body.

rials or structures under a mechanical load should (iise The analysis of the kinetics of failure under conditions
comparison to the normal service temperauiieeir strength — \yhere the temperature is held constafit=(const) but the
begins to drop and failure can set in. Therefore, estimating-asses vary with time(i.e., o= o(t)) has been the subject
the fitness of materials and predicting the possibility of fail- ¢ caveral studie®? It was shown in these studies that the
ure in extreme situation associated with a rise in temperaturg, o chanism of failure does not vafthe values ofrg, U,

(for example, in a f.ir)ais an important and topicgl problem. 5.4 y remain unchangedand that only the rate of failure
The treatment of this problem has been the subject of nume(zies with time. Formulas for calculating the lifetime under
ous studies, predominantly taking a mechanical-engineering,, conditionss = (t) at T=const were derived.
approach(see, for example, Refs. 1 andl For this reason, No similar analysis has hitherto been performed for the
the solutions proposed have generally had a particular and,qa ot = const andT =T (t). Just such a situation is char-

narrowly specia_lized c_hara(_:ter_,_ which, of course, does ”_Oécteristic of the case of a rising temperature, which is often
detract from their practical significance. The treatment of thisqgjized in practice.

problem on the basis of modern physical theories regarding ¢ purpose of the present work is to examine the kinet-

the failure of solids has just been starféd. _ ics of failure with variation of the temperature of a loaded
A physical basis for analyzing the mechanical failure Ofbody with time [i.e., under the conditionsr=const and
bodies as the temperature varies is provided in a natural way _ T()].

by conceptions of failure as a kinetic phenomenon, rather
than a critical act® The macroscopic fracture of a loaded
body is preceded by the formation and development of macOBJECTS OF INVESTIGATION AND CONDITIONS

roscopic cracks and pores, which develop in the body from  » yical construction material, viz., class A-1 reinforce-

the moment when the load is applied, and the actual fracturfenent steel(GOST 5781-75 was chosen as the object of

is the final act in this process. investigation. Samples were prepared in the form of rods

T.he Iifet_ime 7 ?.e., the time from the momenft Whe,n @ \with a diameter of 10 mm and a length of the working part
load is applied until fracture of the body occurs, is an 'nte'equal to 400 mm. In addition, flat samples in the form of a

gral characteristic of this process. In the simplest case, i'aouble blade with a thickness of 0.2 mm and a length and
which the tensile strese and the temperaturé are held width of the working part equal to 22 and 3 mm, respec-

constant over the course of the lifetime, the general expregy ey were tested. The samples were tested under conditions
sion obtained for the lifetime of an extensive list of materi- of uniaxial extension. The lifetime was measured in two

als over a fairly broad rangéof not excessively small or regimes: 1 under static conditions, i.e., constancy of

excessively large values of andT) is o =const andrl = const during the fracture of each individual
Uo—yo sample, with variation otr and T from sample to sample;
T=1Tg ex;{ T) (1) 2) with variation of the temperature for a sample loaded to
the same value ofr. All the measurements were performed
wherery=~10 s is close to the vibration period of atoms, in an air environment.
U, coincides with the interatomic bond dissociation energy,
v includes the activation volume and the local excess stres
coefficient(a consequence of the structural inhomogeneity o
the materigl, andk is Boltzmann’s constant. The results of measurements of(o,T) curves under
The basic form of expressiofl) as a Boltzmann factor, static conditions are presented in Fig. 1la. The plots in semi-
the closeness af, to the vibrational period of atoms, and the logarithmic coordinates comprise a family of straight lines,
identification of the initial barriet), that is being removed whose slopes decrease with increasing temperature. After ex-

ATIC LIFETIME

1063-7842/98/43(11)/5/$15.00 1342 © 1998 American Institute of Physics
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200 FIG. 2. a — Schematic representation of a monotonic increase in tempera-
ture with time corresponding to a normal fire reginbe— dependence of
the reciprocal temperature on heating time.
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S, MPa

Refs. 5 and § y=q-V,, whereV, is the activation volume
FIG. 1. a — Dependence of the lifetime on stress for steel samples an an elementary act of decay of interatomic bonds and has a
various temperatured: — 673,2 — 773,3 — 873 K. b — dependence of  typjcal value of 102 nm?, andq is the local excess stress
the activation energy for the failure of steel on stress. coefficient. We thus obtaig=80. Such a value for the local
excess stress coefficient lies in the typical range of excess
stresses for polycrystalline metals.

trapolation in the direction of increased values «of the Thus, the construction materials investigated conform
straight lines converge to a hub lying near 1®s (i.e., the completely to the fundamental assumptions of the kinetics of
family of lines has a fan-like pattern the failure of solids. This situation allows us to move on to a

Does the family ofr(o,T) curves just described corre- discussion of the laws governing failure in a regime with
spond to the general kinetic expressidn? It follows from  variation of the temperature during the time that the sample
(1) that remains under load.

U(og)=Uy— yo=KkT(In 7—In 7). 2
- . - LIFETIME IN A REGIME WITH VARIATION
Each point in Fig. 1a was recalculated using E. In OF THE TEMPERATURE

accordance with the position of the hub in Fig. 1a, the value
of 7, was set equal to I0° s. The results of the recalcula- The variation of the temperature with time was assigned
tion are shown in Fig. 1b, where the symbols correspondindpy the corresponding temperature increase during a “nor-
to different temperatures are the same as in Fig. 1a. Fairljnal” fire.* A schematic representation of a typical mono-
close bunching of all the points along a single straight linetonic rise in temperature is shown in Fig. 2a. The rate of
can be seen. This shows that the relatith holds for this increase in temperature slows with time, ahdpproaches a
steel. Thus, the kinetics of the failure of this constructionmore or less pronounced asymptotic valye For a sample
material conform to the general physical laws governing theunder the influence of a certain constant tensile steess
failure of solids. fracture occurs at the timig at the value of the temperature
The value ofU, can be found from Fig. 1kby extrapo- at that momen®;. Of course, the greater is, the smaller
lation to 0=0): Uy=360 kJ/moE3.9 eV. This value is are the values of; andT;.
fairly close to the dissociatiofsublimation energy of irort Two “normal” fire regimes were assigned in the present
The slope of the plot in Fig. 1b give=0.8 nn?. In  work: regime 1 and regime 2, which differ with respect to
accordance with the interpretation of the coefficienfsee the heating ratéor intensity. Plots of the rise in temperature
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FIG. 3. Monotonic temperature-variation regimes for different heating rates. The arrows indicate fracturing of the samples under different stresses.

with time for the two regimes are shown in Fig. 3. Itis seen  Expression(3) means that the “partial” lifetimes, i.e,
that the common functional course ®ft) corresponds to the relative fractions of the lifetime at different valuesTgf
the form of theT(t) curve schematically represented in are summed, and thus it corresponds to a summation of the
Fig. 2a. defects accumulated at different temperatures.

The arrows on the curves in Fig. 3 indicate fracturing of It follows from (1) that [ o, T(t)]= 7o expU(a)/KT(t),
the samples under different stresses. Thus, a set of values afd expressiofi3) becomes
t; andT; corresponding to the values of the applied str@ss
is obtained for each of the regimes. The values$;&nd T; 1 [t U(o)
as functions ofo are listed in Table I. F{

The approach used in the present work to describe the
lifetime of a loaded body under variation of the temperature Thus, the problem of calculating the integral(# for a

with time is based on the simple and natural argument that e ified form of the functior(t) has been defined. The
defects accumulate in a loaded body during preparation fog, icit form of the functionT(t), or the equivalent form of
failure. This argument is based gﬁ% numerous data on thg,q fnction 17(t), is needed to obtain an analytic solution,
processes occurring in loaded bodies. ) e _and integrability of expressiof¥) is desirable for this pur-

If the temperature of a loaded body varies with time, "e"pose. Switching to T(t) would, of course, be useful
i .TZ,T(t)’ th? ﬁpr.|n0|ple 9f ,defeCt summatlon leads to because the function is in the numerator, rather than the de-
Bailey’s condition, i.e., a criterion for the failure of a body, nominator, of the exponential function in the integrand, and

dt=1. (4

ToJO

e dt this change will certainly facilitate finding the solution.
fo mzl, € The form of the function T(t) derived from the func-
tion T(t) is schematically represented in Fig. 2b. Incidently,
wheret; is the time to failure. it is easier to mark the asymptotic level ofTi/using this

plot. The plot of 11 (t) resembles a decaying exponential
TABLE I. Calculated and experimental values of the lifetime of loaded steelfuncuon’ and this calls for replottlng the data in Fig. 3 on
samples at increasing temperatures, T(t) as plots of the dependence of log{+/1/T,) ont. The
estimates of the level dF are indicated by the dashed lines
Calculation from data in Fig_ 3.

Regime o MPa T, K  t;x10°s  inFig. 3:;x10°s Figure 4 presents the results of such replotting. It can be
1 200 820 8.1 10.7 seen that the plots of the dependence of I0G{11/T,) ont

300 770 6.5 - for the two regimes are nearly linear.

400 690 5.1 5.9 Therefore, as a good approximation of the function
5 50 1020 46 _ 1/T(t) we can take

100 950 33 4.4 . L1

150 910 28 -

200 860 23 - =(t)= =+ = exp(—at), 5

T T, Ta

300 790 1.85 -

400 690 1.40 13 _

425 660 1.20 _ where 1T,=1/Ty— 1/T| (T, is the value ofT att=0; here

To=293 K).
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ing the data on the failure timg from Fig. 3 for the corre-
sponding stressas, we obtain a range of values from 3 to 7
for the lower limit of the first integral ir{6) for regime 1 and

a range from 3 to 10 for regime 2. Thus, in all cases the
lower integration limits in(6) have values greater than 1,
which permit the use of the approximatidn) for the inte-
grals in(6).

Since, as follows from the estimates just given, the lower
limits of the second integral i166) are significantly higher
than those of the first integral, then, according(%, the
second term in(6) is much (by an order of magnitude
smaller than the first, and the second term can thus be ne-
glected. As a result, fron¥) and(6) we obtain

1 U(o) U(o)
Eex - kT, expl— atf) || —=—exp( — at;)

kT,
U(o)
=T79€X k_Tk

-1

: ®

FIG. 4. Replotting of the data in Fig. 3 in new coordinates. . .
We take into account that, in accordance Wi

1 B 1 N 1
Then T T, T—anF(—atf)-
t U U .
J"ex Ul dt=exg — (o) Then, from(8) we obtain
0 KT(t)
U(O’))

atf—ln( Toak—_l_a

KTy

ty U(o)
><J exp{—Fexp(—at) _
0 a In (9) the dependence of the second term on the vari-
We make the change of variableH o)/kT, exp(—at)  ables appearing in ite, U(o), and T, is logarithmic, i.e.,
=7 weak. With consideration of the relatively weak variability
Then of these quantitie§a=(0.4—1.0)x10 % s, U(o)=200
t U —300 kJ/mol, and ,=2.3x10 3 K~ ! is essentially con-
f fex;{— k(?o)exp(at) dt stanf and the large value log=—13 of the control para-
0 a
1J‘U(o)/kTaexp(an)exF(—z) d

U(o)=kT; : 9

dt.

meter, we can assume that 4p-U(0)/KT,) is approxi-
mately constant:

A JU(0)/kT, z z |n(7'o'01' Uk(_;_f)>~_33_ (10)
1| [~ exp(—z) 2
N a fU(o)/kTa exp(—aTy) z dz Then
s ex-2) U(o)=KT(a-t;+33).
N JU(U),kTaTdZ 6) Thus, an approximate expression has been obtained for

) ) ~ determining the activation energy of the failure process from
The integrals in6) cannot be taken exactly, but there is the values of the failure timé and the failure temperature

known approximation T; in an assigned temperature-variation regime, which is
»exp( — z) exp(—b) characterized by the coefficient
fb , dz=—7p for b>1. (7) Expression(10) enables us to find th&)(o) curve for

the steel from the data plotted in Fig. 3 and to compare it
In order to be able to use this approximation, we mustwith the U(o) curve obtained in the experiments with con-
estimate the lower limits of the integrals (6). stanto and T (Fig. 1b. The results of the determination of
It follows from the data in Fig. 1b that the values of U(o) from the data in Fig. 3 are presented in Fig. 5. Fairly
U(o) for stresses varying from 400 to 100 MPa lie in thedense bunching of the pointécorresponding to both
range 206- 300 kJ/mol. As follows from Fig. 4, T/, equals temperature-variation regimealong a straight line can be
2.3x10 3 K1, Then the lower limit of the second integral seen. The plot in Fig. 5 is close to the plotW{o) in Fig.
in (6) lies in the range 50-90, i.e., is much greater than unitylb. It is described by a function of the same form, i.e.,
According to the slopes of the plots in Fig. 4 and theU(o)=Uy— yo. In addition, it is found from Fig. 5 that
expression5), the values ofx are «;=0.39x10 3 s 1 for  U,=340 kJ/moE3.7 eV andy=0.7 nnt, i.e., the values of
regime 1 andw,=1.07x10" 3 s~ ! for regime 2. Then, tak- U, andy for the data in Figs. 1b and 5 are fairly close.
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FIG. 5. Dependence of the activation energy for the failure of steel on stress
according to the data in Fig. 3.

to failure for different values of the stressfrom (11). Es-
This means that the nature of the failure process at @mates were made for regime 1 with=200 and 400 MPa
temperature which varies with time remains both qualita-and for regime 2 withr=100 and 400 MPa. The calculated
tively and quantitatively the same as that which has beenalues oft; are listed in Table |, where they can be compared
reliably revealed in experiments with constanandT. With  with the experimentally obtained values ©ffor the same
this finding one can develop methods for predicting the life-stresses.
time of materials or structures at varying temperature on the It can be seen that the calculated values differ only
basis of the general physical laws governing the kinetics oklightly from the measured values. Thus, the satisfactory re-
failure. liability of predictions of the time to failure has been dem-
Implementation of this possibility will require;) knowl-  onstrated for reinforcement steel. We note that similar esti-
edge of the dependence of the temperature on timeT{(B.,  mates, which confirmed the legitimacy of a similar approach
and 2 knowledge of the kinetic characteristics of the failure to predicting the lifetime at increasing temperature, were ob-
of the material under consideration, i.e., the valueBlgfy,  tained in Ref. 9 for samples of concrete, whose temperature-
and 7. These characteristics can be obtained by measurinfyrce dependences closely conform to expression
the dependences of the lifetime on stresand temperature The problem of estimating the safe stress for an assigned
T, as was shown abov#ig. 1). temperature-increase time can also be solved on the basis of
We now present examples of estimates of the time tq11). Of course, cases of different forms of the functibt)
failure (t¢) for the steel investigated in the present work incan also be of interest. Then other methods, both analytical
the same heating regimes, using the value&J6é) from  and numerical, for calculating integrals of the typ® are
Fig. 1 for specified values af. needed(see, for example, Ref.)5However, the physical
Such an estimate was made on the basis of reld8an  principles of the approach to solving these problems should
The complicated form of this expression precludes a directlearly still be based on the kinetic concepts of the failure of
analytical solution with a determination tf from the speci-  solids.
fied values ofo. Therefore, we make the substitution

(9) p(—aty)= (11
ex (0] .
kTa f) y
Then, frorn(8) we have IN. A. Strel’chuk, Explosionproofing and Fire Resistance in Construction

[in Russian, Strdizdat, Moscow(1970, 271 pp.
20. Pettersson, Fire Saf. 33(1), 1 (1988.
. (12 3V. M. Roitman, V. |. Betekhtin, and N. A. Parfent'ew al., Izv. Vyssh.
Uchebn. Zaved. Stroit. Arkhit., No. 11, §1983.

e U(o)
exp(—y)ly=aryex k_Tk

Taking the logarithm of11), we obtain “V. M. Roitman, J. Appl. Fire Sci3(1), 3 (1993.
5V. R. Regel’, A. I. Slutsker, and EE. Tomashevski Kinetic Nature of the
U(o) Strength of Solid§in Russiar, Nauka, Moscow(1974), 573 pp.
y+iny=—Inj argexg—1|1. (13 6p. G. Cheremsko V. V. Slezov, and V. I. BetekhtinPores in Solids
ka [in Russian, Energoatomizdat, Moscowl990, 376 pp.
. . . s S. N. Zhurkov and EE. Tomashevski in Some Problems in the Strength
The right-hand side of13) contains quantities known - . ;
. . . of Solids[in Russian, Leningrad(1959, pp. 68—73.
from Figs. 1 and dwe assigno and determindJ (o) from 83, Bailey, Glass Ind20, 21 (1939. )
Fig. 1b]. We numerically construct the dependence of °V. I. Betekhtin, V. S. Kuksenko, A. 1. Slutsker, and 1. Bhkol'nik, Fiz.
. . 1994].
from the values of the right-hand side @3). Now we can (1994]
use them to find the values tf, i.e., the values of the time Translated by P. Shelnitz
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The question of the dimensionality of superconductivity is considered within the framework of a
model of superconductivity via asymmetric, delocalized “crystalline’orbitals (analogous

to the corresponding molecular orbitakxtending along chains of covalently bonded copper and
oxygen ions. It is shown that superconductivity is preceded by a separation of the bonds in

the CuQ layer into covalent and ionic bonds with ordering of the covalent bonds into chains. Such
an ordering facilitates the formation of a crystallimeorbital lowering the crystal energy by

the resonance energy of the bond and is therefore favored. The superconducting current is
created by non-dissipative motion efelectron pairs along the asymmetric, “crystalline”

7 orbitals extending along chains of covalently bonded copper and oxygen ions, in the presence
of an ionic bond between neighboring chains extending through the easily polariZible O

ions. This ionic bond correlates the motion of the electron pairs along alkrtleebitals and
stabilizes the superconducting state. Only in this sense is the apparent “one-
dimensionality” of superconductivity in cuprate superconductors to be understood.998

American Institute of Physic§S1063-784%08)01611-(

A model was proposed in Ref. 1 which explained thebalance between ionicity and covalency of the bonds as a
nature of high-temperature superconductivity in cuprate suresult of the difference in electronegativities runs up against
perconductors by proceeding from a picture of electron paira series of difficulties. First of all, the presence of a flat-
in the material forming a chemical borfdn asymmetricr  square coordination of the €l ion requires that four bonds
bond which under certain conditions becomes delocalizedn the CuQ plane be equivalent, which is quite a few for just
and enables superconductivity. one type of bond. Second, in the presence of an unpaired

According to this model, the superconducting pairselectron on the Cti ion and a pair of electrons on theO
move along spatially separated, asymmetricorbitals ex- ion in orbitals perpendicular to the Cy®lane, the forma-
tending along chains of covalently bonded copper and oxytion of a = bond between these ions becomes impossible.
gen ions lying in the Cu@plane. The latter circumstance Third, the distance between theuand G~ ions is greater
creates the impression that the superconductivity is onethan the sum of their covalent radii and increases with
dimensional. growth of the temperature as a result of thermal expansion of

Let us examine the problem of the dimensionality of thethe lattice, which also hinders the formation of a covalent
superconductivity of cuprate superconductors in this modebond.
in more detail and consider what may be the cause of the A way out of this predicament for the undoped material
formation of these chains of covalently bonded ions, why as provided by the state of covalent—ionic resonandde
superconducting current is possible only along chains lyingerm ‘“state of covalent—ionic resonance” means that the
in one plane, and how such apparently one-dimensionddond between the ions is found in some intermediate state —
superconductivity is stabilized. neither ionic nor covaleritTherefore, the distance between

The difference in the electronegativities of copper andthe ions can also have some intermediate value, i.e., it can be
oxygen is such that the bond in the Cu@yer should be less than the value expected for the ionic bond, but greater
half ionic and half covalent. Let us see how this condition isthan the value required for the covalent bond, as is in fact
fulfilled in these cuprate structures. The coordination poly-observed experimentally.
hedron of copper in most cuprate superconductors is a It is hard to say how closely the required balance be-
square-based pyramid. Thus, the copper ion has five neargsteen ionicity and covalency of the bond in the copper co-
neighbors and should therefore form at least five bdhds. ordination polyhedron is fulfilled under conditions of

Jumping somewhat ahead, note that copper forms natovalent—ionic resonance of four bonds in the Gusbane
five, but six bonds: three ionic bondsvo in the CuQ plane  and one ionic bond along the axis. It is more likely that it
and one along theC axis) and three covalent bonds is not fulfilled completely and the bond is not completely
(20 + 17). But such a state of the bonds, in complete agreestable, although this instability is partly compensated by a
ment with the difference in electronegativities and therefordowering of the energy of the system by the energy of the
stable, is apparently reached only in the superconductingovalent—ionic resonance. But when the material is doped or
state! changes are made in its stoichiometry or additional layers are

In the undoped material, the achievement of such antroduced incommensurate with the copper layers, the insta-

1063-7842/98/43(11)/3/$15.00 1347 © 1998 American Institute of Physics
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Recall that we are talking here about an asymmetric
orbital. The asymmetry is created by the asymmetric electric
field on either side of the CuOplane. The orbitals of the
copper and oxygen ions perpendicular to the gplane are
deformed by this asymmetric field — the “volume” of their
lobes increases, facilitating a better overlap on the side of the
CuGQ, plane facing the larger positive charbe.

Thus, from the above consideration it follows that the
formation of “crystalline” = orbitals running along chains
of covalently bonded ions is a consequence of the mixed
covalent—ionic character of the interaction between copper
and oxygen and is energetically favorable for the system
since it lowers its energy by the resonance energy ofithe
bond.

Delocalization of therr electrons of the asymmetrig
bond along the chains in fact implies the possibility of non-
dissipative motion of electron pairs along a “crystalline”
orbital. The chains of copper and oxygen ions with delocal-
ized 7 electrons in this case reminds one of conjugated
FIG. 1. gggga’?h:fhg;‘i ﬁ;‘nig'%?si-n T';‘z C*::;‘?;ﬂ;‘:jcc‘?:’cel"e‘;”;:glis are honds in molecules of aromatic compounds with the only
E]Z%r?ssg(unﬁllgd circles. ')I/'he daéhed I?nesperl)re ionic bonds between ghainsdifference being that they are unclosed, and thearbital is
extending through the O ions (squares Superconducting pairs move asymmetric about the plane of the “moleculéh the given
along asymmetrier orbitals extending along the chains and located on onecase the Cu@ plang. Such motion of the electron pairs
side of the Cu@ plane(above or below the planeThep, orbital of the G- long 7 orbitals constitutes motion along spatially isolated
ion bridge, deformed by the field and containing two electrons, is also founqa‘. " . .
on that side of the plane. filaments” located on one side of the Cy(plane, a cir-

cumstance which creates the impression of one-
dimensionality.
bility of the bond manifests itself immediately in the ease, . But a necessary condition for thg superconduct_lng state,
with which the flat-square coordination of the copper ions isbemg a macroscopic phenomenon,.|s that the motion of the
distorted. If upon doping it becomes possible for an ex_'electron pairs on each separate chain and all of them together
change of electrons between the Gui@yer and the doped in the CuQ plane be correl_ated. .
layers to occur, then the bonds in the Guglane will sepa- Correlation of t.he. motion of the electron pairs qlong
rate into two ionic bond$with greater distance between the each separate chain is ensured by the strong repulsion be-

ions) and two covalents bonds (with a smaller distance t‘r’:’ee”d the e|eCT|TI_C:jn pa_lrs- As r;[he);] mok\)/e alo?]g-ralnirbnal,h .
between the ions To achieve the required balance betweent,ey 0 not collide wit eac O_t er ut rat er keep their
distance as they move, maintaining a separation between

ionicity and covalency of the bonds in this case, in addition )
to the two covalent bonds just mentionedsrebond is also €M equal to the distance between the copper and oxygen
formed. Thism bond is formed by the overlap of copper and 10nS in the chain. _ o
oxygen orbitals perpendicular to the Cu@lane that be- .Correla.t|on.of the motion of thg e!ectron pairs in neigh-
tween themselves have lost one electron to dofiing elec-  Poring chains is ensured by the ionic bond between them
tron goes into the doped laye? through the ea_sny polarized?0 ions, for_mmg bridges bg- _

But separation of the bonds in the Cu@lane into two  tween the chains. Here each copper ion of one chain is
ionic and two covalent bondsvith one of the latter a double coupled through the two nearest Oions with two copper
bond takes place apparently not in a random fashion, but iions of the neighboring chaifsee Fig. 1 Under these con-
an ordered fashion — with the formation of chains of co-ditions, polarization of the © ion can transfer to a neigh-
valently bonded ions. These chains turn out to be ionically20ring chain an excitation in the electron density distribution
bonded with each other through thé Dions (see Fig. 1 created by the motion of an electron pair along arbital in
Such ordering is energetically favorable for the system as @ne of the chains. Thus, it is possible to realize correlated
consequence of the possibility of lowering the energy of themotion of electron pairs over all of the orbitals extending
system by the resonance energy of thebond along the along the chains in the Cy(plane.
entire length of the chain®. It is necessary to allow for the fact that thé Oion also

On the other hand, ordering of the covalent bonds in thdinds itself in an asymmetric field, and its orbital perpendicu-
form of chains by itself creates conditions for the formationlar to the CuQ@ plane and containing two electrons is also
of a “crystalline” = orbital (analogous to the corresponding asymmetric and can overlap with tipe orbitals of the cop-
molecular orbital extending along the entire length of the per ions joined by the given oxygen ion. However, this pair
chains of covalently bonded ions and necessary for the emeof electrons of the & ion probably does not participate in
gence of the superconducting state, as will become apparetite superconducting current along the chains, since it does
below. not conform to the long-range order underlying the conjuga-
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tion of the chain of covalently bonded ions, but it can appartwo different Cu—O distancgsalong with data pointing to
ently take part in screening currents. localization of holes in the CuQOplane and the absence of

In view of the &~ bridge ions correlating the motion of any influence of these holes on the mobile carfierst only
the electron pairs, the superconductivity is not really one-do not contradict the above ideas, but can also be taken as a
dimensional even though the electron pairs move along spalirect experimental confirmation.
tially separatedr orbitals.

As for the stability of superconductivity along the
orbitals, it is vouchsafed, as was seen above, by the |0werinjd?eca|| that to form covalent bonds on the®Ction, one 4 orbital, three

of the crystal energy by the resonance state ofsthleond 4p orbitals, and one half-filled @ orbital are available. All these orbit
correlated over all the chains in the Culane -als are similar in energy. The?0 ion has completely filled 2 and 2
) orbitals.

) Thus, the ord?”ng OT covalent bonds in the Guilane 2In this case it is apparently not even important which of the ions loses the
in the form of chains ionically bonded to each other ensureselectron: the copper ion loses its unpaired electron and transitions from the

coherence of oscillations of the-electron density over the CU" state to the CU' state, now having a frep, orbital which now
entire cuQ pIane. overlaps with a completely fillegh, orbital of an G~ ion to form amr

Since the energy of the resonance state of the bond eX_bond, or an oxygen ion transitions from thé Ostate to the O state. In

ceeds the ener of the electron—phonon interaction itthe latter case, thp, orbitals of the copper and oxygen ions can overlap,
ay P ' “each one occupied by one electron. It may be supposed that upon doping,
stands to reason that the tfie of such superconductors one electron is lost for every pair of electrons?CsC?~ forming between
will be higher than theT, of superconductors with a BCS themselves a covalent bond. Note that in this case only mrEond is
mechanism. formed for every twos bonds @—-O—Cu.
In conclusion, it should be said that some com‘irmationS)TEe loss Oft,the govalent;ionicfffsolan%e energy Oftfottl)r bonds upon tdh(i)
; . above-mentioned separation of the bonds appears to be compensated by
of the importance for superconductivity of the preS(_ance of the resonance energy of thebond formed along the chains.
chains of bonds may be garnered from the fact that in many
presently known superconductors some aspects of one=———
dimensionality, or more preC_'59|¥, a |9W d|menSIOna|Ity' aré 1m. v. Krasin'kova, Pis'ma zh. Tekh. Fi23(17), 57 (1997 [Tech. Phys.
observed. All complex materials in which superconductivity Lett. 23, 681(1997].
has been observed are layered, and in many of them metaliJE- ';au:!ngxfhhysl\-l TGV- Lfett?]g’ gf (198|7)i3 4 and the Structure of Mol
_ . . Pauling, The Nature of the Chemical Bond and the Structure of Mol-
oxygen or me_tal_ metal_Chams have be_en Obse_rved' On theecules and CrystaJ2nd ed.(Cornell University Press, Ithaca, New York,
other hand, it is interesting to note that in organic materials, 1940, Goskhimizdat, Moscow 1947, 440)pp
conjugation of the bonds is observed only in molecules with*H. Oyanagi and J. J. Zegenhagen, Superconducthdfy}15 (1997.
. . 5 H
a planar conf|gurat|on. (Pl.g(g:éHammel, B. W. Statt, R. L. Martiat al, Phys. Rev. B57, R712
Recently published observations of asymmetry in the '

oxygen environment of Cu in the Cy@lane(observation of  Translated by Paul F. Schippnick
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Aspects of the self-organization of carbonaceous conducting nanostructures
during electroforming of a metal—insulator—metal open sandwich structure
with a nanometer-size insulating gap
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Experimental results are presented on the electroforming of a hanometer-size MIM
(metal—insulator—metaliode with a carbonaceous active medium. The diode is in the form of

an MIM sandwich structure which is open on one face and has a nanometer-size insulating

gap. Measurements of its current—voltage characteristics are made which reflect processes of self-
organization and self-forming of carbonaceous conducting nanostructures in the insulating

gap. It is shown that the properties of such a circuit element differ greatly from those of a
conventional MIM diode. These differences can be explained if it is taken into account

that a thin insulating layer is built in, in series with the carbonaceous conducting medium growing
in the insulating gap. The data obtained indicate that the carbonaceous structure is of

nanometer size in all three spatial dimensions. The models that have been developed to represent
this structure correspond well with the experimental results, in particular the spatiotemporal
self-organization in this system. @998 American Institute of Physid§1063-78428)01711-5

INTRODUCTION nism has been used previously to develop models for the
) ) ) appearance ofN-shaped |-V characteristics in similar
Diodes with a metal—insulator-metéVIM) structure,  stryctureS:® and the analysis of these models has led to an
placed in vacuum with vapors of organic compounds anq,ngerstanding of electroforming as a process of self-
subjected to electroformin@s a rule, the cyclic application organization of a nanometer-size gap in the carbonaceous
of a voltage ranging from 0 to 15)yhave been studied for conducting mediund.To start up this process it is necessary
quite some time now.The insulating gap of a planar MIM 5 ensure that a flux of electrons can be passed through the
structure, openly accessible to the organic vapor and havingyganic material, which is initially an insulator. In a conven-
a characteristic width of the order of a micron, is prepared byignal MIM diode the necessary initial conductivity of the
the “burnout” of a thin metallic conductor located on the gtrycture is provided by a special technology used in the
surface of an insulating substrate by means of an electriggrmation of the insulating gap, which, after the conductor is
current. In the case of a sandwich MIM structure, it is cre-pyrned out, is left with a modified surface and contains some
ated in a process similar to breakdown of the correspondingagidual metal particles. However, it was suggested back in
insulating film placed between metal electrodes. In both variRet. 4 that the necessary conditions can be provided simply
ants, the prepared structures possess a small-to-moderate iB'y making the nanometer-width initial insulating gap openly
tial conductivity, which increases by several orders of magzccessible to the organic molecules; then the high electric
nitude during electroforming. Thi-shaped character of the fie|ds created in the organic medium on the surface of the

quasistationary current—voltagl—V) characteristics ob- gap will be sufficient for the appearance of a field-emission
served after electroforming have been linked with the formagrrent from the cathode. Such an element will be signifi-
tion of carbonaceous conducting pathways out of the adzantly more controllable than a conventional MIM diode,
sorbed organic molecules, their burnout upon the passage ghile possessing substantially greater reproducibility of the
a certain level of current through the structures, and sOm@patia| structure during fabrication. The passage of a flux of
process of regeneration when the voltage is decreased. Weectrons through the organic material leads to dissociation
will refer to such structures as conventional MIM diodes. It of jts molecules, carbon enrichment, and thus to the forma-
has been experimentally shown that in their composition angon of a carbonaceous conducting mediy®@CM) upon
structure the carbonaceous conducting pathways are similggaching the percolation threshold. In this paper we present
to graphite? Later it was found that in such a formed MIM  eyperimental results confirming the validity of these conclu-
diode the entire applied voltage falls across the narrow inSusjons. Such a structure has been calledano-MIM diode
lating gap of nanometer width. The authors of Ref. 4, on th&yith a carbonaceous active medium.

basis of scanning tunneling microscope experiments and the

available data on conventional MIM diodes, proposed a
mechanism of their functioning, the main elements of which
are the nanometer width of the insulating gap and the pres- A nano-MIM diode with the width of the insulating gap
ence of an internal reverse bias in such objects. This mechaot exceeding a few tens of nanometers, as is necessary in

AMPLES AND EXPERIMENTAL TECHNIQUE
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order to create high electric fields at the voltages actually P =771

used in electroforming, was created in the form of an open b | |
sandwich structur® The insulating gap is an end face of the E‘_ |

insulating film which is made accessible to the organic mol- — I 2
ecules by a local etching of the upper metal layer and the 1

insulator layer of a typical three-layer MIM structure. Here, l~7 1 3
the gap widthH is determined by the thickness of the insu- 4

lating film, which can be prepared to an acceptable level of
quality without any particular technical difficulties at thick-
nesses down to a few nanometers. /\/\ I
In the preparation of the samples, silicon wafers coated —t
with silicon oxide served as the substrate. Metallic films with
a thickness of 0.20.3 um were deposited by magnetron
sputtering. The material of the upper electrddathodé of FIG. 1. Block diagram of the setup for electroforming and measurement of
the MIM structure was tungsten. The insulating film of alu- current—voltage characteristick— transfor‘m‘er unit2 — generator3 —
minum oxide, which is one of the better insulators in thechart recorder4 — sample 5 — analog-to-digital converte — computer.
thin-film state, was formed by liquid anodization of the
lower aluminum electrode. As is well knowrin this case a
high-quality insulating layer is obtained which itself does not

D

<

| IV |

10s

structure develops at significantly lower currents, shorting
d | forming. i th dwich : out the metal electrodes. Nevertheless, a more detailed ob-
undergo electroforming in the sandwich structures. In oUlepation in the range of currents 3—4 orders of magnitude

case this was a useful property, preclu_ding e_Iectr_oformi_nquS than expected showed that a process takes place in this
beyond the limits of the open face of the insulating film. ThlsCase very similar to ordinary electroforming

face was created by precision etching of the aluminum oxide
after local removal of the material of the upper electrode.
The thicknessebl ranged from 15 to 40 nm, and the break- RESULTS AND DISCUSSION

down field é;[rengths of the anodic aluminum oxide were g re 2 plots typical curves characterizing the develop-
around 9<10° V/em. In a plane parallel to the substrate the ment of the current through an open MIM sandwich structure

structures had the form of crossed metallic bars separated Ryiih an insulating gap about 20 nm in width during several

the anodic o_xide. In the intersection region_a square yvindov&ydeS of variation(passesof the generator voltagel at a
was etched into the upper bar, through which the oxide wagqnstant ballast resistance. In the first pass the current is

etched further. The dimensions of the window varied from 3,<ant untilu =9 V, where it appears with a jump. We call

to 16 um. The prepared structures were encased and placgflis noint the breakaway point. With each successive pass,

in a vacuum chamber, which was pumped out in successiofye cyrrent gradually grows and, for a given value of the
by a mechanical pump and then by a oil diffusion pump, a5t resistance, a limiting curvkis set up, which varies

thereby providing the usual gaseous medium for electroformgery jittle if U remains below a certain value. If this latter

ing, containing vapors of organic molecules. condition is violated, an abrugitliscontinuous drop in the

Figure 1 shows in block form one of the circuits that was g rent s possible, with subsequent gradual recovery to its
used for electroforming and measurement of current—voltage

characteristics. A triangular voltage waveform with ampli-

tude up to 20 V and sweep rate of the order of a few V/s was

imposed on the sample. Such a slow rate of change of the 1,pA

voltage ensured quasistationary |-V characteridicspar-

ticular, ruling out effects arising due to an insufficiency of

organic molecules adsorbed on the surface of the insulating 79

gap, thereby making the results of the measurements inde-

pendent of the parameters of the adsorption stage. A ballast

resistanceR;, was connected in series with the sample to 1.0

lower the probability of catastrophic breakdown of the struc-

ture during electroformindit later turned out that its role

was significantly more importantThe current was measured

with a standard chart recorder. 0.5
Judging from the dimensions of the structures, primarily

from the perimeter of the open face of the insulating film,

and data on conventional MIM diodes, one may expect cur- 0

rents in the formed samples from a few to a few tens of 0 2 4 6 8 0 U,V

milliamperes. However, the very first experiments showed

th.at’ even in the presence .Of.a large bal!i._Stic resis_tance ar_@ﬂecting its electroformingR,=5 M(); 1 — first, 2 — third, 3 — fifth

with measures taken to eliminate parasitic capacitances ifhss 4 — after the tenth pas§ — |-V characteristic of the ballast resis-

parallel with the sample, a catastrophic breakdown of theance without the structure.

G. 2. Current—voltage characteristics of an open MIM sandwich structure,



1352 Tech. Phys. 43 (11), November 1998 Mordvintsev et al.

initial value. This limiting current—voltage characteristic de- LpA
pends on the magnitude of the ballast resistance, whose role 2
consists in an automatic limitation of the growth of the volt-
age across the structure as the current grows in the circuit.
For comparison, a straight line, corresponding to having only
the ballast resistance in the circuit, is also plotted in Fig. 2. It 75 on
can be seen that at large voltages the slope of the limiting
curve4 almost coincides with the slope of the straight line.
This implies that in the given region, despite the growth in 7}
U, the voltage across the structure itself remains nearly con-
stant. WherR,=0 or its value is too small, a gradual growth
of the current leads to catastrophic breakdown if the voltage
amplitudeU is not decreased accordingly. 0.5
The difference between such a process of electroforming
and the usual process observed in conventional planar MIM OFf
diodes, and it is substantial, is that the initial nonzero con-
ductivity appears only at some quite high voltage. But this is 0 Z & 6 8 V,8
the way a nano-MIM diode should behave: the field emission ]
from the cathode depends very abruptly on the field strength o A b
in the insulating gap. But after a current begins to flow 3
through it, the formation of particles of the carbonaceous
conducting phase begins, accompanied by formation of a
carbonaceous conducting medium which gradually fills the 6k
insulating gap, thereby narrowing the residual clearance of
the gap, which leads to growth of the conductivity of the
structure. 4r
Figure 3a shows the current—voltage characteristic of a
sample that had been formed at a ballast resistance of
Rp,=5 MQ to the limiting curve4 of Fig. 2, after which the z2r
ballast resistance was bypassed. For comparison, Fig. 3b Off
plots a typical 1-V characteristic of a conventional formed . . T )
MIM diode of planar design, with a width of the conducting g 1 U 4 6 8 u,v
. th
bar of the same order as the perimeter of the face of the open
sandwich structuré40 um). It was fabricated by the burning FIG. 3. Current-voltage characteristics of an open MIM sandwich structure
out of a thin(15 nm gold film and was formed in the same for H=24 nm,R,=0 (a) and for a conventional planar MIM diode for a
R 20 um bar(b): 1 — sweep analogous to that shown in paras- voltage
vacuum Cham,be,r' The similarity of the Sha,pe of the _Curve$apidly switched off aJ=8 V, 3 — sweep analogous to casealfter rapidly
speaks of a similarity of the processes taking place in botRwitching off the voltage au=8 V.
cases, but there are important differences. First, the currents
differ by 3.5 orders of magnitude for almost the same
“working” perimeter of the structures. Second, Brshaped the ballast resistance in the circuit. In this case, a process
curve is traced out in a conventional MIM diode on the re-develops that is similar to accelerated forming, as opposed to
verse leg of the voltage cycle as well as on the forward legthe slower, unaccelerated formirigig. 2). It appears as if
although with significant hysteresis. In the open sandwickthe threshold voltageb, are significantly greater and ex-
structure this is not the case. Moreover, after being “di-ceed the sweep amplitude for a switching-off pass.
verted,” during the growth otJ, to large values correspond- The lower currents in an open sandwich structure can
ing to complete shutoff, it remains, as a rule, on B&  simply be attributed to the circumstance that a relatively
branch for any number of subsequent passes. Third, in themall part of its “working” perimeter undergoes forming.
case of a conventional MIM diode found on a branch of theHowever, if the carbonaceous formed structure on even a
current—voltage characteristic with negative differential re-small segment of the perimeter were entirely equivalent to a
sistance, after having been switched off by abruptly droppingonventional MIM diode, one would also observe an
the voltage across the structure to zero it also passes into td-shaped |-V characteristic on the reverse leg of the voltage
the zero-current staf¢he Off curve in Fig. 3a But this state  cycle. The absence of current growth with decreasing voltage
is maintained only up to some threshold voltddg (around implies that some factor exists that limits regeneration of the
2-2.5 V). With subsequent increase of the voltage, the decarbonaceous conducting medium. But since the reason for
vice switches ortransitions to theOn statg; such behavior its formation, as is clear from the model devised in Ref. 5, is
is entirely normal. For the open sandwich structure, on thean electron flux through the adsorbed organic material, the
other hand, in order to get it to switch dtransition to the influence of this factor may consist simply in the fact that it
On statg it is necessary to apply a voltage to it several voltslimits the current density in the structure, i.e., not only are
greater than the switch-off amplitude, having first connectedhe currents small, but the local current densities in the insu-
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a b a gradual increase in the currgiitig. 2). The carbonaceous
conducting medium in this case plays the role of an effective
cathode. If an appropriately selected ballast resistance is
present in the electrical circuit, then the CCM grows across
the entire width of the insulating gap and rests against the
residual oxide. This state corresponds to the limiting cuérve

in Fig. 2. If we switch the ballast resistance out, then the
initial branch of the curve in Fig. 3@p to the maximurnis
simply the 1-V characteristic of the residual oxide, across
which the entire applied voltage falls. Taking its actual thick-
nesses and its high quality into account, one expects that the

. o . main conduction mechanism is tunneliffg;* which qualita-
FIG. 4. Diagram of a nanometer-size insulating gap of an open MIM sand- d‘ q

wich structure showing the carbonaceous conducting structuteat is tl\_/ely eXplamS th_e nonlmear'ty Of_ the_curve n t_he first _re'
formed in the electroforming process — end view of the open face, b — gion. Next, asU increases, the field in the residual oxide

profile of the structure2 — metal cathode3 — insulating aluminum-oxide  intensities sufficient to cause electrical breakdown of the ox-
film, 4 — metal anode5 — residual oxide. ide. Its resistance falls abruptly and the current through the
structure increases accordingly, “burning out” individual
segments of the CCM on the anode side and thereby increas-

lating gap are also less than their usual values. On the othémg the width of the insulating gap. This latter circumstance
hand, if the current densities in the structure are significantlys connected with spatial localization of the current pulses
lower, it is not clear why burnout of segments of the CCM (see beloy, which causes the maximum local power densi-
begins in practically the same voltage range as in a converties in the CCM to occur near the anode. Electrical break-
tional MIM diode, this process being reflected by the posi-down of the insulator does not cause irreversible changes in
tion of the maximum and of the descending branch of thet, since in the first place, the CCM burns out before that on
-V characteristic in Fig. 3a. account of its poorer thermal contact with the substtatee

All of the noted peculiarities of the open MIM sandwich increase in the gap width drastically decreases the field in the
structure can be explained if we take into account the presesidual oxide, which suppresses the state of electrical break-
ence of a residual oxide on the surface of the aluminundown and accordingly increases the resistance of the oxide. It
electrode after the anodic oxide is etched aW&y. 4). Even  is these processes that lead to a decrease in the conductivity
if the latter were completely removed, a contiguous layer ofof the structure, all the way to its complete switching off,
the native oxide would quickly form on the aluminum sur- which is what we observe on the descending branch of the
face, whose thicknes@ot less than 1.7 njrwould exceed |-V characteristic.
the width of the auto-formed insulating gap inthe CCM of a ~ This mechanism can also account for the absence of a
conventional MIM diodgabout 1 nm; Refs. 3 and)6Thus, transition of the structure to th&n branch over the entire
in the insulating gap a thin layer of insulator material isrange of voltaged) less than the voltage at which the struc-
connected in series with the CCM and limits the currentture switched off. In the case in which the resistance of the
density in the structure. residual oxide decreases when it undergoes electrical break-

In this case the mechanism of electroforming and condown, almost all the applied voltage drop is across the CCM.
duction in the devicgin view of the results of the model In this case, partial burnout of the latter determines the equi-
proposed and developed in Refs. 6 andobks as follows. librium width of the insulating gap corresponding to this
As the voltage on the structure is increased, field emissionalue ofU. After completion of the procegsecovery of the
begins when the breakaway point is reacliEd). 2) from initial resistance of the oxidehe total width of the insulat-
some nanoprotrusion on the surface of the cath&ig 43. ing gap turns out to be increased by the thickness of the
Electrons injected into the organic insulatithe adsorbate residual oxide. Therefore, in order to have sufficient current
layen cause the molecules of the organic material to dissofor switching the structure to tHen state(repeated forming
ciate, resulting in the formation of particles of the carbon-which requires a certain field strength in the gap, it is neces-
aceous conducting phase. Due to divergence of the electresary to apply a voltag¥ly, that is somewhat greater than the
flux, the current density falls with distance from the cathodeyvoltage at which the structure switched off. Thus by into
but since it is small in the initial stages of electroforming, theaccount the effect of the residual oxide on the conduction
temperatures caused by Joule heating do not reach the valueechanism of an open MIM sandwich structure with a car-
necessary for disappearance of the particles of the carbofronaceous active medium in a nanometer-size insulating
aceous conducting phd€eeven near the cathode. Therefore, gap, one can explain all the experimentally observed pecu-
formation of a connected conducting cluster of carbonaceouliarities of the 1-V characteristics.
particles (percolation begins, in contrast to the case of a A fundamental question is, does the electroforming pro-
conventional MIM diode, on the cathode side, i.e., where theess encompass the entire open perimeter of the sandwich
current density is maximum. Thus the CCM is initiated nearstructure, or are there individual formed segments distributed
the metal cathode, and as it forms it propagates toward theandomly, i.e., more or less uniformly, over the perimeter,
anode, decreasing the width of the insulating gap and iner, finally, does all the forming take place only in one such
creasing the conductivity of the structure, as is manifested ilwarbonaceous nanostructure? The first possibility is elimi-
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nated by a simple estimate: to form the CCM it is necessary
to collect a certain dose of electron flux. This dose can be I’f‘A
estimated from the condition that the entire perimeter of the
insulating gap is the working region in a conventional MIM
diode. Taking the actual currents and maximum switching
times of the switched-off structur@f the order of secondls
into account in our case gives doses for the case in which the %9
CCM fills the entire perimeter that are several orders of mag- y
nitude smaller than needed. The choice between the secon:
and third alternatives is also unambiguous and is based or v
the following simple experiment. Several topologically un-
connected open sandwich structures connected in paralle ~
with one another and in series with a single ballast resistance ’
were subjected simultaneously to electroforming. It always %0
turned out that only one of them was formed while in the
others the process did not even begin. This implies that in a
single structure the process develops only at one point. This 2
result is easily explained if we take into account the abrupt
exponential dependence of the current on the voltage appliec
to a field emitter, which in our case is some nanoprotrusion
of the cathode surface. Since the ballast resistance efficiently 4§
limits the growth of the voltage across the structure as the
current increases, an automatic selection of a single, mosi
critical element takes place from the set of elements con-
nected in parallel. Taking into account general arguments,
namely that for the actual divergence angles of the electron
flux emitted from an edge, its thicknesgFig. 49, which
defines the diameter of the CCM, is of the order of the thick- 00 7 i 5 é 1'0 TR,
nessH of the insulating film, we can say that we are dealing ’
here with a single carbonaceous structure of nanometer sizeG. 5. Current—voltage characteristics of an open MIM sandwich structure
in all three spatial dimensions. with H=24 nm.

We should call attention to the deep analogy between
such an object and a scanning tunneling microscope. In both
cases there is a mobile conducting nanotip. Only, in a tun-  As is clear from the character of curvés-3’, the cor-
neling microscope its position is controlled by external feed+responding carbonaceous structures differ in more than just
back while in the given case it is controlled by internal feed-the magnitude of the active parameter cross section of the
back within the structure. In the first case the mobility of theCCM) and the corresponding values of the current. Some
tip is a result of mechanical translation, and in the second itualitative parameter is also different from curve to curve,
is the result of the growtlfor recessionof the conducting since the positions of the maxima along tHeaxis are dif-
medium. But in both cases the same mechanism is respoferent. This parameter does not vary irreversibly as the pro-
sible for the high sensitivity of the current to processes takcesses develop in the structure, rather its value is determined
ing place in a nanometer-size insulating gap. In this objecby the state in which the forming cycle was haltetthough
the carbonaceous conducting structure, by moving towardurves2’ and3' were obtained aftet’, they correspond to
the anode, probes itself, as it were. For this reason, measurearlier stages within the limits of one cygl&his peculiarity
ment of the current—voltage characteristics may be regardealso distinguishes an open sandwich structure from a con-
as a method of studying the processes of formation anglentional MIM diode, for which the position of the maxi-
growth of nanostructures. mum of the |-V characteristic on the voltage axisound

Figure 5 displays current—voltage characteristics of aml V), already visible in the first cycle of variation of the
open sandwich structure formed to various states. Electroroltage, does not subsequently vary, although the amplitude
forming took place in the usual way, but was interrupted atf the current grows significantf? As was noted above, the
the states corresponding to cunies3, obtained with a bal- branch of the curve up to the maximum in our case is the
last resistance oR,=5 M(). Then, in the voltage growth |-V characteristic of the residual oxide, and the maximum
phase the corresponding |-V characteristics without the balkorresponds to its electrical breakdown and the burnout of
last were traced oucurvesl’—3'), during which the struc- segments of the CCM. It is therefore natural to suppose that
ture switched itself off. After this, it switched itself back on the parameter distinguishing the carbonaceous structures cor-
(formed itselj upon application of a somewhat larger volt- responding to different curves in Fig. 5 is the thickness of the
age and with the ballast resistance present in the circuit. Theesidual oxide: a thicker oxide layer requires a larger voltage
order in which the curves were obtained corresponds to th&o reach the breakdown field strength. Since the current in an
numeration in the figure. open sandwich structure increases as the structure is formed,

T
N
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i.e., it passes successively through states analogofs3o I, pA a
and 1, the first segments to form and be connected into the
electrical circuit are the segments with thicker residual oxide. 0.5
But if we look at the actual oblique profile of etching of the
anodic oxide[Fig. 4b] in the insulating gap, then this is - ) \
exactly what should take place as the CCM advances from 0 b 10

the cathode to the anode: first the state with residual oxide
thicknessh, is reached, then the state with,, etc. (of - b
course, the propagation of the CCM presupposes that atleas |
part of the electron flux goes out into the organic insulator;
this process is facilitated by the specific configuration of the

electric field in the insulating gap and by the fact that the T -

organic material and aluminum oxide have different dielec- ™

tric constants, giving rise to an enhanced field strength at the 0 G /'0 TR 1
b4

CCM-organic insulator boundaryln the final state, all of
them work in parallel; however, since the tunneling currentrig. 6. Current—voltage characteristics of an open MIM sandwich structure
depends exponentially on the width of the insulating tfap, with H=24 nm: a — limiting forming curve foR,=7.5 MQ, the thickness
the 1=V characteristic is governed by the regions with mini-of the residual oxide is greater than in Fig.t8— voltage sweep rate equal

. ; ) . . 10 0.08 V/s,R,=1 MQ.
mum thickness of the insulator. The discontinuous drops in
the current at voltages greater than the maximum of the 1-V
characteristic correspond to burnout of individual regions of
the CCM, where the first segments to go are the ones witbf the CCM, which is to say, the width of the insulating gap
minimum thickness of the residual oxide, i.e., the lower tipsat which regeneration of the carbonaceous nanostructure be-
of the carbonaceous structure, since it is specifically in thengins. In addition, the random noise can be overlaid by dy-
that the maximum power is dissipated due to the local natureamical chaos, which is very probable in such a system con-
of the current paths through the nanotips of the CCM. taining feedback loops and strong nonlinearities.

From the proposed mechanism of processes in an open It is advantageous to perform experimental observations
MIM sandwich structure it follows that another interesting of natural oscillations of the current with the ballast resis-
effect is possible, namely naturéfree) oscillations of the tance included in the circuit, since the latter limits current
conductivity in such an object. Indeed, suppose we apply aumps, thereby decreasing the depth of switching-off of the
sufficiently large voltage to such a structure, one correspondstructure, i.e., it does not permit the appearance of too-large
ing to the descending branch of the |-V characteristic. Theninsulating gaps, which facilitates subsequent switching-on in
as the CCM grows from the cathode, the insulating gapghe growth phase of the CCM. Figure 6b shows a |-V char-
shrinks and the field strength in it grows. When the fieldacteristic of a structure preformed to the state shown in Fig.
reaches the breakdown value in the residual oxide, the resi§a. The sweep rate here is an order of magnitude lower than
tance of the latter falls abruptly and almost all of the voltageusual. This made it possible to identify in just one pass the
now falls across the carbonaceous conducting medium. ltsange of voltages in which natural oscillations are possible. It
lower end burns off to some equilibrium position, which is can be seen that in the interval from 8 to 10 V one does not
determined by the magnitude of the applied voltage. Thebserve a simple continuous switching-off of the structure
field strength in the oxide falls and the breakdown is “extin-due to burnout of the CCM as in the previous cases, but
guished.” But the state so obtained is not stationary. Anrather an oscillatory regime arises, with large current surges.
applied dc voltage leads to the passage of a significantlfFigure 7 displays time plots of the current for structures
smaller, but finite current amplitude that causes the CCM tdormed as in Fig. 6a, at a constant voltage taken from the
grow and approach the anode until the next breakdown of theange in which pronounced natural oscillations are present.
residual oxide, after which the cycle repeats itself, i.e., natuThe varied character of the dependences in these graphs is
ral oscillations of the current should be observed in the struceonnected with the different values of the ballast resistance.
ture. It is clear that such oscillations will have a stochasticA large ballast resistance, by efficiently damping the
character: there are too many fundamentally random proswitching-off process, leads to an increase in the mean value
cesses and major nonlinearities in the system for it to bef the current and suppresses extinction of the oscillations.
otherwise. First of all, these include the atomic discretenesBor small R, the natural oscillations that obtain have the
of the material, which can have a large effect, since the diform of separate spikes against a background of relatively
mensions of the insulating gap can be measured in nanonsmall currents. As a rule, they are produced by a complete
eters. In such a situation, the addition of another carbon atorswitching-off of the structure to zero current, after which the
to the CCM can significantly alter the size of the insulatingstructure does not switch back on for a fairly extended time.
gap and noticeably increase the current through the structure A study of such processes with high time resolution
due to its exponential dependence on the size of the gagdown to 2.5us) and computer recording of the data showed
Another random factor is the probability of onset of break-that a standard recording device strongly smooths out the
down in the nanometer-size residual oxide and the nature dfue time dependence of the current. At large voltages this
its development. This factor determines the degree of burnofflependence is a quite smooth curve, against which relatively
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FIG. 7. Time plots of the current of an open MIM sandwich structurelfer8.5 V; R,=1 (a), 0.3 MQ (b).

rare chaotic current pulses are observed, having characteri& nanometer-size insulating gapvhich corresponds to a
tic durations in the range 10-50s. The amplitudes of the static attractor, i.e., it is simply a point in phase space. In the
pulses reach their largest valueg severaluA) in the region  present case, the final state is an oscillatory process with an
of the maximum of the |-V characteristic and are signifi- attractor in the form of a limit cycle or, what is more likely,
cantly lower at large voltages, corresponding to the descendx strange attractor. Thus, in the present case we must speak
ing branch. The pulses are absent in the initial segment of theot only of spatial, but also temporal self-organization.
-V characteristic. These results fit well into the picture of In the investigated system, self-organization is mani-
such an object proposed above. The separate pulses can cfested in yet another form. We have a self-organizing struc-
respond to isolated acts of growth—burnout of the CCM ature on a nhanometer scale not only across the insulating gap,
the molecular level, but the curves in Fig. 7 reflect changedut along it as well. Indeed, the voltage is applied to the
in the geometrical characteristi¢snvelope of the carbon- entire open perimeter of the sandwich MIM structure, with
aceous nanostructure as a whole. The largest amplitudes tife result being the formation of a single, isolated carbon-
the pulses at voltages near the maximum of the 1-V characaceous nanostructure despite the absence of external organiz-
teristic are due to the fact that it is precisely in this regioning factors with such a degree of localization. The reasons
that the width of the insulating gap is at its minimum, mean-for this include the abrupt exponential dependence of the
ing that the relative influence of the appearafice disap- current on the field strength in the insulating gap, on the one
pearancgof a particle of the carbonaceous conducting me-hand, and the presence of the ballast resistance in series with
dium in the gap will be at its greatest. the sample during electroforming, on the other. As soon as
In connection with the above, the question arises as teone nanoprotrusion on the cathode surface begins to emit,
what extent does the characterizafiof electroforming as a  part of the voltage falls across the ballast resistance, the volt-
process of self-organization of a nanometer-size insulatingge on the sandwich structure is decreased, and the carbon-
gap in a carbonaceous medium, which is valid for the modehceous conducting medium can no longer form at any other
of a conventional MIM diode, apply to the object under spot.
study here. The presence of a thin insulating layer, rigidly  In view of all we have said, it is more correct to speak of
built in and connected in series with the CCM, radically electroforming of such objects as a process of self-
alters the behavior of the structure despite the fact that all obrganization not of a nanometer-size insulating gap, but
the fundamental physical processes taking place in it remaimore generally of the carbonaceous conducting structure.
the same. The fundamental difference is that the appearan&ich a formulation, being more general, is valid in all cases.
of the new element — the insulating layer — changes the In conclusion, it should be noted that the proposed de-
attractor of the system. In a conventional MIM diode thesign of a nano-MIM diode in the form of an open sandwich
final state to which the system tends is a stationary structurstructure is not only a new and interesting means of studying
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Ultrafast photodetectors based on the interaction of microwave radiation
and a photoexcited plasma in semiconductors
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The interaction of microwave radiation with the plasma in photoionized semiconductor
photocells(CdS, CdSgplaced in waveguide measurement systems is investigated theoretically
and experimentally. The interaction of the characteristic waveguide modes with a

photoexcited semiconductor plasma is investigated. The dependence of the reflection coefficient
and phase of the microwave radiation on the intensity of the optical radiation to be

measured is obtained, and the influence of the surface of the semiconductor photocells on these
parameters is investigated. A microwave photodetector design based on a millimeter-wave
interferometer is developed. @998 American Institute of Physid$$1063-784208)01811-X]

One of the more important directions of development oftodetector elemenkss its reflecting mirrors. In such a case,
semiconductor photometry has to do with the need to varas theoretical and experimental studies have shown, the
the parameters of short and ultrash@s low as 1 nspulses  change of the phase of the wave reflected from the semicon-
of optical (lase) radiation. The creation of measurement sys-ductor is directly proportional to the concentration of photo-
tems of this kind is of fundamental importance, both to pro-excited carriers.
vide a metric for a new class of high-power pulsed sources of ~The bulk character of the interaction of the microwave
coherent optical radiation and to investigate the properties dield with the semiconductor and the presence of resonance
various materials under the action of laser pulses. effects in the given frequency range substantially expand the

However, the traditional principles of semiconductor Possibilities for the development of semiconductor photom-
photometry, based on measuring the parameters of a phot8try for a wide class of materials. To determine the main
excited semiconductor at constant current, have finally exParameters of microwave photodetectors, it is necessary to
hausted practically all their possibilities. The main and fun-€xamine the peculiarities of the interaction of microwave ra-
damentally unavoidable limitation on the response time offiation with a photoionized semiconductor in a channeling
such traditional photodetectors as photodiodes and photor&l€ctrodynamic systente.g., in the aforementioned wave-
sistors derives from the low mobility of ionized carriers. The 9Uide System of a microwave interferometer ,
creation of large extracting fields in the given case does not Letus cons_|der.the interaction of &h elt_ectromagnetlc
solve the problem, since generation—recombination nois&’aVe Propagating in a rectangular waveguide with a photo-
and heating of the semiconductor element are greatly in‘—axc't'EOI se_mlconductor slab_ which complet_ely covers th_e
creased under these conditions. Another characteristic drayioSS Section of the waveguide system and is nonuniform in

back of this measurement principle has to do with Iimitationthe direction of propagation To measure the parameters of

L . optical radiation, one customarily uses thin semiconductors

of the sensitivity of semiconductor photodetectors by recom- . ) . . X
o . and semiconductor films with thickness substantially less

bination processes, as a consequence of which not all t e . -

electrons excited into the conduction band make it from the an the characteristic diffusion length. In this case, it is nec-

. Y . Y S . essary to take into account the strong influence of the surface
cathode” to the “anode.” Rather, a significant fraction of

h bi hich v | h oy don the distribution and concentration of the photoexcited
them recombine, which naturally lowers the sensitivity anGgecirons. In such photodetector elements the carriers can
accuracy of the method.

. o . diffuse to the surface and recombine there. The concentration
One of the most promising directions of research in thisyigyribution under such conditions is defined by the ratio

field consists in using the interaction of weak microwaveLS/L’ whereL,=D/P,, with P, the surface recombination
radiation with a photoexcitedphotoionized plasma in a (ate andD the ambipolar diffusion coefficient.
semiconductor. The primary advantage and distinguishing | et us consider a steady-state distribution of electrons
feature of this effect is that weak microwave radiation “reg- gnd holes in a semiconductor irradiated by light with inten-
isters” the carriers at the instant they are excited into thesjty |,. The intensity of the optical radiatioh inside the

conduction band. The current level of deVelOpment of micrO'Semiconductor |ayer is given by the well-known re'aﬁan
wave technology in the millimeter and submillimeter bands

makes it possible to carry out such measurements in the fre- |=|,(1—Ry)exp(— a-2), )
guency range 37—-150 GHz during times of 10 ps or less.

The most promising measurement system is a microwhereR; is the reflection coefficient of light from the surface
wave interferometer which has semiconductor insgst®- z=0, and« is the attenuation coefficient.

1063-7842/98/43(11)/5/$15.00 1358 © 1998 American Institute of Physics
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The total current density in the sample is determined byassumed thatp(z)~0 (Ref. 1) and, correspondingly,
the electron and hole diffusion currents on= 8p. Substitutingsn~ dp (n=p) into Eq.(7), we obtain
the expression

. dn
Jn:enMnEZ_FeDnE, (2) B Dp_Dn d(5n)
| dp “n-(patpy) dz
Jp=enupE,~eDy o, (3 which together with Egs(2) and (5) gives the following
o equation for the electron concentratién:
I=Intip, 4
where a(dn) d?én d*on o a2) sn ©
= eX aZ)— s
at dz e %o Th rec
kT KT
=T Dy= o where

are the diffusion coefficients of the electrons and holes, and q :|0(1_ Rs)
E, is the intensity of the associated electric field. 0 ho '

¢ \éVe represent the equations of continuity in Stand"’“dandi’uo is the energy of one of the photons incident on the
orm semiconductor slab.
a(éon) én 1dj, The general solution of Eq9) has the forr
= o =0, (5)
Threc € dZ o
nrec
a(8p) ~ 5p 1 djp_o 3 on= me p(— az)+ Ciexp(—2z/L)+ Crexp(z/L),
dt kT edz ® (10)

where Sn=n—nq, and 6p=p—Pg, 7nrec aNd 7 ¢ are the  whereL =D 7, ¢ is the ambipolar diffusion length.
recombination times of the electrons and hotgsandq, are We determine the integration constatg andC, from
the generation rates of the electrons and holesngrethdp,  the boundary conditiors
are the equilibrium concentrations of the electrons and holes. . (z=0)=Py,- 6n(z=0)

It follows from system(2)—(4) that In s ’

dp dn jn(z=d)=Pg-dn(z=d), (11)

Doz " Praz where|Pg|=|Ps,| = Ps are the surface recombination rates

E.= Npnt Py (7)  at the faceg=0 andd: Ps1>0 andPg,>0 if the current is
P ) _ directed into the interior of the sample from its boundaties.
As a result of the action of the field,, a space charge In terms of the customary notation
p exists during the Maxwellian relaxation timeg, (Ref. 2

_ _ D D qOT

p(2)=p(z,0exp( —t/ 7). (8) 8= ~Ps, ai=r +Ps, bo:?nztcz

For a number of semiconductors the timg is much
less than the lifetimes,, c and 7, ; therefore it may be system(11) admits a solution of the form

_ bo[aD - (a;exp(d/L) —agexp( — ad)) + Ps(aexp(d/L) +ajexp(— ad))]
v agexp(—d/L)—aZexp(d/L) ’
bol[ aD - (agexp(—d/L)—a;exp(— ad)) + Py(agexp —d/L) +a;exp( — ad))]
aZexp(—d/L)—aZexp(d/L)

2=

An H,, electromagnetic wave, incident on such a slab, is i Ba X
. . . . 0 J 0_
characterized by the following field structure inside the — Hx==_Hosin —-|exp—jBz), H,=0,
waveguide:
jo HO=Hocod | expl — 12
Eg:O, E?/:_ 2= HoCO a ex[x JBZ)l ( )

fo aHosm< )exp( —jB2),

0 wherea is the length along the wide wall of the waveguide,
E;=0, which is aligned with the axis;
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w\2 [\2 where
- (E) BER m c|?
e(z)=¢g,++ —| ==
H, is the amplitude of the magnetic component of the wave, joeg |2 w
w is the frequency of the field, and, is the magnetic per- The solution of Eq(14) in the form(15) can be obtained
meability of free space. provided the inequality
The z axis points in the direction of propagation of the
. c|A(2)
wave. The wave reflected from the surface of the semicon- <1.
ductor (at z=0) has the following components: @|Ao(2)
. is satisfied.
El=0, E)%:_Jw aHosm< )eXF(I/J’Z) El=0, For the semiconductors we used in our experiments
(CdSe and Cdsthe indicated ratio varies within the limits
,_Ba ( ) clAz)] 1 1 ¢
Hy - Hosm exp(j Bz), H =0, 0.03<— Ao(z)| 2\/§L\/s—rw<01

L X _ so that a solution of the forrfl5) satisfies Eq(14) to a good
H;= HoCOS( ?) exp(j Bz). (13)  approximation.
The estimates obtained allow us to determineyticem-
In the region of the waveguide filled by the semiconduc-ponent of the electric fiel&E and thex component of the
tor, the electric and magnetic components of the field arenagnetic fieldH:
determined by the system of equations

E,=[C,-Fy(2)+C,-F (z)]sin(zx>~s_1’4
y 1°M1 2°2 a '

JE, 1
= A(z)sm—x H,=
0z joue’ -
HX:[Cl'fl(Z)+Cz'fz(Z)]Sin<_X), (16)
9By 1 a
27X joug where

. . . L e o (2
.The fun_ct|onA(z) in the given case satisfies the differ Fl(z)=ex;< "y _f \/Edz)
ential equation clo

PA(2)  w? o mc\? F{ w [z
- B el — Fo(z)=exp | — Jedz|,
9z° " c? et jogp \a o A2)=0, (14) 2 CJo
whereg, is the dielectric constant of the semiconductor lat- ¢ ()= — - ! (185/45_8+81/4 ) Fi(2),
tice, and joue\ 4 Jz

1
- + - .
my(jo+v,) mMy(jot+vy)

1 1 e
_ _ ~_.-5/4 1/4
fo(2) jw,uo( 48 (92+8 ) F,(2).

. . . . Equating the tangential components of the field at the
If the dimension of the slab along the axis of pmpagatlonboundariesz=0 andd, we obtain an algebraic system of
of the wave is chosen to be less than® andL, then the '

. equations in the reflection coefficientR=Hi/H, R
excess concentratiofn(z) ~ on(0)~const(Ref. 1), so that :qé /IC ot Iz=0 andz—d Irespectivell;' oo T
Eq. (14) can be solved by the Wenzel-Kramers—Brillouin =~ 2" % : '

o=c2(5n+n0)-(

(WKB) method® Defining the functionA(z) in the form 1+R 1 1+R,
. on iBR-1) Y4 0) (f1(0)+R1f2(0))’
A(z)=|Ao(2)+ Al(z)+ —AAD)+ EAH(Z) L L Fu(d)+ RuFo(d)
. 1B ) ( () Ryfo(d) ) (n
XEXP( - Ew(z))’ The system of equationd7) has the solution
we obtain the following solution: 1+jBF; jBF1—&Y4(d)-f,(d)
o (2 AR T pF 4 ) f(d)
A)=e"" ( Clexp( - Efo \/Edz> where

Lw (? 1 1+Ry
+Czexp(’3Jo @dz))’ = Fa= 1o (fl<0)+le2<0>)‘
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FIG. 3. Dependence of the modulus of the reflection coefficient on the light
intensity for for Ps=50 m/s(1-3 — the same as in Fig.)1
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FIG. 1. Dependence of the modulus of the reflection coefficient on the theg each other, add. As a result of this superposition of waves,
light intensity for P¢=10 m/s;d=300 (1), 200(2), 100.m (3). the modulus of the reflection coefficient decreases with de-
crease ofd. The surface recombination rakg in the given

Figure 1 plots the modulus of the reflection coefficient 01‘(:a‘se|3:_'S equzal }Otlo m/Si_t i timat f the oh f th
microwave radiation as a function of the light intendigyat igure < plots quantitative estimates of the pnase ot the
the microwave frequendy=37.5 GHz for different values of wave _reflected ffom the=0 face as a function of the light
the thickness of a CdS slab in the direction of propagation Ofntenst;y. In th?tlt:]ter\r/]al of valtl;]es_ frtom (t) to IlVB/ctn”lnz the
the microwave radiation. The curves of this dependence argepen ence of the phase on the intenkjlys almos inear.
nonmonotonic, and the minima OR| shift to higher inten- . The depepdence of the quulus.of the reflecyon coefﬁ-
sities ad is increased. Increasing the intensity causes charg(é'en?R'PaE%gS p/)hgselog tg? |r'1:t.en5|:t3y of dtr;e _?Etlcdal radia-
carriers to appear in the volume of the semiconductor anaOn or F"s= 90 /s 1S plotted In FIgs. > and 4. 1nhe decrease
results in a decrease in the real partsofwhich leads to in the gharge carrier poncentratlon associated with surface
matching of the media at the vacuum—-semiconductor inter[ecombmatlon of carriers Ieads_to a more gradual depen-
face. As the thickness of the sample is decreased, the amp 9”?5(5% l\//latc?mgh(_)fr:he Imif'? :‘or Rte:ﬂ? IS (_)bsﬂe]rved
tude of the wave reflected from the second face grows, and ¢f Fs=oumis at a higher fight intensity than in the case

the boundary=0 the two oscillations, phase-shifted relative ' s 10m/s. As can be seen, in the intensity interval from

L, W/em? I, W/cm?

FIG. 2. Dependence of the phase of the reflection coefficient on the lighFIG. 4. Dependence of the phase of the reflection coefficient on the light
intensity for Pg=10 m/s(1-3 — the same as in Fig.)1 intensity forPg=50 m/s(1-3 — the same as in Fig.)1
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FIG. 6. Experimental curves of the dependence of the modulus of the re-
flection coefficient on the laser intensity for f=27 (1), 36 (2), and
29.8 GHz(3).
6 the appearance of a signal in the indicator circuit. During the

measurement of the dependerRél) the intensity of the
laser radiation is regulated by a polarizer.
FIG. 5. Block diagram of a microwave interferometér— GCh-156 gen- Figure 6 p|0tS. eXpe”mental curves of the dependence
erator,2 — attenuator3 — shorting plunger4 — waveguide double tee, R(l) for sample thicknesd=300 um and cross section 7.2
5 — semiconductor elemerfi,— microwave detector with V6-4 microvolt- X 3.4 mm for three microwave frequencies. As can be seen
meter,7 — laser. from the figure, the experimental curves are in qualitatively
good agreement with the theoretical results.
To summarize, the principle of contact-free measure-
1.0 to 8W/cn the dependence(l) is described by a linear Ment of the parameters of a photoexcited plasma by means
function. of microwave radiation makes it possible to broaden the pos-
The experimental system in the given céBag. 5 con-  Sibilities of semiconductor photometry in the direction of
sists of a microwave interferometer based on a waveguidéreating ultrafast photodetectors with high accuracy of mea-
double tee4 in circuit with a generatorl for the eight- ~Surement of the optical radiation parameters.
millimeter band. The arms of the interferometer are closedig 1 ggiko and Yu. G. GurevichPhysics of Solar Cell§in Russiai
off by the CdS semiconductor eleméntan attenuato?, and (Kharkov State Univ. Press, Kharkov, 1992
a shorting plungeB. The principle of operation of the mi- *S. P. Kireev,Physics of Semiconductof Russiaf) (Vysshaya Shkola,
crowave interferometer is based on contact-free measure;Moscow. 1975 . . . .
. . V. L. Ginzburg, Propagation of Electromagnetic Waves in Plasfia
ment of the parameters of the photoexc!ted semiconductor ryssia (Nauka, Moscow, 1967
element. Waves reflected from the semiconductor and théL. I. Kats, V. P. Tsarev, and V. N. Chupis, Inventor's Certificate No.
Shorting p|unger interfere in the Symmetry p|ane of the 1185259(USSR); International Classification OIP 21/12, No. 375621/24/
waveguide te&.If the maximum of the electric field is lo- ;0% Publ- Byull. Izobret,, No. 381985. . .
. . . °L. A. Dushin, Microwave Interferometers for Measuring the Density of a
cated in this plane, then energy does not enter t.he arm Withpjasma in a Pulsed Gas Discharden Russiai (Atomizdat, Moscow,
the detecto®. When the semiconductor element is acted on 1973.
by optical radiation from an LG-38 He—Ne laser with wave- °V- N. Chupis and V. P. Tsarev, iDefense Technologfin Russiar,
length A=0.63 um, the charge carrier concentration in it >centfic=Technical CollectiotMoscow, 1996, 35 pp.
varies. This leads to a change in the reflection coefficient andranslated by Paul F. Schippnick
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The energy absorbed in thin films of selected materials bombarded by x rays emitted in the
braking of low-energy electron€E(<500 keV) in converters with various atomic numbers
(2=29-173) is calculated by the Monte Carlo method. The program takes into account both of the
K-shell ionization mechanisms that lead to emission of characteristic photons as a result of
electron impact and as a result of the photoelectric effect, and the characteristic radiation is shown
to make a large contribution to the absorbed energy in thin films. Calculations show that the
proper choice of material and thickness of the converter affords a two- to fivefold increase in the
energy of the x radiation absorbed in thin films of semiconductor materials.

© 1998 American Institute of Physids$1063-784£98)01911-4

INTRODUCTION teristic radiation is either not taken into account or is taken

Trends in the generation of bremsstrahlung arising in th |_nto account only through the inner-shell channel of ioniza-

braking of high-energy electrons in a target have been wel ion due to the photoelectric effect. This is because the char-

examined both theoretically and experimentafAs a rule, gcteristic radiation doe_s not play a substanti_al role in tradi-
materials with a high atomic number (tungsten and tanta- tional problems associated with tr_\e _calculatlon of the total
lum) are used to obtain a maximal bremsstrahlung yield af"erey of bremsstrahlung and radiation protection.

these energies. However, in the braking of low-energy elec-

trons, a considerable fraction of the energy can be emitted iBaL CULATED RESULTS

the form of the characteristic radiation that arises both as a

result of photoabsorption of secondary photons and as a re- 10 investigate the optimal conditions of radiation treat-
sult of ionization of the inner shells of the atom by electronment of thin films, we calculated the absorbed energy in
impact. Since the cross section of the secondary proceddms of gold and semiconductor materials for converters
grows as the atomic numbgris decreased, a high efficiency With the representative atomic numbets-29, 42, 57, 73.

of generation of x radiation is also possible in materials withThe initial electron energy was varied from 100 to 500 keV.
low Z. This circumstance must be taken into account in thelhe thickness of the converters was optimized with respect
radiation treatment of thin films and foils, where the effi- to the total yield of radiation energy, and a graphite block of
ciency is determined not only by the total energy of the@Ppropriate thickness was placed behind the converter to ab-

radiation but also by its spectral composition. sorb electrons escaping fromit. S
The important role of characteristic radiation in prob-

lems connected with energy absorption in a calorimeter
based on a thin gold foild=27.9 um) was demonstrated in
With the aim of investigating the optimal conditions of Ref. 1. One unexpected result obtained by the authors of this
irradiation and the choice of efficient x-ray converters forwork is that for lanthanum converterg € 57) roughly 20%
treating thin films, we used a program that performs a Montanore energy is absorbed in the calorimeter than for a tita-
Carlo simulation of the development of an electron—photomium converter Z=73). At the same time, the total brems-
cascade in a converter and the absorption of the radiation istrahlung yield for a tantalum converter should be roughly
the film material. For the calculations of the spectral distri-that much higher.
bution of the radiation on the other side of the converter, a The calorimeter used in the experiments measured the
modification of the program was developeatiat took into  energy absorbed in a gold foil, whose thickness was insuffi-
account processes of generation of the characteristic radiaient for total absorption of all the radiation energy. There-
tion both by secondary bremsstrahlung and by electrons. Thiere we investigated the influence of the foil thickness on the
K-shell ionization cross section by electron impact was takemmount of energy absorbed in the féiig. 1). It follows
from Ref. 4. from Fig. 1 that the readings of the calorimeter with a thin
Note that in most Monte Carlo programs simulating thegold foil behind a lanthanum converter are higher than for
passage of electrons and photons through matter, the charac-tantalum converter; however, at greater thicknesses of

PROGRAM

1063-7842/98/43(11)/3/$15.00 1363 © 1998 American Institute of Physics
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TABLE I. Energy(keV) of the photons exiting a converter of optimal thick-
ness, and fractiof) of the characteristic emission in (tesults of calcu-
lations normalized to one incident electjon
1.0-3
Eo, keV Cu Mo La Ta
- 50 0.098 0.0608 0.0516 0.060
N 69 40 16 0
g 100 0.235 0.224 0.221 2.43
NS 54 34 16 5
= 500 2.26 3.10 4.08 5.08
< 5 8 9 8
(S
1.0-4
radiation formed by electron ionization of theshell reaches
50% for lanthanum relative to the total energy of the brems-
Y T strahlung and is essentially independent of the foil thickness,
d, pm while for the tantalum converters it does not exceed 20%.

This is explained by the corresponding dependence of the
FIG. 1. Energy absorbed in the calorimeter versus thickness of the gold foik-shel| ionization cross section ah The important role of
for electrons with initial energye,=1.0 MeV incident on a lanthanum 0 characteristic radiation in the radiation spectrum for con-
(solid curve or tantalum(dashed curveconverter of optimal thickness. ) . . L

verters with varying atomic numbeZ, optimized for the

total radiation energy, follows from the data shown in Table
the absorbing foil (according to the calculations, for |- The calculations were performed for a planar geometry: a
d>50 um) the situation corresponds to the usual picture ofunidirectional, monoenergetic electron beam is incident on a
the dependence of the bremsstral’ﬂung yie|don Converter(Cu, Mo, La, TD, behind which is an electron ab-

An analysis of the results of our calculations supportedsorber(a carbon block of appropriate thickngssd, behind

the conclusion of the authors of Ref. 1 that the reason for thi§, @ film of the material being iradiatetsi, Ge, Ay. It
effect is the high contribution of the characteristic radiationfollows from the table that up to initial electron energies
to the energy absorbed in the thin gold foil. Our values ofEo=100 keV the total energy yield of the x radiation behind
thecontribution of the characteristic radiation to the energyhe copper converters is higher than that behind the tantalum
absorbed in the calorimeter are plotted in Fig. 2. It can b&onverters. The contribution of the characteristic radiation
seen from Fig. 2 that the contribution of the characteristidor copper exceeds 50%, whereas for tantalum it is an order
radiation depends on the converter material and the thickneg§ magnitude lower. S
of the calorimeter foil. For thin gold foilsd<30 um for Results of calculations for silicon films irradiated by x
lanthanum converters art< 100 um for tantalum convert- rays from electrons with initial energy 500 keV are pIOttEd in
ers the fraction of the energy of the characteristic radiationFig- 3. The calculations show that the choice of the converter
absorbed in the calorimeter grows and reaches 45% and 209aterial depends on both the thickness of the foil being
for lanthanum and tantalum converters, respectively. It
should be noted that the contribution of the characteristic

0.25F
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FIG. 2. Contribution of the characteristiK-shell radiation to the energy d’/"m‘

absorbed in the calorimeter, plotted as a function of the thickness of the gold

foil: 1,3 — calculated with ionization of thé& shells by electrons and FIG. 3. Dependence of the radiation energy absorbed in the silicon layer on
bremsstrahlung taken into accoudt4 — calculated with only ionization of  its thickness and the converter material for initial electron endegy

the K shells by bremsstrahlung taken into account. =500 keV.
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treated and the initial electron energy. Thus, fig total energy of the x radiation, which gives us a basis to
=500 keV when treating thin films of silicon d( recommend them as the most efficient converters for radia-
<100 um) it is necessary to use copper converters, wherea#on treatment of thin films and coatings.
for thick films (100<d<500 um) molybdenum converters A correct Monte Carlo calculation of the generation of x
are the most efficient. Notice that the energy absorbed in theadiation in the braking of low-energy electrons is possible
silicon film (see Fig. 3is two times higher than in a film of only if one takes into account ionization of inner shells not
the conventional converter material tantalum. For lower ini-only as a result of the photoelectric effect but also as a result
tial electron energies the most efficient converter material i®f €lectron impact. Basing the choice of the material and
copper, for which there is a 5—6-fold an improvement inthickness of the converter on such calculations makes it pos-
terms of the absorbed energy B§=100 keV as compared Sible to increase the energy of the x radiation absorbed in
to tantalum. thin films of semiconductor materials by two- to fivefold.
Calculations showed that when treating germanium, mo-
lybdenum converters should be used only for very thin films
(d<20 um), while for films of medium thickness (20d

1J. A. Halbleib, G. J. Lockwood, and G. H. Miller, IEEE Trans. Nucl. Sci.
NS-23 1881(1976.
2V. V. Ryzhov and A. A. Sapozhnikov, iRroceedings of the Ninth Inter-

<200 xm) lanthanum converters are the most efficient. national Conference on High-Power Particle Beams “Beams-9&gsh-
ington (1992, Vol. 2, pp. 1199-1204.
3 , .
CONCLUSIONS V. |. Bespalov, S. D. Korovin, V. V. Ryzhov, and |. Yu. Turchanovsky, in

Proceedings of the Tenth IEEE International Pulsed Power Conference
When an electron beam brakes in a target, the energy ofAlbuguerque, New Mexice1993, Vol. 1, pp. 75-79.
the characteristic radiation arising as a resulkeghell ion- - Kolbenstvedt, J. Appl. Physis, 4785(1967).
ization in low-atomic-number converters can exceed half theranslated by Paul F. Schippnick
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Color coding of images of deformed zones of diffusely scattering surfaces
during optical processing of photographs of projected fringes

A. M. Lyalikov
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An optical method is developed wherein different colors are imparted to zones of the image of a
diffusely reflecting flat surface corresponding to different degrees of deformation of the

surface. The method is based on principles of spatial filtering during optical processing of
photographs of projected fringes in white light. Experimental verification of the method is
presented. ©1998 American Institute of Physid$$1063-784£098)02011-X]

In studies of flat surfaces, primary information about de-transmittance of such a photograph of projected fringes is
formations and surface stresses is contained in the first dequal t&°
rivatives dw/dx and dw/dy of the normal displacements of 2
o 2wy 7
the surfacew(x,y), where thex andy axes lie in the plane of 7(X,y)~ 1+co{— +d(x,y) ] , )
the surfacé.The simplest method of differentiating such dis- T
placement data is optical differentiation of interferograms ofyhere T is the period of the observed fringes in an unde-
moire patterns.™ In studies of comparatively large surface formed region of the flat surface, andis the contrast coef-
displacements, there has been a movement away from metticient of the photographic emulsion.
ods of holographic interferometry to less sensitive methods In expressiorn(1) the function®(x,y) is defined as
of projection of fringes or deposition of grids on the inves-
tigated surfacé:?>® The application of optical methods for D(x,y)= 2mo(xy)tan 2
processing photographs of projected fringes has made it pos- ' T ’
sible to adjust the contour bands in an arbitrary way and Qyhere(x,y) is the normal displacement of the investigated
control the sensitivity of the measurements of the relief ofgrface due to the deformation;is the angle between the
the investigated surface® projected planes of the shadows creating the system of
The present paper considers a further refinement of thgtinges on the object and the normal to the flat surface of the
method developed in Ref. 10, which allows one to visualizepbject.
deformed zones of diffusely scattering surfaces for optical Figure 1 presents the optical scheme of a device for
processing of photographs of projected fringes using spatialolor visualization of images of deformed zones of the dif-
filtering. It is demonstrated that one can arrange for the imfusely scattering surface during optical processing of photo-
ages of zones of a diffusely scattering flat surface havin@raphs of the projected fringes in white light. A photograph
different degrees of deformation to be colored in differentof the projected fringes is illuminated by a collimated
hues. The given effect is achieved by optical processing ofeam of light emanating from a point sourteln this case,
photographs of projected fringes in white light. spectral images of the poir_1t source will be constructgd in the
Color coding of information about the parameters of thePack focal plane of the objectivéas a result of the disper-
state of an object has been used previously in the optica?'ve_ properpes of_the pe_rlodlc_ structure of the photograph of
processing of holograms of a phase object for visualizatio0/€cted fringes in all diffraction ordefexcept the zeroth
of the angles of deflection of light rays in the objétt?and The images of the point source will be stretched in the plane
also to determine the direction of the gradient of the refrac—mc the visualizing S.“t diaphragrd along the d|§per§|9n Ilng
tive index!**Pseudocolor coding has been used for recog-para”el (o they axis. We assume that the visualizing dia-
o . . ) phragm5 is oriented with the edges of the slit parallel to the
n|_t|0n of various brick WaII_s, f_or exampf€. In connection x axis. In this case only the middle part of the spectral image
with a study of sgrface rghef it has been proposed t'o C_Olor(labeledz in Fig. 2), with wavelength\, will be extracted
code surface regions having the same depth by projecting gy he siit from the spectral image of the point source formed
grid in white light onto the investigated surfat®The color by the refracted wave on those parts of the photograph
coding in the given method is based on the Talbot effectyhich correspond to the image of undeformed zones of the
which arises when a periodic structure is illuminated in whitejinvestigated surface. In this case, in the visualization plane
light. (labeled 7 in Fig. 1), which is optically conjugate to the
Let us consider aspects of white-light optical processingphotograph3, the image of the undeformed zones of the
of photographs of projected fringes in the study of deforma-investigated surface will be colored greexy). If the con-
tions of a flat, diffusely scattering surface. The amplitudedition

1063-7842/98/43(11)/3/$15.00 1366 © 1998 American Institute of Physics
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superimposed on each other and shifted along 7haxis.
With allowance for the dispersion of the diffraction

grating?’ the magnitude ofy, can be represented in a simi-
lar way as in holographic color shadow methds,

(Ag—MN)nf

T ®)

m=

This formula is valid for the propagation of a diffracted

FIG. 1. Optical diagram of the device for color visualization of images of wave in thenth diffraction order only near the normal to the

deformed surface zones— white-light point source2 — collimator; 3 —
image of the projected fringed; 6 — objectives;5 — visualizing slit dia-
phragm;7— color visualization plane.

COSag=nhg/T,

3

is fulfilled for the wave illuminating the photograj where
n=1,2,3... andeg is the angle between the direction of
the illuminating wave and thg axis, then, with relatior{1)

taken into account, it can be shown that the angles of deflec-
tion of the diffracted rays from the normal to the photograph

are equal to

_Aon 9P 4
Y om @

In expression(4) n is the diffraction order of the wave
propagating along the optical ax{Eig. 1) of the receiving
part of the device. It is clear from expressiof) that the

spectral image8 (Fig. 2) of the point source formed by the

wave diffracted from the parts of the photograph which cor
respond to the image of the deformed surface zones is

shifted. The linear displacement along the dispersion line
given by 7,~a,f, wheref is the focal length of the objec-
tive 4 (Fig. 1). In this case, the visualizing sktwill overlap
the spectral segment of the imagein Fig. 2) of the source
with a wavelength\ different from\ . This causes the im-

age of the deformed surface zone to be colored in hues oth
than green Xy). The hue of the image of the deformed zone

is determined by the magnitude and signzgf.

Note that in Fig. 2, which illustrates the positions of the

spectral images of the light source relative to the slit of th
visualizing diaphragmil, the images2 and 3 are actually

__—7"
J
7
3\ A-mmr
\'\
2~y Amax
C | Ao |4
Ta
2, 2
/)
A'mi.n.
Amin

FIG. 2. Diagram of the position on the visualizing slit diaphragm of the
spectral images of the point source.

e

photograph of the projected fringé€3 in Fig. 1). Replacing

7 on the left-hand side of Ed5) by the magnitude of the
shift of the image of the light source due to deformation of
the surface for the mean waveleng(h o+ \)/2] and taking
Egs. (2) and (4) into account, we finally obtain a working
formula giving a quantitative relation between the magnitude
of the deformationdw/dy and the hue\ of the visualized
zone of the investigated surface,

2(Ag—\)

Jw
(Ap+Mtané’

ay

For a visual estimate ofw/dy it should be borne in
mind that the recordable range of hues fragg, to A ax iS
determined by the spectral sensitivity of the eye. This nar-
rows the range of deformation®o/dy that are measurable
by the visual method. It follows from Ed6) that the sensi-
tivity of the measurements and the value| &/ dy/| . are
determined by the geometry of the photographs of the pro-
jected fringes (tard) and are independent of the diffraction

(6

.order. It follows that it is advisable in the measurements to
use the first-order diffracted wave, this being the brightest,
and to choose the angteat which the photographs are taken
with the required sensitivity and range of the measurements
of dw/dy in mind.

Note that the approach suggested here to estimating the
sensitivity of the measurements and the range of the mea-

Esz[Jred quantityw/dy and also the spectral purity of the hue

in the visualized picture is similar to the approach in color
methods of studying phase objects reconstructed from
holograms'®

The use of a single photograph of the projected fringes
allows one to obtain a color coding of the derivative of the
displacement in only one direction — along the dispersion
axis of the periodic structure of the photograph. For color
coding of dw/ dy it is necessary that the projected fringes be
oriented along thg axis. A reorientation of the fringes of the
type (1) could be achieved by retaking the photograph using
two coherent beams with a change in orientation of the pro-
jected fringes in the necessary direction, in accordance with
the method of rewriting of hologrant For the photographs
of projected fringes such a reorientation of the fringes was
used earlier to compare the macrorelief of surf&€&us, it
is possible to take a new photograph of the projected fringes
with a period equal to the period of the fringes of the original
photograph1) but with the fringes oriented along tlyeaxis.
The amplitude transmittance of such a photograph is given

by
] —yl2

7' (X,y)~ 0

27X
1+ CO{? +D(X,Y)
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Yymm — age was determined both by the spectral purity of the hue
———dH7H and by subjective idiosyncrasies of the eye of the experi-

—— X L menter. In a specific case, the relative error of the estimated
—2 P f— mean wavelength did not exceed 25%; however, it could be

10 substantially reduced, for example, by the use of a receiver

with better spectral resolution.

In conclusion, | would like to remark that the method of
. visualizing deformations of diffusely scattering surfaces de-
scribed above is somewhat less accurate than the method
3 J developed earlie?® However, in contrast to Ref. 10, the
= present method allows one simultaneously to visualize all of
the deformed zones of the investigated surface.

5 This work was performed with the support of the Min-
R istry of National Education of the Republic of Belarus.
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A system of anticoronal shields is proposed, designed, and tested. The system is found to work
efficiently. © 1998 American Institute of Physid$$1063-78498)02111-4

Diagnostics of the parameters of a hot plasma using g@art has an opening for the high-voltage ca@l@he nomi-
heavy-ion probe beam is presently one of the more forwardnal mass of the shield is 1.4kg. The first intermediate
looking methods of study of such objects. Heavy-ion beanshield 3 of the SFS is designed to lower the electric field
injectors and electrostatic accelerators are used for this puintensity near the surface of the gradient rings, which are
pose. In order to ensure efficient functioning of the givenfound at potentials oft 190— 140 kV during use. The shield
apparatus, it is necessary to prevent the appearance of a de-at a potential of+140 kV. It consists of a toroidal, a
rona discharge from the metallic elements of the injector angylindrical, and a conical part. During assembly the shield is
accelerator tube, which have a positive voltage on them ofnounted to one of the gradient rin§sThe nominal mass of
0—200 kV during use. The sharp edges and small radii othe first intermediate shield is 5.7 kg.
curvature of these elements give rise to corona discharges The second intermediate shiefdis designed to lower
from their edges. The appearance of a corona discharge leati¥ electric field intensity near the surface of the gradient
to instability and a nonequilibrium distribution of the accel- fings, which are at potentials of 130-80 kV during use.
erating potentials, overloading of the voltage source, the aplhe shield is at a potential of 80 kV. This shield has a
pearance of intense electromagnetic interference, ionizatiofproidal and a conical part. During assembly, this shield is
and ozonation of air in and around the apparatus, and a lowhounted to one of the gradient ringsThe nominal mass of
ering of the reliability of operation of all the systems and the second intermediate shield is 4.48 kg. Each gradient ring
apparatus of the analyzer. 5 c_onsists _of a torus fabricated from aluminum thin-wglled

A condition for the appearance of a corona near the surfuPing of diameter 10mm and welded to it along the inner
face of metallic elements under a voltageelow we will surface of the alum[nurp ring of thickness 1 mm. The ring
refer to them simply as electrodeis the presence of an has elements mounting it to the electrodes of the accel'eratlng
electric field exceeding the initial electric fiefl of the co-  (UP€7 (Fig. 1). Mounted to the surface of the ring by rivets

rona. Under standard atmospheric conditiéhis of the or-  On Poth sides are fringes to which KEL resistors are sol-
der of 30kv/cm'? Preliminary estimates and also experi- dered(posmonG in Fig. 1_)' . .
ence with such designs show that a corona discharge will To esimate the efficacy OT the SF.S (.jeS|.gn Qescrlbed
take place near their surfaces. Among the most effectiv@bove' we calculated the electric field distribution in the re-

means of dealing with this phenomenon is a setup of s;hieldgions of maximum field. Prelimiqary estimates enab_led us to
ing electrodes. On the basis of known engineering select two such dangerous regions: regiomnd regions

solution€~* and experience with the development of high_(F|g. 1). Since the investigated zones possess axial symme-

voltage equipment, we chose a design of the system of fiel({-ry’ we used cylindrical coordinates. This allowed us to solve

formi ) ) . he problem of calculating the field in two-dimensional form.
orming shields(SFS whose main elements are depicted IN\\ve assumed tha depends only on the radial and the
Fig. 1. The shield of the ion injectd, made in the form of
a hood with radius of curvature 80 mm, and the flange shield
2 completely shield all the electrodes of the injector unit. The - . /
first and second intermediate shiel@isand 4, which are at F
potentials of 140 and 80kV, respectively, lower the maxi- N
mum electric field levels on the gradient ringsThe gradi- _'I
ent rings5 lower the electric field on the resistoés which S T e TN —— e — pp—s——- -jﬁ
1

are located between the rings along the length of the accel” b :
erating tube7 and serve to distribute the accelerating 117 : v == <
voltage. | i ! Al / 7
|
J4

The ion injector shieldl is found at a maximum poten- 12

tial of +200 kV during operation. Regarding its design, the 8 3 2 § 4 g
shield has three main parts: the injector hdopflange8, and 1225

flange shiel® (see Fig. 1 The hoodl has a cylindrical part
and a face part with rounded edges. The center of the facaG. 1. Diagram of the system of anticoronal shields.

1063-7842/98/43(11)/4/$15.00 1369 © 1998 American Institute of Physics
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rh
n
; FIG. 2. Axial cross section of the first design re-
/ : gion: 1 — shield 1; 2 — shield 2; 3 — insulator
/ N ring; 4 — gradient ring.
N
) =l \m—
N
NEEEN AN RN
Z . A
Vi i Vi v v o
azimuthalz coordinates. In view of the complicated geo- 1 / Ari_q\[Az_y Az
metrical shapes of the electrodes and the SFS, we utilized thaR “Ar. 1\ ri— 2 )( 2 Yi-1j-17F =N '}’il,j)v
i

method of finite differences.

Let us consider an axial cross section of the zone in
guestion. A nonuniform rectangular mesh was imposed orBRi’J:F(rpL
the computational region, with mesh lines parallel to the !
axis:r{=0; ry,=Arq; rg=ro+Ar,,...;r,=ri_1+Ar;_q,

Ari Azj—l AZ]
2 )\ T2 it i)

.3 INR=TINR-1T Aryr-1, and mesh lines parallel to the AZ _:LHHJF ﬂ)ﬂ% '1+(fi— &)

axis:  z;=0; z,=Az;; 2z3=2,+Az,...; Z=Z_, Az 4 )2 "™

+Az 4, ... 2Zyz=2Zyz- 1T AZyz- 1 (WhereNRis the num- T

ber of divisions along the axis, andNZ is the number of XT%le}, 1)

divisions along the axis; Ar; andAz; are the step sizes of

the mesh inr and z, respectively. The quantitiesAr; and

Az; were determined from the required accuracy of the calgz j:i
culation so as to take account of field distortions in all the =~ A%
elements of the system. Toward this end, the step size in the @)
inhomogeneity region, for example, of the gradient rig . o _

was chosen to be 8-10 times smaller than the length of thm"ejslr;5 ;r(;ient(;?(n J.(;uc(ti“ﬂti/j())f E?ej fil)l' g:gs(e_i_\ie‘jricle)'s are the
given inhomogeneity. The boundary conditions were deter- The abO\’/e ’equation' V\,/as S(;Ived by 'an aiternaing-
mined by the type of system. Noting that the voltage on thedirections iterative method using a program written in

electrodes is constant, we write down the following equatior‘:OR.l_R'A\,\l_77 to be run on an IBM PC. The calculations
for each mesh point of the computational mesh: were similar to those of Ref. 5 '

Figure 2 displays an axial cross section of the first com-
fsv' Ends=0, putational regionFig. 1,A). In the calculation we imposed
the following boundary conditions with respect to The

whereSis a surface encompassing the mesh point in such gonditions atr=0 (i=1) were: ¢;;=¢o=140 kV at
way that it divides the distances between neighboring mes&=0; ¢1j=@1=150 kV for z belonging to regionlV; ¢, ;
points in half; the subscript denotes the projection of the =¢@>=160 kV for z belonging to regionV; ¢;;=¢s3
electric field vectoiE on the surface normal. =170 kV for z belonging to regiorVl; ¢;;=¢4=180 kV
We now expresE in the latter expression in terms of for z belonging to regiorVIl; ¢;;=¢5=190 kV for z be-
the values of the potential; ;(r,z) at the mesh points of the longing to regionVIll; ¢, ;= ¢s=200 kV and forz belong-
computational mesh. Finally, we write it in difference form ing to regioniX. For z>0 and outside regiont/IX, as a

Ari Ari Ari—l Ari_l
ri+T 77i,j+ == |75 Y-

for the (i,j)-th cell consequence of the axial symmetry of the system, we used
homogeneous boundary conditions of the second Kiel-
Argij+Azi=0, mann conditions d¢/dr=0. The condition ar =r ., was

®nr,j= 140 kV. The boundary conditions with respectzo
were as follows: — ¢ 1=¢@o=140 kV at z=0 (j=1),
Avgij=@i—1;-AR j— ¢ (AR j+BR )+ ¢i11;-BRj, @i nz=140 kV atz= 2z, (] = NZ) for r belonging to rggion

I; andde/dz=0 for r belonging to regionl. The potential of
AZ‘Pi,j = (Pi,j—l'AZi,j - (Pi,j(AZi,j + BZi’j)+ Qij+1° BZi’j ) the pOint Q\IR, NZ) was onrNzZ= 140 kV.

where
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Calculated distributions of the electric field in regién /]

of Fig. 1 are shown in Fig. 3 and summarized in Table I.
Figure 3 plots equipotentials in an axial cross section og

the system. The numerical values labeling the equipotential

lines are given in volts. Table | lists the maximum fields

reached in the zones that are the most dangerous from the

point of view of the appearance of a corona. As can be seepomewnhat different. Calculations carried out for an electrode
from Table I, the maximum field level does not exceedSystem similar to that shown in Fig. 4, but with smaller radii
16 kV/cm, which speaks of reliable protection from corona in©f curvature(the radius of curvature of regiofi was 70 mm,
that region. and regionVIlI was not curvel] showed that the maximum
Figure 4 ShOWS an ax|a| Cross Section of the second Caﬂeld IeVeIS in SUCh a SyStem I’eaCh 25 kV/Cm Fle|dS Of SUCh
culational region(regionB in Fig. 1). In the calculations we intensities under certain conditions can give rise to a corona.
imposed the following boundary conditions with respect toThe geometry of the system was modified to lower the field
r: @1;=®,=200 kV forr=0 on the symmetry axis of the Ieyels (Fig. 4). As can be seen from t_he tabl_e, the use of
system (= 1) for z belonging to region, andde/dr =0 for this SFS geometry lowered the maximum field levels to
z belonging to regiorlV. The potential at the point (N 2)
was ¢; nz=0. The boundary conditions for=Rp, (i
=NR) werepng;=0. The boundary conditions with respect  g.4p
to z were as follows:¢; 1= ¢,=200 kV for r belonging to
regionl, and¢; ;= ¢, =140 KV forr belonging to regionil.
Outside these zones we used the homogeneous boundar g 3
condition of the second kintNeumann d¢/dz=0.
The potential distribution in such a system is shown in
Fig. 5, and the maximum field values are listed in Table I. To < 0.20
start with, the design of the given electrode system was

IG. 4. Axial cross section of the second calculation regibr+- shield,
— hood,3 — cable.

0.10

TABLE I. Maximum electric field levels in zones of the system of anticoro-
nal shields.

i) ! |
g 0.10 020 0.30 40

Shieldl Zonelll ZoneVI ZoneV r,m
|Emad [KV/cm] 16 15.5 14.6 14.4

Zone Fig. 2 Fig. 4

FIG. 5. Distribution of the potential in the second calculation region.
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14.6 kV/cm, which makes it possible to avoid the appearancéedioambientales y Tecnologicé€IEMAT) (Madrid)] for
of a corona on the electrode and shield surfaces. the Period 1996-2000.
To summarize, we have developed an SFS design thaf _ _ _
liabl i | f th G. N. Aleksandrov, V. L. lvanov, and V. E. KizevetteDielectric
reliably suppre;ses Corona rom e em?nts of the SySt_em_ _un'Strength of External High-Voltage Insulatiofin Russian (Energiya,
der voltage. This makes it possible to increase the reliability Moscow, 1969, 238 pp.
and stability of operation of the accelerator, increase the dutyM. V. KOStenkO(Ed-)})High-Voltage Technologfin Russiar (Vysshaya
:.Shkola, Moscow, 1973527 pp.
faCtor of the VOItage source, and r.edu.ce the eIectromagnetlgV_ M. Tubaev, Candidate’s Dissertatidim Russiarn, Kharkov (1965.
mterference and 0zone concentration in the Work area. 4G. S. Kuchinski, V. E. Kizevetter, and Yu. S. Pintallnsulation of High-
This work was carried out within the purview of a con- Voltage Installations[in Russiaj (Energoatomizdat, Moscow, 1987
tract between the Institute of Plasma Phyglk¢har’kov) and S&GBMDPF-{ . 46. L Rezinkir, [EKirichestvo. No. 7. 62109
the Center for Research on Energy, the Environment, and™- M- Rezinkina and O. L. Rezinkin, [Bktrichestvo, No. 7, 621995.

Technology, Madrid Centro de Investigaciones Energeticas, Translated by Paul F. Schippnick
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Plasma focus as a current switch for a capillary discharge
E. Yu. Khautiev
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Institute of Spectroscopy, Russian Academy of Sciences, 142092 Troitsk, Moscow District, Russia
(Submitted December 30, 1996
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Experiments are described in which a plasma focus is used simultaneously as an inductive store
and a current switch. The obtained rates of current growth on a load ofDi8110'2 A/s,

and the maximum values of the switched current lie in the rangel®D kA. The technique is

seen as promising for employing a capillary discharge as a source of laser medium for the

soft x-ray region. ©1998 American Institute of PhysidsS1063-784£8)02211-9

INTRODUCTION and the load unit. A plasma focus of the maser type was

The increased interest in the use of a capillary dischargdS€d. having an outer electrogiathodg diameter of 70 mm,
as a possible source of a medium with population inversiof@n inner electrod¢anode diameter of 26 mm, and a total
on transitions in the soft x-ray ranbghas stimulated the !€ngth of the coaxial electrode system of 110 mm. The por-
search for new forms of its practical implementation. Al- Célain insulator had a length of 30mm and a diameter of
though the total energy of such a discharge can be very smafo Mm. The main discharge capacitar@avas 10uF, and
(10— 100 J), its realization is by no means a trivial task. Thethe working voltage was 25kV. The total inductance of the
main difficulty here has to do with the necessity of providing discharge circuit up to the vacuum chamigieductance of
a sufficiently steep current rise (3100 kA over times of ~the main capacitor, the system of power cables, and the air-
the order of 16-100 ns) in order to eliminate the influence filléd spark gapG,) is estimated a&;=0.11 uH. The time
on the discharge of the evaporating walls of the capillary. ©f the first half period was 3.2s. The maximum current in

As is well known, despite their much greater energy cathe main circuit(with the capillary disconnectedvas about
pacity in comparison with capacitive energy stores, inductive?00 KA.
stores have not met with as wide use, since switching them
over to a load requires interruption of the current cir¢dia
number of devices developed toward this end, such as
plasma and explosive opening switches are in themselves
quite complicated devices and do not always provide the
required current rise at the load. In this paper we report the
use of a very widely used device, namely a plasma focus, in
the simultaneous roles of an inductive energy store and a
device for switching the current to the load.

The main idea here is the following: after the current
layer detaches from the insulator and reaches the discharge
axis, the anode—cathode electrode system of the plasma fo- g, G,
cus is an inductance with stored enekyy Further develop- 9 9
ment of the discharge in certain regimes leads to a sizable ¢ / c
jump in the active resistance in the pinched plasma column. I / |2 I
This jump gives rise to an overvoltage, which can throw part
of the energyV over into the load circuit, connected through 5 /

a spark gap in parallel with the anode—cathode circuit of the
plasma focus, over times much shorter than the discharge
time in the main discharge circuit. J

I

~

EXPERIMENT
. . L. FIG. 1. Diagram of the whole experimental setlp+ plasma focus|l —
An overall diagram of the experimental device is shown|gag unit;1 — vacuum chambe’ — anode3 — cathode4 — spark gap

in Fig. 1. It contains two main parts: the plasma focus propess,, 5 — load, 6 — magnetic probe7 — insulator.

1063-7842/98/43(11)/3/$15.00 1373 © 1998 American Institute of Physics
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The process of current switching was investigated with a kA
load consisting of a thin-walled stainless-steel tube with
outer diameter 4 mm, working length 100 mm, and resistance 2o
R;=0.01(). Regarding the overall design of the circuit, the
stainless-steel tube is coaxial with the electrode system of the
plasma focus and is separated from the anode by an air dis-
charge gap of 10 13 mm (the discharge gaf, in Fig. 1).
The return current lead of the resistance consists of a cylin- 0
der with an inner diameter of 6 mm and is isolated over its

100

Illllllll[llll]

/111]

circuit depicted in Fig. 2. The model assumed that the total

inductance of the discharge chamhgrvaries smoothly, as a

consequence of motion of the current envelope, from

0.01uH at the onset of the discharge to 0,08l at the end "

?hf thetﬁrSt qu_artter perl??h Tge khey'@e;ergent of :Ee model is sETTASSERIRTTRIINENE AR T nu]nnlnnlunlun:
e active resistance of the discha aising this resis- 1 2 J 4

tance at a certain stage of pinching of the plasma leads to a i, ps

well-known phenomenon—the appearance of an overvoltage

in the discharge. The magnitude of this overvoltagdor FIG. 3. Oscillograms of the current through the plasma fdapper graph

setups similar in their parameters to ours is on the order of"d through the loadower graph.

100 kV and higher. For a current of about 200 kA this corre-

sponds to a maximum value ,~0.5-1 4. vides a good description of the overall behavior of the cur-

The spark g_asz breaks down vv_hen the overvoltage rent switch.

reaches a certain value. From that time onward, a current

develops in the load circuit that is directed opposite the main

current. The rate of growth of the current in the loadeap- ~ RESULTS AND DISCUSSION

illary) circuit is equal to its rate of decrease in the main | the present work we have investigated the switching
circuit (L, Ry) of the plasma focus. The derivative of this of 5 discharge current to load using hydrogen, helium, and
current can be estimated from the relatidivdt~U/(L>  neon as the working gas, with pressures ensuring the arrival
+L3) and has a value=10'? A/s for the parameter values of the current envelope at the discharge axis at the instant of
discussed. The total value of the switched current also dgnaximum discharge current. Figure 3 presents experimental
pends on the existence time of the high resistaRge For  oscillograms of the current flowing through the discharge
characteristic times of the order of several tens of nanosegyqd |oad for the case of successful switching €20% of
onds, one can hope for a total current in the l¢eapillary)  the total number of discharges, see belott can be seen
somewhere in the range from 50 to 100kA. An exact soluthat during a time of the order of 50 ns a current of 50 KA is
tion of the electrical-engineering equations for the equivalentyccessfully switched onto the load, i.e., a rate of current rise
circuit in Fig. 2 is described below. As comparison with the o5 1012 A/s is achieved.

experimental observations shows, the equivalent circuit pro- The experimental oscillograms were analyzed with the
help of a numerical model of the equivalent circ(iig. 2).
Results of numerical calculations of the time dependence of
the corresponding currents are plotted in Fig. 4.

At the initial instant of timet=0 the capacitanc€ is
charged to 25 kV and all currents in the circuit are equal to 0.
At this same time breakdown occurs at the main spark gap
G, and a current starts to develop through the plasma focus.
The timet, at which the maximum value of the active resis-
tanceR, is reached was determined from the oscillograms of

entire length from the load tube. The inductance of the load kA
unit together with the discharge g#&p, is estimated a% , n 1700
=0.03 uH. Two inductive pickups allowed us to record the n R
current in the plasma focus circuit and the load circuit. - 50
The numerical model that was used to analyze the be- C N
havior of the system was based on the equivalent electrical C N 0

7 the current and corresponded to the onset of current switch-
o ing. The time dependence of the resistaRgés given by the
formula
R,=Ry exp(— (t—tq)%/ 6t?). (1

The spark gapG, switched on when the overvoltage
FIG. 2. Equivalent circuit of the main electrical circuit. reached 30kV. The development time of the discharge in
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~ FIG. 5. Statistics of the rise time of the current in the load to values of the
-200 - order of 20 kA with helium as the working gas in the plasma focus.
B oscillograms indicate a time dependence of this resistance
-3001 0 that is more complicated than is represented in fornilija
| The discharge of a plasma focus is, generally speaking, a
-400 i poorly reproducible physical object. The process of using it
B to switch the current onto the load is therefore characterized
-500 T T by some statistics. Figure 5 plots results in the form of a
0 1 2 3 4 5 histogram of statistical processing of a series of experiments
t, ps (50 dischargesusing helium as the working gas in the

plasma-focus discharge. For each experimental oscillogram
FIG. 4. Calculated curves of the time dependence of the current through the/e determined the time it took the current through the load
plasma focugupper graphand through the loadower graph. to reach 20 kA. The histogram plots percent distributions of

the number of discharges in which the current switched onto

o L .the load reached a given value between the timesd
air-filled spark gaps ordinarily does not exceed 10 ns and 15, At (At=20 ns). The histogram gives a picture of the

not ‘?"e” into account in the pre_sent estimates. Values of t ean and limiting characteristics of the current rise at the
Qrop n thg current through the discharge e}nd the correspon(iiéad' Thus, in 17% of the total number of discharges a cur-
ing jJump in current at the load depend mainly on the produc}em growth rate of 0.5 102 to 1x 1012 A/s was obtained.

Root (provtldled R1<|R$),ng;ch ur;der our cor;Q|t|ons |fs From the point of view of obtaining the shortest rise times it
approximately equal to ©.52-us lor a current Jump ot ;o preferable to use He or Ne instead of &k the working
50KkA. This latter fact can be understood if we observe thabas The pressure of the working gas does not have a sub-
:Ee curre?t 'rgﬁr/ZT_ent'T[E 1__1L|2 Clgcutlt IS dfj“'?‘fr rmned by stantial effect on the current switching process as long as the

€ equatio =(LatLg) “-lo-Ry(t), and if the cur- singularity of the discharge current through the plasma focus
rent through the plasma focug varies weakly during the remains in the region of its maximutbetween 1 and 2s).

current throw time(this assumption, generally speaking, 'S Note that no effort was undertaken to optimize the plasma

poorly fulfilled, and therefore the dependence. in question Socus itself from the point of view of the switching process

not absolutely exagtthen we may use the estimate and the given statistics could therefore possibly be improved.
_ [t This work was carried out with the support of the Rus-

I(t)=lo- (L2t L3) 0R2(t)dt- 2 sian Fund for Fundamental Resear@roject No. 95-02-

044954.
Here the integral can always be estimated as the product of
some characteristic resistance and the time of the proces§1,C- Steden and H.-J. Kunze, Phys. Lett1B1, 534(1990.
i.e., as was already noted, the value of the switched currentJ'g“.'é&Rocca’ ©. D. Cortazar, B. Shapeoal, Phys. Rev. E47, 1299
under these conditions does not depend on the details of theg A, Mesyats Generation of High-Power Nanosecond Pul$is Rus-
time history ofR,. Bearing in mind that the total switching siar] (Sov. Radio, Moscow, 1974
time is a quantity of the order aft, we may conclude that 4B. M. Koval'chuk, Yu. A. Kotov, and G. A. Mesyats, Zh. Tekh. Fi4,
the average value afl/dt at the load is determined . 215(1974 [Sov. Phys. Tech. Phyds, 136 (1974].

Note that the details of the current rise in the experimentalranslated by Paul F. Schippnick
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V. M. Arzhavitin and V. Ya. Sverdlov

Kharkov Physicotechnical Institute National Science Center, Ukraine Academy of Sciences,
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The distinctive features of the low-frequency internal fricti@n*(T) of (Cu—Sn—Nb

composites at high temperatures to 400 °C) are investigated for strains in the range®10

—10*. Considerable hysteresis @ (T) in the heating—cooling cycle is recorded,

including the presence of a minimum atl75 °C when the sample is heated to 400 °C and two
peaksP, (at 280 °Q andP, (at ~100 °C) when the sample is cooled from 400 °C. The

activation energy of the anomalous internal friction backgrowmto 175 °C), the oxygen
diffusion parameters, and the oxygen concentration in the niobium fia#rsf which

govern the pealP,) are calculated, and the value and temperature dependence of the yield point
of the bronze matrixwhich govern the peal;) are estimated. ©1998 American

Institute of Physicg.S1063-7848)02311-3

INTRODUCTION to ensure plastic deformation of the ingots. Initially, these

In a number of composites obtained by directed crystal—cu_'\lb_Sn ingots had a typical composite microstructure in

o L . . . the form of a bronze matrix with distributed niobium den-
lization of alloys it is possible to avoid degradation of the . . ) - . .
L . drites situated with their first-order axis extending along the
strength properties right up to pre-melting temperatures. Th - . . .
. . L . ongitudinal axis of the ingot. The transverse size of these
reason for this encouraging result lies in the relative perfechiobium dendrites was 2—am (Fig. 1). The ingots were
tion (semicoherengeof the surfaces that form between the A 9. b 9

phases. The high heat resistance of such composites mak% goorgidir']m; \‘?g:;su:)ny :;tz\;v'g\?e\?/'tg(')n_tig;e%'gfsrﬁgiﬂs I?]t
them useful for making the nozzle vanes of gas turbines Y 0 )

combustion chambers, heat shields, and other thermallﬂgfeti?]lérj?ng |tohr|15 ?iif;)érzﬂgnetgiigggum dendrites were
loaded components. However, when choosing a composit 9 1 P '
o . ) s Measurements o ~(T) for these samples were made

for operation in nonstationary thermal regimes it is necessar . )

. . . y observing the free decay of torsional and resonant bend-
to take into account the deleterious effect of interphase ther= - : X ! . _

: . ing oscillations with strain amplitudes in the range 10

mal stresses on the directed microstructure. These stresse

. . ~°=70° % at frequencies 1-70 Hz in a vacuum ofL0 ! Pa.
can be large enough to cause extremely undesirable dlsru(i-

tion in the composites, e.g., fragmentation of the fibers an SE ;gg%g ?:1 tgggilocg\?g%g t\;]V:Sfc::mI;?igrtooﬁ‘er?c?;Lar;u:i:m?f
microplastic deformation of the matrix.

A vast amount of information about elementary micro—nlde (NB;Sn), the homogeneity region of which in the

plasticity events in metals and alloys has been obtained byb_sn system s still in need of some refinement.

studies of low-frequency internal friction, since measure-

ments of this phenomenon are essentially direct experimeni$esyLTs AND DISCUSSION

in microdeformatiorf. However, at this time there is a no-

ticeable lack of studies based on amplitude-dependent inter- 1N our torsion experiments ofCu—13%Sh wires of di-

nal friction that address the problem of microplasticity of ameter 0.5 mm we recorded considerable hysteresis in
metal composites. It is this circumstance that dictates th@ *(T) over the heating—cooling cycle. In particular, the
goal and nature of this work, i.e., the analysis of temperaturéternal friction exhibited a minimungat 200 °Q during the
spectra of low-frequency internal friction obtained underheating segment of the cycle and two pe&ks(at 280 °Q

thermal-cycling conditions in directed-crystallizatiggu— ~ and P, (at 100°Q as the sample was cooled down from
Sn—Nb composites. 400 °C (see Fig. 2, curved and2). We also found that the

temperature range (20175 °C) within which the internal
friction decreases overlaps the region where the so-called
“plasticity dip” of tin-containing bronzes occurs.In this
Ingots of the ternary alloy$Cu—13%Si30%Nb and range, the decrease in the internal friction can be approxi-
(Cu—8%Sn—30%Nb were obtained by directed crystalliza- mated by an inverse Arrhenius relati@ = AexpU/RT),
tion in a high temperature gradient-d0 K/mm). The rate whereR is the gas constanh is a constant, and the energy
of cooling during hardening was 100 K/s. This high rate of parametet)=0.1 eV is comparable to the activation energy
cooling is necessary in order to prevent the formation of thdor the hysteretic motion of dislocations in metallic
brittle compound NBSn during directed crystallization, and materials’

SAMPLES AND MEASUREMENT METHOD

1063-7842/98/43(11)/3/$15.00 1376 © 1998 American Institute of Physics
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FIG. 1. Microstructure of the directed-crystallization all@@u—13%SHm—
30%Nb (longitudinal section
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The pe;':\sz, which ls.' not obsgrved n puref C?]pper, FIG. 2. Temperature dependence of internal friction of wires of diameter 0.5
appears wnen _O'S'mm d'f"‘meter wires made of the Cu_mm and composition€Cu—13%Si-30%Nb and Cu—25%NH: — heating
25%Nb composite are subjected to torsi@ig. 2, curved), curve for (Cu—13%SH-30%Nb, 2 — cooling curve for(Cu—13%Sh-
and is already discernible during the heating portion of the30%Nb, 3 — heating curve for Cu—25%Nb. The inset shows internal fric-

: : : : ; ion curves and the squared frequency of bending-resonance vibrations of a

cycle. This Iead; us to associate this peak with the Nb ﬂber%Cu—s%sm—so%Nb composite cooled from 550 °C.
The thermal-activation parameters of the compound pgak
(the inset to Fig. 2were calculated from resonance measure-
ments for a(Cu—8%Sn—30%Nb sample according to the
temperature position of the corresponding internal friction
peak. The values obtained, vit),=1.07 eV for the activa-

ing to manufacturer’s certificate, the amounts of dissolved
oxygen in the initial components, in the form of a vacuum-
melted niobium sheet and rod niobium, are 0.01 and 0.02

i =2.4x10" 4 - ; : ; :
tion energy of the process ang .2 4 . 107" s for .the bre wt%, respectively, i.e., the estimates of the oxygen content in
exponential factor of the relaxation time, are typical of phe- o ; ;

the niobium are quite close to the manufacturer’s data.

nomena caused by migration of point defects. The diffusion One possible reason for the hysteretic behavior of

coefficient for point defects is estimated from the Einstein ,_,, . . : .
_ 2 . . Q™ *(T) in composite materials could be losses that occur as
formula D=«-a“/7, where the relaxation time . : . . o
the materials are thermoplastically strained. This strain is

7= 10eXpU/RT); for Nb the interplanar distance ia=3 . .
x 10 m, and the geometric coefficient for the bcc Iatticecalused by thermal stresses that appear during the cooling

is a=1/245 The computed temperature dependence 0fegment of the cycle, which in turn are due to differences in
the diffusion coefficient for point defectsD(T)=2 he thermal expansion coefficients of the componéftEhe

%10~ "exp(1.07 eVRT) m?s is in satisfactory agreement following expression can be used to estlmg.te _the internal

. I : Y stresses in the composites under nonequilibrium thermal
with the diffusion equation for oxygen in niobium as calcu- 1

A conditions:

lated from a computer optimization of the aftereffect curtes.
As is well known, when dissolved atoms undergo diffusion |0y = V{E{EA @AT/V E+ ViE;,
under stress in a bcc latti¢8noek relaxation their concen-
tration c can be estimated from the simple formula

C(Wt%)=K - Q- where o, and o; are the stresses in the matrix and fibers
p respectively,V,, and V; are the volume fractions of matrix

Whertegl is the height of the internal friction peak after the and fiber material E,, and E; are their Young’'s moduli,
background is subtracted off, afdis a coefficient of pro- Aa=(ay,— @) is the difference in thermal expansion coef-
portionality that is usually taken as- 1. This expression ficients of the matrix and fibers, andiT is the temperature
gives the following value of the oxygen concentration by difference.
weight for the composite fibers: 0.013 wt% f@u—8%Sn— In the case of fiber composites, it is assumed that these
30%Nb and 0.035 wt% fofCu—13%Smn-30%Nb. Accord- stresses appear only along the fiber axes and are constant

| 0| = VinEmErA @A TIV Em+ ViEs,
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over the cross sections of the components. For the cooling

interval 400—100 °C, estimates for tfeu—13%Sn-30%Nb

composite give values of roughly 9 kg/mrfor the bronze

matrix and 21 kg/mrhfor the niobium fibers. When added to

the applied stresses (6:11 kg/mn?) at which the internal

friction measurements were made, the thermal stresses gers \\4\ 2

erated are capable of causing plastic flow of both compo-& ,,|. o= L

nents of the compositeas the samples are cooled from 400 @

to 100 °C, i.e., to the location of pedk; .
Since the volume fraction of matrix mater],,- 100% 1771 I R S U S R T SN SR SR SR S N

=70%, it is natural to assume that below 140 °C the micro- ~ 40 J0 40 50 60 70 80 90 100 110 120 130 #%0 150

plastic deformation of the matrix gives the dominant contri- Lt

bution to the total internal friction of the cooled composite. Fig. 3. Temperature dependence of the normalized yield points

In this approximation, we can estimate the temperature des, .(T)/o,,(20 °C) of tin bronzes with comparable concentrations of Sn:

pendence of the relative yield pOiD’g,,m(T)/(ry,m(ZO °C) of 1— calgulated_yield point of Cu—13%Si30%Nb bronze2 — experi-

the matrix in the temperature range where the plasticity pealf©"a! vield point of BR 014 bronz&ee Ref. 4

P, exists. In a theoretical model that treats the dissipation of

elastic energy as a function of the probability of appearance

of plastic deformation in a microvolurmid the internal fric-  the internal friction is a minimum, which is correlated with

tion is proportional to the ratio of the power-law dependencehe temperature at which the “plasticity dip” occurs in tin

of the stress in the material to that of its yield point: bronzes. We have also observed Snoek relaxation in niobium
Q‘1~o”‘§/o” fibers due to oxygen dissolved in the niobium. The method

av.m =y.m: of calculation we used here for the residual thermal stresses

wheren is a constant that depends on the variance of théighlights the considerable potential of the internal friction

distribution function of the stress over microvolumes; for themethod for reliably estimating the magnitude of the yield

estimative calculations we choose this to equal 3. Hgtg,  point of the matrix material. If the theory of microplasticity-

is the average stress in the matrix at the surface of the sampieduced acoustic losses developed here can be adapted to

being measured, ang, , is the yield point of the matrix. directed-crystallization structures, it may be possible to cal-
The statistical mechanism for the onset of microplastic-culate quantitatively the temperature distribution of the yield

ity will make the most important contribution to the internal points of the components of “composite” materials.

friction in the case of composite materials whose compo-

nents differ greatly in their mechanical properttés.

. To first apprOX|mat|on, We, assume that the aver@gtm K. I. Portnd, B. N. Babich, and I. A. SvetloviNickel-Based Composite
is the same in order of magnitude as the thermal stresses inviaterials [in Russiad (Metallurgiya, Moscow, 1979

¢, m(20%C)

G

E.‘.
b"é

the matrix: 23. A. Golovin and A. Pushkanicroplasticity and Metal Fatiguein
Russian (Metallurgiya, Moscow, 1980
Oavn= ViEfEnA @A T/IV  E+ VSEs. 3M. Suenaga and W. Jansen, Appl. Phys. L4®.791(1983.

. . . . 4I. M. Nikol'skaya and E. S. ShpichinetdkiMetallurgy and Processing of
From this expression, knowmg the thermal CyC“ng_ param- Nonferrous Metals and Alloyn Russiai (Metallurgiya, Moscow, 1968
eters and using the previous formula f@r %, we obtain the pp. 7-10.
desired normalized yield poiat, (T)/ o (20 °C). The re- métgl-sEQSQE?'SiZS?MSE-ta%SS;V'r’:}I:)”stce(f)cva' 1';92?;56;)”; Structure of
sults of the correspond_mg_ caICl_JIatlons are shown in Fig. 3.6,:_ 3. M. Baratto and R. E. Reed-Hill, Scr. Metalll 709(1977.
The curves shown in this figure imply that the recorded level7y, s, postnikov, S. A. Ammer, and A. N. KachevskPis'ma Zh. Tekh.
of internal friction in the temperature range 20—140 °C cor- Fiz. 5, 560(1979 [Sov. Tech. Phys. Let6, 229(1979]. _
responds to the calculated and experimentally observedV: M. Arzhavitin, B. I. Shapoval, V. Ya., Sverdiov, and A. S. Tortika,

L i . - ) Vopr. At. Nauki Tekh. Ser. Yad.-Fiz. Issled. Teorkdp. (Khark
changes in yield point of the matrix to within approximately pg.pge_és(le;éé.e Ser. Yad.-Fiz. Issled. Teokd. (Kharkoy, 3(3),

20%. SL. V. Tikhonov, V. A. Kononenkoet al, Structure and Properties of
Metals and Alloys (Mechanical Properties of Metals and Alldys)Rus-
sian| (Nakova Dumka, Kiev, 1986
CONCLUSION 10y, T. Troshchenko, Fiz. Tverd. TeléLeningrad 2, 1060 (1960 [Sov.
Phys. Solid Stat@, 958(1960].
In the course of these studies of temperature-dependeh]ﬂ- I. Renne and I. N. Yurkin|nternal Friction and Dislocation Structure
internal friction in directed-crystallizatiofCu—Sn—Nb al- of Metals{in Russiar) (Tula, 1990, pp. 79-82.

loys we have discovered a temperaturel(75 °C) at which  Translated by Frank J. Crowne
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Effect of cubic magnetic anisotropy on angular dependences of the resonance field in
(111)-oriented films

A. M. Zyuzin and V. V. Radaikin
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The angular dependences of the ferromagnetic resor@hR) field in (111)-oriented films are
analyzed with the use of resonance relations and the conditions for equilibrium orientation

of the magnetization. Based on the results obtained, an FMR method is proposed for determining
the sign of the cubic anisotropy and the position of the crystallographic axe4.998

American Institute of Physic§S1063-784208)02411-§

In Ref. 1, Medved’et al. showed that cubic anisotropy film 6,, corresponding to a fixed value @f; is determined
has a negligible effect on the azimuthal dependence of th'om the condition of equilibrium orientation of the
ferromagnetic resonance field,(¢y) of a film with the  magnetizatior:®
(111) orientation. In Refs. 2 and 3 we showed that the cubic,,, . _ L eff s
anisotropy has its maximum influence whep(¢,) is mea- 2HSIN(Gy = Oy) =Hic'sin 26y +Hiq

sured in a geometry in which the anglg between the nor- 1 7

mal to the film and the magnetization vectdr is equal or XT3 sin 20y, + ﬁsin 40y, + \[2sirf Oy

close to 60°. In this cask®l passes close to both t{&00)

and(111) axes, which are either hard or easy axes, depend- 42 .

ing on the sign of the cubic anisotropy energy, and which lie — g SN Om |- 2

in {100} planes that are perpendicular to the film plab&l).

As a result, the experimental functiéh,(¢,) exhibits suc- The polar dependendd,(6dy) is calculated in the fol-
cessive maxima and minima over each 60° swegpg. 1). lowing way. First of all, the resonance field$, for the

By recording the functiorH,(¢y) in this way, we can de- perpendicular orientation andf for the parallel, whose
termine the position of th¢110Q planes. value are known from experiment, are substituted into the

The goal of this paper is to study the effect of cubic EXPressions
anisotropy on the polar dependence of the resonance field , 2
H,(6y) in a {110 plane perpendicular to the film plane —=HL+HEﬁ—§ Hy, 3
(111). Calculation of the functionsl,(6,) (whered, is the Y
angle between the field and the normal to the filinwere

done with the help of the resonance relation [211] [2d] [12] (2] [124  [#2)
A 4 A A A

w 2 eff
p =[Hcog 6,,— Oy) + HE"cog Oy — Hia(y) ]
X[Hcog Oy — Oy) + HEcos26y, — Higb(6y) 1,

) x x * K *

wherew is the angular frequency of the microwave field,
is the gyromagnetic ratidd£"=H,,— 47 M, is the effective
uniaxial anisotropy fieldH,;=2K;/M is the cubic anisot-
ropy field, H is the magnitude of the external magnetic field 4 s % *
applied in the{110 plane at resonance, and * * *k

a(0y)=(3—16x—3y)/16, b(6y)=—(x+3y)/4,

H,. 4 xOe
*
*
*

x=(2%2sin 26, — cos B)/3,

5. 3.8 1 1 1 ) 1 1
y=—(2°sin 46y + 7cos Hy)/9. 0 60 120 180 240 300 360

Pur grad

The positive angleg,, and6,, are measured in th@10

plane.fror.n th.e normal to the film11l] to the crystallo- FIG. 1. Experimental azimuthal dependence of the resonanceHiélgd,)
graphic direction[001] along the shortest path. The angle for 4, corresponding tody=60° (a sample with the composition
between the magnetization vectigr and the normal to the Eu, JLu, Fe0;,).

1063-7842/98/43(11)/2/$15.00 1379 © 1998 American Institute of Physics



1380 Tech. Phys. 43 (11), November 1998 A. M. Zyuzin and V. V. Radaiin

a b
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FIG. 2. Polar functionsl,(6y). The curves are calculated, the crosses experiment for samples with the compositigns, fte;0,, (a) and EyTm,Fg0,,
(b). The numbers on the curves are the valuesigf (Oe).

and Hy1=0. Moreover, it is not difficult to see that there is also
w2 1 a characteristic ordering in the positions of these curves in

(_) = H( Hj— Hﬁff_ =Hy|. (4 the first quadrant{ 90°< #,<0). Note that the polar func-

Y 2 tion H,(#y) also possesses analogous properties when the
From these we can calculateand kafff, Starting withH,; values of the effective uniaxial anisotropy ﬁEH’(ﬁff are nega-
set equal to zero, we then calculate the functituidy) for  tive.
this choice ofy, HE" andH,,, using(1) and(2). Then, choos- Thus, by analyzing the experimental azimuthal depen-
ing another value ofl; and the samel, , H;, we calculate ~dence of the resonance fielt} (¢},) (obtained, e.g., fody,
yandH{™ and again evaluate the functié(6y). Thus we ~ corresponding t@y =60°) we can avoid resorting to x-ray
obtain a family of polar functions corresponding to fixed methods to determine the position of t®lQ crystallo-
values ofH, andH;. graphic planes perpendicular to the film plaidl).

The family of curvesH,(6,) obtained for variousd,; Using the characteristic indicators of the shape of the
are shown in Figs. 2a and 2b, along with experimental funce€xperimental polar dependence, we can compare it with
tions for single-crystal films of iron garnets with the compo- curves calculated for the same values of resonance field in
sitions Ey 4Lu; Fes0;, (Hﬁff: 765 Oe,H,,=—250 Oe,y the perpendicular and parallel orientations and wd{h =0
=1.44x 10" Oe *s %) (a) and EyTm,Fe,0;, (Hﬁff: 182 and thereby determine the sign of the cubic anisotropy con-
Oe, Hy ;= — 187 Oe,y=1.35x 10" Oe s 1) (b). It is seen  Stantand the position of tH@00 and(111) axes in thg110
that the experimentah,(6,) curves are in good agreement planes mentioned above.
with the calculated curves for suitable valuesHff", H;, Thus, usingH, andH and the minimum and maximum
andy. The method used to determine the valueblpfin the ~ values of the azimuthal dependence of the resonance field,
films was described in Ref. 3. The measurements were madie can calculate the values of the cubic anisotropy field, the
at room temperature and at a microwave field frequency o#iniaxial anisotropy field, and the gyromagnetic ratio.

9.34 GHz. The figures show that thi(6,) curves obtained

for various values oH,; have a point of intersection with 14 v_wmedved’, N. P. Nikitin, and L. M. Filimonova, Zh. lEsp. Teor. Fiz.,
the calculatedH,(6,,) curve forH,;=0 (starting curve in 1557(1985.

the range ¢ 90°<6,<0). This intersection point is com- 2A. M. Zyuzin and Al. M. Zyuzin, Fiz. Tverd. TeléLeningrad 29, 3128

ili ; — A0 (1987 [Sov. Phys. Solid Stat9, 1795(1987].
mon to all families of curves and is located n&gr= 60° in 3A. M. Zyuzin, V. V. Radakin, and A. G. Bazhanov, Zh. Tekh. Fia7(2)

the quadrant containing th@11) crystallographic axis. In 351997 [Tech. Phys. Tech. Phya2, 155 (1997.
the adjacent quadrant, which contains ¢h80) axis, there is  *J. Makino and Y. Hidaka, Mat. Res. Bull. Vol. 16, N 8, 95981).

no such pOInt. Dependlng on the Slgn Idf(l the H (0H) SA. G. GUreViCh,MagnetiC Resonance in Ferrites and AntlferromagrﬁEtS
. ) SRR Russian (Nauka, Moscow, 1973591 pp.

curves are located in this quadrant<{®,<90°) either

above (for H,;<0) or below (for H,;>0) the curve for Translated by Frank J. Crowne
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Reciprocity relations are derived for the conductivity of finite-size samples of inhomogeneous
weakly nonlinear two-dimensional media. €98 American Institute of Physics.
[S1063-7848)02511-2

INTERACTION critical exponents.The question of what should be taken as

. _ , ) the representative siz&for such media, in the terminology
The nonlinear properties of highly inhomogeneous com< | '\ | ifshits * requires a special discussion in each indi-

posites have always been a fogus of intereste, fqr €X- vidual case. For two-phase percolation media we have
ample, Ref. 1 and the papers cited therel@ne particular

reason for this interest is that the distributions of fields and
currents in these media are highly nonuniform, which forces
us to take into account deviations from Ohm’s law.

For macroscopically inhomogeneous media, to first apwherea, is the minimum size in the systefthe “grain”
proximation with respect to the nonlinearity we replace thesize of the inhomogeneityandw is the critical exponent for

Exag| 7|77, (4)

linear Ohm’s law by the correlation lengtf.
. For samples with dimensioris< ¢ the system is meso-
— 2
J(0)=a(NE(r)+x(N[ENI°E(r), @) scopic, and the measured characteristics fluctuate from real-

wherej(r) and E(r) are the electrical current density and ization to realization. In this case, the well-defined physical
electric field, andr(r) andx(r) are the linear and nonlinear quantities are averages over realizations. Because in perco-
electrical conductivities. lation systems the effective conductivities.} and{x.} av-

In two-phase media, which will be topic of discussion eraged over realizations are power-law functions of the sys-
below, the electrical conductivities have valueg x; and tem size> such systems are referred to as fractal. When the
o5, X2 in the first and second phases, respectively. We willcontribution of one of the phases to the conductivity of the
discuss the case of strong nonuniformity, whbreo,/0;  entire system can be neglected, e.g., o0, 0,=0, there
<1, and weak nonlinearity, whepg(r)|E(r)|?< o (r). exists a “recipe’® for determining how the parameters aver-

The most important characteristics of randomly inhomo-aged over realizations depend on the dizef the system.
geneous media are their effective kinetic coefficiantsand  SettingL= ¢, solving for 7 in Eq. (4), and substituting the
Xe, Which are defined so as to relate the field and currentesult7=(L/a,) " into Eq. (3) for o, we obtain
throughout the volume:

(G(N)=0e(E(N)+ xe(E(XE()),(...) {oet=0i(Llag) ™™, 7>0, ©)
=y1 f CodV. 2 and proceed analogously for the other effective coefficients
averaged over realizations.
Over a characteristic averaging dimenslonV*® much When h=0,/0,#0 this simple “recipe” no longer

larger than the correlation length a self-averaging of these applies® For inhomogeneous media that are far from the per-
system parameters takes place. The effective conductivitgolation threshold, where there is no universal dependence of
depends on the concentration. For example, in randomly intype (3), and for media whose special structure prevents us
homogeneous media near the percolation threhold from defining the concept of proximity to the percolation
threshold at all, universal functions of tyg6) cannot be
found. Nevertheless, as we show below, for a certain class of
wherep is the concentration of the phase with conductivity two-dimensional medidincluding percolation medjait is
o1, P is the percolation threshold, ands the critical expo- possible to derive exact reciprocity relations for averages
nent of the conductivity. over realizations. These reciprocity relations interrelate cer-
Expression(3) is asymptotically correct whemr— 0, in  tain combinations of the conductivity coefficients averaged
which limit we can neglect percolation of the current throughover realizations and are generalizations of the reciprocity
the phase with conductivity,. Analogous universal behav- relations for the linear case in media that are on average
ior of the conductivity is also obtained below the percolationgeometrically equivalent with respect to the arrangement of
threshold, i.e., forr< 0. Universal relations of typ€3) have  the phases; those relations were first establishedl $o¢ in
also been established for,, but obviously with different Refs. 7 and 8.

oe~o17, 7=(p=p)/pe, T>0, )

1063-7842/98/43(11)/4/$15.00 1381 © 1998 American Institute of Physics
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— — A1
IH,L_AUL,”Y UH,L_A |L,”' (10)

Applying these transformations to E(p), to accuracy
up to cubic terms we are led to

T10=Gy. 0y +X%.0f (11)
where

G =A%G, ), X =—X, AYGT . (12)

From these two relations all the results of this paper will

follow.

RECIPROCITY RELATIONS FOR RANDOMLY

FIG. 1. Inhomogeneous finite-size samfaeand the dual sample obtained INHOMOGENEOUS MEDIA IN THE FRACTAL REGIME

from the first by exchanging phases« o,, X;<X; (b).

If the sample consists of a portion of randomly inhomo-
geneous medium and =L, >¢, then G =G, =0, (~3H
=G, =0, (recall that the sample has unit thicknesEhen

. _ _ ~ the Dykhne reciprocity relatihoooe= 010, follows from
Let us consider an inhomogeneous two—dlmen3|ona|5q_ (12). Becausero(p) = oo(1—p) for randomly inhomo-

sample of size_ XL, and unit thickness. The currents and geneous media, the latter can be writtenoaép) oo(1—p)
voltage dropd, U andl, , U, along and transverse to the = 0,0,

long side, respectively, are related according to &.by WhenL<¢ it is necessary to average over realizations.
the linear and nonlinear conductances There are several ways to transform from Efj2) to an
'IIZGHU\PLXHUW’ I, =G,U, +X, U3, average over realiz%tions. In particular, from the first relation
in Eqg. (12) it follows® that

{éL,I\}/{RH,L}:UlUZy

ereR), =1/G , is the sample resistance.

ForL =L, andp=p. the samples are cut out from a
%hedium at the percolation threshold, and each of them is
naturally fractal; hence, the averages over realizations in the
starting and dual media coincide. Then from Ef3) we
obtair/

{GH{R}=010,, Lj=L., p=pc- (14

Yet another reciprocity relation can be obtained for the
linear part of the conductance if we take the logarithm of Eq.
(12) before averaging over realizations. Taking into account

_ o o that{In G, }={In G} whenL =L, andp=p., we obtain
In this case it is easy to show that substituting E).
into Eq. (1) leads to expressions that describe, with accuracy {In G}=InJoi0p, Lj=L., pP=pc. (19
up to terms cubic in the field, a medium with the same local  Analogous but more complicated reciprocity relations
conductivity law can be written for the nonlinear part of the conductance. In
particular, it follows from Eq(12) that

DERIVING THE RELATIONS BETWEEN FUNCTIONS

(6)

Here we assume that in the first case ideal contagith
zero resistangeare applied to the vertical faces of the
sample, while in the second case the contacts are applied \II%
the horizontal faces. According to Ref. 8, we can find a cor-
responding sample that is dual to any sample of an inhom
geneous medium:

(13

j=AP.E, E=AT'P4l, ()
whereA = o105, andl?’ﬂ,z is the operator of rotation in the
plane of the medium by an angle'2.

In what follows we will assume that the following rela-

tion holds for the local coefficients:

x2lx1=—(o2l01)?. (8)

(J(n)y=0e(E(r)+xe(E(N)XE(r)) 9
but with mutually exchanged phases:itr € 0,) =0y, o(r XX XX (16)
€0,)=0,, theno(re0;)=0,, o(re0,)=0; in the new G? Gf, éﬁ G?’
medium, and analogously fof(r). That is, if we color the ) ) o ]
first phase black and the second white, the dual sample wilhich after averaging over realizations gives
be the “negative” of the first, and the boundary conditions, X, X ;(H X,
determined by the set of contag¢tig. 1b), will be modified = (= l [ .,—2} = —|—2] . (17)
accordingly. In this case the same equations-jE&0, GL G Gj GL
V><E=0) will hold in the dual medium as hold in the initial We note that Eq(17) for Lj=L, andp=p, gives
medium.

After averaging(7), we obtain for the total currents and i - _ [ 1] and thus [ 1] =0. (18)
voltage drops G? G? G?
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We now consider the case where one of the dimensions
of the sample is smaller than the correlation length, as be-
fore, while the other is larger, i.e>¢, L, <¢, or the case
of a long strip. Despite the fact that one of the dimensions is
smaller than the correlation length, it is not necessary to
average over realizations of the randomly inhomogeneous
medium. In fact{G} =G, whereG is the conductance of
a given realization, and analogously for other conductances.
Moreover, for a strip cut out from a medium at the percola-

tion threshold we hav&=G;, X=X, ..., and we can
obtain from Eq.(12)

GHGL:Az, X /X, = —(GH/GL)Z,
L<¢ L& (19)

Thus, despite the fact that the linear and nonlinear con-

ductances are power-law functionslof , certain combina- j . .
tions of them, in particular Eq$19), do not depend on the TXTEY .
dimensionL . . 1 L
n
- -
RECIPROCITY RELATIONS FOR DETERMINISTIC oo it
STRUCTURES . .
Over distances smaller than the correlation length, the e

conductances of individual realizations of a randomly inho-

mogeneous medium are not of much interest in general.

-
However, for certain media with deterministic inhomogene- reaw g '
ity that possess certain symmetries, reciprocity relations of a I . ;
given realization can be informative. Figure 2 shows inho- s =sansuss
.

mogeneous samples that possess symmetry with respect to
rotation by #/2 and mutual exchange of phases. When this
symmetry holds we hav& =G, , X=X, , and the dual
medium has the same conductance as the original one. From
Eq. (12) it follows in this case that

G:\/O'l(fz, X=0. (20)

Recall that in the case we are considering the local con-
ductances satisfy conditio(8). If, for example, we have
x1>0 in the first phas¢a superlinear current—voltage-V)
characteristic and xy,<0 in the seconda sublinear |-V
characteristig; then in the structures under study the super-
linear behavior of one phase exactly compensates the sublin-
ear behavior of the other, and a nonlinear local sample will
have an |-V characteristic that is linear overall.

It is also interesting to consider the case of a long strip
with deterministic inhomogeneity. Figure 3a shows a
layerwise-inhomogeneous medium for which it is not diffi- FIG. 2. Two-phase dual structures. Under an exchange of phases and rota-
cult to compute the conductances along and transverse to tfjg" by 7/2 the resistance of the sample remains unchanged.
inhomogeneity. With accuracy up to small higher-order non-

linear terms we have It is easy to show that including conditid8) in Eq. (21)
G=(G(y)); X=(X(y)); G,=11G(y)); and substituting the latter into E(R2) leads to an identity.
One more example of an inhomogeneous strip is shown
X, =(X(N/(G(y)H(LG(y))*. (21 in Fig. 3@ — a two-phase film with a “rough” boundary

On the other hand, mutually exchanging phases in th&@etween phases. If the boundary has symmetry such that mu-

plane-layered sample under study does not change the coff!@ €xchange of the phases does not lead to a change in

~ : conductances, then for this sample the reciprocity (QB
ductances3| =Gy, . ..., andaccording to Eq(12) holds. For example, the boundary between phases could have

GG =010,, X|IX = —(GH/GL)Z. (22)  the form of a sine for an arbitrary value of the dimensign
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FIG. 3. Plane-layereth) dual structure with a sinusoidal boundary between
phasegb).

A. A. Snarskil and S. |. Buda

gous to the first in Eq(22) for the effective dielectric con-
stant.
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Effect of static and dynamic compression on the healing of pores in copper
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The distinctive features of the healing of pores in coppéth an initial porosity of 12% by

various types of static and shock-wave-induced stresses are discussed. It is shown for

static loading that the process of healing is determined by the maximum shear stress at the
surface of a pore and the character of the distribution of shear stresses near the pore. The observed
increase in the efficiency of healing of the porosity when dynamic methods of compression

are used as compared to static methods is attributed to an increase in temperature due to local
heating near the pore. @998 American Institute of Physid$1063-78428)02611-7

It is known' that at ordinary temperatures the healing of P* does not depend on the kind of compression and is
pores in crystalline materials under stress takes place via 100 MPa. This implies that the value of critical stress that
dislocation mechanism. According to Ref. 1 shear stressesauses the healing process to begin is also the same for static
arise near a pore under pressure. When a stress is reachaall dynamic compression. However, at pressures higher than
that exceeds the critical stress for triggering a Frank—Reathreshold P> P*) shock compression leads to a higher de-
source near the pore, a dislocation loop forms and the boundyree of healing than static.
ary of the pore is displaced by the magnitude of the Burgers The observed increase in the efficiency for dynamic
vector. The degree of healing of the pore is determined bgompression as compared to static can be attributed to an
the number of dislocation loops emitted by this sourcejncrease in plasticity due to the rise in temperature. It is
which depends on the mobility of the dislocations as well aknowr? that the passage of a shock wave causes various
the magnitude of the stress and the time within which it actsthermal effects; at internal boundaries, such as pores, mi-
We may therefore expect that the process of healing will berocumulation effects can arfs¢hat are accompanied by
determined by the magnitude of the maximum shear stresgonsiderable additional heating.

Tmax at the pore surface, the character of the stre$sdis- Another reason for the increased mobility of dislocations
tribution near the pore, and the time the stress acts. For thignder dynamic loading could be local heating in slip bands
reason it is interesting to study the kinetics of pore healing irdue to adiabatic processes during the high-velocity motion of
the presence of various kinds of dynamic and static compres-
sions that differ in the parameters listed above. This will be

the topic of the present paper.

The system under study was porous copper. Samples in
the form of disks 18 mm in diameter with thickndss= 1 1.0
mm were obtained by evaporating the zinc from bre3s
+ 26%2Zn in vacuum at a temperature of 800 °C for 8 hours.

The initial degree of porositWy=(pg—p)/pg, Wherepg is

the tabulated density of copper apdis the density of the
evaporated samples, was about 12%. The average size of ag 0.8
pore was 25um. Static forces were applied under conditions
of hydrostatic pressure, uniaxial compression, and uniaxial
compression with a clamped lateral surface. Dynamic com-
pression of the copper samples was implemented by shock-
wave loading of a disk placed in a ring restraint in order to 0.6
prevent transverse spreading of the material. The duration of

the compression pulse was-8 us for various pressure am-
plitudesP in the plane of the shock wave. A detailed descrip-

tion of the methods for imposing shock loading was given in

Ref. 2. The porosityV was monitored before and after the 0.4 I ! 1 i
various loadings by measuring the density and using an op- g 500 1000
tical microscopgNeophot-30. p, MPa

In Fig. 1 we plot howW varies under stati¢1) and FIG. 1. Relative values of the porosity of copper after stétjc shock(2),

dynamic(2) compression. Itis clear that regardless of experi-ang pulsed magnetit3) compression. A value of 1.0 corresponds\i
mental conditions the magnitude of the threshold pressureo.12.

W, arb. un

1
1500

1063-7842/98/43(11)/3/$15.00 1385 © 1998 American Institute of Physics
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FIG. 2. Optical photograph of a section of a porous copper sample after the passage of a shock wBve @080 MPa. Magnification 649.

dislocations. A consequence of these processes is localizg 7,,,,, and in the character of the decay ofrom the pore
tion of the plastic deformation in shear bands or in adiabatignto the depths of the material. For hydrostatic compression
shear band%.MetaIIographic analysis of sections of copper (1) we haver,,,,=0.75P, and the stress is short-ranged, fall-
samples that had been subjected to dynamic compressigfg off with increasing distance from the pore as®l(see
show a high degree of localization of the plastic deformatiorref. 1), wherer is the distance from its center. For uniaxial
near the pores. A decrease in the pore size is accompanied bgmpressior(ll) and uniaxial compression with a clamped
the formation of shear bands near the po€®. 2), the |ateral surfacdlll) long-range stresses appear, in which case
length of these bands increasing with increasing amplitude of, . equals 0.P and 0.9, respectively’. Consequently, the
the shock-wave compression. Under static compression thegfifferences we see in Fig. 3 are connected both with the
bands are not observed, which indicates that plastic deformanagnitude ofr,,, and with the distribution of stresses near
tion occurs homogeneously under these conditions. the pore. In fact a comparison béndll shows that the value
Let us compare the effect of compression pulses of vari-
ous durations on the porosity of copper. In Ref. 5 the authors
studied the effects of pulsed magnetic pressures of different
amplitudes with the same compression pulse duration 1.0
~2 us. In Fig. 1 we have taken data from Ref. 5 to show the
dependence of porosity on the magnitude of the magnetic
pressure in the range from 0 to 350 MPa. A comparison of
curves2 and 3 shows that the degree of healing under dy-
namic loading is higher for shorter durations of the compres- £
sion pulse. The results obtained contradict the notions of Ref. ;
1, according to which a decrease in the time the pressure acts & 06k
should lead to a decrease in the healing effect. s
We can assume that the primary cause of the increase in
healing effect with decreasing pulse duration is due mainly
to the steeper rise of the leading edge of the compression 0.4
wave, since this leads to an increase in the rate of strain,
enhancement of adiabatic effects, and local heating. More-
over, if the pore healing time is shortened, the stress field
around the pore is less attenuated by rarefaction waves arriv- 4.2 1 ]
ing from the surrounding pores. These waves can play a vital 0 400
role in terminating the healing process. P, MPa
Let us consider data on how the kind of stress state af- ) . ) .
. . FIG. 3. Relative mean porosity of copper after hydrostatic compregbion
fects pore healing. Figure 3 shows the dependen®®@h P ,niaxial compression with a clamped lateral surfdée, and uniaxial com-
for various modes of static compression that differ in respecpression with a free surfaddl).

0.8

1 i
600 1200
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of Trmax Under these conditions is the same but that the shegiompression pulse. The increase in efficiency of pore healing
stresses are different, being long-ranged in the latter cas#hen dynamic methods of compression are used compared
Because of this, the number of dislocations emitted by thavith static methods is probably due to the increase in the
pores in the compressed disk is determined only by the pre¢emperature of local heating and not to the change in stress
ence of obstacles to the motion of dislocations in the matestate near the pore. .
rial, whereas under hydrostatic pressure it is determined by ~The work on shock-wave loading was supported by the
the opposing stresses from the dislocations emitted by thBussian Fund for Fundamental Research under Grant No.
porest Uniaxial compression applied in different manners 96-01-01207a.
leads to different degrees of healing, which are determined
by the value ofr,, (curvesll andlll in Fig. 3).

Differgnces in the stress state fqr various methods Olea. E. Geguzin and V. G. Kononenko, Fiz. Khim. Obrab. Mater., No. 2,
compression determine not only the different degree of heal- 60 (1982.
ing but also the magnitude of the threshold pres&treFig. 225 lA(-lgl%ifEéS- NIID.hMon'?kor\]/’ SH SQbF’:gg(Cf;l;]\h Zh. Tekh. Fiz.45,

in ; ov. Phys. Tech. Phy&0, .

3) and .also the strain Ah/_h that accompanies th_e process M. A. Meyers and L. E. MuriEds), Shock Waves and High-Strain-Rate
of healing. We have established that for hydrostatic compres- pnenomena in MetalgPlenum Press, New York, 1981: Metallurgiya,
sion and compression with a clamped lateral surface the Moscow, 1984
well-known relationss =1/3¢, and e=¢, hold, whereg, “E. L. Zil'berbrand, G. S. Pugachev, and A. B. Shinani, Pis'ma Zh. Tekh.
_ _ . . . _ Fiz. 20(6), 45 (1994 [Sov. Tech. Phys. LetR0, 236 (1994].
_(\_NO W) IS_ th? bulk strain caused by_ healing of the po 5V. I. Betekhtin, A. B. Pakhomov, B. P. Peregead al, Zh. Tekh. Fiz.
rosity. For uniaxial stress we hawe=5¢, in the free state. 596), 136 (1989 [Sov. Phys. Tech. Phy84, 668 (1989)].

Thus, the degree of healing of porosity in copper under®Ya. B. Zel'dovich and Yu. P. Raer, Physics of Shock Waves and High-
compression is determined by the value of the maximum Temperature Hydrodynamic PhenomeNals. 1 and ZAcademic Press,
shear stresses, the character of the distribution of stressed!®" YOrk: 1966/1967; Nauka, Moscow, 1966, 686]pp.

near the pore, and for shock-wave loading the duration of th&ranslated by Frank J. Crowne
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of a single-mode optical fiber with linear birefringence
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The relation between the polarization state of light propagating in a twisted single-mode optical
fiber with linear birefringence and the twist angle of the fiber is discussed for the case

where the fiber is stretched in a straight line. It is shown that this relation is of the nature of a
nonholonomic constraint. €1998 American Institute of Physid$1063-78498)02711-1]

About 60 years ago, it was shown in a paper by RYtov Here z is the length measured from the beginning of the
that when an optical beam propagates along a nonplanaegment of optical fiber, and:
path, the plane of its polarization rotates relative to the natu- q
ral Darboux trihedron, which consists of the unit vectors tan- —iBy (1-g) bl

i dz
gent, normal, and binormal to the curved path of the beam. N(z)=
In this paper, Rytov showed that if the tangent vector returns da ,
to its original state at some point along the beam path, the _(1_9)5 —1By
plane of polarization of the light will in general differ from
its original orientation, but that this phenomenon will not is the differential Jones matrix of an optical fibavith in-
occur if the trajectory of the beam is a plane curve. trinsic linear birefringenceB=B,— By, Bxy=(2m/N\)ny,

In Ref. 2, Berry showed that the Rytov effect can also(Where\ is the wavelength of the light angy, n, are the
occur in a Sing]e_mode optica| fiber with a nonp|anar Con_refractive indices for the slow and fast axes of the Optical
figuration. In that papet,he demonstrated that under thesefiber; here we taka,, ny= consj and a twist angler; and
conditions the relation between the direction of the electricd= const is the photoelastic coefficient of the material from
field vector and the spatial orientation of the Darboux trihe-which the fiber was made.
dron, which is fixed in the optical fiber, is nonintegrable =~ The vector relation(1) can be written in scalar form
(nonholonomig. using four real differential relations that exprets, , dE,,

The goal of this paper is to show that in an optical fiberd¥x, anddyy in terms ofdz andde. After a few simple
with intrinsic linear birefringence, the presence of torsiontransformations, we can write these relations as conditions
(i.e., twisting of the fiber gives rise to this same nonholo- under which the following four ordinary differentiéPfaff-
nomic relation between the direction of the electric field vec-ian forms reduce to zero:
tor in the fiber and the angle of twist of the fiber, even when _ —(1_ _
the optical fiber is extended in a straight line. In other words, Aoy 7= By + (17 9)C0S iy Yy day
if only the state of polarization of the light at the input to the dwsz 4= Ey ydify y+ By yEx,ydz+(1—9)
optical fiber and the orientations of the axes of its linear .
birefringence at the input; and output portsr, are known, X By x Sin(i = y,y)der. 2
it is impossible in general to obtain a functional expression  For integrability of the differential equationslw,
for the polarization state at the output of the optical fiber. Let=dw,=dw;=dw,=0, i.e., in order that they be usable in
us write the differential equations for the Jones vector principle to obtain finite relations that determig, E,, 4y

E.el ¥ and ¢, as single-valued functions afand «, it is necessary
:‘ X v and sufficient that the bilinear formsdd—ds)ws=0
Eje’y (s=1,2,3,4) reduce identically to zero, together with

- —056 iti —
(see Ref. 3E, and E, are amplitudes of the electric field dws=0 and dws=0. TPe _co_nd|t|(’),ns_5ws—0_ and dos
components, ang, and, are their phasgsn the Cartesian =0 leave arbitrary the “variational” differential$z, dz,

system of coordinates that follows the twist of the opticalé@ andda. In this case the conditions of holonomic behav-
fiber: ior, which reduce to the requirement that the bilinear form

vanish identically for arbitran¥z, dz, a, andda, are not
fulfilled, and consequently nonholonomic behavior occurs.

dE
az - N@-E@). @ This implies that when the variablesand « go from the

dz

1063-7842/98/43(11)/2/$15.00 1388 © 1998 American Institute of Physics
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same initial to the same final values along different paths, thandn;; are elements of the differential Jones matrix.
resulting quantitie€, , Ey, ¥, andy, will in general de- This equation, as is well known, does not reduce to
pend on the path, despite the identical initial values. An exquadratures for an arbitrary form of(z).
ception is the casg = 1. In real optical materials we have The axes of a linearly birefringent optical fiber become
0<g<1. Thus, in quartz optical fiberg = 0.08—0.065. twisted both in the process of drawing it from the preform
The nonholonomic nature of the relation between theand in the process of installing it, e.g., into an optical com-
polarization state of light propagating along an optical fibermunication line or the coil of an optical-fiber detector of
and the twist in the fiber's birefringence axes can be illussome physical parameter. We note that a loop of optical fiber
trated with a simple example, in which the nonholonomicin a coil is already a nonplanar curve, within which changes
properties are a consequence of the noncommutative behaw the polarization state of the light should occur connected
ior of the Jones matrix for segments of optical fiber with not only with the twisting of the linear birefringence axes but
different elliptical birefringences caused by twisting, for ex- also with the Rytov effect.
ample, two segments of optical fiber with constant but dif- In real cases the functioa(z) in a fiber-optic commu-
ferent twisting of the axes. nication line or coil cannot be found; only the valuesand
Thus, the relation between changesgp, E,, ¢y, ¢, a5 at the beginning and end of the segment of optical fiber
and changes i@ and « is honholonomic in character, a phe- are known. As we showed above, in this case the state of
nomenon also encountered in theoretical mechanite  polarization of the light cannot be found theoretically.
theory of electric motors and generatérthe theory of me- In conclusion, the authors are grateful to Ya. I. Khanin
chanical gyroscopésetc. Note that the propagation of light for discussing the results of this work, and to N. K. Vdov-
along a twisted optical fiber has a deep analogy with the timécheva and I. A. ShereshevsKinstitute of Theoretical Me-
evolution of spherical coordinates of a sphere that is rollingchanics, Russian Academy of Sciencts useful consulta-
without slipping along a plane while rotating around thetions.
binormal to the curve along which it is rolling on the plane. This work was supported in part by Grant No. 96-02-
Thus, for arbitrary relations betweeranda, even if the 18568 from the Russian Fund for Fundamental Research.
state of optical polarization is known at the input to the op-
tical fiber and the azimuth of the anisotropy axes is known at
the input and output, it is impossible to compute the values
of By, E.y’ Yix andyy that determine th? stgte of_polariz_a_tion S. M. Rytov, Dokl. Akad. Nauk SSSRS, 263 (1938.
at the fiber output. If the functiom(z) is given in explicit 2y v gerry, Nature(London 326, 277 (1987.

form, then, as is shown in Ref. 4, E(.) can be reduced to 3M. Monerie and L. Jeunhomme, Opt. Quantum Electrt).449 (1980.
a special Ricatti equation: “R. M. Azzam and N. M. Bashara, J. Opt. Soc. A2, 1252(1972.
SYu. I. Neimark and N. A. Fufaev, ibynamics of Nonholonomic Systems

dy [in Russian (Nauka, Moscow, 1967 519 pp.
FE N1ox?+ (Npo— N1 X+ Noyp, R. Ulrich and A. Simon, Appl. Opt18, 2241(1979.
z "A. V. Gaponov, Dokl. Akad. Nauk SSS&7, 401 (1952.
where 8A. Yu. Ishlinskii, Mechanics of Gyroscopic Systerftisrael Program for
Scientific Translations, Jerusalem, 196HRussian original, Izd. AN
| | _ SSSR, Moscow, 1963, 480 gdp.
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A computer model for the deformation of polycrystals is developed, based on the concept of
cellular automata. The model is used to investigate a polycrystal by treating it as a multilevel
hierarchical system, and to study the peculiarities in the behavior of this system as a

function of the material structure, mechanisms of low-level deformation, history of loading and/
or deformation at the top hierarchical level, the temperature, and other parametet898°

American Institute of Physic§S1063-78498)02811-9

1. In this paper we describe a class of model for deform-cells in Fig. 1 is surrounded on all sides by cells that are
able polycrystals based on cellular automaftdn essence, similar to it. This is the case of so-called periodic boundary
the concept of cellular automata reduces the region of studgonditions, according to which the environment of each of
to a uniform grid, each cell of which contains several bits ofthe 27 cells derives from the remaining 26 cells.
data. As time progresses in discrete steps, the physical laws 3. A loaded polycrystal is characterized by nonuniform
of behavior of the system are given by a unique set of rulestress—strain states. In order to describe them we introduce
(for example, a small handbook tapl@ccording to which  stresse™ and plastic strain tensoeg into the discussion for
every cell calculates its new state at each new time stepach cell of the structure described above. In the notation we
based on the states of its nearest neighbors. The authors wfll use here, the labeh indicates the level to which the
Ref. 3 proposed to use the method of moving cellular augiven cell belongs. In this case we assume that the largest
tomata to simulate the deformation of solids. cell, which models the representative volume of the macro-

The original solution treated by these authors was a segcopic level, belongs to level 1. Its 27 component cells be-
of cellular automata with self-similar structure, which madelong to level 2, the components of each of these 27 cells
it possible to immediately build into the model the fractal belongs to level 3, etc. It is obvious that at levethere are
structure of real materialét is known, for example, that the 27" * cells.
structure of real steels is fractal Moreover, such self- Because plastic strain of a cell of théh level is caused
similar structures are adequately realized by the methods dfy plastic strains of its component cells at the+1)-th
object-oriented programming, which makes it possible to uséevel, we assume that
the most recent developments in programming language for _n_ , _n+1

. X ) . > : ep=(ep ), 1)
numerical simulations, ensuring a high-speed and rational
allocation of computer memory, clarity of programming, andwhere the angle brackets indicate averaging over the volume
the possibility of easy modification to accommodate newof the nth level cell.
mechanisms of deformation and material structure. In what follows, we will use the notation of direct tensor

2. We will model the structure of a real polycrystaly a  calculus.
three-dimensional cellular structure. The cells can be simple Let us assume that the stress and plastic-strain tensors of
or compound. Simple cells have no internal structurea cells of leveh and its constituent 27 cells of levek-1 are
whereas compound cells consist of simple and/or compountelated by the Kroer equation
subcells. As a component, a compound cell can contain cells N1 gno M(el—eltY) @
similar to itself, which allows us to model the fractal struc- 7 7 PR
ture. whereM is in general a fourth-rank tensor.

In this paper we use compound cells having the structure In this paper we assume thisltis a scalar quantity, and
of a cubic lattice and consisting of 27 X3Xx3) cells of in what follows we will refer to it as the accommodation
smaller sizegFig. 1). In general, other spatial structures are parameter, the meaning of which will become clear as the
possible as well as other numbers of components. results of the computer experiment are discussed.

Let us introduce the environment of a cell into the dis-  The previous expression shows that the difference in
cussion, by which we mean its set of nearest neighbors, anglastic deformation of each cell of levaH-1 from the av-
assign to each cell three coordinates, i, k) that determine erage value of this deformation within the corresponding cell
its position(wherem,n,k are integers from 1 to)3In Fig. 3  of the nth level gives rise to internal microstresses that tend
the central cell has coordinates (2,2,2), and its neighborhootb smooth out this deformation. In this case there is a redis-
consists of all the remaining 26 cells. In defining the neigh-tribution of the stresses within theh-level cell, and a non-
borhood of the boundary cells we specify that the system ofiniform stress—strain state arises within the compound cells.

1063-7842/98/43(11)/3/$15.00 1390 © 1998 American Institute of Physics
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FIG. 1. Structure of the cellular automata. The first-level
cell (1) equals 27 smaller cells of the second levél)(

b/4

Relation(1) allows us to find the plastic deformation of which allows us to calculate the cellular stresses at tigne
compound cells in terms of plastic deformation of their com-based on the plastic deformations at the previous tineg .
ponents. The plastic deformation of simple cells is deter- Relations (1)—-(6) make it possible to determine the
mined by the deformation mechanisms acting within them. stress—strain state of a polycrystal according to a given pro-

In particular, for plastic deformation that comes from gram of loading at the top level.
slipping of dislocations, the value of the rate of plastic de-  If the history of straining the material at the top level is
formation is calculated by summing up the componentgyiven, i.e., the total strain tenset=el(t,,) is specified, then
caused by all the slip systems that act within the cell. In thighe quantityo’(t,,) is determined, according to Hooke’s law
case, for small elastoplastic deformations the qua@ty’s 1
calculated from the expression ot (tm) =E:e5(tm), (7)

. 1 . . . . .
ep:_z Y(S*M+ ms?), &) as a function _of the elastic stramﬁ(tm), whereE is the
@ tensor of elastic constants.

o o . : The value of the elastic strain we find from the expres-
wherem® ands® are respectively vectors normal to the slip _.

plane and the direction of slip in the system while y* is sion
the rate of shear_ strain in system eé(tm)=el(tm)—e§,(tm_1)- @)
The value ofy* is determined by the tangential stresses
7 acting on the systera, and the value of* is calculated Relations (1)—(8) make it possible to determine the
as usual from the stress tensor of the corresponding cells: stress—strain state of a polycrystal according to a prespeci-
I ———— 4) fied strain history at the top level.
4. As an example we present the results of computer
The relations that connegt® and 7 for various mecha- simulation experiments of compound straindairon poly-
nisms that control the motion of dislocations are described irtrystals. The parameters of H§) were taken from the book
a whole series of publications on the physics of plastic deby Ashby® AF=0.540b% b=2.48x107°m is the modu-

formation. In particular, according to Eshby, lus of the Burgers vectoru,=6.4x10 Pa is the shear
g modulus, andr,=1.7X10 3u,.
. . AF ¢
Y=yoexp — o= 1-| — : 5)
T p( kT( () ))
whereAF is the activation energy required to overcome ob- 400 20
stacles in the absence of external stressgds the critical 4

tangential stress for system, p and q are parameters that
depend on the mechanism that controls the motion of dislo- 300
cations (G=p=<1,1<q=<2); kis Boltzmann’s constanf is
the temperature; ani;lg is a certain parameter that charac-
terizes the system. -

In accordance with the concept of cellular automata, we ]
will investigate the generation of the stress—strain state ir 4
discrete timet,, with discretization stepAt (where t,,
=mAt andm is an integer. At the top level we prespecify
the time dependence of the stresses actirig: o*(t,,;). At
the initial time (m=0) we will assume that the plastic de-
formationsey equal zero at all levels.

Relation(2) we write in a somewhat modified form FIG. 2. Hardness curves and fraction of plastically deformed elenhefus

1 _ 11 compound loading of a-Fe polycrystal: solid curve —e, dashed curve
o"* (tm)_o'n(tm)_M(eg(tm—l)_eg (tm—l))v (6) — N.

0 ] ]
0.000 0.005 0.010 a.015

8;
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TABLE |. Program for compound straining. 600 50
a i
]
Step No. €4x e e, ey ey, €, T
p yy y Yy 500 //"f" 40
1 0 0 0 0 0 0 e
2 0.005  —0.005 0 0 0 0 400 v i ]
3 0 0 0 0 0 0 8 5 1.7 3o
4 . e =X
0 0 0 0.005 0 0 ;“ ok o J R
S 120
200 e i
Figure 2 shows the computed hardening curve for the i PP 0
: ; ; - 100 R A1
deformation history of the polycrystal listed in Table I. 1
In Table lg; are the components of the total strain ten- 0 i , . , , . 0
sor of a macroelement of the materfalcell at the top level 0.000 0.002 0.004 0.006 0.008
We call attention to the following. During unloading and €

Ioadlng in the opposite dlrectlo(ra;tep 3 the BaUSh.mger ef- FIG. 3. Effect of the accommodation coefficieviton the hardening curve
fect appears. In the course of the shear deformation, at stepd; ihe number of plastically deformed elemektél,2— o 3.4— N):

a time-dependent unloading of the material takes place, aftef=1000(2,4) and 5000 MP41,3).

which the hardening curve approaches the continuation of

the curve of the previous step. In this we see manifested the

well-known phenomenon of the existence of a common

hardlzeiSLllg %ugvhec;ws the results of calculations for strain in 1T. Toffoli and N. Margolus,Cellular Automata Machines: A New Envi-
the direction of the second step of Table | for various values L‘;’Jvr?i’;gff'z“é'g’ %3_'”9('\/'” Press, Cambridge, Mass., 1987; Mir, Mos
of the parameteM in Eq.(2). According to this equation, the 2K. Preston and M. DuffModern Cellular Automata. Theory and Appli-
physical meaning oM is to incorporate into the calculation  cations(Plenum Press, New York, 1984327 pp. .

a capability of the structural elements to accommodate each;'zGéfégfhfZ’ éég;‘ [STZEI]InbﬁyzuL;g(fS;%?ll;gé?s ma Zh. Tekh.
other. The largeM is, the less able these structures are t04g. Hombogen, Prakt. Metallog23, 258 (1986. '
accommodate, i.e., the stronger the reaction of the environ2H. J. Frost and M. F. AshbyDeformation-Mechanism Maps: The Plas-
ment to a “stranger.” It follows from Fig. 3 that the larght ticity and Creep of Metals and Cerami@@ergamon Press, Oxford, 1982
is, the higher the hardness curve will go, other conditions 42> PP

being equal. Translated by Frank J. Crowne
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Influence of betatron oscillations on magnetic bremsstrahlung
O. E. Shishanin

Moscow State Industrial University, 109280 Moscow, Russia
(Submitted November 4, 1997
Zh. Tekh. Fiz.68, 133—134(November 1998

A description of the motion of an electron in an accelerator is discussed in relation to the
problem of synchrotron radiation. Spectral-angular distributions of the radiation intensity are
obtained that depend strongly on vertical oscillations of the electron19@8 American

Institute of Physics[S1063-78498)02911-7

As the authors of Ref. 1 emphasized, it is only the inte-wherewy=eH/mc, k is the ratio of the mean free path of a
grated intensity and the spectral distribution of the synchroparticle to the lengths of the bending magnefg,=(1
tron radiation that remain almost unchanged in a storage-k)R, and the periodic functiom(¢) has a specific form
ring. The first discussions of the effect of betatron oscilla-for a given magnetic structure.
tions on the angular properties of synchrotron radiation in an  In studying the properties of synchronous radiation we
axially symmetric magnetic field appeared in Ref. 2. Subsewill follow the operational method of Ref. 2. Let the radia-
quently this problem was investigated for a strongly focusingion vectork=wn/c, wheren={0, sing, cos}, and 6 is the
system, and also for weak focusitig. spherical angle. The linear polarization vector we define as

It is well knowrP that vertical betatron oscillations of

charged particles in accelerators can be described by the e,={1,0,0, e,={0,co9,—sind}.

function Then the components of the radiated intensity in the
BA ds first-quantization approximation can be written in the form
Z
2=\~ s( —Z+5o), -~ 2

:Wl

fdtvxex;{i%/(wt—k-r))

3
whereA is the emittancef, is the betatron function, which d°k

depends on the length of the orbit, andé, is the initial "y 2

V’
phase. . . _ =W, f dt(vycosﬂ—uzsine)ex%i—(wt—k~r)) ,
Let ¢=s/R, be the generalized azimuth, where, in the d3k 4
case of magnet systems with rectilinear gaRgwill be the (4)
average radiughe length of the orbit divided by2). Then Where

the corresponding velocity component from Ef). is given

by W ce v wg
\/ A \/ (1 d,BZ)Z 5( ds S 2mRy v 1+k
v,=Cc\/— \/1+|5 =] co J—+51+50 ) ) )
B, 2 ds B2 The anglep can be defined in reference to any point on
(2 the orbit. Then the small parameters will pe-myc?/E, 7
where simlzll\/m. =N¢ (whereN is the number qf magngtic periddan(_j also
Since radial oscillations have only a small effect on the0SX6~2), p/Ro, Z/R,. Taking this into account in
angular distribution of the radiation, we can assume that a wo
particle moves along a circle of radi&, and that the mag- wt—k.-r= YITK t
netic field in the bending magnets may be averaged over a
period. Thus, the position of a particle will be determined bywe set sip~¢—¢%6, sing~1.
the radius vector In order to find¢ in Eq. (3) we must carry out the
integration. In particular, to zero approximation we have
= wot/(1+Kk). From the equation®= p?+ 22+ r2¢? we find
Expanding the transverse components of the magnetithe value ofRwo/c, while the velocity components are de-
field in a Fourier series, we find for the angular velocity thetermined fromv,~p—ce, v,~cB, v,=z.

14 N
E

, v =v

’

1 z
- E(R0+p)5in(p sing— p cosé

r={(Rgo+p)cose, (Ry+p)sine, z}.

following expression Let us make the substitutiod= —v,/c=¢—plc, and
then carry out an expansion of the type
; “’°1”+3p2+1f<' p)n(p)dt d
o= —ll-5t+t5=5+=| (zZz=pp)n(e)dt|, z v
1+k RO 2 Ré R2 Z:ZT:0+_ -7+ ...%ZO"‘RO_ZQD.
3 a7l _g c
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To sum up, retaining terms to third order of smallness, Ws[K§/3+ q2e2y? 3 (K ,3+K /3)
we obtain forot—k-r the expression
— g%eev(1+ 2y e) Ky g3l

. 52 Uy 1 Uz 2
- + === +5l = |+ :
vél1—Bsing 6 ¢ cosé > const W3[(¢2/8+q2)K%/3+ Q2e 12 K1,3+K /3)
Then in the ultrarelativistic limit we have -18sinf~e/2, — 50%\e P rK K 53], (6)
wheree =1— B2sir?é. where

Performing the integration in E@4) with respect to the

new variable&, and also averaging over initial phases, we ce?p22
obtain the spectral—angular distribution in the following ~ W;=——7(—-, K, =K;(ve¥¥3).
form: 67°Rg

W, (

V) v The well-known expressions for a uniform magnetic
— 2 3/2
W2J d581K2/3< €19 ),

3 field can be recovered here by settigd=0 (no vertical

oscillations and replacingR by R,.
v If we keep co$ instead ofis in Eq. (6) and carry out the
d58182K§/3(§8§/2) ; (5)  integration over the spherical angle, then the spectral expres-
sions obtained coincide with the expressions for a uniform
where magnetic field, in agreement with Ref. 1.
Py’ The plots constructed according to Ef) show that the
_ cewvw s =1—,82+s maxima of both components will be lower than the curves
127T4RS’ ! 2 for a uniform magnetic fieldfor the same energ§g and
radius R). The radiation in the plane of the orbit will no
longer be completely linearly polarized. For tlecompo-
nent a maximum appears at /2 instead of the minimum
in the high-amplitude case; it is also possible for theom-
ponent to exhibit a slight minimum in the orbital plane at
extremely high amplitudes, and the component can de-
velop additional symmetric local depressions. Thus, along
with theoretical studies of this effect, it is important to carry
out more-precise experiments on modern accelerators. Since
the radiation is primarily incoherent, the results obtained will
give a good description of the properties of the radiation
tgenerated by beams of electrons as well.

S dQ

dWw(v)_W 2m
do %),

£,=(CO— aC0SH)?,

\/K L . ldﬂz)
a=/2 =142
7| B, 2 ds e

If we introduce the anglgy measured from the plane of
the orbit, then cogin Eq. (5) can be replaced by. If we
sum over the spectrum it5), then the angular distributions
can be expressed in terms of elliptic integtasd will also
depend on the vertical motion of the electron.

Expression(5) is also convenient for storage rings. In
using it for practical applications, we must keep in mind thal
usually a plot of the betatron functigy, is known for all the
orbits. Then its value must be taken for that point from
which the radiation is emitted, and its derivative may be 'G. N. Kulipanov and A. N. Skrinskj Usp. Fiz. Nauk122, 369 (1977
approximately replaced by the ratidg,/As. For bending [SOV Phys. Usp20, 559(1977].

: : : 2V. Ch. Zhukovski and O. E. Shishanin, zh. K&p. Teor. Fiz.61, 1371
magnets the plot of the3, function is approximately a (1971 [Sov. Phys. JETRA4, 729 (1971,

straight line(see, e.g., Fig. 3 in Ref.)7therefore, the slope 2o & shishanin, zh. Esp. Teor. Fiz103 1117(1993 [Sov. Phys. JETP
of this portion of the line can also be used. 76, 547 (1993].
The algorithm for computing the integral®) is de- ‘5‘8 E g:!sfﬁan!ni #ETP 56?7#71%2(12%%32'1995
. . . . . . E. IShanin, leor. Mat. FI .
scribed in .parfucular m'Ref. 3. In the cases of most interests " <" Divanski and D. V. PestrikovPhysics of High-Current Beams and
(small oscillation amplitudes or small beam siz@se can Storage Ringsin Russiai (Nauka, Novosibirsk, 1989333 pp.
expand in the parametey= a?/2¢, wheree~1— B2sirf6 "A. G. Valentinov, P. D. Vobly et al, IYaF AN SSSR Preprint No. 89-
=(1+ )/2¢2)/)/2 174 [in Russian, Institute of Nuclear Physics, Siberian Branch of the
Then in the classical limit the right-hand sides(bf can Academy of Sciences of the USSR, Novosibi($&89, 30 pp.

be replaced respectively by Translated by Frank. J. Crowne
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Thermally stimulated flow of low-melting glasses during planarization of the surface
profiles of microelectronic structures

S. P. Zhvavyi, G. D. Ivlev, V. A. Pilipenko, and V. N. Ponomar’

Electronics Institute, Academy of Sciences of Belarus, 220090 Minsk, Belarus
(Submitted November 4, 1997
Zh. Tekh. Fiz.68, 135—-137(November 1998

The problem of characterizing the flow of phosphorosilicate and borophosphorosilicate glasses
during thermally stimulated planarization of the surface profile of microelectronic

structures is solved in a model based on Newtonian viscous flow driven by surface tension
forces. Expressions are obtained for the melting angle as a function of the temperature—time
regimes of the heat treatment and the physical parameters of the glass&998@&\merican

Institute of PhysicsS1063-78428)03011-9

Phosphorosilicate and borophosphorosilicate glasses are h o
widely used in integrated-circuit technology to make the in- U= 3u T
terlevel insulating layers of microelectronic structures. It is
possible to smooth out sharp projections at the edges of con- On the other hand, we can also write the following ex-
tact windows and to planarize the surface profile of thesgression:
structures by melting the glass. Although the melting of
phosphorosilicate and borophosphorosilicate glasses has | — d_Z: _ L d_“ (5)
been studied in a number of papérs,the data obtained dt sirfe dt’
leave a number of questions unanswered, notably how the
melting angle of a step made of phosphorosilicateboro-
phosphorosilicateglass depends functionally on the heat-
treatment rggime_ and physical_parameters (_)f the gla_lss_es. An- cola da 272 o
other question without a definitive answer is, why is it that T a3 an (6)
melting induced by second-long optical heating is so much SiNa K
more efficient than long periods of isothermal annealing inynose solution is

4

Substituting Egs(2) and(5) into Eq. (4) we obtain the
equation

an oven? 5
i i i 27° (o
In ordgr to describe the melting of a gIa;s s(E[g. 1 cofa— cofay= Tt 7
we start with a model that assumes Newtonian viscous flow h Jiy, u

driven by surface tension forces. In this case
It follows from Eq. (7) that the dependence of the melt-

ing angle on temperature is determined by the functions
o(T) and u(T)= ueexpE/RT), where E is the activation

. . . . . energy for viscous flow an® is the universal gas constant.
whereu is the viscosityp, is the flow velocity along th&  gjnce the temperature dependenceod) is quite weak

axis, o is the surface tension, amds the radius of curvature. (do/dT~0.12 erg/cri-K; see Ref. J, we can assume that
The flow of the glass is caused by the tangential stres§ _ ~qnst. For isothermal annealing we obtain from EA).
P.,=—olr. Curve AB (Fig. 1) can be treatédas a half

vy o

Vi (1)

period of a sine function with periodx2and amplitudeh/2. L, O
P... is a maximum when cofa—cotag=27 M_oht exp(—E/RT). (8)
x2 h
r= = —— cofa. 2)
27%h 27 A
. - . A a b
The horizontal flow velocity field of a fluid with a y
“wedge” profile can be written in the forfh Al Al A
3(2hy—y?)
v =—FU, 3
x(Y) o2 ® , LT
whereu is the average flow velocity. 0 z 0 b z
Substituting Eq(3) into Eq.(1), we find that the average g 1. profile of a phosphorosilicate glass step befajeand after(b)
translation velocity of poinB (Fig. 1) is melting.

1063-7842/98/43(11)/2/$15.00 1395 © 1998 American Institute of Physics
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It follows from Eq.(8) that cota~t*™, wherem = 3. In
an analogous empirical relation derived in Refs. 2 and 3 and ~
based on experimental data for borophosphorosilicate a0
glasses, the quantit;m was 2.4+ 0.8, which coincides with l\

the value of 3 we have obtained within the limits of possible

error. \ °\
During second-long heat treatment, the substrate tem- 60 \‘-“ \ +

perature at the end of the optical pulse increases to a maxi-
mum T*, and then drops rapidfy.The increase inl and
subsequent decrease are approximated by wrifli{t)

T

/
™

_~
-
L N

a,deg

=T*\t/7 and T(t)=T* 7/t respectively, wherer is the AVERR-N

heating time, i.e., the duration of the optical pulse. From i \ N\

these expressions we derive the limits of integration in 20t N\ T
Eq. (7): ty=(Ty/T*)27 and t,=(T*/Ty)?r, where T, is Ao

the glass-point (softening temperature, at which -
w=10" Pa. oL 1 a4 1
In generdl*! one hasE(T)=E,—TS, whereE, and 700 600 §o0 1000 1700 T,°C

S=—JE/JT are the enthalpy and entropy of activation of
the viscous flow, respectively. If the functida(T) is ap-
proximately linear over the temperature range frag to
T*, i.e., if we assume thd, andS are average parameters,
then we can find an analytic solution to E@) that describes
the change in the angle for pulsed heat treatment of the

FIG. 2. Temperature dependence of the slope angle of a borophosphorosili-
cate glass step for the following concentrations of doping impurifies:

4.6% B and 3.1% P2 —5.6% B and 3.1% P3 — 2.5% B and 3.6% P4 —

6.3% B and 2.9% P. The dashed curves correspond to isothermal annealing,
the solid curves to pulsed heating.

glasses:
o 2 1 book data for the various glass compositidn@omparing
cofa—cofag=2m2——17- eS’R[ e dl-a+—|{1+— these results with measured data confirms the correctness of
foh a a our analytical expressions far.
T\2 Thus, our investigations show that the expressions we
—a’-Ei(—a)—e % <_g) (1-ay) have obtained for the temperature—time dependences of the
T melting angle of steps made of phosphorosiligaterophos-
2ITF 1 phorosilicatg glass on the basis of a model of Newtonian
+o—+2||+a%-Ei(—ay) |, (9) viscous flow under the action of surface tension forces give a
alTy a 9 rather good description of the melting process. By including
the temperature dependence of the activation energy for vis-
where ay=Ey/RT;, a=Ey/RT", and —Ei(—x) cous flow we were able to obtain expressions for the melting

=[Te Yy ldy is the exponential integral function.
Since E/RT~30>1, expanding—Ei(—x) in a series
and keeping terms proportional RT/E, we obtain from Eq.

9)
T ex;{ —

In carrying out calculations based on E¢8) and (10)
(Fig. 2 for the specific experimental data from Ref. 1, we

angle under pulsed heating and to show that the efficiency of
this process is a consequence of the dynamic decrease in
viscosity due to the entropy factor.

o RT*
cofa—cotag=8nm%——

Eo_ T* S
moh Eo '

RT*
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Identification of the bow stabilization mechanism by numerical simulation of the laminar
asymmetric flow of a viscous incompressible fluid past a cylinder with a projecting
disk

S. V. Guvernyuk, S. A. Isaev, and A. G. Sudakov

Civil Aviation Academy, 196210 St. Petersburg, Russia
(Submitted February 9, 1998
Zh. Tekh. Fiz.68, 138—142(November 1998

The mechanism responsible for the bow stabilization that arises as a result of the deformation of
the spatial vortex structures that are organized in the flow of a fluid past a cylinder with a
projecting thin disk is analyzed by solving the Navier—Stokes equations using a factorized finite-
volume method and a simplified approach based on analytical specification of the metric
coefficients. ©1998 American Institute of PhysidsS1063-78408)03111-0

The idea of organizing the flow around bodies by thetunnel experiments, and flight trials, the proposed solutions
deliberate placement of projecting thin plates and disks thatvere validated; however, this approach did not adequately
generate large-scale vortex structures, which was proposeducidate the nature of bow stabilization, nor the hydrody-
by Belovt more than 20 years ago, has turned out to be amamic aspects of how it acts as a control mechanism. To a
exceptionally fruitful and successful approach for reducingcertain extent this was due to the extreme computational dif-
the aerodynamic drag of bluff bodies and significantly in-ficulty of dealing with problems of spatial flow past bodies
creasing their static stabilitithe latter effect has been given with unconventional shapes and organized separation zones.
the name “bow stabilization). By mounting a projecting The glaring lack of information regarding bow stabilization
coaxial disk on the body, one can reduce the wave drag of and the need for more qualitative and exact resolution of this
blunt body in a supersonic flow by a factor of 2 tqRef. 2 problem dictates a return to the classical problem of flow of
or lower the profile drag of a cylinder in an axisymmetric a stream of viscous incompressible fluid past a semi-infinite
turbulent flow of incompressible fluid by almost two orders cylinder with a disk at nonzero angle of attack, with en-
of magnitude®* hancement of the detail of the solution within the leading

The problem of reducing the drag on bodies in an orgaseparation zone.
nized separated flow, which is the first part of the complex In this numerical investigation a central place is occu-
problem of choosing an aerodynamic figure for bodies ofpied by a detailed analysis of the control mechanism for bow
unconventional shape, has received detailed and successgthbilization and identification of spatial vortex structures by
solution through numerical and physical simulations. A farusing the Tecplot graphics package to interpret the results of
from complete list of useful results deriving from systematicthe numerical calculations, thereby providing computer visu-
investigations of this class of problems would include: thealization of flows spreading along the control surfaces, and
existence of optimal ways of mounting a disk on a high-observation of particles following the tracks of tracer liquid
aspect cylinder so as to minimize the frontal and profile dragarticles. We will consider a structure made up of a semi-
coefficients in the laminar-flow reginfeestimation of how infinite cylinder and a protruding diskdiameterd=0.75,
strongly the degree of turbulence of an oncoming flow influ-gap widthl=0.375) that is optimum with respect to profile
ences the drag of a body with a forward separation Zonedrag (at high Reynolds numbet$ in stable laminar-flow
extension of the concept of organized flow separation to theegimes with Re= 700 and 1000, with the formation of a
flow in the near wake of a body, and the search for optimaleading separation zone at angles of attack of 0 and 5°. The
ways of mounting protruding disks on bluff cylinders to give diameter of the connecting column was 0.18. We took the
drag coefficient, comparble to those for bodies of stream- diameter of the cylinder and the velocity of the oncoming
lined shapé. flow as the characteristic scales.

The first study of the problem of static stability of bodies A previous approachto the numerical simulation of
with organized large-scale vortex structures was undertakeseparated flow past a load employldeshaped and in genr-
to address the problem of flow past loads suspended froraral nonorthogonal meshes matched to the surface of the
helicopter€® The engineering solution to this practical, real- body, with the mesh points arranged in planes perpendicular
world problem was to choose suitable dimensions and posiand parallel to the oncoming flow and having a higher den-
tions for a shield placed in front of the end of a parallelepi-sity near the wall and in zones where shear layers develop. In
ped, which simulates a load such as a girder or containecontrast to that approach, in our investigation we make use
However, it proved possible to ensure flight stability of bod-of a cylindrical mesh that is matched with the washed sur-
ies with this arrangement only by using tail stabilizers. As aface. This allows us to increase consideraftly a factor of
result of a combined approach based on calculations, winds or more the density of cells within the forward separation

1063-7842/98/43(11)/4/$15.00 1397 © 1998 American Institute of Physics
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FIG. 1. Pattern of flow around a semi-
infinite cylinder with a disk of diameter
d=0.75 and gap=0.375 for Reynolds
number Re=10° in the axialx—y plane

at angles of attack of Qa) and 5°(b).
The dashed lines show isobaithe ex-
cess pressure is referenced to a value of
twice the velocity-related pressure hgad

zone. Furthermore, in order to avoid problems connectetem with respect to physical processes, we solved the system
with interpolation of the metric coefficients, we use a sim-of Navier—Stokes equations given in the natural variables for
plified approach based on prespecifying an analytic metricthe Cartesian components of the velocity. A uniform flow
In all other details the methodology of our investigation doeswvas specified at the input boundary of the computational
not differ from that described in Ref. 4. By using an implicit region. At the output boundary we imposed soft boundary
finite-volume method and the concept of splitting the prob-conditions (the conditions of continuation of the solution
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FIG. 2. Spreading patterns of fluid over
the end of a cylinder with a projecting
disk (Re=10% at angles of attack of 0
(a) and 5°(b). The dotted lines show iso-
bars.

from internal points to the boundary of the regioAt the  points were concentrated in the gap between the disk and the
solid surfaces the condition of attachment was imposed. Theylinder.

steady flow around the body was calculated on a mesh con- In Figures 1 and 2 and in Table | we systematically
taining 51X 66X 61 cells. In this case, approximately 30 000 compare our calculated results for laminar flow past a semi-
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TABLE I. Combined aerodynamic characteristics of the blunt bodies discussed here and of their separate

components.

Semi-infinite cylinder Disk—semi-infinite cylinder arrangement with 0.75,1=0.375
Re 700 700 1000
@ 0 5° 0 5° 0 5°
Cy1 0.762 0.779 -0.212 —-0.184 —0.367 —0.293
Cxo - - 0.42 0.42 0.378 0.367
Cyxs - - 0.142 0.128 0.211 0.178
Cya 0.762 0.779 0.349 0.363 0.221 0. 252
Mz, —0.506x10°% —0.913x10°2 0.183x10° %  —0.0154 0.17& 103 —0.0124
My, - - 0.28<10°*  —0.00382 —0.302x107* —0.00495
Mg - - —0.266x1074 0.00197 —0.201x10°*  0.482x10°3
Mz, —0.506x10"* -0.913x102 -0.184x10°%  —0.0167 0.12610° 3 —0.0168
Vi, —0.0606 —-0.102 —0.146 -0.31 —-0.192 -0.27

Note: C, is the drag coefficientiM is the transverse moment coefficient. Labels 1-4 refer to the end of the
cylinder, the forward face of the disk, the backward face of the disk, and the assembly type respeutively;
denotes minimum value.

infinite cylinder with (for Re = 700 and 100Dand without  distortion of the vortex, a redistribution of the local loading
(for Re = 700 a disk in front of it, at angles of attack of O forces takes place along the back end of the cylinder, giving
and 5°. Note that the results obtained correlate with the sorise to a considerable restoring torghk, (i.e., bow stabi-
lutions obtained in Ref. 4 and 5 for axisymmetric laminar lization).
flow past a cylinder with a disk, and with visualization data  The complicated vortex structure of the flow is charac-
for flow separation in a model tank. terized by the appearance of jet streams at singular runoff

Placing a disk in front of the cylinder leads to a consid- points of the “focus” type at the end of the cylindéFig.
erable rearrangement of the flow around it, due to the forma2b) and a reflux of fluid from the windward side of the tor-
tion of a forward separation zone and hence to a decrease aidal vortex to the leeward side and then onto the lateral
the profile drag Cx,4) by a factor of two. It is clear from Fig. surface, with suction of the liquid from the leeward side to
la that toroidal vortices appear in the gap between the disthe windward side.
and the cylinder at zero angle of attack, in which the inten-  This work was carried out with the financial support of
sity of the return flow V,,) is 15% of the velocity of the the Russian Fund for Fundamental Research, Projects Nos.
oncoming flow. The low(negativé pressure in the vortex, 95-01-00728 and 96-01-00298.
which is practically the same for the entire forward separa-
tion zone(Fig. 23, gives rise to a thrust exerted on the cyl- | _ ' _ _ _
inder (Cyy), Which is the ultimate source of the lowered I. A. Belov, Interaction of Nonuniform Flows with Obstaclfia Russiar}

. . N . L . (Mashinostroenie, Leningrad, 198344 pp.

drag of blunt bodies with a projecting disk. With increasing z| s gelov and . A. Isaev, Pisma zh. Tekh. Fit, 608 (1980 [Sov.
Reynolds number the intensity of flow separation increases, Tech. Phys. Lett6, 264 (1980)].

and the profile drag falls considerakilyy more than a factor 3K Koenig and A. Roshko, J. Fluid Mechi56, 167 (1985.
of 3 compared withCy, for a cylinde) 4l. A. Belov, S. A. Isaev, and V. A. Korobkowroblems and Computa-

. tional Methods for Separated Flows of Incompressible Fl{id$kussiar
For a nonzerdbut comparatively lowangle of attack, (Sudostroenie, Leningrad, 198256 pp.

the flow past a cylinder with a disk acquires a very compli- °V. K. Bobyshev, S. A. Isaev, and O. L. Lemko, Inzh.-Fiz. 21, 224

cated spatial character. The toroidal vortex is distorted, espe; (1986.

cially in the axial plane parallel to the oncoming flux. In this 7\8/ '}; E‘;?\’/sﬁ:hangzsZfﬁgsig"(lgn;g -Fiz. 758, 556 (1990.

case the vortex becomes markedly nonuniform. The intensi¢| A Belov, V. K. Bobyshev, and S. A. Isaev, imvestigations of the

flcatlon of return flow from the windward regiofin which Aerodynamics and Dynamics of Flight Russiaf (KIIGA, Kiev, 1988),
V,, grows by a factor of 2, reaching 30% of the velocity of PP- 122-129.

the oncoming flow combines with a weakening of the sepa- > A~ 1saev and N. A. Sumovskilnzh.-Fiz. Zh.70, 990 (1997.

rated flow on the leeward side. As a consequence of th&ranslated by Frank J. Crowne
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