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Phase segregation and crystallization in the amorphous alloy Ni 70Mo10P20
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Structural evolution of the amorphous alloy Ni70Mo10P20 has been studied by x-ray diffraction,
and by following transmission and high-resolution electron microscopy annealing both
above and below the glass-transition temperature. When annealed above this temperature, the
amorphous phase undergoes segregation into regions about 100 nm in size having
different chemical composition. Diffraction from such samples produces diffuse rings, and the
scattering vector corresponding to the maximum intensity varies from point to point
within the interval of 4.88 to 4.78 nm21. When occurring between the glass-transition and
crystallization temperatures, crystallization produces groups of nanocrystals, 20–30 nm in size,
which are in direct contact with one another and form a polymorphic mechanism. The
crystallization mechanism changes when the annealing temperature is brought below the glass-
transition point. At these temperatures the amorphous matrix crystallizes entectically with
formation of eutectic colonies. ©1998 American Institute of Physics.@S1063-7834~98!00109-9#
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Considerable interest is focused presently on bulk am
phous alloys, a new class of materials.1,2 These alloys
~mostly Zr based! have a complex chemical composition a
possess a number of remarkable properties, in particula
high elastic deformation energy, a large Young’s modul
and so on. This particular interest stems also from the
that these materials can be obtained in bulk state, thus o
ing a possibility of realizing such attractive characteristics
a large volume. The glass-transition temperatureTg and the
crystallization temperatureTx of these alloys differ consid
erably. Thus there exists a comparatively broad tempera
interval within which they remain in the state of supercoo
liquid, but where their properties vary sharply. It is difficu
to understand what occurs with a bulk amorphous al
within the temperature intervalTg,T,Tx , because these
alloys are multicomponent. At the same time there exist
loys with DT5Tx2Tg.0 of a simpler chemical compos
tion, which have not yet been obtained in bulk state. Amo
such alloys is Ni70Mo10P20, which has a high thermal stabi
ity for Tg,T,Tx , as well as a good corrosion resistance3

This work uses a Ni–Mo–P alloy in an attempt to follo
the evolution of the amorphous state during heating, w
particular emphasis placed on its variations in theTx2Tg

interval. Investigation of the transformations occurring f
Tg,T,Tx is useful not only for understanding the trans
tions in bulk amorphous alloys but also provide new info
mation on the processes taking place in the structure o
amorphous alloy in the interval between the glass transi
and crystallization temperatures. Besides, they can shed
on the mechanism of crystallization, as well as on the str
ture and morphology of the forming crystal phases.
1421063-7834/98/40(9)/4/$15.00
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1. EXPERIMENTAL TECHNIQUES

The amorphous alloy Ni70Mo10P20 was obtained in the
form of a ribbon by quenching the melt onto a rapidly sp
ning disc. The ribbon was 1 mm wide and 40mm thick. The
structure was studied by diffraction techniques with a
emens D-500 diffractometer~with Cu Ka radiation! and
JEM-100 CX and JEOL-4000 EX electron microscopes. T
samples for the electron microscope studies were prep
by ion milling. The thermal properties were investigated w
a Perkin-Elmer differential scanning calorimeter. T
samples were heat treated in a resistance furnace and i
calorimeter, thus making it possible to measure the fract
of the transformation occurring during a heating or anne
Microdiffraction measurements in the JEOL-4000 EX micr
scope were performed under conditions where the exam
region did not exceed 15 nm in size. A more detailed d
scription of the experiment will be given in the correspon
ing Sections.

2. EXPERIMENTAL RESULTS

As follows from the thermogram in Fig. 1, the glas
transition temperatureTg of the Ni70Mo10P20 alloy under
study is lower than the crystallization temperatureTx . The
measurements were performed at a sample heating rate
K/min. The temperatureTg is 430 °C, andTx5457 °C.
While the difference between the glass-transition and cr
tallization temperatures is not large, it is sufficient to ca
out heat treatments for subsequent studies of the structu
the samples annealed in this temperature interval.

The samples were annealed for different times at te
peratures both below and above the glass-transition po
9 © 1998 American Institute of Physics
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1430 Phys. Solid State 40 (9), September 1998 Abrosimova et al.
The structure of the sample annealed at 400 °C for one h
is shown in Fig. 2. After this heat treatment the alloy
partially crystalline and contains an amorphous phase
crystalline eutectic colonies consisting of two phases. T
amorphous matrix is seen in the photomicrograph to h
uniform contrast without any features. Figure 3 presents
structure of a sample following a 20-min anneal at 435 °C
contrast to the preceding case, this structure exhibits a cle
pronounced spotty contrast. One cannot exclude naturally
possibility that most of the contrast is due here to variatio
in the thickness of the sample, and that the thinner regi
appear lighter. A question may arise, however, why a
annealing in this temperature interval, the samples prep
for electron microscope measurements under exactly
same conditions should become thinned nonuniformly. O
may suggest that this is due to different chemical comp
tion of the milled regions.

The alloy begins to crystallize in the regions lookin
lighter in the photomicrographs. Here fcc crystals of t
solid solution of Mo in Ni form, 20 to 30 nm in size. A
characteristic feature of this structure is that these nanoc
tals are in direct contact with one another, with
amorphous-phase zone in between. Figure 4a and 4b pre
images of such regions obtained with small magnificat
and high resolution. Note that the crystallization occurr
here before the sample thinning, and therefore the non
form distribution of crystals in the early stages of crysta
zation, namely, their appearance in the light regions, is
connected in any way with the sample thickness.

FIG. 2. Photomicrograph of a sample annealed at 400 °C for one hour

FIG. 1. Thermogram of the Ni70Mo10P20 alloy.
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Special attempts were made at studying the structur
the sample with spotty contrast. It should be pointed out t
such contrast appeared always in samples annealed in
temperature interval betweenTg andTx . The structure was
studied using the microdiffraction patterns obtained from
sample regions with spotty contrast. The region of t
sample responsible for the pattern was 15 nm in size
series of patterns was obtained in identical diffraction con
tions, which were carefully monitored. The patterns thus p
duced were subsequently digitized. The scattering~diffrac-

FIG. 3. Photomicrograph of a sample annealed at 435 °C for 20 min.

FIG. 4. Sample microstructure in the initial stages of crystallization~a
bright-field image, b high-resolution image!.
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tion! vector corresponding to the maximum intensity of t
main diffuse ring was measured using special ima
processing computer codes.

It was found that the scattering vector corresponding
the maximum intensity of the diffuse halo from the amo
phous phase varied from one region of the sample to ano
The maximum change of the scattering vectorS (S
52 sinu/l, where u is the scattering angle, andl is the
wavelength! was 0.1 nm21. Unfortunately, we cannot estab
lish a one-to-one correspondence between a given valu
the scattering vector and the contrast, because in some c
the different regions overlapped, and the scattering vec
had a continuous distribution. One can be certain, howe
that the scattering vectors corresponding to the maxima
the diffuse ring intensity change in going from one region
the amorphous sample to another.

X-ray diffraction studies of the sample structure revea
similar changes in the diffraction pattern. Figure 5 shows
first diffuse maxima for the original~curve1! and annealed
~curve2! samples. The position of the diffuse maximum
the original amorphous sample corresponds tod50.205 nm
(S54.88 nm21). Annealing distorts the shape of the diffus
maximum. An analysis of the shape of the maximum o
tained on an annealed sample shows that it can be fitte
two Gaussians, although one can see that the observed
fraction pattern can be better described by a larger numbe
Gaussians, which implies that the sample can be chara
ized by a set of coordination spheres with continuously va
ing radii. This variation is revealed still better in the initi
stages of crystallization~Fig. 6!. Curve 1 in Fig. 6 is the
same as in Fig. 5. Curve2 in Fig. 6 was obtained for a
sample annealed at 435 °C for 55 min. As the heat treatm
becomes longer, the accuracy of fitting a maximum w
only two Gaussians increases, and these maxima shift in
posite directions.

Crystallization starts with segregation of fcc crysta
of the solid solution of Mo in Ni. As the fraction of the
crystalline phase increases in the course of annealing,
shift of the left-hand diffuse maximum increases~up to

FIG. 5. X-ray diffraction patterns of~1! the initial sample and~2! the sample
annealed at 435 °C.
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S54.78 nm21). The lattice parameter of the Ni-based so
solution is 0.358 nm.

3. DISCUSSION

The nature of the processes occurring in amorphous
loys within the Tx2Tg temperature interval is fairly com
plex. It is known that physical properties change drama
cally between the glass-transition and crystallizati
temperatures, viz. the viscosity decreases, and the diffus
controlled processes are intensified. We showed4 the Ni–
Mo–P alloy to be very stable within this temperature inte
val. The crystallization activation energy is about 10
kJ/mole,4 which is higher than the corresponding figures f
most amorphous alloys, 145–250 kJ/mole~Ref. 5!. Hence
some processes resulting in a decrease of the free ener
the alloy take place in it within this temperature interval. O
of them could be segregation within the amorphous state
regions with different chemical composition and/or sho
range order. This argument is supported by the follow
experimental data.

1! There are some processes within this temperature
terval which give rise to the formation of regions about 1
nm in size producing different contrast in electron micr
scope images~Fig. 2!. The scattering vector changes fro
one point on the sample to another from 4.88 to 4.78 nm21;

2! In some regions, annealing above the glass-transi
temperature results in crystallization~with formation of Ni
nanocrystals!. These regions look lighter in electron micro
scope images. There is no transition amorphous-phase
gions between the nanocrystals~Fig. 4b!. Usually, the grains
of the nanophase produced in nanocrystallization are dis
uted uniformly throughout the amorphous matrix, and nan
rystals are separated by regions with amorphous structu6

The existence of these amorphous regions is usually rel
to a change in their chemical composition in the course
crystallization and, thus, to an increase of their therm
stability.7 The concentration redistribution may take pla
before the crystallization within the amorphous state, as w
as as a result of the primary crystallization, where the co
position of the as-formed crystals differs from that of t

FIG. 6. X-ray diffraction patterns of~1! the initial sample and~2! the sample
annealed at 435 °C for 55 min.
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matrix. Crystallization by the primary mechanism chang
the composition of the remaining amorphous matrix. O
may expect that the composition of the ‘‘light’’ regions co
responds to the solid solution of Mo in Ni, because while
witness here formation of several crystals, there is no am
phous matrix between the grains, and the nanocrystals
tact directly one another. Obviously enough, these regi
crystallize by the polymorphic mechanism, i.e. without a
change in the chemical composition. Phosphorus practic
does not dissolve in nickel,8 and therefore it can be expecte
that crystallization of an fcc Ni-based solid solution will co
centrate nearly all of the phosphorus in the amorphous
trix ~outside the light regions!. Estimation of the solid-
solution composition from the lattice parameter of the
phase by Vegard’s law yields;12 at. % Mo in Ni. This
value corresponds to the equilibrium solubility of Mo in N
at the annealing temperature. As for the excess phosph
it most likely becomes redistributed within the9dark9 con-
trast region before the onset of crystallization;

3! The mechanism of crystallization below the glas
transition temperature is different, namely, it involves eut
tic crystallization with formation of colonies. In this cas
redistribution of components before the crystallization is
significant or does not occur at all;

4! The distortion of the maximum in the x-ray diffrac
tion patterns obtained before and in the initial stages of c
tallization within theTg,T,Tx interval may also be con
nected with redistribution of the components in the course
heat treatment. One may expect that the phosphorus con
tration in the amorphous matrix should grow, because i
practically insoluble in fcc Ni.

It should be pointed out that phase segregation wit
amorphous state of phosphorus alloys was observed ear9

It was found10 that phosphorus-rich regions have a high
thermal stability, and therefore amorphous regions enric
in phosphorus should crystallize later. The phase comp
tion of these regions after crystallization is so far uncle
requiring further studies to determine it.
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Thus heat treatment of the amorphous Ni70Mo10P20 alloy
within the temperature interval between the glass-transi
and crystallization temperatures produces segregation
regions about 100 nm in size having different chemical co
positions. Crystallization within theTx2Tg interval starts
with the formation of groups of nanocrystals of the Ni-bas
solid solution. These groups appear in regions which, a
sample milling, look lighter in photomicrographs. Th
nanocrystals do not have amorphous-phase interfaces an
in direct contact with one another. These regions crystal
by polymorphic transitions. Annealing a sample below t
glass-transition temperature results in a change of the c
tallization mechanism and proceeds by the eutectic mec
nism.

The authors are grateful to V. V. Molokanov for prepa
ing the ribbons of the amorphous alloy.
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Effect of thermal expansion on the elastic moduli and Debye temperature
of paramagnetic lutetium
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The temperature dependence of the Young’s modulusE of paramagnetic lutetium has been
studied. It has been shown that an important reason for the dependenceE(T) is thermal expansion
of the crystal lattice, which also leads to a change in the Debye temperatureQ. The effect
of this factor is also revealed in the thermodynamic properties of metals. In particular, we have
shown that there is another contribution to variation of the total specific heat of lutetium,
associated with theQ(T) dependence and comparable with the electronic contribution. ©1998
American Institute of Physics.@S1063-7834~98!00209-3#
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Rare-earth 4f metals ~REM! are distinguished by the
anomalously strong effect of temperature and magnetic
dering on the elastic moduli of their crystal lattice.1,2 How-
ever, the reasons for this dependence have not yet been
cidated. The temperature dependence of the elastic modu
paramagnetic rare-earth metals have not been sufficiently
amined. As a consequence, a generally accepted meth
ogy for separating the nonmagnetic from the magnetic c
tributions to the elastic moduli of rare-earth metals has
yet been worked out.

Among the elements of the rare-earth series, param
netic lutetium possesses a completely filled shell in cont
to scandium and yttrium, where it is absent, and lanthan
in which it is empty. Therefore, the paramagnetic state
lutetium is most similar to the paramagnetic phase of
magnetically ordered rare-earth 4f metals.

Ultrasound studies of the elastic constants of high-pu
lutetium were reported in Ref. 3. On the basis of the d
obtained there, calculations were performed, which mad
possible to determine indirectly the average values
Young’s modulus, the shear modulus, and the bulk modu
However, reliable direct measurements of the elastic mo
of this metal are still lacking. The temperature dependenc
the elastic moduli and related lattice characteristics~Debye
temperature, lattice specific heat, etc.! has not yet been es
tablished.

In the present paper we report direct measurement
the temperature dependence of Young’s modulusE(T) in
polycrystalline lutetium in the temperature interval 4.2
370 K. The measurements used the method of free ben
vibrations of the sample, a thin rod, at frequencies in
acoustic range (;1 kHz!. The measurement technique a
preliminary results were described earlier in Ref. 4. T
present measurements of the elastic modulus are show
Fig. 1. The values of Young’s modulus we measured exc
the values obtained in Ref. 3 by roughly 10%, which is co
parable with their variation over the entire temperature in
val measured.
1431063-7834/98/40(9)/3/$15.00
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For a theoretical description of the isothermal Young
modulusET we employed the well-known thermodynam
relation5,6

ET5~]p/]u!T , ~1!

where the pressurep caused by the uniaxial deformation
expressed in terms of the derivative of the free energy of
crystal lattice with respect to the volume

p5~]F/]V!T , ~2!

and the uniaxial deformationu defines the relative change i
the volume.

The free energy of the crystal lattice for one mode in t
Debye approximation has the form5

FIG. 1. Temperature dependence of Young’s modulusE(T) of lutetium.
Solid line — theoretical calculation. Inset shows temperature dependen
the Debye temperatureQ(T) of lutetium.
3 © 1998 American Institute of Physics
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F~V,T!5F0~V!1~9/8!RQ013RT f~T/Q!1~1/2!zT2,
~3!

whereQ05Q(T50) is the value of the Debye temperatu
near absolute zero,F0(V) is the temperature-independe
part of F, R is the gas constant,z is the coefficient of the
electronic specific heat,

f ~x!5 ln~12exp~x!!2~1/3!D~x!, ~4!

D(x) is the tabulated Debye function. Finding the press
with the help of expression~2! and then expanding the ex
pression so obtained near the equilibrium volumeV0 in the
small variations of the volume associated with the additio
elastic deformationu, we obtain an expression for the lattic
part of the isothermal Young’s modulus in the form

ET5E02@3Rrg~122s!/M #TD~T/Q!. ~5!

In expression~5! we have introduced the following notation
E05ET (T50) for the low-temperature limit of the Young’
modulus,r for the density of the metal,s for Poisson’s
coefficient, andM for the molar mass~atomic weight!. The
Grüneisen constantg is equal to

g52~] ln Q/] ln V! ~6!

and reflects the degree of anharmonicity of the vibrations
the atoms of the crystal lattice. For typical metals,g lies in
the interval from one to three and is essentially constant o
a wide range of intermediate temperatures.7 According to the
ultrasound data,3 g is essentially constant for lutetium an
equal to unity to within better than 10% accuracy in t
temperature interval from 30 to 300 K.

Thus, neglecting the very weak temperature depende
of r, g, ands, the temperature-dependent part of Young
modulus of paramagnetic lutetium turns out to be prop
tional to TD(T/Q), i.e., it is proportional to the Debye en
ergy of the crystal lattice. This fact, as was indicated earli8

allows us within the limits of Debye model to indirectl
interrelate two independently measured sets of physical c
acteristics of a given material: the thermodynamic and ela
characteristics. Note also that the expression@expression~8!#
for the isothermal Young’s modulus, which we obtain
from general thermodynamic relations, has a form analog
to the expression obtained in Ref. 9 on the basis of the mo
of a solid body as a one-dimensional quantum ensembl
anharmonic oscillators.

The temperature dependence of the Young’s modulu
lutetium, calculated on the basis of expression~5! ~neglect-
ing the difference between the isothermal and adiabatic e
tic moduli!, is plotted in Fig. 1 by the solid line. In the
low-temperature region, almost up to 200 K, there is go
agreement between the calculated and experimental va
This agreement breaks down with further increase in
temperature. This is attributable, as was shown in Ref. 4
the presence of gaseous impurities in the metal.

It should also be noted that the existence of the e
tronic contributionEe to the elastic modulus follows for
mally from relation~3!

Ee5~1/2!@rge~122s!/M #zT2,

where the electronic Gru¨neisen parameter
e
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ge5~] ln z/] ln V!.

However, estimates show that in the case of paramagn
lutetium this contribution is negligibly small in compariso
with the effect of thermal expansion. Indeed, compar
these two contributions we find that we can neglect the e
tronic component of the elastic modulus providedzT/(3R)
!2D(x)(g/ge). For lutetium and other rare-earth meta
z;1023 J•K22

•mol21, andg/ge;1.7,10 As the temperature
is lowered,D(x) falls abruptly, and already at the temper
ture of liquid helium the given contributions to the elas
modulus become comparable.

The traditional treatment of the Debye model of a so
body ~see, e.g., Ref. 5! is based on a temperature
independent Debye temperature. However, as a consequ
of thermal expansion this assumption quickly comes i
contradiction both with the very definition of the Debye tem
perature~which is a function of the volume and, in a certa
sense, the average speed of sound5! and with the experimen-
tally determined fact of the constancy of the Gru¨neisen pa-
rameter@see Eq.~6!#. As will be shown below, although the
temperature dependenceQ(V(T)) for lutetium is compara-
tively weak, the contribution to the specific heat of the me
associated with the dependenceQ(V(T)) is comparable with
the electronic contribution and therefore should also be ta
into account.

The temperature dependence of the Debye tempera
for paramagnetic lutetium arising as a result of thermal
pansion can be determined directly from the definition of
Grüneisen constant~6!, which it is convenient to rewrite in
the form

]Q/Q52g~]V/V!.

Hence we immediately obtain that

Q5Q0 expS 2E
0

T

gbdTD , ~7!

whereb5b(T) is the bulk thermal expansion coefficient
The argument of the exponential in Eq.~7! is usually small,
so that the explicit form of the dependenceQ(V(T)) can be
represented in a form convenient for rough calculations

Q5Q0@12gDV/V#, ~8!

whereDV(T)/V(T) is the relative increment of the volum
of the body when it is heated to the temperatureT. The
so-calculated temperature dependence of the Debye tem
ture of lutetium is shown in the inset to Fig. 1. The quant
Q0 and the thermal expansion data were taken from Ref
which, however, did not calculate the dependenceQ(T). Ac-
cording to our calculations, the Debye temperature of lu
tium decreases monotonically from 184.5 to 182.5 K as
sample is heated from helium temperatures to room temp
ture and beyond.

On the basis of expression~3! for the free energy as wel
as the familiar thermodynamic relations it is also possible
arrive at an expression for the molar specific heat of
metal @with the dependenceQ(V(T)) taken into account#.
This expression, taking the electronic contribution into a
count, has the form



-
a

s

u
e

-
d
th

hi
g
ar
tie

e
n
ur
th
n
or
it

ific
1

m-
ebye

the

al

the
her-
als.
ce
astic
r

ct of
the
im-
he
the
nic

s
to

lies

n-
us-

al

hys.

a-

ts

i-

1435Phys. Solid State 40 (9), September 1998 Bodryakov et al.
Cp~T!5CV~x!F11x
dQ

dT G2

23RTxD~x!
d2Q

dT2
1zT, ~9!

where we have introduced the notation

CV~x!53R@4D~x!2~3/x!/~exp~1/x!21!#. ~10!

Note that expression~10! formally coincides with the expres
sion for the constant-volume Debye specific heat, which
sumesQ5Q05const.

Results of calculations of the specific heatCP(T) ac-
cording to relation~9! are plotted in Fig. 2 by the solid line
and compared with experimental measurements.11 It is nec-
essary to point out that the authors of Ref. 11 found a s
stantially different value than that given in Ref. 10 for th
electronic specific heat:z53.26 mJ• K22

• mol21 ~Ref. 10!,
z59.5 mJ• K22

• mol21 ~Ref. 11!. Such a discrepancy can
not be explained by experimental errors and is connecte
an essential way with the procedure for separating out
different contributions to the specific heat of the metal. T
discrepancy again emphasizes the importance of takin
correct account of the effect of anharmonicity and, in p
ticular, thermal expansion on the thermodynamic proper
of materials. The solid lines plottingCP(T) thus correspond
to two values ofz: those from Ref. 10 and Ref. 11. It can b
seen that for temperatures above 100 K the experime
points lie between the calculated curves. For temperat
below 100 K the experimental points lie somewhat above
calculated curves. Nevertheless, the agreement betwee
calculated and experimental data is completely satisfact
considering that the calculated curves were constructed w
out benefit of any additional information about the spec
heat of lutetium. We may add that the authors of Ref.
obtained a value of the Debye temperatureQ05166 K sig-
nificantly different from the results3 we used.

FIG. 2. Temperature dependence of the specific heat of lutetium. Poin
experimental values of the isobaric specific heatCP(T) ~Ref. 11!: Solid
lines are calculated curves@for Q5Q(T)#: 1 — CP(T) for z59.5 mJ
•K22

•mol21 according to Ref. 11,2 — CP(T) according to Ref. 10,3 —
electronic specific heatCe(T). For curves2 and 3 we adopted the value
z53.26 mJ•K22

•mol21. 4 — the contribution to the specific heat assoc
ated with thermal expansion,DC(T). The dashed line5 ~for Q5Q0

5184.5 K! is the specific heat at constant volume,CV(T).
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For comparison, the dashed line in Fig. 2 plots the te
perature dependence of the standard constant-volume D
specific heatCV0(T) for Q5Q05184.5 K ~Ref. 3!. The
lower part of Fig. 2 plots the temperature dependence of
electronic specific heat of lutetiumCe(T)5zT ~for
z53.26 mJ•K22

•mol21, Ref. 10! and also the contribution
DC(T) to the total specific heat of lutetium due to therm
expansion. The latter is calculated as the difference

DC~T!5CP~T!2CV0~T!2Ce~T!. ~11!

Thus, thermal expansion, due to the anharmonicity of
crystal lattice, has a noticeable effect on the elastic and t
modynamic properties of paramagnetic rare-earth met
Taking this effect into account is of fundamental importan
for understanding the temperature dependence of the el
moduli not only for lutetium, but, obviously, also of othe
rare-earth metals in their paramagnetic phases. The effe
this anharmonicity on the Debye temperature and thus on
thermodynamic properties of rare-earth metals is also an
portant factor. As the treatment of the contributions to t
specific heat of lutetium given here shows, this effect in
paramagnetic region can be comparable with the electro
contribution~Fig. 2!. In the magnetically ordered region it i
necessary to take this latter effect into account in order
correctly separate out the magnetic contribution to anoma
of the thermodynamic properties of rare-earth metals.

This work was partly supported by a grant from the Co
course Center for Fundamental Natural Sciences of the R
sian Ministry of General and Professional Education~Project
No. 95-0-7.2-165!.
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Amorphization of solids by fast neutrons
S. F. Dubinin, V. D. Parkhomenko, S. G. Teploukhov, and B. N. Goshchitski 

Institute of Metal Physics, Urals Branch of the Russian Academy of Sciences, 620219 Ekaterinburg, Russia
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Fiz. Tverd. Tela~St. Petersburg! 40, 1584–1588~September 1998!

The diffraction patterns of amorphous solids prepared in the traditional way and by fast neutron
bombardment are systematized. It is found that the diffraction patterns of these two classes
of materials are different. In the case of a single crystal of titanium nickelide we have demonstrated
here for the first time that these radiation-modified solids belong to the class of amorphous
materials of distortion type. ©1998 American Institute of Physics.@S1063-7834~98!00309-8#
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The first papers on the amorphization of solids by f
neutrons appeared more than ten years ago.1,2 In these works
it was found that the ferrogarnet Y3Fe5O12 and the interme-
tallic compound V2Zr with C-15 structure after bombard
ment by fast neutrons with a fluence ofF52 31020cm22

lose their translational symmetry and go over to the am
phous state.

In the last 15 years, several types of materials am
phized by fast neutrons have become known.3–5 As an ex-
ample, Figs. 1b and 1c display x-ray and neutron diffract
patterns of an irradiated single crystal of titanium nickeli
(F52.531020cm22, Tirr5340 K!, measured at 300 K~Ref.
5!. The scattering vectorski( i 51,2,3) corresponding to th
peak intensities of the diffraction maxima in Fig. 1c a
listed in Table I.

Table I also lists the experimental values ofki for other
amorphous materials of this class. It is noteworthy that
values ofki for different materials differ substantially. Thi
indicates a difference in the irradiated materials of the po
tional short-range order, which largely determines the d
fraction pattern.

One particular feature of these diffraction patterns is d
tinctly revealed by comparing them with well-known x-ra
diffraction patterns of amorphous materials in the literatu
obtained by quenching from the liquid phase. In this rega
Fig. 1a shows the x-ray diffraction pattern of amorpho
titanium nickelide amorphized in this way.6 The diffuse
peaks in this figure correspond to the scattering vector

k153 Å21, k255 Å21. ~1!

As follows from Figs. 1a–1c, the experimental situati
depends strongly on the means of preparation of the am
phous material.

It was noted long ago that this scattering vector is u
versal. This can be seen, for example, from Table II, wh
lists the scattering vectors of the diffuse maxima in the d
fraction patterns of amorphous materials prepared by tr
tional methods.6–8

The diffraction patterns of classical amorphous mater
have been quite reliably interpreted. It was found that th
universal character is largely due to the similarity of t
atomic short-range order of these materials in the amorph
and liquid states.7
1431063-7834/98/40(9)/5/$15.00
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It is specifically the absence of universality in the d
fraction patterns of solids amorphized by fast neutro
~Table I! that constitutes their distinguishing feature. A d
termination of the specifics of the structural state of am
phous materials of the given class is the main goal of
present work.

To solve this problem, we chose a single crystal of t
ordered binary alloy with a simple cubic lattice,b-Ti49Ni51.
The structural state of irradiated titanium nickelide and
formation about its point defects were obtained from res

FIG. 1. a — X-ray diffraction pattern of amorphous titanium nickelid
prepared by quenching from the liquid phase; b,c — x-ray and neu
diffraction patterns of amorphous titanium nickelide prepared by fast n
tron bombardment.
6 © 1998 American Institute of Physics
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tivity data. Detailed information about the samples and
technique is contained in Ref. 9.

First, let us properly consider the structure of amorpho
titanium nickelide, and then special features of amorphi
tion of solids by fast neutrons.

The most characteristic feature of titanium nickeli
amorphized by fast neutrons is that annealing of the irra
ated alloy regenerates not only the initial crystal structu
but also the degree of perfection of the initial single crys
This can be seen from Fig. 2, where the empty circles
dark squares represent respectively the~110! intensities of
the Bragg reflection in the neutron diffraction patterns of
initial and annealed ~after fast-neutron bombardmen!
samples.1! This fact is fundamental because it means that
positional near-range order of the amorphous phase h
direct relation to theB2 crystal phase~CP!. In other words, a
structural transition to the amorphous phase~AP! occurs un-
der the action of fast neutrons according to the direct sch
CP→AP, not in the sequence CP→LP→AP, as in the case o
quenching from the liquid phase~LP!.

In this light, let us turn our attention to the neutron d
fraction pattern of titanium nickelide in the amorphous st
and compare it with the neutron diffraction patterns of po
crystalline Ti49Ni51. The necessary data are contained
Figs. 3a and 3b. As can be seen from these figures, the
gular positions of the diffuse maxima approximately co
cide with the Bragg reflections~100!, ~110!, and~111! of the
startingB2 phase. Here, the first and third maxima in Fig.
as well as the Bragg reflections~100! and~111! in Fig. 3b are
superstructural. The origin of this superstructure is connec
to the preservation in the amorphous phase of titanium n
elide of chemical short-range order. It is logical to assu
that the intensities of the superstructure diffuse maxima
the diffraction pattern are proportional to the difference
the atomic scattering factors of nickel and titanium: (f Ni

2 f Ti)
2. Thus, in the case of diffraction of thermal neutro

the superstructure should be clearly visible since the nuc
scattering amplitudes of nickel and titanium have differe
signs, and should be absent in the diffraction pattern si
the atomic factors of Ni and Ti are positive and close
unity. This accords well with experiment@Figs. 1b and 1c#.

Thus, only one diffuse maximum in Figs. 1b and
corresponding tok52.9 Å21 characterizes the positiona
short-range order in irradiated Ti49Ni51. This constitutes one
more special feature of the diffraction pattern of amorpho
titanium nickelide amorphized by fast neutrons. The abse
in Fig. 1b of diffuse maxima in the regionk.3 Å21 is an
indication of compact positional short-range order or, s

TABLE I. Scattering vectors of the diffuse maxima in the diffraction pa
terns of solids amorphized by fast neutrons.

Initial
Compound phase k1 , Å21 k2 , Å21 k3 , Å21

V2Zr, Ref. 2 C-15 2.5 3.6 4.2
Mo3Si, Ref. 3 A-15 2.9 4.5
Gd3Ga5O12 , Ref. 4 Garnet 2.2 3.8
Ti49Ni51 , Ref. 5 B2 1.9 3.0 3.5
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differently, it is an indication that the arrangement of t
atoms in the radiation-modified alloy is more uniform.
view of this, let us turn now to the radial distribution func
tion of the atoms in such an alloy.

For isotropic systems the reduced radial distributi
function has the form10

g~r !215V/~2Np2r !E @ I ~k!21#sin~kr !kdk. ~2!

The functiong(r ) is proportional to the mean number o
atoms in a spherical shell with inner and outer radiir and
r 1dr. The quantityN/V in Eq. ~2! is equal to the mean
atomic density of the amorphous alloy, andI (k) is a struc-
ture factor, which after subtracting out well-known corre
tions gives the experimental diffraction pattern. Results
our calculation ofg(r ) are shown by the solid curve in Fig
4. As can be seen from this figure, with increasing dista
from the central atom (r 50) modulations of the atomic den
sity decay rapidly and abover 56 Å g(r ) becomes constan
and equal to its own mean value. For comparison, the das
line in this figure plots the functiong(r ) of titanium nick-
elide quenched from the liquid phase.6 It can be seen that the

FIG. 2. Structural reflection~110! in the neutron diffraction pattern of tita-
nium. 1 — before bombardment;2 — after annealing a sample of the allo
amorphized by fast neutrons.

TABLE II. Scattering vectors of the diffuse maxima in the diffraction pa
terns of materials amorphized by quenching from the liquid phase.

Initial
Material phase k1, Å21 k2 , Å21

Fe, Ref. 7 A2 3 5
NiTi, Ref. 6 B2 3 5
Ni60Nb8, Ref. 8 R 3 5
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modulations of the dashed curve extend out tor 510 Å, i.e.,
the short-range order in the classical amorphous alloy
more extended.

One more important difference between these two fu
tions in Fig. 4 is worthy of note. It shows up most distinct
in the structure of the second large modulation ofg(r ),
which includes within itself two maxima.6 Their positions
are marked by the arrows labeledL18 andL28 for the dashed
curve andL1 and L2 for the solid curve. It is logical to
assume that the heights of these maxima are proportion
the coordination numbers of crystalline lattices of the typ
responsible for the short-range order in the specific am
phous material. In the case in question, comparison mus
made with the characteristic atomic distances of abcc lattice,
whereas to analyze the functiong(r ) plotted in the figure by

FIG. 3. Neutron diffraction patterns of titanium nickelide amorphized
fast neutrons~a!, and of polycrystalline titanium nickelide~b!.

FIG. 4. Radial distribution functions of atoms in amorphous titanium ni
elide.1 — after quenching,2 — after bombardment by fast neutrons.
is

-

to
s
r-
be

the dashed line, it is necessary to use atomic distance
close-packed lattices such asfcc.

The coordination numbers forbcc and fcc lattices are
given in Figs. 5a and 5b, respectively. This figure plots
atomic distances and coordination numbers which we beli
form the maximum in question. Their ratio qualitatively e
plains the magnitudes of the corresponding partial maxim
Fig. 4.

Let us summarize the first result of the present wo
pertaining to the structure of titanium nickelide amorphiz
by fast neutrons. First, this is that its positional short-ran
order corresponds to the initialB2 phase and not to a dense
packed crystal structure~as is the case in an amorphous all
obtained by the traditional means!. Second, chemical short
range order is preserved in the amorphous phase. And
nally, the positional short-range order of radiation-modifi
titanium nickelide is more compact.

Let us turn now to a discussion of the origin of th
amorphization effect in irradiated titanium nickelide. Earli
it was shown11 that the reason for amorphization is radiatio
defects which give rise to random displacements of the
oms from sites of the original cubic lattice. Let us consid
here in more detail a qualitative model of fast-neutro
bombarded titanium nickelide, whose structure is stable o
a wide temperature range.

In the case under consideration, radiation damage oc
according to the schemen0→PDA→CAC, wheren0 is a
fast neutron; PDA is an atom knocked out of a lattice site
the fast neutron and which it is customary to call a prima
displaced atom; and CAC is the cascade of atomic collisi
created by the PDA as it brakes in the crystal. Cross sect

-

FIG. 5. Atomic filling functions of nearest coordination spheres of abcc
lattice ~a! and afcc lattice ~b!.
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of the indicated reactions are discussed in detail in Ref.
According to experiment11 it may be surmised that th

amorphous phase is formed at the site of origination of
CAC in bulk Ti49Ni51. In connection with this, let us deter
mine the mean volume of the CAC micro-regionV. The
relationship betweenV and the fraction of amorphous pha
C in the sample (Tirr580 K, F51.531019cm2, C50.42,
Ref. 11! is given by the well-known formula13

C512exp~2VNsF!, ~3!

whereN ands are well-known parameters.11 Assuming the
shape of the amorphous cluster to be spherical, we find
diameter to be equal to 70 Å. Thus, the component part
the amorphous material are of quite small size. Let us de
eate the circumstances associated with this fact.

As is well known,12 the PDA transfers energy to th
CAC micro-region in the amount of several tens of ke
Since the relaxation time of the CAC is very smallt
>10211210210s, Ref. 12!, it may be expected that after th
passage of the CAC in this region of the crystal the po
tional disorder will be fixed and similar to the structure of t
liquid phase. However, the experimental situation does
correspond to such a simple physical scheme. In fact, ty
of multicomponent solids are known~and here we are no
speaking about pure metals! which are in general not amor
phized by fast neutrons at 80 K~these include, for example
spinels14 and FeNiCr alloys15!, but are only atomically dis-
ordered.

In our view, in the construction of a realistic picture
radiation effects it is necessary to take account of the
that the CAC micro-region is small; consequently, the latt
region surrounding it should block amorphization of this
gion at the relaxation stage. Within the framework of o
model, restoration of the atomic periodicity in the CAC r
gion can be held up by substitutional defects and po
defects,2! if they cause sufficiently large local deformation
of the crystal and their number exceeds some critical leve11

Unfortunately, a correct determination of the amplitu
of the atomic displacements and concentration of point
fects is difficult to wring out of diffraction experiments
Therefore we will estimate these quantities from indirect d
and by calculation.

A point defect may be considered as a center giving
to atomic displacements in its vicinity. For calculational pu
poses, we shall assume the medium surrounding the p
defect to be an isotropic, elastic continuum. In this mode
displacement of an atom located a distancer from the defect
takes place in the radial direction and is equal to16

UPD5c/r 2, ~4!

where c is a constant characterizing the ‘‘strength’’ of th
defect. Since vacancies in an irradiated alloy exist ove
wide temperature range, in what follows we will take on
this type of point defect into account. In the case of vac
cies the atomic displacements are directed toward the de
and the constantc has the value 0.033v, where v is the
atomic volume. We shall give the calculated values ofUPD

for r 52 and 5 Å. They are respectively 0.1 and 0.01
Thus, the zone of local distortions due to a given vacanc
.
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a sphere not greater than 5 Å in radius. It is logical to
sume that the atomic-substitution distortions about the
fectsUAS follow the same scheme. Distortions in the give
case arise out of the 10% difference between the atomic r
of nickel and titanium. According to our estimates, the ma
mum amplitude of the atomic displacements~relative to their
ideal positions in aB2 lattice! in the micro-region damaged
by the CAC does not exceedU5UPD1UAS50.2 Å. The
need for atomic disordering in the amorphization mechan
of titanium nickelide is not limited to just the considerab
contribution to the total magnitude of the atomic displac
ments. The need for it is apparently also connected with
fact that a higher concentration of point defects can
reached in a disordered alloy than in an ordered alloy.

The critical number of vacanciesn ensuring amorphiza-
tion of the micro-region damaged by the CAC can be e
mated byn5v/w, wherew is the volume of the zone dis
torted by an individual vacancy. This formula assumes t
the zonesw fill up the entire micro-region. The critical valu
of n is found to be 150. This amounts to about 1% of t
total number of atoms in the CAC.

The estimated values ofU and n are, in our opinion,
physically reasonable; however, more direct and relia
methods for determining them are needed.

To summarize, in this paper we have constructed
model of the structural state of amorphous titanium nic
elide, prepared by fast-neutron bombardment. According
this model, the amorphization that takes place in radiati
modified Ti49Ni51 is not the classical kind, but the so-calle
amorphization of distortion type. Here we are speaking
distortions of the initial crystal on the scale of the unit ce

The centers of atomic displacements in the crystal
radiation defects, specifically atomic substitution defects~the
atomic radii of titanium and nickel differ by 10%! and point
defects~most probably, these are vacancies!. In order for an
amorphization effect to exist in a metallic alloy over a wid
temperature interval, a certain number of point defects m
be present in the crystal, capable of causing strong dis
tions of the crystal lattice.

According to our estimates, the maximum amplitude
the atomic displacements in modified titanium nickelide
around 7% of the initial lattice parameter, and the critic
concentration of vacancies is equal to 1%. It is entirely na
ral that the atomic packing and the characteristics distan
in such an amorphous phase should not differ greatly fr
the values of these parameters in the starting crystal.
specifically for this reason that the macroscopic structure
the single crystal is regenerated after annealing an am
phous sample of titanium nickelide.

To elucidate the universality of the proposed model
amorphization of solids by fast neutrons, it is necessary
test this model for a large number of cases. Experiments
single-crystal samples are needed. Unfortunately, of
works cited1–4 only in Ref. 4 was an experiment conducte
on a single crystal sample, specifically a sample of gallium
gadolinium garnet. That the crystal belonged to the class
amorphous structures of distortion type was demonstrate
the result of an isochronous anneal of irradiated gallium
gadolinium oxide. After the anneal of the amorphous ox
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the macroscopic structure of the single-crystal sample
regenerated.

This work was carried out with the financial support
the State Scientific–Technical Program ‘‘Neutron Studies
Matter’’ ~Project No. 96-104!, the Russian Fund for Funda
mental Research~Projects No. 98-02-17341 and No. 98-0
16166! and the Program of State Support for Leading Sci
tific Schools of the Russian Federation~Project No. 96-15-
96515!.

1!The reversibility of the macroscopic structure of the titanium nickel
single crystal, in our opinion, completely resolves the question whethe
diffuse diffraction pattern in Fig. 1~c! is the result of formation of a nano
structure in the irradiated alloy.

2!Note here that in contrast to crystalline metals, defects in an amorp
solid cannot be considered as a local deviation from an ideal structur
defect in an amorphous metal is a region in which the atomic den
deviates significantly from its mean value. For example, negative (n-type!
and positive (p-type! fluctuations of the atomic density occur. These tw
types of defects of the amorphous structure correspond to vacancie
interstitials in crystalline solids. With all due reservations, for simplic
we will maintain the terminology of point defects of an ideal crystal
further discussion of this experiment.
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The role of auto-ionization transitions in the formation of the extended fine structure
of high-energy secondary electron spectra

V. I. Grebennikov and O. B. Sokolov

Institute of Metal Physics, Urals Branch of the Russian Academy of Sciences, 620219 Ekaterinburg, Russia
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~Submitted April 13, 1998!
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Extended fine structure~EFS! of secondary electron~SE! spectra has been detected beyond the
high-energy (;720 and;840 eV) LVV Auger lines in iron and nickel. Two mechanisms
of its formation are considered: 1! direct transitions of electrons to the final statep according to
Fermi’s ‘‘golden rule’’ and 2! second-order processes of auto-ionization type, passing
through excitation of a core electron to an intermediate stateq of the continuum with subsequent
filling of the hole formed during this process by a valence electron and transition of the
electron from the intermediate stateq to the final statep. Interference of the direct wave with
the wave reflected from neighboring atoms generates the EFS both in the final (p) and
in the intermediate (q) state with two different periods determined by the wave numbersp and
q. Comparison of calculated extended fine structures with the experimentally observed
ones leads to the conclusion that the structure is formed by second-order auto-ionization processes.
© 1998 American Institute of Physics.@S1063-7834~98!00409-2#
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Electron, x-ray, and optical spectroscopy are ba
on electron transitions from initial states to final ones, wh
are usually described by Fermi’s ‘‘golden rule.’’ In trad
tional spectroscopy such an approach is well recommen
However, new experimental techniques have recently
peared which do not fit into the usual theoretical schem
and require the development of new approaches for t
mathematical description. These include studies of the
tended fine structure~EFS! arising in the secondary-electro
~SE! spectra beyond the Auger lines in a solid body. T
extended fine structure consists of oscillations in the int
sity of SE emission with a period on the order of tens
electron-volts~eV! and an extent of hundreds of eV, lying o
the high-energy side of theCVV Auger line ~transitions in
which a core levelC and two valence (V) electrons partici-
pate!. Such a structure was first observed by Chester
Pritchard1 and Jenkins and Chung2 in 1971. As the mecha
nism of its formation, MacDonnelet al.3 in 1973 proposed
coherent scattering of the experimentally recorded electr
by the crystal potential of the sample. The seconda
electron emission mechanism proposed in Ref. 3 is not e
getically coupled with the Auger transition. This approa
was developed further by a number of authors.4–9 The most
complete results within the framework of this approach w
obtained in 1992 by Aebiet al.10 They calculated the
secondary-electron spectrum of copper and established
lationship between the calculated and experimentally
served spectral features for kinetic energies between 150
250 eV. The calculated maxima turned out to be noticea
shifted toward higher energies in comparison with t
1441063-7834/98/40(9)/6/$15.00
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observed maxima. Moreover, the calculation generally d
not reproduce the last three experimental peaks.

An alternative mechanism explaining the features of
secondary-electron spectrum beyond theMVV Auger lines
in transition metals was proposed by Baderet al.11 in 1983
and applied in 1986 by DeCrescenziet al.12,13to interpret the
oscillations in the secondary-electron spectrum. As
mechanism forming the EFS, Baderet al. proposed EXAFS-
like scattering of electrons in an intermediate state wh
participates in an auto-ionization process. The au
ionization mechanism affords a qualitative explanation of
location of the EFS on the high-energy side of theMVV
Auger line of Co, Ni, and Cu, since the given process has
energy threshold coinciding with the position of the corr
sponding Auger line. In 1992 Grebennikov and Sokolo14

developed a theoretical description of this process allow
for scattering of an electron by the surrounding atoms both
the intermediate and in the final state, which leads to
appearance of two structural terms in the spectrum.

Within the context of a cluster calculation, Vedrinsk�
et al.8 in 1995 estimated the intensities of various proces
in the vicinity of theMVV Auger line of copper. They con
cluded that the spectrum is formed mainly as a result
direct emission of electrons from the valence states, and
the intensity of the auto-ionization process amounts
10215%. Unfortunately, they did not calculate the copp
spectrum itself, rather its so-called Fourier filtration, whi
contains contributions only from the first coordinate spher
it is assumed that the signal is formed by oscillations of o
one type. Their calculation reproduces the period of the
1 © 1998 American Institute of Physics
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cillations of the Fourier filtration, but differs noticeably from
it in amplitude. Analytical estimates for arbitrary energies
the inner levels and kinetic energies of the contributio
from the various processes forming the secondary-elec
emission spectra, based on model wave functions, w
made in Ref. 15, where it was shown that under certain c
ditions the intensity of the auto-ionization process can
comparable with the intensity of the direct transitions. W
may also mention the polemics of the proponents of the
extreme views of the given problem by Woodruff6 and
De Crescenzi,16 which is being carried on among research
in this field4–10,16–23to this present day.

Summarizing the above discussion, it can definitely
said that at present there is no established set of ideas a
the physical mechanism responsible for the formation of
EFS in secondary electron spectra, and that such a situa
may lead to a loss of interest among experimenters in
method of spectroscopy. This is cause for regret since E
can be a very useful tool for investigating the local atom
structure of a surface. Among its advantages are its en
selectivity, allowing one to determine the environment
atoms of specific chemical elements and, what is also imp
tant, the easy availability and simplicity of the experimen
apparatus necessary for its realization: all one needs i
off-the-shelf Auger analyzer.

The aim of the present paper is to set up and carry
special experiments, which together with a theoretical in
pretation of their results would make it possible to determ
the physical mechanism of the EFS in secondary elec
spectra.

1. THEORETICAL DESCRIPTION

Let us consider processes of secondary electron crea
during inelastic scattering of high-energy electrons~3–
10 keV!. Figures 1~a! and 1~b! show the direct transitions o

FIG. 1. Diagram of electron transitions. a, b — direct transitions from a c
level L or valence bandb to the final statep; c, d — second-order auto
ionization transitions through an intermediate stateq to the same final state
p; e — LVV Auger transition, defining the energy threshold of processe
and d.
f
s
n

re
n-
e

o

s

e
out
e
ion
is
S

gy
f
r-
l
an

ut
r-
e
n

on

an electron from a core level~which, with a view to experi-
ments which will be discussed presently, we denote by
symbolL) and from the valence bandb to some final statep
with energy varying from zero to 1 keV, which is measur
by a detector. These standard transitions are describe
first-order perturbation theory.

The transition in second-order theory to the same fi
statep is depicted by Fig. 1~c!. It is realized in two steps:
first, the core electron transitions to some intermediate s
q, and the hole thus formed at the levelL is then filled by a
valence electronb, and the intermediary electronq transi-
tions to the final statep. There also exists a correspondin
exchange process@Fig. 1~d!#. The transitions shown in Figs
1~c! and 1~d!, are strongly reminiscent of the well-know
auto-ionization process24 with the difference that its first
step, auto-ionization, takes place in the given case not fro
localized low-energy resonance state, but from the stateq,
belonging to the continuum. Not forgetting this differenc
we will also use the same term—auto-ionization—for t
second-order transitions.

The amplitude of the second-order transition contains
integral over all possible intermediate statesq. However, the
well-known resonance denominator causes the contribu
from the excited states to predominate. However, the ene
of these states, to within their width~in our case 122 eV!,
satisfies the energy conservation law;25 therefore we may se
Ep2Eq'uEb2ELu. Hence, it follows in particular that the
auto-ionization transitions@Figs. 1~c! and 1~d!# have an en-
ergy threshold equal to the energy of the corresponding
ger line@Fig. 1~e!# while the direct transitions@Figs. 1~a! and
1~b!# begin from zero kinetic energy of the secondary ele
trons.

The experimental signal is equal to the sum of contrib
tions from all processes shown in Fig. 1~and also from tran-
sitions from other levels which are left out of the figure!.
Two paths are available in order to figure out which of the
are the most important. The first is to carry out theoreti
estimates of the probabilities of all the transitions in the so
~the EFS is formed as a result of scattering of electrons
the surrounding atoms!. The second is to attempt to identif
qualitative differences between the intermediate stateq and
final statep and, if any are found, determine the role of th
second-order processes by comparing the characteristic
tures of the experimental signal with the theoretically p
dicted features.

Since both the intermediate stateq and the final statep
belong to the continuum, at first glance it may seem t
there is no fundamental difference between them. In an a
such is indeed the case. However, in condensed matte
wave functions are distorted due to elastic scattering
waves by the immediate environment of the ionized~central!
atom, which leads to the appearance of the EFS, as in
AFS spectroscopy.25–27 The reason for its appearance is t
interference of waves. Figure 2 shows two waves: the dir
wave, traveling in the direction of the detector, and a wa
resulting from reflection by a neighboring atom. The
waves have a phase difference which is determined by
geometrical path differencel 5R(12cosu) and the wave
numberp, whereR is the distance to the atom andu is the
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scattering angle. The phase factor exp(ipl) leads to intensity
oscillations in response to variations of the wave numbep
of the electron~or its energyEp5\2p2/2m). In Refs. 25 and
26 it was shown that for angular averaging~under the con-
ditions of the experiment or, for example, in a polycryst
amorphous material, etc.! the main contribution to the vari
able signal comes from backscattering (u5p) with the
boundary value of the wave path differencel 52R. Wave
interference takes place both in the final statep and in the
intermediate stateq; therefore the emission current contai
two oscillating terms

J~p!5Jat~p!S 11Re(
j

@A~p!x~p!12B~p!x~q!# D ,

~1!

where

x~p!5 f ~p, p!~ ipRj
2!21W~p2!exp~ i2~p1 ig!Rj !. ~2!

Equation~1! contains a sum over the atomsj of the environ-
ment of the central atom. The contribution from the interm
diate stateq is also given by Eq.~2! with p replaced byq.
The wave numbers are related by the law of conservatio
energy

p2/22q2/25EL . ~3!

Here EL is the binding energy of the core level~in atomic
units!, Eb>0, Jat(p) is the atomic current,f (p, p) is the
backscattering amplitude of thej th atom, located a distanc
Rj from the center,g is the inverse attenuation length of th
wave in the material,W(p2) is the Debye–Waller factor
which depends on the temperature and the square of the
mentum transfer and, finally,A andB are weighting factors,
which assign the transition probabilities and also the sca
ing phases of the central atom.

The oscillating factorsx(p) and x(q) have the same
form as in the theory of x-ray absorption~EXAFS!.27 The
quantityB is entirely determined by second-order proces
while the quantityA is determined mainly by first-orde
transitions.28–30

Thus, the EFS of the secondary electron spectrum dif
from the x-ray absorption~EXAFS! by an additional oscil-
lating termx(q), which depends onq, the wave number of
the electron in the intermediate state~in the resonance ap
proximation this term follows from conservation of energy!.

FIG. 2. Interference of the direct electron wave and the electron wave
flected from a neighboring atom, leading to the appearance of the exte
fine structure~EFS!.
,

-

of

o-

r-

s

rs

In the EFS beyond the low-energyMVV (;60 eV! Auger
lines in 3d metals, which are the usual object of study he
the coefficientA(p) is larger than the coefficientB(p).
However, because of their different energy dependen
separate spectral regions can exist, in which this relatio
reversed. Taking into account the two different Deby
Waller factorsW(p2) andW(q2) which govern the intensi-
ties of the terms this can lead to anomalies in the tempera
behavior of the EFS spectra,31 as are observed in iron an
nickel.

Nevertheless, when low-energy levels are excited,
difference between the wave numbers in the final and in
mediate states is small; therefore the periods of the osc
tions x(p) andx(q) differ only insignificantly, which does
not allow them to be clearly distinguished.

In order to make this difference apparent, we decided
look at the EFS above the high-energy andLVV Auger lines
in iron and nickel.

2. EXPERIMENT

The experiment was performed on a JAMP-10S~JEOL!
Auger spectrometer with a cylindrical-mirror energy an
lyzer (DE/E50.35%! in backscattering geometry with
vacuum of 1027 Pa or better. We examined a polycrystallin
Fe sample~99.99! and a Ni~200! single crystal~99.99!. The
surfaces of the sample were pre-cleaned in an ultraso
bath of pure alcohol and acetone. In the analytic chambe
the device the surfaces of the samples were cleaned by
etching (Ar1, 1 kV! with a subsequent cyclic recrystalliza
tion anneal at 800 K~Ref. 32!. During the course of the
experiment the chemical purity of the surface was monito
by Auger electron spectroscopy, where the amount of im
rity atoms, namely argon and carbon, in the investigated
gion did not exceed altogether one atomic percent.

The secondary electron spectra of iron and nickel w
recorded in 1-eV steps. The final spectrum was obtained
summing 1000 scans, where each scan was obtained w
statistic of 1000 counts at each point of the energy sc
with the ratio of the EFS signal to noise ratio was;1/10.
The EFS of theLVV spectrum of iron was obtained by inte
gration, and the EFS of theLVV spectrum of nickel was
made in the first-derivative regime~modulation amplitude
p2p 5 V!. Both experiments were performed with th
samples at room temperature. In the process of accumula
the spectra the investigated surfaces were cleaned by sof
etching ~Ar, 500 V! for 30 s after every 10 scans
(;20 min). Intermediate etching of the surfaces by a s
ion beam allowed us to keep the amount of impurity atoms
a minimum during the course of the experiment. Althoug
for the purposes of this study, the type of surface struct
has no fundamental importance~only the distance betwee
neighboring atoms is important!, it may be noted that, ac
cording to numerous studies~see, e.g., Ref. 33!, ion beams of
such energies leave the single-crystal character of the sur
essentially untouched. The oscillating parts of the EFS w
extracted from the experimental results by subtracting
the non-oscillatory component, which was approximated
a spline. The final nickel spectrum was obtained by num
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cally integrating the raw spectrum obtained in the fir
derivative regime.

3. RESULTS AND DISCUSSION

The EFS of the secondary electron spectra of iron
nickel are shown in Fig. 3. The kinetic energies of the s
ondary electrons for iron and nickel are plotted along
upper and lower horizontal axis, respectively. Both spec
are plotted against the same energy scale, with theL3VV
Auger lines of both elements lined up with the origin of th
common scale. The energy measured from theL3VV Auger
peak is indicated on the middle axis~the common scale!. If
we takeEb'0, then this is the energy of the intermedia
resonance statesEq . Recall that the nickel spectrum wa
recorded in the first-derivative regime with subsequent in
gration; therefore it contains less noise than the iron sp
trum.

FIG. 3. Secondary electron spectrum of iron and nickel above theLVV
Auger lines, and their oscillating parts. The arrows show the energies o
the Auger lines. Calculated signals from scattering in the intermediate
(q) ~identical for Fe and Ni! and from scattering in the final state (p) for Fe.
-

d
-
e
a

-
c-

The extent of the fine structure of theLVV spectra is not
great~around 100 eV! in comparison with theMVV spectra.
This is due to the small excitation cross section of the d
levels and decreased level of coherent scattering for elect
with large kinetic energy. The iron and nickel spectra cont
almost the same oscillations, on which are the we
expressedL1VV Auger lines are superimposed. Two mo
lines—L1M1V and L1M2,3V—are located in the given en
ergy interval. Their contribution, along with the contributio
of other Auger lines of possible impurity atoms, is discuss
in detail below. We will show that their intensity is neglig
bly small. Therefore, let us first consider effects associa
with coherent scattering in the intermediate and final sta

We base the analysis on the energy conservation law~3!
establishing a connection between the observed electrop
and the intermediate resonance statesq. The structural terms
x(q) and x(p) lead to oscillations in the spectrum~1! in
response to variation of the momentump or energyEp of the
observed electrons. It is not hard to obtain a simple relati
ship between the periods of the oscillations originating fro
the intermediate state and the final state

Tq /Tp5q/p5A12EL /Ep. ~4!

Since the binding energyEL (;720 eV in Fe and;870 eV
in Ni! and the kinetic energiesEp of the recorded electron
in the case of theLVV spectra are quite similar over th
entire existence interval of the EFS, the periodsTq and Tp

differ greatly, one from the other~by roughly a factor of
three!.

The interference terms Rex(p) and Rex(q) ~in arbi-
trary units! are also plotted in Fig. 3. The functionsx(q) in
nickel and iron coincide since the distance to neighbor
atoms is the same in them:R52.48 Å. The functionsx(p),
generally speaking, are different, but these differences
not large; therefore only one of them~for iron! is shown in
the figure. Comparison of the experimental and calcula
data clearly indicates that the observed extended fine st
tures originate in the coherent scattering in the intermed
states which take part in the auto-ionization process. So
difference between the phase of the experimental signal
that of the calculated functionx(q) in the region of the
L1VV Auger line may be due to the influence of this line a
possible inaccuracies associated with it in the subtraction
the background—the non-oscillatory part of the spectru
The almost complete coincidence of the oscillations in
iron and nickel spectra has as its origin the identical energ
of the intermediate resonance states for the chosen mann
measuring the kinetic energies~for identical interatomic dis-
tances!. Interference in the final states leads to periods co
pletely different from those observed.

Note that a comparison of the periods of the two types
oscillations calculated according to Eq.~4! with the experi-
mental results of De Crescenziet al.16 for the EFS of the
M4,5VV lines of silver~energy;350 eV! leads to analogous
results and conclusions.

The question now arises, why is the second-order per
bation theory, which one would naturally assume to
weaker, suddenly stronger than the first-order theory?
course, we are not dealing here with atomic probabiliti
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A(p)@B(p) in Eq. ~1!. The reasons have to do with th
physics of the solid state and consist in the significan
greater probability of coherent elastic scattering of the lo
energyq electron by neighboring atoms in comparison w
the high-energy electronp ~Ref. 31!. In Eq.~2! the amplitude
f (q, p). f (p, p), but the decisive contribution comes fro
the Debye–Waller factor

W~p2!5expS 2
2

3
p2^DR2& D ~5!

and the analogous Debye–Waller factorW(q2), the argu-
ment of the exponential in both of which is proportional
the corresponding energy,Ep or Eq , as a result of which
W(q2)@W(p2). It is specifically for this reason that the o
cillations formed by scattering in the intermediate states
ceed the analogous oscillations due to scattering in the
states. The relative intensity of the signals from the interm
diate (q) state and final (p) state is given by

Bpu f ~q,p!uW~q2!

Aqu f ~p,p!uW~p2!
. ~6!

Using the electron backscattering amplitudes from the ta
of Teo and Lee,34 estimates from Ref. 31, and the Debye
Waller factors from Ref. 35, we find that the intensity of t
q-type oscillations exceeds the intensity of thep-type oscil-
lations by roughly a factor of three for Fe and a factor of
for Ni.

The examined fine structure of the secondary elect
spectra is a very weak signal with amplitude around 1%
the constant component of the spectrum. This necessi
careful checking and analysis of possible alternative ex
nations of the experimental results. Let us turn now to
results of such an analysis.

In the energy interval under consideration, besides
L1VV Auger line, two more lines appear~their energies are
noted in Fig. 3! which previously went undetected due
their low intensity. The appearance of Auger lines from u
controlled impurities atoms is also a possibility. In such
case, is it possible in the given precision experiment to rev
such Auger lines but no EXAFS-like structure? To answ
this question, we recorded spectra at a raised sample
perature~500 K! under the same conditions and for the sa
statistics as the above-described spectra atT5300 K. At
T5500 K theL1VV Auger line remained, but the rest of th
structure could not be extracted from the noise. In our op
ion, this is evidence of the considered EXAFS-like mech
nism. Auger transitions are specifically atomic processes
should not depend on thermal vibrations of the atoms. C
trary to this, the approach developed here is based on w
interference, which is governed by the interatomic dista
and the Debye–Waller factors~5!, which fall off rapidly with
increase of temperature,^DR2&}T.

We performed another control experiment with the a
of checking the threshold nature of the mechanism of E
formation. Spectra were recorded with energies less than
energy of theLMM series of Auger lines~in the interval of
critical energies 4002600 eV, where Auger peaks are a
sent!. We were not able to detect an EFS in the spec
y
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region. We propose the following interpretation. Cohere
elastic scattering in final states with such energy is weak~the
backscattering amplitudes and the Debye–Waller factor
small! and the auto-ionization channel is practically exclud
since the most probable~resonance! energy of the interme-
diate statesEq'Ep2EL,0 lies in the region of occupied
states. This channel is opened when the energy of the
ondary electrons exceeds the energy of the Auger line.

To summarize, we have shown theoretically and exp
mentally that extended fine structures in secondary elec
spectra above the high-energy Auger lines~the L2,3VV lines
of iron and nickel! are a new physical phenomenon, which
not encompassed within the framework of Fermi’s stand
‘‘golden rule.’’ It has its origin in a threshold auto-ionizatio
process, to which we must add coherent, elastic scatterin
electrons of intermediate states by the immediate envir
ment of the central atom.
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We present here for the first time polarized reflection spectra and optical conductivity spectra of
single crystals of the newly deuterated organic conductork-(D8-BEDT–TTF!2@Hg~SCN!2Br#
at room temperature. The spectral region investigated is 700240 000 cm21. We examined the
effect of deuteration on electronic and electron–vibrational transitions observed in the
spectra. The observed shift of the electron ‘‘dimer’’ transition in the infrared toward lower
frequencies upon deuteration is linked with an increase in the interaction between neighboring,
mutually perpendicular dimers in the structure of the deuterated crystal. A lowering of the
symmetry of the BEDT–TTF molecule is demonstrated in crystals similar tok-~BEDT–TTF!2

@Hg~SCN!2Br#, relative to the symmetryD2h of the free molecule. We refine the
assignment of the spectral features determined by the interaction of electrons with the fully-
symmetric intramolecular vibrations of the C5C, C–S, and C–C–Hbonds of the BEDT–TTF
molecule. © 1998 American Institute of Physics.@S1063-7834~98!00509-7#
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As of the present time, a large number of highly co
ducting, low-dimensional organic compounds based on
nor and acceptor molecules have been synthesized, man
ing a wide variety in their chemical composition
stoichiometry, crystal structure, and other properties.1–3 Ion-
radical salts based on the bis~ethylenedithio!tetrathi-
afulvalene~BEDT–TTF! molecule occupy a central plac
among these compounds since they include supercondu
with the highest superconducting transition temperatures
organic compounds (Tc.10 K!1,2 and conductors that un
dergo transition to the insulating state at low
temperatures.1,3 Compounds of both types often have ve
similar crystal structures, packing of the BEDT–TTF mo
ecules in conducting layers, and band filling.

Recently, we carried out optical studies on the electro
structure and electron–vibrational interaction of a new gro
of isostructural organic conductors having metal–insula
transition, based on this molecule:k-~BEDT–TTF!2

@Hg~SCN!2Br#, k-~BEDT–TTF!2@Hg~SCN!Cl2# ~Ref. 4!, and
k-~BEDT–TTF!2@Hg~SCN!2Cl# ~Ref. 5!. These studies
showed that the chemical modification of the anion tak
place in this series of compounds leads to considerable q
titative differences in their optical properties. Thus, for e
ample, a substantial difference in the oscillator strengths
the electronic and electron–vibrational transitions in the
frared is observed in the indicated series of salts, along w
a corresponding difference in the effective mass of the qu
two-dimensional valence electrons and, apparently a dif
ence in the electron–electron interaction.

In the course of these studies we investigated the op
1441063-7834/98/40(9)/4/$15.00
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spectra of a bromine-containing salt in which the BEDT
TTF molecule was modified by isotopic substitution of de
terium for hydrogen: k-(D8-BEDT–TTF!2@Hg~SCN!2Br#.
The effect of isotopic substitution in the BEDT–TTF mo
ecule on its optical properties was investigated for the sup
conductors k-~BEDT–TTF!2@Cu~SCN!2# ~Refs. 6–8! and
k-~BEDT–TTF!2Cu@N~CN!2#Br ~Refs. 9 and 10!. The goal
of these studies was to examine the electron–vibrationa
teraction~EVI! characteristic of these objects and the relat
between its features manifested in the infrared spectra
the shape of the vibrations. A study of the crystal struct
and electrical conductivity of the deuterated conduc
k-~D8–BEDT–TTF!2@Hg~SCN!2Br# was presented in Ref
11. The results of this study are used in part here in
discussion of the results of the present study.

1. EXPERIMENT

The crystals ofk-~D8–BEDT–TTF!2@Hg~SCN!2Br# ~the
D8 salt, for short! and k-(H8–BEDT–TTF!2@Hg~SCN!2Br#
~the H8 salt! are isostructural and belong to the monoclin
systemB2/b, Z54. The main crystallographic parameters
the D8 salt are: a537.044, b58.307, c511.721 Å,
b589.30°, V53607 Å3, and of the H8 salt are: a
537.039,b58.321, c511.713 Å, b589.66°, V53610 Å3

~Ref. 11! ~the notation of the crystallographic parameters
that used in Ref. 12!.

The crystal structure of both salts consists of tw
dimensional layers of the cation–radicals BEDT–TTF par
lel to the ~100! plane which alternate along thea axis with
layers of the polymeric anion@Hg~SCN!2Br#2. The cation–
7 © 1998 American Institute of Physics
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radical layers consist of the dimers~BEDT–TTF!2
1 packed

orthogonally, one with respect to the other~the k phase!. In
the structure of the cation layer there are two shortened
termolecular contactsS . . . S in thedimers and six shortene
intermolecular contacts between the dimers. Important
ferences in the structure of the cation layer are observed
in the interplanar distances between the molecules form
the dimers~3.51 Å in the H8 salt and 3.58 Å in the D8 salt!
and in the values of the angles between the central C5C
bond of the BEDT–TTF molecule and thec axis (87.21° in
the H8 salt and 91.05° in the D8 salt!. The anions form
chains extending along thec axis.

The crystals are thin, black, shiny, not complete
formed rhombic platelets with the most developed~100! face
having typical dimensions 0.530.530.05 mm. Thec andb
axes are directed parallel and perpendicular to the long d
onal of the rhombus, respectively. Thea axis is perpendicu-
lar to the most developed face.

Polarized reflection spectraR(v) for almost normal in-
cidence of the incoming light on the various faces of t
crystals were measured at room temperature on a Br
IFS-88 infrared Fourier spectrometer constructed from an
frared microscope and a KRS-5 polarizer, in the spec
range 70025500 cm21 and on a double-beam microspe
troreflectometer developed at GOI~State Optical Institute!,
with a Glen–Thompson prism as the polarizer in the spec
range 9000240 000 cm21. The diameter of the light probe
of the two instruments was 75 and 25mm, respectively. The
absolute value of the reflection coefficientR was determined
from ratios to an aluminum mirror and two standard ref
ence mirrors made out of SiC and quartz. The reflect
spectra in the spectral range 70025500 cm21 were recorded
in the regime of extended accumulation of interferogra
~up to 10 000 scans!, which allowed us to achieve a high
(.20) signal-to-noise ratio for such small crystals. The a
solute measurement error in the second spectral range
1.5%. Reflection was measured from the natural growth f
of the crystals~100!, where we chose the most specular se
ment of the surface for the measurements. The crystals w
oriented in the light wave field along the long diagonal of t
rhombusc: Eic andE'c(ib).

Optical conduction spectras(v) were obtained from the
reflection spectra by means of the Kramers–Kronig relatio
The technique used in the calculations for extrapolating
reflection spectra to lower and higher frequencies, and
into the region 550029000 cm21, is described in our earlie
papers.4,5

2. EXPERIMENTAL RESULTS AND DISCUSSION

Figures 1 and 2 display reflection spectra from the~100!
face of k-(D8-BEDT–TTF!2@Hg~SCN!2Br# in the spectral
range 700240 000 cm21, the polarizations without the elec
tric vector of the light waveE parallel to theb andc axes,
respectively. For comparison, the corresponding reflec
spectra ofk-~H8-BEDT–TTF!2@Hg~SCN!2Br# from our pre-
vious paper~Ref. 4! are also shown.

Optical conductivity spectras(v) of the D8 and H8 salts
in the range 80025500 cm21, obtained from the reflection
n-
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spectra forEib andEic, are shown in Figs. 3 and 4, respe
tively. The general form of the spectra and their anisotro
are typical of conducting BEDT–TTF salts in thek phase. A
wide maximum in the s(v) spectra is observed a
210022400 cm21 for Eib and at 260022800 cm21 for Eic,
which, according to the data of Ref. 5, is determined chie
by charge transport between BEDT–TTF molecules in
dimer. The low-frequency side of this electronic maximu
has characteristic vibrational structure, due, as is w
known, to interaction of the electrons with the fully symme
ric, intramolecular vibrations (Ag) of the BEDT–TTF mol-
ecule. It can be seen from Figs. 3 and 4 that upon deutera
the maximum undergoes a weak shift~of approximately
200 cm21! toward lower frequencies. A calculation of th
s(v) spectra based on a cluster~‘‘tetrameric’’! theory of
optical properties developed fork-phase salts in Ref. 13
showed that the shift of the electronic maximum towa
lower frequencies results from taking the interaction betwe
neighboring, mutually perpendicular dimers into accou
Therefore, the observed shift of the electronic maximum
the spectra is apparently evidence of an increase in this
teraction caused by deuteration. It may be conjectured
the increase in the role of the interaction between neighb
ing dimers in charge transport is due to the above-indica
increase in the distance between BEDT–TTF molecules
the dimer upon deuteration~without any change in the cor
responding distances between dimers!.

Figures 3 and 4 show that the largest change in the d

FIG. 1. Reflection spectra ofk-~D8-BEDT–TTF!2@Hg~SCN!2Br# ~1! and
k-~H8-BEDT–TTF!2@Hg~SCN!2Br# ~2! single crystals from the~100! face in
Eib polarization. The inset displays the low-frequency part (70021500
cm21! of the spectrum, in which the structural features of the electro
vibrational interaction are located.
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terated s(v) spectra occurs in the region of electron
vibrational structure (;85021350 cm21). It can be seen
that the intense electron–vibrational bands observed in
spectra of the H8 salt at 1295 and 1164 cm21 for Eib and at
1305 and 1174 cm21 for Eic in the spectra of the D8 salt are
absent. In their place new, weaker bands appear at lo
frequencies: 1114 and 1024 cm21 (Eib), 1115 and
1024 cm21 (Eic). The assignment of the electron
vibrational features observed in the spectra can be made
suming eitherD2h symmetry~as in Ref. 14! or D2 symmetry
~as in Ref. 15! of the ET molecule. In the first case, there a
12 fully symmetric, intramolecular vibrations while in th
second case there are 19 fully symmetric vibrations. ForD2

symmetry there are two vibrations of the isolated BEDT
TTF molecule in the indicated region which include motio
of the hydrogen atoms—the deformational vibrations of
C–C–H groupsAgn6 and Agn7 ~observed values 1281 an
1147 cm21, calculated values 1289 and 1195 cm21, respec-
tively, Ref. 15!. For D2h symmetry in this region there i
only one such vibration at 1290 cm21 ~Ref. 14!. The shift of
the two vibrational features toward lower frequencies o
served upon deuteration points to a lowering of the symm
try of the BEDT–TTF molecule in a crystal relative to th
D2h symmetry of the isolated molecule and confirms o
earlier assignment4,5 to the vibrationsAgn6 and Agn7 . The
authors of Ref. 9, departing from the symmetry of the m

FIG. 2. Reflection spectra ofk-~D8-BEDT–TTF!2@Hg~SCN!2Br# ~1! and
k-~H8-BEDT–TTF!2@Hg~SCN!2Br# ~2! single crystals from the~100! face in
the Eic polarization. The inset displays the low-frequency part (7
21500 cm21! of the spectrum, in which the structural features of t
electron–vibrational interaction are located.
e
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ecule, which isD2h , assign the feature at 1174 cm21 to vi-
brations with symmetryB3u or B2g .

It can be seen from Figs. 3 and 4 that the intense, w
feature at 1204 cm21 (Eib) and 1257 cm21 (Eic) in the
spectrum of the H8 salt, which, as we represented it in Ref.
is the Agn4 vibration due to an interaction of the electron
with the valence vibrations of the central C5C bond,~ob-
served value 1494 cm21, calculated value 1549 cm21, Ref.
15! is shifted insignificantly upon deuteration. The inset
Fig. 1 shows that the features due to the interaction of
electrons with the vibrationsAgn6 and Agn7 appear in the
reflection spectrum forEib in the form of dips in this wide
band. Such a form is evidence of interference of the th
indicated electron–vibrational states. In theEic polarization
this fact is not so clearly noticeable. It should be noted t
the participation of the deformational vibrations of the H
C–H bonds (Agn5 , 1421 cm21) in the electron–vibrationa
interaction~EVI! remains unclear.

We assign the sharp peak at 877 cm21 (Eib) and
881 cm21 (Eic) to valence vibrations of the C–S group
(Agn10, 876 cm21). It can be seen that this band undergo
a weak positive shift (15 cm21 for Eib and 17 cm21 for
Eic) upon deuteration. A theoretical calculation of the fu
damental vibrations, including the C–S bonds, for isola

FIG. 3. Optical conductivity spectra of crystals ofk-~D8-BEDT–TTF!2

@Hg~SCN!2Br# ~1! andk-~H8-BEDT–TTF!2@Hg~SCN!2Br# ~2! for Eib. The
numbers next to the curves give the positions of the maxima~in cm21! of the
main features of the electron–vibrational interaction.
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molecules of H8- and D8-BEDT–TTF ~Ref. 14! also indi-
cates a small positive shift~115 cm21) upon deuteration.

It should be emphasized that strong bands at 1486, 1
1174, and 912 cm21 are observed in the Raman spectra
the related saltk-~BEDT–TTF!2Cu@N~CN!2#Br ~Ref. 9!.
This fact confirms our assignment of the intense EVI featu
in the infrared spectra of the investigated compounds.

Besides the EVI features in thes(v) spectra of both
salts forEic already considered~Fig. 4!, we also observed a
very narrow band at 2109 cm21, which we assigned in Ref. 4
to optically active valence vibrations of the CN groups of t

FIG. 4. Optical conductivity spectra of crystals ofk-~D8-BEDT–TTF!2

@Hg~SCN!2Br# ~1! andk-~H8-BEDT–TTF!2@Hg~SCN!2Br# ~2! for Eic. The
numbers next to the curves give the positions of the maxima~in cm21) of
the main features of the electron–vibrational interaction.
6,
f

s

polymeric anion. It can be seen that this band is identica
shape and position for both these salts, i.e., it is insensitiv
the changes in the configuration of the SCN groups obser
in Ref. 11 upon deuteration.
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Influence of magnetic scattering centers in the insulator component of the composite
HTSC1Cu12xNixO on its resistive properties

M. I. Petrov, D. A. Balaev, K. A. Sha khutdinov, and S. G. Ovchinnikov

L. V. Kirenski� Institute of Physics, Siberian Branch of the Russian Academy of Sciences,
660036 Krasnoyarsk, Russia
~Submitted February 2, 1998!
Fiz. Tverd. Tela~St. Petersburg! 40, 159921603 ~September 1998!

We present results of an experimental study of the effect of magnetic scattering centers~nickel!
in the insulator component~cuprous oxide! of the composite HTSC1Cu12xNixO on its
transport properties. A suppression of the superconducting properties of this system is observed
to take place with increasing nickel content. The results are analyzed within the framework
of the model of strong electron correlations. ©1998 American Institute of Physics.
@S1063-7834~98!00609-1#
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Weak bonds in materials based on HTSC’s are prese
under intense study, both theoretically and experimenta
motivated by the fact that they display most striking
carrier-pairing regularities.1 A study of the transport proper
ties of two-component composite samples, one whose c
ponents is a HTSC and the other is either an insulator (I ) or
semiconductor (Sm) or normal metal (N), is tantamount to a
study of the transport properties of an artificially created n
work of weak bonds of given type (S2I 2S, S2Sm2S, S
2N2S, whereS is a superconductor!.2–8 Despite the fact
that the weak bonds in such composites are distributed
domly with respect to geometrical dimensions, the transp
characteristics@temperature dependence of the critical c
rentJc(T) and resistanceR(T), current–voltage characteris
tics ~CVC!# reflect the primary regularities of supercurre
flow through an effective contact of the corresponding ty
We prepared composites based on the classical HT
Y3/4Lu1/4Ba2Cu3O7 and CuO.8,9 We showed that such a sys
tem is an example of a network of weak bonds ofS2I 2S
type. Current–voltage characteristics of quasitunneling t
and thermally activated phase slippage~TAPS! are charac-
teristic of such a system belowTc ~Ref. 10!. When CuO is
transformed by lithium doping into a superconductor, co
posites based on it manifest the characteristics of a netw
of weak S2Sm2S bonds — specifically, we are lookin
here at a transformation of the CVC from quasitunneling
metallic and the appearance of a plateau inJc(T) in the
low-temperature region as a result of increased carrier c
centration in the superconductor constituent.7,11 A study of
HTSC1BaPbO3 composites with paramagnetic impuritie
introduced in the normal metal BaPbO3 ~Ref. 12! motivated
us to examine the influence of magnetic scattering cen
introduced in the insulator component of the HTSC1CuO
composite. The choice of CuO is based on the experime
observation of an absence of chemical interaction betw
the HTSC with 12223 structure and the cuprous oxide,
was shown by electron microscopy13 and x-ray diffraction
studies.8,13 Although CuO is a semiconductor, at temper
tures below 100 K its resistivity (r) is 15 orders of magni-
1451063-7834/98/40(9)/5/$15.00
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tude larger than the resistivity of the HTSC;14 for this reason
CuO can be taken to be an insulator in our case. Doping
CuO by isovalent nickel should not, in our opinion, lead
the induction of valence and the appearance of impurity c
riers in contrast to nonisovalent doping of CuO by
~CuO:Li!, which gives rise to a substantial growth in th
conductivity and even a change in its character with incre
ing concentration of impurity carriers.7,15 In Refs. 16–18 it
was theoretically shown that magnetic impurities introduc
into the insulting barrier also suppress the Josephson su
current. The present paper reports an experimental stud
the influence of a nickel impurity in a CuO matrix on th
resistive properties of HTSC1Cu12xNixO composites.

1. EXPERIMENT

Composite samples having the formu
HTSC1Cu12xNixO were prepared in the following way
First, the initial components of the composite to be prepa
were synthesized: Y3/4Lu1/4Ba2Cu3O7 and Cu12xNixO. The
standard ceramic technique was used to synthe
Y3/4Lu1/4Ba2Cu3O7. Cu12xNixO was prepared by the ce
ramic technique from CuO and NiO at 950 °C. The synthe
time was;40 h with several intermediate grindings.

A Debyegram of the sample with the large
x—Cu0.94Ni0.06O ~samples withx,0.06 were not investi-
gated since the standard x-ray technique does not give
able results in this case!—revealed the presence of two cry
tallographic phases in which a solid solution the syst
~CuO!12x~NiO!x can exist. These results are in full agre
ment with the conclusions of Ref. 19. Magnetic measu
ments were performed in the components of the compo
Cu12xNixO with x50, 0.01, 0.03, 0.06 using a vibratin
magnetometer.20 Figure 1 plots the magnetization depe
dence on the temperature of the samples in the interval
2300 K, measured in a fieldH55 kOe. A monotonic in-
crease of the absolute value of the magnetization with
crease of the nickel content is evident in the samples, as
as a decrease of the Ne´el temperature with increase ofx ~for
1 © 1998 American Institute of Physics
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FIG. 1. Temperature dependence of the magnetizationM of Cu12xNixO as a function ofx. x50, 0.01, 0.03, 0.06. Isotherms are drawn with a 5 K step.
Arrows indicate the Ne´el temperature.
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CuO TN is ;250 K, which is in qualitative agreement wit
the data of Refs. 14 and 21!. Although this value is some
what larger than the value measured by other authors an
probably due to impurities and a possible oxygen nonstoi
ometry, what is more important in the given case is the re
tive variation of the Ne´el temperature with doping of CuO
with nickel. Measurements of the magnetizationM (H) of
the components of the composites were performed in fie
up to 60 kOe atT54.2 K. All of the dependences turned o
to be linear, their slopes increasing monotonically w
growth ofx. Analysis of these measurements showed that
magnetization is additive in the nickel concentration. On
basis of magnetic measurements and x-ray diffraction s
ies, we can describe the Cu12xNixO system as an antiferro
magnetic CuO matrix in which copper atoms are random
replaced by nickel atoms. These atoms can enter as a
tional magnetic scattering centers for carriers of the sup
conducting current in a network of weakS2I 2S bonds with
a barrier formed from such material.

The mixture of powdered components of the compos
to be formed, taken in the required proportions~85 vol %
HTSC and 15 vol% Cu12xNixO!, were pressed into pellet
which were then loaded into the working zone of a furna
heated to 910 °C. The pellets were kept at this tempera
for 2 min and then loaded into a second furnace at 350
where they were kept for 3 h, after which they were allow
to cool in the furnace. All of the samples investigated in t
work were prepared from a single series of initial ingredie
to avoid random deviations of their physical properties as
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ciated with possible impurities and variations in their stoic
ometry and particulars of their preparation.

Figure 2 plots the resistivity of samples of the compos
HTSC1Cu12xNixO as a function of temperature and com
position, normalized tor ~93.5 K! for x50, 0.01, 0.03, 0.06.
The absolute values ofr ~93.5 K! of the composites were
0.055V•cm for x50, 0.069V•cm for x50.01, 0.061V
•cm for x50.03, and 0.059V•cm for x50.06, i.e., within
the limits of measurement error the values of the resistiv
at 93.5 K @r ~93.5 K!# for all samples of the composit
HTSC1Cu12xNixO can be taken to be identical. Hence w
conclude that nickel is not an additional scattering center
ordinary current carriers as they tunnel through the insula
interlayer. The form of ther(T) curves is the same as fo
HTSC1 CuO composite samples:8 they have a quasi-
semiconductor character up to the superconducting trans
temperature of the HTSC grains~93.5 K! ~not shown in Fig.
2!, which is followed by an abrupt decrease in the resista
corresponding to transition to the superconducting state
the HTSC grains~the invariance of this temperature for allx
and its equality toTc of the starting HTSC point to an ab
sence of nickel diffusion into the HTSC!, and they have a
smooth ‘‘tail’’ reflecting the transition to the superconduc
ing state of the weak bonds. This part of the dependence
x50 has been attributed to thermal fluctuations~TAPS!10 in
a network of Josephson junctions.8

It is explicitly clear from Fig. 2 that the temperature o
the transition to the state of zero resistance falls as the ni
content in the insulator component of the composite is
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FIG. 2. Temperature dependence of the normalized electrical resistanceR(T)/R ~93.5 K! as a function ofx for composite samples 85 vol.%
Y3/4Lu1/4Ba2Cu3O7115 vol%Cu12xNixO. x50, 0.01, 0.03, 0.06.
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creased. Since the volume fraction of Cu12xNixO in all the
composite samples was the same~15 vol%!, and likewise the
particulars of their preparation, the decrease in the temp
ture at which the resistance vanishes can be explained
by an additional~besides TAPS! magnetic scattering of the
supercurrent carriers in the insulating interlayer.

2. DISCUSSION

According to the phase diagram of the syste
Cu12xNixO ~Ref. 19!, for x,0.05 a solid solution with
monoclinic CuO structure exists, i.e., the substitution C
→ Ni can be considered as isostructural. Changes in the e
tronic structure and magnetic properties caused by suc
substitution were treated for the system La2Cu12xNixO in
Ref. 22 with the aid of exact diagonalization of the micr
electronic Hamiltonian of thep2d model for CuO4 and
CuO6 clusters. Since the immediate environment of the c
per and nickel atoms in Cu12xNixO is almost the same, th
calculated results of Ref. 22 can also be applied to this s
tem.

According to Ref. 22, the substitution Cu→Ni in oxides
does not result in the formation of the bivalent configurat
Ni21(d8) with spin s51, which is energetically unfavore
because of the strong intra-atomic electron correlations of
3d electrons. It is more favorable for the two holes~relative
to the filled 3d10 shell! not to be localized in the 3d8 state,
but to be partly ‘‘smeared’’ over the nearest neighbors, t
is, oxygen ions, so that the wave function of the two-h
state can be written as a superposition of the 3d9L and
3d10L2 configurations
a-
ly

c-
a

-

s-

e

t

u2&5u0up5d10p5&2v0~ up6d9p5&1up5d9p6&)/A2, ~1!

where the coefficientsu0 and v0 are determined by such
parameters of the Hamiltonian of thep2d model as the
charge transfer energy, the copper–oxygen Coulomb inte
tion, and the energies of thep andd levels in the crystal field.
Thus, because of covalency effects the nickel ion is found
the diamagnetic stated10 with probabilityu0

2 and in the state
d9 with spin s51/2 with probabilityv0

2. The weight of the
configurationd8 with spins51 is small (;1%!; therefore it
can be neglected. All these conclusions are valid only
low concentrations of the substituent atoms, i.e., forx!1.

Let us apply these ideas to an analysis of the magn
and electrical properties of the composites described ab
In an antiferromagnetic CuO matrix, according to Eq.~1!,
the substitution Cu→ Ni with probability v0

2 conserves the
s51/2 spin, and with probabilityu0

2 leads to diamagnetic
dilution. The suppression of antiferromagnetism can be
plained by diamagnetic dilution, where the falloff ofTN is
proportional to the concentration of diamagnetic cente
dTN /dx;u0

2x. From the data of Fig. 1, for Cu12xNixO we
havedTN /dx>25 K/at. %, which is quite close to the valu
dTN /dx525.5 K/at. % in the system La2Cu12xNixO ~Ref.
23!.

The electrical properties of the system Cu12xNixO are
configured by the fact that with the appearance of the tw
hole states~1!, deep impurity levels are formed in the on
electron spectrum,24 which by virtue of their large depth
(;1 eV! do not affect the carrier concentration~at room
temperature and below!, which is determined by the intrinsic
defects in CuO. Therefore, the resistance forT.Tc of the
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HTSC, i.e., for ordinary carriers in the composi
HTSC1Cu12xNixO, is not a function of nickel doping. No
is the onset point of the transitionTc , which is determined
by the superconducting transition inside the HTSC gra
since the probability of nickel diffusion into the HTSC grain
is exceedingly small in view of the short annealing time
the composite. As for the depression of the temperature
the transition to zero resistance in the sample, it is neces
to consider tunneling in a composite with antiferromagne
insulating interlayers.

Since even in optimally doped HTSC’s, antiferroma
netic correlations exist on scalesjA larger than the coherenc
length of a Cooper pair,jS , motion of such a pair take
place, as it were, against a background of antiferromagn
order. Therefore, for tunneling in the system HTSC1 CuO,
the presence of antiferromagnetic order in CuO will scarc
lead to additional breaking of Cooper pairs. A different si
ation arises in the case of Cu12xNixO, where the antiferro-
magnetic structure containsd10L2 diamagnetic centers.

It is well known that in an antiferromagnet containin
diamagnetic substitutions, because of the nonequivalenc
one of the sublattices, an uncompensated moment appea
the vicinity of the diamagnetic impurity. Such moments we
detected by measurements of the static magnetic suscep
ity in La2Cu12xAxO4, A5Zn, Ga, Al ~Refs. 23 and 25! and
from NMR data in YBa2~Cu12xZnx)3O7 ~Ref. 26!. Scatter-
ing by such impurity magnetic moments suppresses su
conductivity in the usual way according to BCS theory. F
ure 3 plots the dependence of the antiferromagn
correlation lengthjA in Cu12xNixO, calculated according to
the formulajA5q0 /Ax ~Ref. 27! for a053.08 Å, wherea0

is the nearest-neighbor Cu–Cu distance in CuO~right axis!.
Figure 3 also plots the dependence of the temperatur
which the resistance of the HTSC1Cu12xNixO composites
becomes equal to zero, as a function ofx ~left axis!. The
correlation between these two dependences is obvious.

The additional salient point in theR(T) curves in

FIG. 3. Concentration dependence of the antiferromagnetic correla
length jA for Cu12xNixO ~solid line! and the temperature at which the r
sistance of the HTSC1Cu12xNixO composites goes to zero~filled circles!.
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Fig. 2 appearing belowTc with growth ofx can be compared
to an analogous salient point in theR(T) curves
in YBa2Cu3O7/Pr0.7Sr0.3MnO3/Ag and YBa2Cu3O7/
Pr0.7Sr0.3MnO3 /YBa2Cu3O7 sandwiches with a ferromag
netic barrier layer.28 Apparently, scattering by the magnet
moments in the magnetically ordered barrier layer is resp
sible for the indicated salient points.

In high-temperature superconductors, phase layerin
often observed,29 where the non-conducting and superco
ducting phases can form ordered one-dimensio
superstructures.30,31 The composite systems HTSC1CuO
that we have investigated can be considered as artifici
created systems with phase layering where, in contras
natural layering, we have the possibility of intentionally i
troducing magnetic impurities into the non-conducting lay
and studying their effect on the tunneling of Cooper pairs

In the system Y3/4Lu1/4Ba2Cu3O71Cu12xNixO we dis-
covered three important experimental facts: 1! independence
of the transition temperatureTc and the resistance above th
transition temperature of the level of nickel doping, 2! a
lowering of the temperature at which the resistance vanis
with growth in the nickel concentration, and 3! the appear-
ance of special features in theR(T) curves belowTc . All of
these facts are qualitatively explained by peculiarities in
electronic structure of CuO and changes in it wrought
substitution of nickel for copper. The appearance of m
netic moments in the insulating interlayer is caused not o
by the states Ni21(3d8) with spin s51, which have a very
high energy due to effects of strong electron correlations,
also by the diamagnetic configurationsd10L2. The uncom-
pensatedness of the CuO antiferromagnetic sublattices in
vicinity of the diamagnetic spin hole also gives a magne
moment with effective spin,1/2 per impurity atom. The
reduction of the superconducting properties
HTSC1Cu12xNixO composites with increasingx correlates
with the decrease in the antiferromagnetic correlation len
in Cu12xNixO, where the latter fulfills the role of a tunnelin
interlayer in the network ofS2I 2S bonds of these compos
ites.
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diffraction studies of the samples, and K. S. Aleksandrov
useful discussions.
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Characteristic features of the low-temperature thermal conductivity of highly-enriched
and natural germanium

A. P. Zhernov and D. A. Zhernov
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Institute of Superconductivity and Solid-State Physics, Moscow, Russia
~Submitted February 10, 1998!
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Experimental data on the thermal conductivityK(T) of natural and highly enriched~99.99%!
Ge70 crystals with ground and polished surfaces are analyzed in the temperature interval
;228 K. In all samples, the boundary scattering mechanism predominates in the interval from
2 to 4.0 K. As temperature increases, in highly enriched samplesN processes start to
contribute to phonon transport and the behavior ofK(T) corresponds to viscous Poiseuille flow
of a phonon gas. The isotopic scattering mechanism plays a large role in isotopically
nonideal samples. ©1998 American Institute of Physics.@S1063-7834~98!00709-6#
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Recently, V. I. Ozhogin’s group synthesized chemica
pure, perfect and highly enriched Ge70 crystals~with 99.99%
enrichment!. A study of different properties of these crysta
was initiated. An experimental investigation of the therm
conductivity K(T) both in a highly enriched sample and
Ge70 samples with 96% enrichment and a natural sample
wide temperature intervals has been already b
performed.1,2 Corresponding data have been obtained b
for crystals with fine polishing of the surface and for cryst
with a more coarsely worked~ground! surface~see details in
Ref. 2!. As a result, we have unique experimental data
studying in greater detail kinetic processes in regular syst
and the role of isotopic disorder in kinetics.

In the present paper we analyze the experimental dat
Refs. 1 and 2, obtained for the range of liquid-helium te
peratures from 2 to 8 K. First, the effect of the degree
working of the sample surfaces and the possible role
strong dispersion of the acoustic phonon spectrum of ger
nium are studied in natural Ge samples. Second, for the
of highly enriched and perfect samples, the possibility of
manifestation of an effect predicted by R. N. Gurzhi is d
cussed. The essence of this effect is that quasiparticle
placements occurring in a phonon flux can be regarded u
certain conditions as a random walk~similar to a Poiseuille
flow of a fluid!.3,4 The point is that, at very low temperature
for an acoustic phonon mode with frequencyv and polariza-
tion j , the relaxation rate due to anharmonic Umklapp p
cesses (U), in which short-wavelength phonons with larg
momenta participate directly, is exponentially small:

1/tU
~ j !;v2Texp~2Bj /T!.

At the same time the relaxation rates for longitudinall and
transverset modes on account of normalN-processes, in
which any phonons can participate, including only lon
wavelength phonons, are described by power-law temp
ture dependences
1451063-7834/98/40(9)/4/$15.00
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1/tN
~ l !;vT4, 1/tN

~ t !;v2T3

~see, for example, Refs. 4 and 5!. For this reason, for the
corresponding mean-free paths there exist, as is well kno
a temperature interval such that

l N!d! l U ,

where d is the characteristic sample size. In the indicat
interval, in the case of very perfect monoisotopic crysta
the effect of statistical defects and isotopic disorder on
structure of the nonequilibrium distribution function is veile
by N processes. The only resistive processes is scatterin
the walls of the sample. However, because the nonresistivN
processes are more frequent the phonon transport mean
pathlength increases effectively as;d2/ l n ~Ref. 3; see also
Refs. 4–6!.

L. P. Mezhov-Deglin has performed measurements
the thermal conductivity in very perfect and monoisotop
samples of solid He4 and observed the characteristic featur
predicted by R. N. Gurzhi, in the temperature behavior
K(T) in the region to the left of the maximum~Ref. 7; see
also Ref. 8!. But, except for solid helium, as far as we know
the hydrodynamic region has not been reliably identified
other materials.

1. GENERAL RELATIONS

We shall express the thermal conductivityK of the lat-
tice in the standard form9

K~T!5(
j 51

3
kB

4p2v j
S kBT

h D 3E
0

zD, j
dzt j~z!

z4ez

~ez21!2
. ~1!

HerezD, j5kQ j /kBT andt j (z) are, respectively, the reduce
Debye temperature and the relaxation time of the pho
mode with polarization indexj and group velocityv j .
6 © 1998 American Institute of Physics
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We shall consider only the boundary scattering p
cesses~i.e., the region of very low temperatures!. In this
situationt is a relaxation time determined by boundary sc
tering. For the case of diffuse boundary scattering and
infinitely long samplet j

(b,c)5 l c /n j , where l c is the mean-
free pathlength of the phonon mode~or the Casimir
length10!. For samples with cross sectionS the Casimir
length is given byl c51.12AS.

The effect of fine polishing as well as grinding~the case
of coarser working! of the surface on the temperature depe
dence of the thermal conductivity can be studied qual
tively in the Ziman–Soffer theory.9,11 This theory contains
the relaxation time

t j
~b!5

l c

v j

11P~kj ,f!

12P~kj ,f!
,

P~kj ,f!5exp@2~2kjhcos~f!!2#. ~2!

Here P is the specularity factor, which for thej-th mode
depends on the phonon wave vectorkj and its orientation,
i.e., the anglef; h is a parameter characterizing the degr
of polishing of the surface. We note thatk5v/n j and
f5p/22Q, where Q is the angle made by the phono
wave vector and a unit vector in the direction of the tempe
ture gradient.

Let us substitute the expression~2! into Eq. ~1!. Taking
account of what we have said above, we obtain

K~T!5(
j 51

3
kBl c

2p2v j
2S kBT

h D 3

3E
0

zD, j
dx

z4ez

~ez21!2E0

1

dyy2cothZj~y!. ~3!

The factorZj is defined as

Zj~y!5H 4kB
2

2n j
2h2

h2z2T2~12y!2, cothZj~y!<r ,

ry2, cothZj~y!.r .

~4!

Here y5 cosQ; the parameterr 5 l max/lc , wherel max is the
linear size of the sample.

We call attention to the fact thatZj is not only sensitive
to the degree of polishing of the surface of the sample,
the quantityh, but it also depends on the temperatureT. We
also note that ify'1, i.e., the phonons ‘‘move’’ parallel to
the sample axis, then the integral overy diverges. In reality,
the sample length is finite. This is taken into account in
Ziman–Soffer theory. WhenF(y)5cothZj(y).r, F(y) is re-
placed byry2.

2. RESULTS AND DISCUSSION

In the present work, using relations~3! and~4!, we ana-
lyzed the low-temperature experimental data for the ther
conductivity of natural and isotopically highly enriche
samples~with 99.99% enrichment! in the interval T'2
28 K. As mentioned above, the data were obtained for
cases of fine polishing of the surface and for coarser work
-

-
n

-
-

e

-

.,

e

al

e
g

of the surface by grinding.1,2 Thus, there are four sets o
experimental curves. The isotopic disorder parameter

g5
SciM i

22~SciM i !
2

~SciM i !
2

~whereci andMi are the concentration and mass of the is
tope of the kind i ) equals, respectively, 5.8731024 and
8.1831028.

The only adjustable parameter in the theory ish. The
standard values were taken for the group velocities of
transverse and longitudinal acoustic phonons:n t53.16
3105 cm/s andn l55.213105 cm/s. To determine the Ca
simir length l c and the parameterr , the specific parameter
of the samples were used~see Refs. 1 and 2!. The corre-
sponding values are presented in Table I.

The computed theoretical curves for different values
the parameterh, characterizing the degree of working of th
surface, and the experimental data in the form of points
four samples are presented in Figs. 1 and 2.

We shall comment on Figs. 1 and 2. It is immediate
evident that the factorh decreases considerably as the deg
of working of the surface increases. In the case of fine p
ishing, h'36 and 28 for natural and highly enriche

TABLE I. Geometric dimensionsl x , l y , and l z of the samples and the
values of the parameterh in the Ziman–Soffer theory.

Sample l x , l y , l z , mm h,A

n(s) 2.3332.3340.7 65
n(p) 2.432.35340.8 36
h(s) 2.232.5340.4 65–75
h(p) 2.4432.13340.4 28

Note: The isotopic disorder parameterg for natural~n! and highly enriched
~h! samples equals, respectively, 5.8731024 and 8.1831028. The symbols
s andp denote ground and polished samples, respectively.

FIG. 1. K versusT. The case of highly enriched crystals. The theoretic
curves correspond to samples with polished~1! and ground~2, 3! surfaces.
The specularity parameterh equals 28~1!, 65 ~2!, and 75~3!. The experi-
mental points were taken from Ref. 2.
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samples, respectively. For samples whose surface
worked by grinding, the values of the parameterh are also
close, buth'65 ~see Table I!.

We note that the agreement between theory and exp
ment for natural samples is reasonable in the intervalT'2
24 K. But for T>4 K the computed curves lie above th
experimental points~see also Refs. 12–14!. For highly en-
riched samples agreement between theory and experim
also obtains in the temperature interval;224 K. However,
as temperature increases (T;428 K) the theoretical values
are found to fall below the experimental values.

Let us now discuss these results. In the simplest appr
mation

K~T!5
1

3
Cv~T!v2ts , ts

215(
i

~t~ i !!21. ~5!

HereCv is the phonon specific heat,v is the average phono
velocity, andts is the total relaxation time.

At very low temperaturests5t (b,c) for highly enriched
samples. Next, we take into consideration the fact that
germanium the effective Debye temperatureQ(T) has a pro-
nounced minimum at 25 K~see, for example, Refs. 10 an
11! and

Cv~T!;Q23~T!. ~6!

Then, according to Eqs.~5! and~6!, the specific behavior o
K(T) ~‘‘positive’’ deviation for T.4 K) can be explained
qualitatively as being due to the appearance of soft tra
verse modes. However, specific estimates using the resu
Refs. 15 and 16 do not permit describing, even roug
quantitatively, the observed deviation.

As noted above, the question of the hydrodynamic fl
regime of phonons is being discussed in the literature. If
regime materializes, then it leads to a substantial increas
the thermal conductivity on the left side of the temperat
maximum. At present there is one experimental observa
of such a regime in solid-helium crystals.7 Specifically, at the

FIG. 2. K versusT. The case of natural samples. The theoretical cur
correspond to samples with polished~1! and ground~2! surfaces. The specu
larity parameterh equals 36~1! and 65~2!. The experimental points were
taken from Ref. 2. For the ground surface they are connected by a da
line.
as

ri-

nt

i-

r

s-
of

y

is
in

e
n

lowest temperatures (T,0.6 K) in helium the phonon mean
free path determined by anharmonic collisions is found to
shorter than the diameter of the sample. ThenK(T);Cv
;T3. In the interval 0.6–1 Kl N!d and l Rl N@d2, wherel N

and l R are the mean-free pathlengths corresponding to n
mal and resistive processes. Herel ef50.1d2/ l N .

In this situation, according to experiment and simple th
oretical estimates, to the left of the maximumK(T);Cvl N

;T8.
We also note that criteria under which the motion of

phonon gas under the action of an applied temperature
dient can be interpreted as viscous Poiseuille flow were
tablished in Ref. 7. It is required that

l R / l N>103, d/ l N>30.

On this basis it is possible to explain qualitatively th
specific ‘‘positive’’ deviation of the experimental values o
K(T) from the theoretical values at temperaturesT.4 K in
Ge70 as the result of the appearance of a hydrodynamic
gime in perfect, highly enriched samples. We note that
gree of surface working~not discussed in Ref. 7! influences
the temperature dependence of the thermal conductivity
certain extent. Specific estimates require knowing the me
free pathlengths determined by normal anharmonic p
cesses. Moreover, effects associated with the phonon fo
ing must also be taken into account.17

Next, according to Ref. 5, for crystals with the natur
isotopic composition

K~T!'
1

3
Cv~T!v2t~b!S 12

t~b!

t~ is!D ,

where t ( is) is the relaxation time due to isotopic disorde
Hence one can see that the ‘‘negative’’ deviation forK(T) at
temperaturesT>4 K is due to the fact that our analysis n
glected the strong isotopic phonon scattering due to
modes~see also Refs. 5 and 6!.

Let us now summarize. In the temperature range 2–4
the change in the behavior of the thermal conductivity a
function of the measure of specularity of the surface can
described qualitatively on the basis of the Ziman–Sof
theory. In perfect, highly-enriched samples at temperatu
T>4 K a deviation is observed from Knudsen flow of th
phonons, when most collisions occur with the walls. T
deviations that arise can be explained by the fact that a
cous Poiseuille regime materializes. In natural Ge samp
at temperaturesT>4 K, isotopic scattering starts to play
considerable role.

We note that, under conditions of Poiseuille flow, t
existence of second sound—oscillations in the density
thermal excitations—becomes possible. This effect has b
observed in helium~see, for example, Ref. 8!. It would be
interesting to investigate second sound in Ge also.
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Sign inversion of the rotatory power and topology of the surface of gyration
of aNiSO4–6H2O

Ya. O. Dovgi  and I. G. Man’kovskaya

L’vov State University, 290602 L’vov, Ukraine
~Submitted February 10, 1998!
Fiz. Tverd. Tela~St. Petersburg! 40, 1608–1609~September 1998!

The sign inversion point of the rotatory power of the gyrotropic crystalsa-NiSO4•6H2O
(l l5503 nm at 300 K! has been established. The topology of the gyration surface varies
greatly in the vicinity ofl l . We have demonstrated the possibility of using this method of
spectrophotometric polarimetry for precise monitoring of the mounting of a gyrotropic
crystal in the system ‘‘polarizer–crystal–analyzer.’’ ©1998 American Institute of Physics.
@S1063-7834~98!00809-0#
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The phenomenon of sign inversion of the rotatory pow
of gyrotropic crystals has been observed so far only in in
vidual cases1,2 and for this reason has been insufficien
studied so far. It is of both theoretical and experimental
terest.

In this paper we present results of spectropolarime
studies of uniaxial negative crystals of nickel sulfate hexa
drate,aNiSO4•6H2O, which are tetragonal polymorphs o
the corresponding compounds. The space groups of its e
tiomorphic modifications areP4122 (D4

4) andP4322 (D4
8).

The appearance of gyrotropy in the electronic transitions
this crystal in the wavelength range 20022500 nm is due
entirely to intracomplex interactions in the octahed
@Ni~H2O)6] 21 clusters deformed by the crystal field. In
solution, NiSO4 loses its rotatory power.3

Measurements of the dispersion of the rotatory powe
aNiSO4•6H2O were performed in the direction of the opt
axis near the inversion pointl5l l . The polarimetric setup
was based on the KSVU-12 automated serial spectrome

The light transmission function of the syste
‘‘polarizer–optically active crystal–analyzer’’~PCA! has the
form

I 5I 0Fcosw cosc1
a0

l
sinwS sinc2

a

p2
sin~2u1c!D G 2

1F a

pl
sinw cos~2u2c!G2

, ~1!

where w5
v

2c
(n12n2)d5kd

n12n2

2
; p51/n111/n2 ;

l 5u1/n121/n2u; I 0 and I is the light intensity at entranc
and exit from the system, respectively;d is the thickness of
the sample;c is the angle between the directions of t
vibrations in the polarizer and the analyzer;u is the angle
between the principal directions of the polarizer and of
crystal; a0 is a scalar parameter characterizing the opti
activity of the crystal;a is a parameter characterizing th
linear anisotropy of the crystal;n1 andn2 are the refractive
indices for the right- and left-circular polarizations of th
light waves.
1461063-7834/98/40(9)/2/$15.00
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The transmission spectra of the PCA system were w
ten for c65p/26ubu ~Fig. 1!

T6b~l!5cos2@w~l!2p/27ubu#5sin2@w~l!7ubu#.
~2!

The difference spectrum

DT~l!5T2b~l!2T1b~l!5sin@2w~l!#sinu2bu, ~3!

hence the specific rotatory power

r~l!5
1

2d
arcsinF DT~l!

sinu2buG . ~4!

It can be seen from Eq.~4! that the sign of the rotatory
power is uniquely determined by the sign of the transmiss
difference. The curvesT1b(l) and T2b(l) intersect at the
inversion point of the rotatory power (l5l l) ~Fig. 2!. The
position of the intersection point does not depend onubu.

FIG. 1. Principal vectors of the PCA system.
0 © 1998 American Institute of Physics
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As can be seen from Fig. 2, at 300 K in the geome
a50, a05 lÞ0 (kic) for a crystal ofaNiSO4•6H2O, l l

5503 nm.
The dependence of the dispersion of the rotatory po

of nickel sulfate hexahydrate is governed by the structure
the circular dichroism spectrum and in the spectral ra
4002750 nm is mainly determined by the transitions3A2g

→3T1g , which, allowing for the symmetry selection rule
become possible, thanks to the configurational interaction
the corresponding components of the spin–orbit splitting4

By varying the geometry of the experiment and taki
advantage of computerized spectropolarimetry, it is poss
to track the qualitative variation of the shape of the gyrat

FIG. 3. Spectral dependence of theG33(l) component and dispersion of th
gyration surface of ana-NiSO4•6H2O crystal in the vicinity of the inver-
sion point.

FIG. 2. Transmission spectra of ana-NiSO4•6H2O crystal in a PCA sys-
tem for kic, b5620° ~1, 2! and610° ~3, 4!. T5300 K.
y

r
f
e

of

le
n

surface ofaNiSO4•6H2O in the vicinities of sign inversion
of the rotatory power~Fig. 3! since G3350 for l5l l ,
G33.0 for l,l l , andG33,0 for l.l l .

In conclusion, note that the spectrophotometric polari
etery method is extremely sensitive to variations ing ~Fig.
1!. Thus, for a deviation of the direction of a ray relative
the optical axis by a few angular minutes, the intersect
point of the T1b(l) and T2b(l) curves shifts noticeably
~Fig. 4!. This is due to the influence of ellipticity

DT~l!5
a0

l
sin 2w sinu2buF12

a

p2
cos 2uG1

2a

l 2p2

3sin2 w sinu2busin 2uF S 11
a0

2

p2D a cos 2u2a0
2G .

~5!

It follows from the last relation that the conditionDT50
leads to two solutions. The first is the trivial solutionw50,
which corresponds to the inversion point atg50. The sec-
ond solution

w5arccotF a

lp2
sin 2uS a02

a cos 2u

a0~12a/p2 cos 2u!
D G ~6!

gives the complicated dependence of the transmission di
ence functionDT(l) on the parameters of linear and circul
birefrigence.

1Ya. O. Dovhyj, Phys. Status Solidi B15, 2, 77 ~1966!.
2S. Hirotsu, J. Phys. C: Solid State Phys.8, 12 ~1975!.
3V. A. Kizel’ and V. I. Burkov,Gyrotropy of Crystals@in Russian#, Nauka,
Moscow, 1980.

4M. H. L. Pryce, G. Agnetta, T. Farofanoet al., Philos. Mag.10, 477
~1964!.

Translated by Paul F. Schippnick

FIG. 4. Shifting of theDT(l) curves for insignificant deviations of the
crystal from the orientationkic, g508 ~1!, 68 ~2!, 118 ~3!.
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Study of the electronic structure of impurity mercury atoms in compounds
by conversion-electron spectroscopy

V. V. Kharitonov and V. N. Gerasimov
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123182 Moscow, Russia
~Submitted February 11, 1998!
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First studies of the structure of the valence region in the conversion spectrum of the 1.56-keV
(M11E2) transition in201Hg have been carried out. Physicochemical environment has
been found to affect substantially the local electron density of impurity mercury atoms. The
mechanisms responsible for the electronic-structure rearrangement are discussed.
© 1998 American Institute of Physics.@S1063-7834~98!00909-5#
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Progress in experimental techniques and theoretical c
cepts broadens the range of nuclear phenomena being
plied to investigation of the properties of matter. It w
shown~see Ref. 1 and references therein! that such a classi
cal method of nuclear physics as conversion-electron s
troscopy can be used to advantage in studies of the electr
structure of matter if a resolution of;1 eV can be attained
Indeed, the electron shells of an atom participate directly
the conversion of a nuclear multipole and, therefore, re
rangement of electron shells caused by a change in the p
cochemical environment of an atom should become man
in conversion spectra. Conversion spectroscopy applie
the investigation of the electronic structure of matter is cal
conversion-electron~CE! spectroscopy.1 The characteristic
feature of this method consists in that conversion occur
the immediate vicinity of the converting atom~for all transi-
tion multipolarities butE1, Refs. 2 and 3!, so that CE spec-
troscopy measures the local density of electronic states
an isomeric nucleus.

The influence of the nature of surrounding atoms on
structure of valence-band conversion spectra measured
a high resolution~1–2 eV! was studied earlier for theE3
transition in99mTc ~transition energy about 2.2 keV!,4–6 E3
transition in235mU ~transition energy about 0.077 keV!,7–10,
as well as for theE2 transition in73Ge ~transition energy
about 13.3 keV, Ref. 11!. Applying CE spectroscopy to a
broad range of elements of the Periodic Table appears a
cal problem.

This work reports a similar study of the 1.56-keV (M1
1E2) transition in 201Hg. Mercury was chosen from th
following considerations. Investigation of high-Tc supercon-
ductors~HTSC!, in particular, of those containing thallium
and mercury, as offering the most promise, is attracting p
ently considerable interest. Our studies of the electro
structure of impurity mercury atoms in a number of simp
compounds were regarded as a preliminary stage to appl
CE spectroscopy to HTSC research on thallium- a
mercury-containing materials.

A conversion-electron spectrum produced in the 1.
keV (M11E2) transition in 201Hg and observed in the
1461063-7834/98/40(9)/5/$15.00
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201Tl→
«

201Hg decay12 was measured for the internalN
subshells,13 and the total conversion spectrum, in Ref. 1
The above studies dealt primarily with the nuclear charac
istics of the transition. The objective of this work was
isolate and measure the signal due to the valence-band
trons against the intense Auger-electron background14, and to
estimate the nature of the changes in the structure of
valence-band conversion-electron spectrum of this transi
in samples prepared by different technologies~referred to
subsequently as different samples!, as well as in samples
both irradiated and unirradiated by an external x-ray sou

1. EXPERIMENTAL PART

The spectra were obtained on an HP 5950A x-ray p
toelectron spectrometer15 providing vacuum in the operating
chamber of<231029 Torr and an electron binding-energ
measurement accuracy of 0.2 eV. The spectrometer res
tion in the conversion-electron measurement mode dedu
from the experimental linewidths is'1.1 eV for a source
size of 135 mm2.

The isotope used to prepare the samples was201Tl
~manufactured by IZOTOP! in the form of an aqueous
thallium-chloride solution. The samples were made by el
trolytic deposition of201Tl from the solution on platinum
substrates. The main details of the sample preparation t
nique ~including the voltage, current, duration of electrol
sis! are described elsewhere.14

The technique developed in this work enabled one
obtain samples in different chemical states. The chem
state was established by x-ray photoelectron spectrosco

Three different samples were prepared. Based on
technique used, it was expected that sample I is a Pt-
Hg-Tl solid solution ~with possible presence of hydrogen!
produced by diffusing201Tl into a specially prepared multi
component solid solution, sample II - thallium oxide on
platinum substrate, and sample III - thallium sulfate@metallic
thallium on a platinum substrate subjected to a H2SO4 solu-
tion (631024 mol/l)]. The chemical shifts of the interna
lines in x-ray photoelectron spectra provide supportive e
2 © 1998 American Institute of Physics
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dence for this assumption. In particular, the Tl4f -electron
lines exhibit a shift of11.4 eV in the oxide relative to the
solid solution.

It is known that radiation can affect the state and co
position of the surface of a solid. Therefore in order to stu
the effect of x-ray irradiation on the physicochemical state
samples the valence-band conversion spectra of samp
and III were measured twice. The first measurement w
made before the irradiation~with the samples retaining the
numbers, I and III!, and the second, after irradiation b
x rays with a photon energy of 1486.6 eV~these samples wil
be labeled Ia and IIIa).

The experimental method and conversion-spectr
treatment was described in Ref. 4.

The binding-energy scale of the instrument was c
brated against x-ray photoelectron lines reckoned from
Fermi level position. The conversion-electron binding en
gies were derived from the expression

«c5«x1DE ,

where«c is the binding energy of conversion electrons,«x is
the position of a conversion line on the standard x-
photoelectron-energy scale, andDE578.2 eV is the energy
difference between the conversion and x-ray photoelec
lines for the same Hg4p3/2 subshell~Ref. 14!.

The spectrum processing~least-squares fitting,16,17peak-
position determination! was performed using the SPRO pr
gram package18.

2. RESULTS AND DISCUSSION

Figure 1a–e displays mercury valence-band convers
spectra obtained in different samples before and after irra
tion with soft ~1486.6 eV! x-rays. It is known19 that outer
and inner valence molecular orbitals can form in the elect
binding-energy regions below 15 eV and within the 1
50-eV interval, which gives rise to a fine structure in t
electron spectra. An additional fine structure in the conv
sion spectra can appear in connection with character
losses, Auger transitions, etc. Because Auger peaks in
energy range of interest to us here are actually smooth b
maxima,14 they do not interfere with an analysis of the stru
ture of conversion spectra, which consist of narrow lines

The spectra in Fig. 1a, 1d, and 1e are normalized
intensity to the inner line of the Hg 5p3/2 electrons. This line
was measured simultaneously with the valence-band s
trum, thus making possible this normalization. The norm
ization of the spectra permits estimation of the relative c
tributions of various electronic states to the valence-b
spectrum.

As seen from Fig. 1, there is a substantial differen
between the valence-band structures of different sample
well as of a sample before and after x-ray irradiation.

Note that the conversion probabilities for a given tran
tion @for a multipolarity ratio in the mixtured2(E2/M1)
52.131024, Ref. 14# are of the same order of magnitud
for s andp states, which sets them off in intensity in a co
-
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version spectrum, and that the conversion probability ra
for valence subshells are related throughv(5d3/2)/v(5d5/2)
51.16 andv(5d3/2)/v(6s)50.17.13,20

The electronic configuration of a free mercury atom
$Xe%4 f 145d106s2. Solid metallic mercury was shown21,22 to
have a broad~9.25 eV! sp band including partially the 5d5/2

subshell, which accounts for its broadening. The spread
of the s-electron density in the broadsp region should re-
duce significantly thesp-band conversion amplitude to th
extent where it becomes, by our estimates, of the order of
amplitude due to the Hg5d electrons. Therefore the valenc
conversion spectra of our samples consist primarily of
peaks due to the mercury 5d electrons and of a broadsp
band. In contrast to the conversion spectrum, in an x-
photoelectron spectrum thes andp states are much less pro
nounced~see, e.g., Fig. 1f taken from Ref. 22!.

Table I lists the electron binding energies correspond
to the different valence-band maxima~Fig. 1!, the binding
energies of 5d electrons for metallic mercury,22,23 the
weighted mean of thesp-band electron energy,22 and the
binding energy of the oxygen O2p electrons24.

An analysis of conversion spectra~Fig. 1! and of the
data presented in Table I reveals a structural similarity
tween the spectra in Fig. 1a and 1b~samples I and Ia, re-
spectively!, except for the features associated with t
clearly seen splitting of peaksK and G ~Fig. 1a! into two
components following x-ray irradiation. PeakM undergoes a
similar, although less pronounced, change. PeaksH and I in
both figures are close in position to the Hg 5d3/2 line of
metallic mercury, and peakK, to the Hg 5d5/2-electron line.
On the whole, the valence-band spectra of mercury in
Pt-Au-Hg-Tl solid solution exhibit a complex structure d
termined by a mixture of electronic states. The irradiatio
induced changes in the valence-band structure assoc
with the splitting of the peaks into components are possi
due to a transition of the sample from the amorphous t
more ordered state. In particular, Ref. 25 discusses this p
by invoking experimental spectra of silicon, germanium, a
other elements. The splitting of the Hg 5d5/2-electron line of
mercury by the crystal field has been studied both exp
mentally and theoretically.22

The spectrum in Fig. 1c is actually a spectrum of m
cury formed by electron capture at the thallium site
sample III. X-ray irradiation of sample III produces stron
changes in the valence conversion spectrum~see Fig. 1d,
sample IIIa) making it similar to a certain extent to that o
mercury in the Pt-Au-Hg-Tl solid solution. It may be conje
tured that irradiation initiates a reducing reaction in sam
III, so that the conversion spectrum in Fig. 1d is actually d
to mercury surrounded by metallic thallium on the Pt su
strate~sample IIIa). PeakH ~Fig. 1d! is close in position to
the Hg 5d3/2-electron line, and peakK approaches in binding
energy the Hg 5d5/2 line. Similar to sample I, one observe
peaksG and K to split into components following x-ray ir-
radiation of sample III. Note also the remarkable feature
the spectrum in Fig. 1c~sample III! associated with the ab
sence of any significant electron density in t
Hg 5d3/2-electron region~peak H) and its presence in the
Hg 5d5/2 region ~peakK). This feature may be due to th
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FIG. 1. ~a–f! Conversion valence-electron spectra of the 1.56-keV (M11E2) transition in201Hg for samples:~a! I ~before x-ray irradiation!, ~b! Ia ~after
irradiation of sample I!; ~c! III ~before irradiation!, ~d! III a ~after irradiation of sample III!, ~e! sample II, ~f! x-ray photoelectron spectrum of metalli
mercury22 shown for comparison. Spectraa, d, ande are normalized in intensity against the inner Hg 5p3/2-electron line. The maxima in the figure are labele
in accordance with the notation in Table I.
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TABLE I. Energy positions of maxima in the valence-band electron spectrum in eV~Fig. 1! and data of Refs. 22–24. The maxima in the Table are labe
as in Fig. 1.

Sample

Notation of maxima

A B C D E F G H I J K L M N O P Q

I 17.3 16.1 15.1 13.4 11.8 10.3 9.7 8.1 6.5 5.4 3.3 1.
Ia* 17.5 16.0 15.2 14.4 13.6 12.7 11.4 10.2 9.7 8.7 7.9 7.1 6.5 5.5 4.0 3.1
III 14.2 13.0 12.0 10.4 9.3 8.2 6.8 5.9 4.3 3.2 1.3
III a** 16.5 15.0 14.5 13.3 12.3 11.7 10.3 8.5 7.5 6.3 5.4 4.4 2.5
II 15.0 12.8 11.0 9.3 6.8 5.2 3.5 2.1

Shell

Hg 5d, 6s*** 9.8 7.8 3.7
Hg 5d**** 9.6 7.8
O2p***** 7

* After x-ray irridation of sample I.
** After x-ray irradiation of sample III.
*** Ref. 22, the value of 3.7 corresponds to the weighted mean for wholesp band.
**** Ref. 23.
***** Ref. 24.
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formation in sample III of a molecular orbital involving th
Hg 5d5/2 electrons and to their substantial delocalizatio
This is what causes the decrease in this line intensity in
conversion spectrum. Thus the atomic-orbital system is
placed in the spectrum of sample III by a system of new
formed molecular orbitals.

The spectrum in Fig. 1e reflects the structure of the
lence band of mercury formed at the site of a thallium at
in its oxide~sample II!. As seen from Table I, the differenc
in the electron binding energy between peaksG andI in this
spectrum is close to the spin-orbit splitting of the mercu
Hg 5d lines. It should be pointed out that in Tl2O, for in-
stance, the distance between the oxygen and metal atom
2.15 Å.26 It is known that at such atomic distances molecu
orbitals can form effectively in the valence band. The ve
strong peakM in this figure is close in binding energy to th
position of the O 2p oxygen line~Table I!. Because conver
sion takes place in the vicinity of the mercury atom, obs
vation in the conversion spectrum of this molecular orb
containing the O 2p atomic orbital evidences the presence
O 2p electronic density near the201Hg atom. Similar phe-
nomena were observed by a number of authors for uran
and technetium compounds.5,7,8,10,27

The specific features in the spectral structure reveale
the above analysis agree with the assumptions concer
the chemical state of the samples studied.

On the whole, the spectra clearly exhibit a depende
of the local electron-density distribution near an isome
nucleus on the physicochemical state of the sample.
present work permits formulation of a general idea regard
the magnitude and nature of the changes in local electr
density~observed in conversion spectra! induced by changes
in the chemical environment of a probe atom. The obser
changes are accounted for by a rearrangement of the
tronic structure and by the differences in the degree of lo
ization of the outer electrons of mercury and of the surrou
ing atoms. To better understand the nature of the chan
occurring in valence-band spectra one has to carry out
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equate calculations which would take into account the ac
chemical environment of mercury atoms, similar to the on
performed6,28–33for technetium and uranium compounds.
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on the experimental techniques.
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Self-consistent diffusion-controlled growth of nuclei from eutectic solutions
S. A. Kukushkin and A. S. Sokolov

Institute of Problems of Mechanical Engineering, Russian Academy of Sciences,
199178 St. Petersburg, Russia
~Submitted February 17, 1998!
Fiz. Tverd. Tela~St. Petersburg! 40, 1615–1618~September 1998!

A study is made of the dynamics of self-consistent motion and growth of spherical new-phase
nuclei from a eutectic melt. The growth rate of nuclei is shown to be proportional to
supersaturation in both components. Motion of a single nucleus in a concentration-gradient field
and of a pair of nuclei in a self-consistent concentration field is investigated. The velocity
of motion of the nucleus as a whole has been established to depend on the key parameters of the
problem, namely, supersaturation, radii of the nuclei, and their separation. The force of
mutual attraction between nuclei is estimated, and it is shown to be inversely proportional to the
fifth power of their separation. ©1998 American Institute of Physics.@S1063-7834~98!01009-0#
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Investigation of the early stages in crystallization of e
tectic melts has recently been started.1,2 Interest in these
problems is motivated primarily by the extreme diversity
the structures produced in solidification of such melts.3 There
is still no clear understanding of the observation3 that the
final structure of the solid phase produced in solidification
melts of the same composition but under different cool
conditions may be radically different. Indeed, in some co
ditions these may be layered periodic structures, with lay
of one component alternating with those of the oth
whereas if produced under other conditions the solid ph
will consist of small crystals.

The approach developed by us earlier1,2 and continued in
the present work consists essentially in calculating the in
action among grains of the new phase in eutectic melts.

It was shown2 that in late crystallization stages of eute
tic melts a peculiar interaction arises among grains of
new phase, which brings about a common universal distr
tion of grains of different composition by size. It was al
shown,2 on the other hand, that grains forming in early stag
in eutectic melts interact with one another to form singu
systems which resemble in many respects electric dip
called in Ref. 2 ‘‘diffusion dipoles’’. It was found that a
common critical size sets in in the melt.

1. SELF-CONSISTENT GROWTH RATE OF NUCLEI
IN A EUTECTIC MELT

We are considering here self-consistent growth of t
spherical nuclei of compositionsA andB separated by a fi-
nite distance from one another, in contrast to the growth o
eutectic nucleus2 assumed to consist of two hemispheres
different composition. It is assumed that the heat conduc
ity of the melt is infinite~hence that the temperature is co
stant throughout the volume!, that componentsA andB have
the same diffusion coefficients, and that thermodynam
equilibrium obtains between the phases on the surface o
nuclei.

Under these assumptions, the growth of the nucle
1461063-7834/98/40(9)/3/$15.00
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controlled by diffusion transport of the components. Assu
ing the growth of the nuclei to proceed sufficiently slowl
we have to solve the Dirichlet problem in quasi-steady-st
approximation for the melt:

¹2Ci50 , ~1!

whereCi5CA , CB are the concentrations of componentsA
andB in the melt, respectively. The concentrations of co
ponentsA andB at infinity and at the surface of the spher
can be written~Fig. 1!:

CA`
5CE , CB`

512CE ,

CASA
5C11

2v1s1

R1
5Ĉ1,CE ,

CBSB
5~12C2!1

2v2s2

R2
512Ĉ2,12CE . ~2!

The notation here is as follows:CE is the concentration
of component A corresponding to the eutectic compositi
Ri(t) are the radii of the nuclei, 2v is i /Ri is the excess
concentration of components above the surface of sphe
particles resulting from the Gibbs-Thomson effect,s i is the
surface-tension coefficient, andv1 andv2 are, respectively,
volumes perA andB atom in new-phase nuclei.

Introducing a new variable

w5
CA2CE

CE
, ~3!

one reduces Eq.~1! with boundary conditions for componen
A to the form

¹2w50 , ~4!

w`50, wSA
[wA,0, wSB

[wB.0 . ~5!

Because the problem is linear, it can be divided into t
with the following boundary conditions

wA
~1!5wA , wB

~1!50 , ~6!
7 © 1998 American Institute of Physics
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wA
~2!50, wB

~2!5wB , ~7!

where conditions~6! and~7! correspond to melt supersatur
tion in the corresponding component only at one of the t
nuclei. The general solution can now be obtained by sup
position

w5w~1!1w~2! . ~8!

As seen from Eqs.~4! and~5!, this problem suggests a
intimate analogy with the problem of finding the electrosta
field of two spheres charged to potentialswA and wB , and
therefore we shall use for its solution the image method a
dropping intermediate operations, write out only the m
results. To do this, we first find some dimensionless fictitio
charges similar to real charges in electrostatics and use
Gauss theorem to calculate the vector fluxes, from which
can subsequently derive the growth rate of grains of thA
andB compositions.

Let RA andRB be, respectively, the radii of the nuclei o
compositionsA andB, andh, separation between them~Fig.
2!, with h.RA1RB . Then an approximate expression yiel
for the growth rate of a nucleus of compositionA

dRA

dt
5

1

RA~ t !

vS

v l
D@~CE2Ĉ1!G11~Ĉ22CE!G2# , ~9!

where

G1511
RARB

h22RB
2

, G25
RB

h S 11
RARB

h22RA
22RB

2 D ,

D is the diffusion coefficient, andvs andv l are the volumes
per molecule in the solid and liquid states, respectively.

FIG. 1. Phase diagram of a eutectic system.

FIG. 2. Schematic position of interacting nuclei.
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2. MOTION AND GROWTH OF NUCLEI
IN A CONCENTRATION-GRADIENT FIELD

A. Motion of a single nucleus in a uniform concentration
field

It was shown4,5 that if the nucleus of a new phase is in
field with a uniform concentration gradient of the form

CA~r !5C01r¹C` , ~10!

it can move as a whole.
For times longer than the relaxation time

t r;
R2

D
, ~11!

the growth of the nucleus and its motion as a whole in
melt reach a quasi-steady-state regime.4 In these conditions,
the concentration distribution in the melt is described by
Laplace equation

DC50 ~12!

subject to the following boundary conditions 1! for r→`,
condition ~11!, 2! at the surface of a nucleus

CS5C0S 11
2sv

RkTD . ~13!

Similarly, a grain will move in a binary melt with a
concentration gradient of such a kind. The velocity of th
motion can be calculated by making a few manipulatio
with the equations derived in Ref. 5. For the velocity of t
center-of-mass motion we obtain

Vc53
vS

v l
D¹C` . ~14!

In eutectic melts

CA~r !5C01r¹C`'CE ~15!

the rate of growth of a nucleus~for v l'vs) will be

dR

dt
'D

CE2CS

R
[

DDC

R
. ~16!

Equation ~16! coincides with the expression for th
growth rate with zero concentration gradient. The effect
¹C` on the growth of a nucleus manifests itself only
different supersaturationsDC of componentA in different
parts of the melt.

B. Motion of a pair of nuclei in a self-consistent
concentration field

Because the sum of component concentrations in a
tectic melt is equal to one, the growth of a nucleus of o
composition, e.g.,A, results in its absorbing substanceA
from the melt, and in the corresponding increase of the c
centration ofB in the melt. This, in its turn, increases th
growth rate of the nucleus of compositionB. Besides, a con-
centration gradient sets in, which should give rise to a cer
9attraction9 of nuclei to one another and, accordingly, to the
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motion in a self-consistent concentration field. Let us stu
this process in a quantitative way. Consider a binary mel
eutectic composition containing a nucleus of compositionA
having radiusRA and aB nucleus of radiusRB , which are
separated by a distanceh ~Fig. 2!. Restricting ourselves to a
approximate solution of the problem~1! and ~2!, we retain
only the first three terms in the image method, which yie
the following expression for the diffusion fluxJS to an ele-
ment of areadS on the surface of nucleusA:

JS5
D

RAvF ~C`2CA!1~CB2C`!
RA

2RB

r 3 S h2

RA
2

21D Gn .

~17!

The notation in Eq.~17! is as follows:C` , CA , andCB

are the concentrations of componentA far away from the
nuclei and at the surface of nucleiA andB, respectively, and
r is the distance from the center of nucleusB to an element
dS on theA surface.

Taking into account that the velocityVS of the element
of surface areadS is related toJS through

VS52vJS ,

and the velocityVc of the center of mass of nucleusA rela-
tive to the melt is given by~see, e.g., Ref. 6!

Vc5
1

V R
S
rS~VS ,dS! , ~18!

where rS is the position vector of a point on the surfa
reckoned from the center of mass, we obtain forVc the fol-
lowing relation

Vc5
D

V R
S
nF ~C`2CA!1~CB2C`!

RA
2RB

r 3 S h2

RA
2

21D GdS.

~19!

The problem being axially symmetric, the velocity of th
center of mass is directed along the line connecting the
clei and can be written

Vc5
3

2

vS

v l

D

h S 1

d1
21D d1d2~CB2C`!

3E
0

p cosQdQ

~122d1cosQ1d1
2!

, ~20!

whered15RA /h andd25RB /h.
Evaluation ofVc for d1!1 yields

Vc5
9p

4

vS

v l
~CB2C`!

DRB

h2
. ~21!

A comparison of Eq.~21! with the rate of growthṘA(t)
of the radius of nucleusA @see Eq.~9!# shows that

Vc

ṘA

;
9p

4

RARB

h2

CB2C`

C`2CA
. ~22!
y
f

s

u-

For

RA;h, RA!RB , ~CB2C`!/~C`2CA!;1

we have

Vc

ṘA

;
RB

h
.

On the other hand, if the radii of the nucleiRA;RB

;h/3, thenVc /ṘA;p/4, so that the rate of growth and th
velocity of motion of a nucleus are comparable.

The expressions we have derived permit one to estim
the force of mutual attraction of nuclei. As follows from E
~21!, for d!1, Vc;h22. One can readily show that the forc
of interaction between nucleiF is of a short-range nature an
falls off inversely proportional to the fifth power of distanc
between them:

F;h25 . ~23!

3. DISCUSSION OF RESULTS

An analysis of the dynamics of self-consistent moti
and growth of spherical nuclei in a eutectic melt has sho
that the growth rates of nuclei are determined by the m
supersaturation in both components. This implies, in parti
lar, that self-consistent growth of nuclei in a binary me
occurs faster than the corresponding diffusion-control
growth of nuclei in one-component systems. The growth r
of grains in a diffusion-dominated regime is inversely pr
portional to their dimensions, which is in agreement w
published experimental data.

Our study has shown also that, in the course of grow
nuclei are attracted to one another, which results in th
concerted motion as a whole. The attracting force falls
rapidly with distance, however, so that the motion of nuc
has to be taken into account only at later stages in the m
crystallization.
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Pulsed EPR spectroscopy of the VKA center in CaF 2 :Na
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and T. I. Sanadze
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An EPR study of the self-trapped hole center (VKA center! in Na-doped single-crystal CaF2 is
reported. A five-component hyperfine-interaction tensor was used for the first time to
describe EPR spectra adequately. The parameters of the electron spin Hamiltonian of theVKA

center, the tensors of ligand hyperfine interaction with all nearest-neighbor nuclei, and
constants of quadrupole interaction with the Na nucleus have been determined. The structure of
the center has been unambiguously established from the results obtained, and the
mechanisms of its formation are discussed. ©1998 American Institute of Physics.
@S1063-7834~98!01109-5#
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The defects produced in single crystals by ionizing
diation at low temperatures are of considerable interest
the physics of solid state and are being studied actively
various techniques, including the magnetic-resona
method. In particular, EPR and ENDOR spectra of the h
centers involving the molecular ion F2

2 in single-crystal CaF2
were investigated.1,2

Investigation of these crystals doped by univalent alk
metals could shed light on the mechanisms responsible
the formation and thermal dynamics of radiation-induced
fects. Our previous publications reported some of the res
obtained in a study of EPR spectra and of hyperfine inte
tions of the holeVKA center in Na-doped CaF2.3,4 The
present work summarizes the final results of these stu
and, in particular, offers a new interpretation of the EP
spectra.

1. EXPERIMENT

The experiments were carried out on a 3-cm EPR su
heterodyne spectrometer at 4.2 K. An additional pulsed s
rating klystron was employed to obtain spectra of discr
saturation~DS! and rf discrete saturation~RFDS!. The DS
and RFDS technique, which is actually a pulsed analog
ENDOR, is described in detail elsewhere.5 CaF2 samples
contained 0.1% Na and were irradiated by a Co60 gamma
source to an integrated dose of 10 Mrad. A special dev
permitted irradiation at a controlled temperature within t
77–200 K interval. The sample was subsequently transfe
without any intermediate warm-up to a cryostat and coo
to liquid-helium temperature for taking EPR and RFD
spectra.

2. EPR STUDY OF THE VKA CENTER IN CaF2:Na

We showed that samples subjected tog irradiation at 77
K produce two identical EPR spectra shifted by appro
mately 2° with respect to one another~as if the crystal con-
sisted of two blocks turned through 2°!.3 This 9block9 pattern
disappeared after the samples were heated above 170 K
1471063-7834/98/40(9)/4/$15.00
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ing one EPR spectrum with a substantially lower intens
The samples irradiated byg rays at a high temperature~170
K! exhibited the same EPR spectrum as after the heating,
its intensity was an order of magnitude higher. We sh
return to the thermal transformation of EPR spectra later

The samples used in the study were irradiated at 170
The superhyperfine~SHF! interaction studies of theVKA cen-
ter in CaF2 :Na reported below support the model presen
in Fig. 1. Using the coordinate frame of this figure, the ele
tron spin Hamiltonian of orthorhombic symmetry describi
the EPR spectrum of the molecular ion F2

2 can be written

HEPR5bSgB1S~T1I11T2I2!2gFb~ I 11I 2…B , ~1!

whereB is the external magnetic field,S is the electron spin
operator (S51/2),g is the electrong factor,I1 andI2 are the

FIG. 1. Model of theVKA center in CaF2 :Na.
0 © 1998 American Institute of Physics
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nuclear spin operators of the fluorine nuclei 1 and 2 in
molecular ion, andT1 and T2 are, respectively, the corre
sponding hyperfine interaction tensors. From general s
metry considerations~the presence of the reflection plan
XZ), tensorT1 has the form

T15UTxx 0 Txz

0 Tyy 0

Tzx 0 Tzz

U . ~2!

Tensor T2 has the same form, the only difference bei
that the termsTxz and Tzx are negative, because reflectio
in the XY plane sends nucleus 2 of the molecular ion in
nucleus 1.

It should be pointed out that the description of the h
perfine~HF! structure in EPR spectra uses here for the fi
time a five-component HF interaction tensor. We measu
the angular dependence of EPR spectra by sweeping
magnetic field in the~100! plane of the crystal. Because the
are three possible mutually-perpendicular orientations of
F2

2 molecular ion and two possible positions of the Na1 ion
relative to F2

2 in each of these orientations, there must be
inequivalent types of theVKA center. Each center produces
strongly anisotropic spectrum consisting of four EPR lin
hence, in a general case, there must be 24 lines altoge
With the magnetic field swept in the~100! plane, there re-
main in only 16 lines a general case, with some of th
completely, and many lines strongly overlapping~see Fig. 2!.

Adequate description of an EPR spectrum for orth
rhombic symmetry requires measurements in two planes.
chose from the total angular dependence of the EPR s
trum for all six inequivalentVKA centers the dependence
obtained for one of the centers measured in two mutua
perpendicular planes.

The parameters of spin Hamiltonian~1! were determined
by a computer code for the minimization of varianc

FIG. 2. Angular dependence of the EPR spectrum of six inequivalentVKA

centers in CaF2 :Na obtained with the magnetic field swept in the~100!
plane of the crystal. The parameters of spin Hamiltonian~1! were taken
from Table I.
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theor)2, where the summation is performed over a
well-resolved EPR lines, andBi

theorwas calculated by precis
diagonalization of the 838 complex matrix of Hamiltonian
~1!. The variance was found to be only weakly sensitive
the difference between the parametersTxz and Tzx , and
therefore in our final calculations we had to assumeTxz

5Tzx . The calculated parameters of the electron spin Ham
tonian are presented in Table I. Figure 2 displays the to
angular dependence of the EPR spectrum ofVKA centers
derived from these parameters for the magnetic field swep
the ~100! plane.

The difference of the parameters listed in Table I fro
our previous data3 is accounted for by the fact that our earli
study made use of the traditional diagonal form of the H
interaction tensor, and, accordingly, one could not correc
identify the EPR lines.

3. SUPERHYPERFINE INTERACTIONS

The preliminary investigation4 of SHF interaction in the
VKA center by the DS technique was followed by a mo
comprehensive RFDS study. The angular dependence
RFDS spectra was measured on an EPR line having s
anisotropy. Also, for this lineI 50, M50, and there is no
electronic-state mixing by strong hyperfine interactio
Therefore one can describe the SHF coupling of the F2

2 mol-
ecule to the nearest-neighbor nuclei by a spin Hamilton
containing only nuclear interactions and setS51/2. The
Hamiltonians of the nuclei surrounding the molecular ion F2

2

were constructed in the coordinate frame shown in Fig. 1

A. Interaction with sodium nuclei

The nuclear spin Hamiltonian of sodium can be writte

HNa5gNabNIB1SAI1IPI , ~3!

whereS51/2,I 53/2, A andP are the SHF- and quadrupole
interaction tensors,gNa is the nuclearg factor of Na, andbN

is the nuclear magneton. The presence of two mutually p
pendicular reflection planes makes these tensors diago
and besidesPxx1Pyy1Pzz50.

The angular dependence of RFDS frequencies is p
sented in Ref. 4. The parameters of spin Hamiltonian~3!
were found by the variance minimization procedure d
scribed above in connection with EPR spectra, which

TABLE I. Calculated parameters of the molecular-ion spin Hamiltonia
The HF interaction constants are given in MHz~and in G in the parenthe-
ses!.

gx gy gz Txx Tyy Tzz Txz

2.0199 2.0188 2.0015 7063 4368 257261 7361
60.0002 60.0004 60.0002 ~2561! ~1563! ~918.260.4! ~25.860.4!
TABLE II. Components of the SHF and quadrupole interaction for sodium nuclei~in MHz!.

Axx Ayy Azz Pxx Pyy Pzz

21.80160.003 24.71460.003 24.08960.007 20.15360.002 20.14960.003 0.00460.004
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cludes precise diagonalization of the complex 838 matrix of
Hamiltonian~3!. The results of the calculations are given
Table II. The mean deviation between the theoretical a
experimental points is 3 kHz.

B. Interaction with fluorine nuclei

The nuclear Hamiltonian of thenth fluorine nucleus nea
a molecular ion F2

2 can be written

Hn52gFbNI nB1SAnIn . ~4!

The fluorine nuclei surrounding theVKA center can be
divided into three groups denoted usually byA, B, andC.2

The strongest HF interaction is observed for theA nuclei
located alongZ, which is the molecular-ion axis. These n
clei are responsible for the allowed HF structure in the E
lines observed in theBiZ orientation. As follows from ex-
periments, in contrast to theVK center2, nuclei B can be
divided into two inequivalent groups,B and B8, located at
Na1 and Ca21, respectively. Similarly, in place of the tw
types ofC nuclei for theVK center, theVKA center can be
associated with three groups, namely,C, C8, and C9. The
angular dependences of RFDS spectra ofB- andC-type nu-
clei are displayed in Figs. 3 and 4.

The resonant frequencies of fluorine nuclei were de
mined from the expressions5

FIG. 3. Angular dependence of the RFDS spectrum of type-B fluorine nu-
clei measured in the~001! plane of the crystal. The figures at the curves a
in the model label particular fluorine nuclei:5–8 for type B, and1–4 for
typeB8. The6 signs at the curves refer to theu11/2& andu21/2& electronic
states. The solid lines are plots of Eq.~5! with the parameters taken from
Table III.
d

R

r-

n65AnF
21

1

4
Ã27ĀnF , ~5!

where the6 sign refers to the two electronic states;Ã2

5az iazkApiApk ; Ā5az8 iazkAik ; i ,k,p5x,y,z; az8x5 l X ,
az8y5 l Y , andaz8z5 l z are the direction cosines of the ex
ternal magnetic field; the electron spin is quantized along
z axis with the direction cosinesazk5(gk /g) l k ; and nF is
the nuclear Zeeman frequency. The calculated compon
of the HF interaction tensors for the nearest-neighbor nu
are given in Table III.

4 DISCUSSION OF RESULTS

It is well known that the growth of fluorites doped b
alkali metals is accompanied by the formation of the s
called impurity-vacancy dipoles.6 In Na-doped CaF2, it is the
Na1 –fluorine-vacancy dipole. An electron knocked out fro
a fluorine ion byg rays at 77 K is trapped by a vacancy
form an FA center, and the ion which has lost the electr
combines with a neighboring fluorine ion into a molecu
ion F2

2 . Based on the dynamics of evolution of EPR spec
with temperature observed in our case, we believe that
vacancies occupied the sites denoted byC in Fig. 1. Accord-
ingly, after theg irradiation anFA center forms at one o

FIG. 4. Angular dependence of the RFDS spectrum of type-C fluorine nu-
clei measured in the~001! plane of the crystal.C refers to the1–2 nuclei,
3–4, to C8 nuclei, and5–8, to C9 nuclei. TheC9 lines are actually doublets
with a maximum splitting of 30 kHz due to the6Axy components of the
SHF interaction tensor. The solid lines are plots of Eq.~5! with the param-
eters taken from Table III.
TABLE III. Components of SHF interaction tensors for nearest-neighbor fluorine nuclei~in MHz!.

Nucleus type Axx Ayy Azz Axy Axz Ayz

A 2.2560.02 0.3860.04 36.4760.03 0 0.2960.07 0
B 60.6360.01 0.2260.02 22.6160.01 4.0660.01 0.2860.03 0.0960.03
B8 21.1060.01 0.0430.02 22.9060.01 3.6560.01 0.2360.03 0.0760.03
C 1.6060.01 20.9460.03 20.9960.02 0 0.5660.05 0
C8 1.3660.01 21.1360.03 20.5560.03 0 0.2760.05 0
C9 21.0460.01 1.6260.04 20.6860.02 0.0460.01 0.0660.06 0.5560.10
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these sites and will perturb slightly the EPR spectrum of
VKA center. Heating this sample may result either in mig
tion of theFA center leaving in place the9pure9 VKA center,
or in recombination, which will bring about the observe
decrease in EPR intensity.

If a sample is irradiated at an elevated temperature~170
K!, the recombinedVKA centers may appear again und
irradiation, which will give rise to their build-up in the
sample.

We note in conclusion that the above study of EPR a
of HF interaction with nearest-neighbor nuclei provides u
ambiguous support for the model of theVKA center presented
in Fig. 1.
e
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Acoustic emission in the chalcogenide glass Ge 0.18As0.28Se0.54
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The effect of structural relaxations, which are caused by a temperature change as well as induced
by external ultrasonic loading, on the velocity of elastic waves and on the acoustic noise
spectrum in the chalcogenide glass Ge0.18As0.28Se0.54 is investigated. The acoustically stimulated
‘‘softening’’ of the glass, observed for the first time, and acoustic emission signals, also
observed for the first time, suggest that this method can be used to study structural changes in
glass-like materials. ©1998 American Institute of Physics.@S1063-7834~98!01209-X#
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It is well known that chalcogenide glasses are promis
acoustooptic materials with high radiation and beam ha
ness and chemical resistance. By its very nature glass, b
in a supercooled state at low temperatures, is character
by internal thermodynamic equilibrium, while it is meta
stable with respect to the crystalline state and, in princip
different structural configurations of the same composit
can materialize.1 The number of possible states increas
substantially for multicomponent~ternary and higher order!
compositions. For example, in the case of the chalcoge
glass~CG! system GexAsySe12x2y , which we investigated
for most compositions, together with polymer chains, tw
and three-dimensional structural groups are also real
simultaneously.2 This means that there exists a possibility
their undergoing a phase transformation, including as a fu
tion of external factors.

In addition to the known structure-sensitive methods
investigating glass,1 measurements of the acoustic charact
istics in wide temperature and frequency intervals are a
found to be effective.3,4 Since acoustic emission~AE! sig-
nals, as far as we know, have not been previously obse
in glassy materials, AE methods, being especially sensi
to structural changes in solids in general, also appear to
very promising for CGs in particular.

In this connection the objective of the present work is
determine the fundamental possibility of using the A
method to study structural relaxations in CGs in the proc
of varying the temperature and external ultrasonic~US! load-
ing on a sample and to compare these data with the resul
acoustic measurements.

Acoustic emission from solids in a prefracture state h
been investigated quite thoroughly.5 In solids, different ex-
ternal factors increase the internal stresses, which in s
regions of the sample reach limiting values and result in
formation or rearrangement of defects. A portion of the e
ergy released as a result of structural transformations g
into elastic waves, which propagate in the form of AE in t
experimental sample. A local change of the specific volu
and a density jumps are characteristic for all known mec
nisms of AE in crystals. Hence the necessary condition
1471063-7834/98/40(9)/4/$15.00
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the appearance of AE is that the action of the source mus
local.

It is also possible in solids that there exists acoustica
stimulated AE, caused by defect formation under intense
loading.6,7 The existence of medium-range order in glass
this sense makes glass similar to crystals. A substantia
crease in the correlation length for medium-range orde
observed for GaAsSe compositions with^m&52.6.4

1. EXPERIMENTAL SAMPLES AND PROCEDURE

The choice of samples and composition of the CG s
tem GexAsySe12x2y for solving the problem posed was de
termined by the minimal activation energy of structur
transformation processes that is required for observing
experimentally under conditions of US loading.

It has been shown2 in an investigation of the effect o
structural changes associated with variation of the chem
composition in the CG GexAsySe12x2y (0,x,0.3, 0.1,y
,0.4) on its elastic properties that for compositions w
^m&5@212x1y# in the interval 2.4,^m&,2.78 the equi-
librium physicochemical parameters studied~density, spe-
cific molecular volume, elastic moduli! stabilize and become
composition-independent. However, the dynamical char
teristics~thermal expansion coefficients and sound speed! in-
crease, indicating indirectly that the degree of connectedn
of the glass network decreases.1 As a result, for these com
positions more favorable conditions for structural relaxat
are realized and a percolation phase transition is observ

An important factor for choosing the compositio
Ge0.18As0.28Se0.54 was the presence of temperatureT
5300 K) anomalies of the acoustic characteristics~Fig. 1!.
These anomalies confirm that the material is predispose
structural transformations even at room temperatures.

The samples were prepared in the form of 636
310 mm parallelepipeds. Indium was deposited on the s
face of the sample on all sides to obtain an electrical con
with the US transducersT1 andT2. A definite feature of the
experiment was the possibility of measuring simultaneou
the propagation velocity of US waves and AE signals acco
panying a change in the temperature of the sample as we
4 © 1998 American Institute of Physics
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under US loading. The temperature of the sample was m
tored with a copper-constantan thermocouple. The moun
scheme of the sample is shown in Fig. 1a.

The US velocity vs was measured by a pulse-pha
method8 using piezoelectric transducersT1 (F1

513.5 MHz), and the intensity of the AE signalsNe was
measured with theT2 transducer (F250.7 MHz) and an
AF-15 apparatus. The temperature measurements ofvs and
Ne were performed in a dynamic range with a constant r
of change of temperature and with automatic plotting. Ult
sonic loading of the sample was accomplished with the tra
ducerT3 (F353.2 MHz) through a buffer plateB, required
for thermal and electrical decoupling. We note that t
choice of the experimental geometry — mutual orthogona
of the arrangement of the transducersT1 –T3, operating on
longitudinal waves in different frequency ranges — ess
tially excluded direct deformational or an electromagne
effect of one on the other. A control experiment on a neu
germanium sample confirmed this.

Since relaxation of the sound velocity~relaxation time
tn51210 s) was observed when a sufficiently intense
loadWs was applied, the measurements ofvs as a function of
Ws were performed in a steady-state regime. The erro
determiningDvs /vs did not exceed 0.05%.

2. RESULTS AND DISCUSSION

Figure 1b shows the results of thermal measurement
vs with increasing temperature~curve1! and decreasing tem

FIG. 1. a! Diagram illustrating the mounting of the sample in the cryos
(K). S — Sample,B — buffer plate consisting of fused quartz,T1 — US
transducers (F1513.2 MHz) for measuring the velocity of ultrasoun
T2 — US transducer (F250.7 MHz) for measuring the AE signals,T3 —
US transducer (F353.2 MHz) for US loading. b! Temperature dependence
of vs in Ge0.18As0.28Se0.54 ~longitudinal waves,F1513.2 MHz). US inten-
sity Ws50. 1 — Increasing temperature,2 — decreasing temperature. Ra
of temperature change — 0.4 K/min. c! Spectrum of AE signals during
heating of the sample.
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perature~curve2!. Figure 1c showsNe(t) with Ws50. One
can see that 1! in the temperature intervalDT530240 °C a
characteristic nonmonotonic section appears in the temp
ture dependencevs(T) in the form of a broadened multi
mode peak. When the sample is heated above 50 °C,
temperature coefficientTvs5(1/vs)]vs /]T approximately
doubles; 2! hysteresis of the shape, position, and amplitu
of the peak invs(T) with slow ~hours! relaxation to the
initial position is observed as a function of the direction
variation of the temperature; heat cycling results in suppr
sion of the peak; 3! AE signals are not observed with heatin
or cooling of the sample, including with the heating ra
varied from 0.4 to 2 K/min.

Figure 2 shows the US velocityvs as a function of the
amplitude of the US deformation~as a function ofWs) ~a!,
the amplitudesAe

m and relaxation timeste of the AE pulses
~b!, and the temporal AE spectra~c!. Generalizing these re
sults, we note the following: 1! A multithreshold amplitude-
dependent decrease ofvs is observed, where both the valu
of the threshold of the US intensityWs

c50.420.8 W/cm2

t

FIG. 2. Amplitude ~as a function ofWs) dependences ofvs during two
successive cycles of US loading~1, 2! and unloading~18,28! respectively~a!
of the AE parameters: amplitudesAe

m ~3! and relaxation timete ~4! ~b!. c —
Spectra of AE signals under US loading, the numbers in the upper ri
hand corner of the oscillograms of AE are the voltage on the US transd
T3 ~in V!. Inset — AE parameters.
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and the slope of the curve ofvs versusWs depend on the pas
history of the sample — in subsequent cycles of US load
~curves2 and28! Ws

c , Dvs /vs and the slope ofvs(Ws) de-
crease; 2! amplitude hysteresis ofvs(Ws) is observed as a
function of the direction of variation of the US load on th
sample, relaxation of the elastic properties to the initial st
is very slow ~tens of hours! and incomplete; and, 3! AE
signals were detected with an increasing loadWs.Ws

c The
temporal process of development of AE is characterized
two stages. First, whenWs is switched on, the amplitude o
the AE pulses grows rapidly (t,0.2 s) up to a maximum
valueAe

m ~curve3! and AE develops over a prolonged perio
of time (te50.320.5 s) at constantAe

m ~curve 4!. This is
followed by a slow dropoff — to the noise levelAn , which
is virtually independent of bothWs and time. Subsequently
rare single bursts of AE are observed against a backgro
of the continuous noise spectrumAn .

Let us consider a possible mechanism for the obser
structural changes in Ge0.18As0.28Se0.54. Preceding investiga
tions of this system showed that for compositions close
the composition studied in this work coexistence of pla
clusters As2Se3 and Ge2Se4 , ‘‘joined’’ transversely by Se
bridge atoms~‘‘soft network’’ ! and Ge bridge atoms~‘‘rigid
network’’!, is characteristic. As the coordination number^m&
increases in connection with an increase in the relative f
tion Ge atoms, the stiffness of the framework increases
Tns decrease.2–4

On the basis of the experimental results presented ab
the opposite situation can be conjectured: As a result of t
mal and acoustically stimulated structural transformation
shift in the distribution of all possible structural units in th
direction of the composition of the glass of the present s
tem with a lower value of̂ m& and a shift of the phase
equilibrium in the direction of As and Se occur. Apparent
the effective coordination number^m& is not constant for a
given composition of the glass, but rather it depends on
specific structure of the glass under definite external co
tions.

Under US loading nearT5Tc such a shift should inten
sify and the contribution of As–As and/or Se–Se bon
should increase. The fact that the decrease invs under US
loading (.2%) is greater than under temperature load
~0.8%! ~compare Figs. 1 and 2! can be taken as an exper
mental confirmation of this conclusion. Breaking and/or fo
mation of bonds can be accompanied by a release of ene
which goes to generation of AE signals. For example,
kJ/mole is released as a result of the reaction 2 G
Se2Ge–Ge1Se–Se.1 The condition for the AE process t
continue after the stage of acoustically stimulated exhaus
of reactions with closest bonds in a timete is their prelimi-
nary diffusion. The study of the temperature and amplitu
characteristics of AE should shed light on this question.

Indeed, relaxation of the structure in glass into a n
state, separated from the initial state by a barrierUb , is
described by the equation1

t5t0exp@~2Ub!/kT#. ~1!
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Assuming that the US interaction effect leads to a form
decrease ofUb by means of acoustic deformationgs of the
potential

Ub
ef5~Ub2gsWs!, ~2!

while t5te(Ws), we find from Fig. 2b, taking account o
relations ~1! and ~2!, Ub50.05 eV, gs52310221 cm3

• s,
t050.1 s. The value obtained,Ub50.05 eV, is an activation
energy and, according to the relaxation mechanisms,1,9–11

probably corresponds to fine-scale deformations of the
work due to the segmental mobility of the structure in r
gions of local disordering. When the US load is removed,
glass structure relaxes very slowly into the initial state. Ho
ever, under cyclic loading the system ‘‘stabilizes’’ and t
dependence ofvs on the US load decreases sharply. The A
signals are observed only at the initial stages of the US lo
ing. The absence of AE in temperature measurements~Fig.
1c!, within the limits of sensitivity of the apparatus em
ployed (10mV), can be explained, in our view, by the dif
fuseness of the temperature region of phase transforma
in glass (T220 K) and the definite randomness of the stru
tural transformation events in time and space. At the sa
time, US deformation not only induces such transformatio
but it also ‘‘synchronizes’’ them over the entire volume
the sample.

In conclusion, we note that we have observed AE sign
at room temperature under US loading conditions on diff
ent samples of this system witĥm&.2.5, for example, in
Ge0.22As0.32Se0.46, as well as in a number of cases with low
temperature~100–200 K! anomalies of the acoustic chara
teristics.

In summary, a method of comprehensive investigation
the acoustic characteristics and AE in chalcogenide glas
including also under US loading, has been developed.

Acoustic emission and the effect of US loading on t
elastic properties of chalcogenide glasses have been
served for the first time for glassy materials. The tempo
spectrum of AE was investigated. It consists of two comp
nents: a pulsed component, ‘‘explosive’’ emission, and c
tinuous noise. It is believed that the ‘‘explosive’’ compone
is due to reorientation~rupture and ‘‘joining’’! of some weak
molecular bonds between layered structural fragments, w
the noise component is due to diffusion and healing of b
ken bonds. The amplitude dependencevs(Ws) and, espe-
cially, the AE observed in the chalcogenide gla
Ge0.18As0.28Se0.54 under US loading definitely confirm tha
the structure of the chalcogenide glass system investigate
highly stable even at room temperature.

A mechanism of acoustically stimulated structural tran
formations in glassy materials, consisting of a decrease in
potential barriers on account of configurational reorien
tions, was proposed. It was shown that the AE method can
used to determine the activation energy of the relaxatio
process. However, the available experimental data do
make it possible to determine unequivocally the mechan
and character of the relaxation processes.

This work was supported by the Fund for Fundamen
Research of the Ukrainian State Committee on Science
Technology.
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Spatial distribution, build-up, and annealing of radiation defects in silicon implanted
by high-energy krypton and xenon ions

A. R. Chelyadinski , V. S. Varichenko, and A. M. Za tsev

Belarus State University, 220050 Minsk, Belarus
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An x-ray diffraction study of defect formation in silicon irradiated by Kr1 ~210 MeV, 831012

2331014cm22) and Xe1 ~5.6 BeV, 5310112531013cm22) ions is reported. It has
been established that irradiation produces a defect structure in the bulk of silicon, which consists
of ion tracks whose density of material is lower than that of the host. The specific features
of defect formation are discussed taking into account the channeling of part of the ions along the
previously formed tracks and the dominant role of electron losses suffered by the high-
energy ions. It is shown that the efficiency of incorporation of stable defects by irradiation with
high-energy ions is lower than that reached by implanting medium-mass ions with energies
of a few hundred keV. ©1998 American Institute of Physics.@S1063-7834~98!01309-4#
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The current interest in high-energy ion implantati
stems from the possibility of its use in fabrication of buri
layers and multi-layer structures in semiconductors. Fr
the scientific standpoint, of major interest are the spec
features of defect formation, the spatial distribution of d
fects, and their annealing in crystals subjected to high-ene
ion irradiation. This work studies these problems using s
con implanted with Kr1 ions having an energy of 210 MeV
and Xe1 ions of 5.6-BeV energy.

1. EXPERIMENTAL TECHNIQUES

The study was carried out on a two-crystal x-ray sp
trometer using CuKa1 radiation in fourth order of~111!
reflection. The implantation-induced change in the silico
lattice period was determined to within6131026 nm. The
defect concentration was estimated from the measu
lattice-period change based on the fact that the atomic
placements in prevailing defects are about 0.01 nm.1 The
spatial distribution of distortions was studied by layer-b
layer removal of silicon with micron-grade diamond pas
The accuracy of sample thickness determination w
60.5mm. Isochronous annealing of the implanted structu
was carried out in evacuated quartz ampoules. The temp
ture was maintained to within62 °C. To exclude channeling
in the course of implantation, the samples were mounte
the position where the angle between the surface normal
the beam axis was 5°.

2. RESULTS AND DISCUSSION

Figure 1 shows depth profiles of the lattice-peri
changeDa in silicon irradiated to various doses of 210-Me
Kr1 ions. The depth distribution of distortions inDa in sili-
con irradiated by 5.6-BeV Xe1 ions to a dose of 5
31013cm22 is displayed in Fig. 2. In the latter case, th
1471063-7834/98/40(9)/4/$15.00
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method used is sensitive to defects only starting with dep
of about 600mm. For both Kr1 and Xe1, the positions of the
maxima in the distribution of distortions agree satisfactor
with the calculations made using the TRIM-90 code. W
shall dwell on this point in more detail later. As seen fro
Fig. 1, a buried tail appears in the distribution with increa
ing dose~curve2!, and an additional maximum at a depth
;31mm forms at still higher doses~curves3 and 4!. At a
Kr1 dose of 331014cm22 this maximum exceeds in heigh
the main peak.

Curve 1 in Fig. 3 shows in arbitrary units the tota
build-up of radiation-induced defects~the areas bounded b
curves1–4 in Fig. 1! with increasing dose of Kr1 ions. The

FIG. 1. Spatial distribution of the lattice-period changeDa in silicon irra-
diated by 210-MeV Kr1 ions to a dose (cm22): 1 — 831012, 2 —
431013, 3 — 131014, and4 — 331014.
8 © 1998 American Institute of Physics



d

rv
an
ep

d
da
o
le
. I
ec

o
t

e

ed

rg
fe

qu

n
b

se
r
al
on

r

ck
ma-

-

tch
n
of a

he
o
rly

of

e-
lin-

ated

1479Phys. Solid State 40 (9), September 1998 Chelyadinski  et al.
defect build-up in the same samples at the 15-mm depth is
illustrated by curve2 in Fig. 3. The deviation from linearity
in the defect build-up in this case is still more pronounce

Curve1 in Fig. 4 displays the profile of 210-MeV Kr1

elastic energy losses calculated by the TRIM-90 code. Cu
2 in the same figure shows the product of the elastic
inelastic loss curves. Also presented are experimental d
profiles of the implanted layer for Kr1 ions measured for a
dose of 831012cm22, just before the formation of a burie
distorted layer. The good agreement of the experimental
with curve2 demonstrates the effect of electronic losses
defect formation. This suggests also, however, that the e
tronic losses do not play a major role in defect formation
the electronic losses were an independent source of def
the experimental curve would be dominated by the sum
the elastic and inelastic ion-energy losses. The increase in
number of displacements is most likely due to a decreas
the threshold energy required to displace an atom from
lattice site at a high level of target-atom ionization. Inde
the ionization losses of 5.6-BeV Xe1 ions are very high at
the beginning of the ion path, but because the ion ene
losses to elastic interactions here are not high, the de
concentration is too low to be detectable by the techni
employed.

Under the experimental conditions used, the appeara
of a buried defect maximum cannot be accounted for
crystallographic channeling. We assign the onset of the
ond defect-concentration maximum to the traversal by K1

ions of the tracks produced by previous ions. TRIM-90 c
culations show that the experimentally observed sec
maximum of defects at a depth of;31mm should appear if
the density of material in the ion track or, at least, in its co
is less by;10% than the crystal density. IfN ions are inci-
dent on a unit surface areaSof the crystal, the probability for
n ions (n51, 2, 3, . . . ) tostrike a given surface areas can be
described by the Poisson distribution

P~N,s,n!5exp~2N•s!
~N•s!n

n!
.

FIG. 2. Spatial distribution of the lattice-period changeDa in silicon irra-
diated by 5.68-BeV Xe1 ions to a dose of 531013 cm22.
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This areas is actually the characteristic size of the tra
cross section with a lower density compared to the host
terial. FunctionP(N•s) is shown graphically in Fig. 5 for
n51, 2, 3, 4, 5. The numerical values ofP(N•s) are the rela-
tive areas occupied by nonoverlapping tracks~curve1!, dou-
bly overlapping tracks~curve2!, and so on. The experimen
tal data of Fig. 1 offer an estimate of;331013cm22 for the
ion dose at which tracks start to overlap. We can now ma
the horizontal axis of theP(N•s) dependences with the io
dose axis. This permits one to estimate the dimensions
lower-density track produced by a 210-MeV Kr1 ion. Its
diameter is of the order of 1 nm. The dimensions of t
tracks of the heavier Xe1 ions are larger, and they start t
overlap at lower doses. The additional maximum is clea
seen already at a Xe1 dose of 531013cm22 ~Fig. 2!.

The deviation from linearity in the integrated build-up
defects~curve1 in Fig. 3! results from annihilation of newly
forming mobile vacancies and Si interstitials by stable d
fects incorporated earlier. The still more pronounced sub
earity in the defect build-up at the depth of 15mm ~curve2

FIG. 3. Dose dependence of radiation-induced defects in silicon irradi
by 210-MeV Kr1 ions: 1 — at sample surface,2 — at a depth of 15mm.

FIG. 4. Spatial distribution of~1! nuclear losses,~2! product of nuclear and
electronic losses of 210-MeV Kr1 ions, and~3! experimentally measured
radiation-defect concentration in silicon irradiated by 210-MeV Kr1 ions to
a dose of 831012 cm22.
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1480 Phys. Solid State 40 (9), September 1998 Chelyadinski  et al.
in Fig. 3! is caused by the decrease in the energy losse
the ions traveling along the previously formed tracks. T
energy is subsequently expended in creating the buried
torted layer. At the ion dose of 331014cm22, the second
maximum exceeds in height the main peak. This implies t
the number of ions traveling along primary tracks at t
dose is larger than that of the ions that produced them.
seen from theP(N•s) distributions in Fig. 5, at the Kr1 dose
of 331014cm22 the total number of doubly, triply, and qua
druply overlapping tracks is larger than that of the nonov
lapped ones.

It is of interest to discover what defects are incorpora
at various depths of their distribution, in particular, wheth
defect-cluster regions or isolated point defects dominate
the near-surface layer. This question may be convenie
answered by studying defect annealing. Figure 6 pres
graphically the lattice-period recovery of Kr1-implanted sili-
con in the course of isochronous annealing in the ne
surface layer~curve1!, at a depth of 15mm ~curve2!, and at
25 mm from the surface~curve3!. Curve4 in the same figure
plots defect annealing in Xe1-irradiated silicon at the depth
corresponding to the maximum in their distribution.

FIG. 5. Poisson distribution for~1! nonoverlapping and~2–5! n-fold over-
lapped tracks.

FIG. 6. Recovery of lattice periodDa in the course of isochronous anneal
silicon irradiated by 210-MeV Kr1 ions to a dose of 131014 cm22 ~1 — in
near-surface layer,2 — at a depth of 15mm, 3 — at a depth of 25mm!, and
irradiated by 5.68-BeV Xe1 ions to a dose of 531013 cm22 ~4 — at the
depth of the maximum in radiation-defect distribution!.
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The lattice period recovers in two main stages, name
within the 100–280 and 380–600 °C intervals. The same
nealing stages are observed also for silicon irradiated
medium-mass ions of comparatively low energies~for in-
stance, by 200-keV Si1 ions!.2 In the first stage, it is diva-
cancies that anneal predominantly.3 Annealed in the second
stage are more complex structures, for example, five-vaca
~Si-P1! centers and other, not yet identified complexes4,5

These complex defects form in the course of heat treatm
of irradiated samples as a result of a structural rearrangem
of the defects present in the cluster core. The defects loc
in the periphery of a cluster region and beyond it annea
the first stage. It was pointed out4,5 that formation of com-
plex radiation-defect structures during annealing is charac
istic only of irradiation by heavy particles~neutrons, ions!
generating displacement cascades. The second stage i
observed in the case of light ions~including Li1) with ener-
gies of tens and hundreds of keV.3 Also annealed in the firs
stage are interstitial complexes of the type of Si-P6~at
120 °C!.6 Type Si-B3 interstitial complexes anneal
;560°.7 It was established that the concentrations of int
stitial complexes are comparable with those of divacancie
vacancy-type defect stable at room temperature and pre
ing in implanted silicon.3,8

As evident from Fig. 6, both annealing stages are
served at the surface and at the depth of the distorted l
~curves1–3!. The fractions of the defects annealed in stag
1 and 2 are the same for different depths of the distort
layer. This implies formation of identical defect-cluster r
gions throughout the distribution. According to Cheng
model, defect clusters, which are assumed to be spher
consist of a divacancy core, with the outer shell made up
interstitial defects.9 The track produced by high-energy ion
is axially symmetric, with a divacancy core and an ou
shell consisting predominantly of interstitial-type defects.

One could expect the second defect maximum
broaden in depth with increasing ion dose as a result of m
tiple track overlapping. This is not observed, however~Fig.
1!, because the overlap is not perfect, and mixing takes p
in the region where the denser track shell meets the
dense core. In the case of ideal superposition of two tra
the density of material in its core would be still lower than
is in the primary track. Under these conditions, the third i
traversing the doubly overlapped track would move a lon
distance than the second one. Ideal track superposition, h
ever, is too rare an event to be observable experimental

The mean free path of Kr1 ions is 10% longer becaus
the density of material at the track core is 10% lower th
that of the host. At the same time, the second maximum
the Xe1 ions is downshifted by about 3–4% relative to th
main peak. This is not connected apparently with the hig
density of the Xe1 ion track. From the viewpoint of elastic
losses, silicon is quasi-transparent in the initial part of
trajectory of a 5.6-BeV Xe1 ion. Therefore the ion can only
produce a track starting from a certain depth.

It should be pointed out that EPR studies of samp
irradiated by high-energy Kr1 and Xe1 ions did not reveal
the anisotropic line with theg factor of 2.0055.10,11 This
suggests that irradiated silicon layers do not contain am
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phous inclusions. This seems somewhat unexpected, bec
at the end of the path, where the energy losses may b
high as a few hundred keV, ions should produce amorph
inclusions. It is known that at low energies~tens and hun-
dreds of keV! the tracks of Kr1 and Xe1 heavy ions are
amorphous.12

The defect concentration at the distribution maximum
silicon irradiated by Kr1 ions at a dose of 831012cm22,
which was calculated based onDa, is 1.631019cm23. For
the number of primary displacements determined13 from the
elastic losses with a threshold energyEd512.6 eV we ob-
tained 1.731021cm23. Whence it follows, even disregardin
the change in the threshold displacement energyEd , that the
efficiency of defect production~the ratio of the number o
stable defects to that of displacements! is 1%. For compari-
son, under neutron irradiation, irradiation of silicon by 4
MeV electrons which typically produce cascades, and
plantation of silicon by medium-mass ions2,14 the production
efficiency of stable defects is about 5%. Apparently, on
one hand, the high ionization level observed under hi
energy implantation favors an increase in the number of
placed atoms through the decrease of the displacem
threshold, and this affects the defect depth profile. But on
other hand, the large amounts of energy released inelasti
in the ion track produce noticeable annealing of defects
that the resultant efficiency of defect incorporation is fou
to be significantly lower than that observed in implantati
of low-energy medium-mass ions.

Thus the defects produced in implantation of 210-M
Kr1 ions and 5-GeV Xe1 ions represent cluster region
forming a continuous track with a core having a lower de
sity compared to the host. The density of material in
track core in silicon irradiated by Kr1 ions is 10% less than
that of the host. This core is about 1 nm in diameter. As
irradiation dose increases, the mean free paths of ions
crease because of their striking the tracks produced ea
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This results in formation of an additional buried distort
layer. It has been established that the inelastic ion ene
losses increase the number of displaced lattice atoms, w
is assigned to the decrease of the threshold energy requ
to knock an atom out of its site. As for the efficiency
production of stable defects, it is lower under implantation
high-energy ions than it is with low-energy medium-ma
ions.
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Kinetics of dislocation ensembles in deformable irradiated materials
N. V. Kamyshanchenko and V. V. Krasil’nikov

Belgorod State University, 308007 Belgorod, Russia

N. V. Neklyudov and A. A. Parkhomenko

Khar’kov Physicotechnical Institute, 310108 Khar’kov, Ukraine
~Submitted February 5, 1998!
Fiz. Tverd. Tela~St. Petersburg! 40, 1631–1634~September 1998!

The development of plastic instability in the initial deformation stages of irradiated materials is
studied. The dependence of the fraction of dislocations which overcome obstacles in the
dynamic regime~dislocation ‘‘channeling’’! on the degree of radiation hardening~irradiation dose!
and the dislocation velocity is analyzed. It is shown that this effect plays a role in radiation
embrittlement of reactor materials. ©1998 American Institute of Physics.
@S1063-7834~98!01409-9#
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The investigation of radiation hardening and, as a ru
the associated embrittlement is one of the most practica
sues in reactor materials science. Radiation hardening of
terials appears not only as an increase in the yield stress
decrease of the rate of hardening of materials but also in
formation of a ‘‘creep tooth’’ and a creep plateau on t
strain curves of the Chernov–Lu¨ders type.1,2 According to
modern ideas, the existence of these effects indicates pl
instability in materials, which could be the cause of the sh
decrease in the plasticity.

Figure 1 shows typical strain curves for reactor steels
test temperatures below 0.3Tm (Tm — melting temperature!.
Our analysis3 showed that strain curves of this type~curve2!
are observed in many materials even at irradiation do
<102221021 dpa ~displacement per atom!. The minimum
or the plateau in the curve2 is due to plastic instability
effects — dislocation channeling: destruction of obstacles
moving dislocations and localization of glide in given vo
umes of the material followed by deformation.1 For the sub-
sequent analysis, it is especially important that the mate
leaves the plastic instability regime mainly as a result of
development of transverse glide of screw dislocations.
higher irradiation doses (>1210 dpa, curve3! the stage
corresponding to the plateau in curve2 passes directly into
the fracture stage of the material.

The modern approach to plastic deformation, as a col
tive dislocation process, is to describe the localization a
self-organization of dislocations based on a study of the e
lution of dislocation ensembles in the deformed materials
Refs. 4 –7 the kinetics of a dislocation ensemble were s
ied in detail theoretically in a synergetic approach and m
els making it possible to explain not only the evolution of t
local density of dislocations in unirradiated materials b
also the formation of defect-free channels and localization
deformation in irradiated materials.

There also exist models8 that study the appearance
plastic instability and localization of plastic deformatio
based on a description of the behavior of single dislocatio
Other models~see, for example, Ref. 9! proceed from a
1481063-7834/98/40(9)/4/$15.00
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dislocation ensemble which is characterized by a disloca
distribution function that depends on the radius vectorr and
time t.

However, since the plastic deformation of a material
associated with mobile defects, it is natural to assume
the dislocation distribution function depends not only on t
radius vectorr and timet but also on the dislocation velocit
v and its orientation in space. In the present paper we st
the dislocation distribution functions averaged over orien
tions of dislocation lines in space. The dislocations in
ensemble themselves can be treated as a collection of
ments of dislocation lines~see Ref. 10!.

In the present work we investigated the developmen
plastic instability in an irradiated material taking account
the dependences of the velocity distribution function of d
locations in an ensemble.

1. MODEL

The subject of the description are mobile dislocatio
which interact with fixed obstacles of different nature but a
not held back~do not ‘‘hang up’’! on them. For example
they move in a channeling regime.2 This situation corre-
sponds, for example, to the typical case of the initial sta
of deformation of an irradiated material when the dislocat
ensembles formed ‘‘intersect’’ obstacles, consisting of sm
clusters, loops, and micropores. It is obvious that suc
situation can occur in the presence of both a wide spect
of dislocation velocities~energies! and different mechanism
of interaction of dislocations with obstacles.

Two other important points should be noted concerni
a! interdislocation interaction and b! mechanisms by which
dislocations leave the regime under study.

a! According to Ref. 11 , the contribution of interdislo
cation interaction must be estimated by comparing it with
external applied~and acting on a dislocation! stressf ext. In
an unirradiated material the interdislocation interacti
should be taken into account by ‘‘starting from the end of t
section of strain hardening’’ where the dislocation dens
2 © 1998 American Institute of Physics
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r(«) in the material is large, the distances between dislo
tions (r'r21/2) are short, and the interdislocation intera
tion forces are comparable to the external applied stress

In our case of an irradiated material conditions are re
ized such that the external stress acting on a dislocatio
high ~practically the maximum possible stress!, provided that
the sharp drop in the rate of strain hardening~Fig. 1! is taken
into account, while the dislocation density in an ensem
~initial stages of the formation of a localized deformation! is
still not so high that conditionf > f ext(1/2p)Gb2r(«)1/2,
where f is the interdislocation interaction force,G is the
shear modulus, andb is Burgers vector, would be satisfie
This allows us to neglect the interdislocation interaction
the ensemble for the time being when studying the inter
tion with fixed obstacles — radiation defects — at the init
stages of deformation.

b! To describe the interaction of a dislocation ensem
with obstacles, we study the most likely case where so
dislocations will pass through an obstacle without chang
their direction of motion, while other dislocations will b
‘‘scattered,’’ changing their direction of motion, as can ha
pen, for example, in the case of screw dislocations. As
ready noted above, this corresponds to the case of the d
mation of an irradiated material, when the system leaves
channeling regime as a result of the motion of screw dis
cations and subsequent development of multiple glide.

To characterize the dislocation structure of a crys
quantitatively it is necessary to give the distribution functi
n(r ,v,t) of the dislocations over their coordinatesr and ve-
locities v and timet so that

r total5(
i
E dVn~r,v,t ! ~1!

is the total density of all dislocations with arbitrary orient
tions and moving with velocityv, anddV is an element of
solid angle in coordinate space.

In the case that the dislocations interact with cert
fixed obstacles, we shall investigate the development of p
tic deformation on the basis of a general kinetic equation
n(r ,v,t) of the following form:

FIG. 1. Typical strain curves (s — load, « — deformation! for reactor
steels at test temperatures below 0.3Tm (Tm — melting temperature!. 1 —
Initial ~unirradiated! material, 2 — material irradiated to ‘‘low’’ doses
(102221021 dpa), 3 — material irradiated to doses above 1 dpa.
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1v–
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]r
1a–

]n

]v
5S 1̂

t
D n, ~2!

wherea is the acceleration of a dislocation under an exter
load F; (1̂/t) is an operator corresponding to the reciproc
of the relaxation time, which we assume to be determined
the expression

S 1̂

t
D n5

uvum

A S 1

4pE dVv8n~r,v8,t !2n~r,v,t ! D . ~2a!

HeredVv8 is an element of solid angle in velocity space. T
proposed structure of the operator~2a! of the reciprocal re-
laxation time signifies that the frequency of collisions wi
obstacles for a dislocation moving with velocityv equals
uvum/A ~we assume below thatm,21), whereA is a con-
stant which takes account of the presence of stops of dif
ent nature and the concentration~we note that, evidently,
depending on the parameterm, the dimension ofA in differ-
ent cases will be different!. The expression~2a! presupposes
by analogy with classical mechanics, that a dislocati
treated as a quasiparticle, is scattered elastically in the po
tial field of an obstacleur u2k (k.0). It is known that in this
case the effective differential cross section for elastic scat
ing ~and therefore the collision frequency also! is propor-
tional to uvum with m524/k ~see Ref. 12!. On the other
hand, it is also know that moving dislocations can inter
with obstacles according to the law;1/r , where r is the
distance from an obstacle to the dislocation axis,13 as hap-
pens, for example, for an edge dislocation in the case o
Cottrell impurity atmosphere.14 In this case,m524 ,21.
In what follows we shall develop this model for the gene
casem,21.

We note that the spatiotemporal distribution functi
f (r ,t) of dislocations can be expressed in terms ofn(r ,v,t)
by means of the formula

f ~r ,t !5
1

4pE dvn~r ,v,t !.

The condition of balance forf (r ,t) follows from the
kinetic equation~2!. In the present model~no interactions
between dislocations! it has the form

] f ~r ,t !

]t
1div j50,

wherej5
1

4p
*dv vn(r ,v,t).

We shall study the spatially uniform case

]n~r ,v,t !

]r
50. ~3!

The latter relation means thatD5n12n2!ad (d — average
distance between stops,a — coefficient of order 1 with di-
mension of length!, i.e. the distribution function of a dislo
cation ensemble remains practically unchanged over a
tance of the order of the distance between stops. Then
kinetic equation~2! will have the form
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]n~v,t !

]t
1a–

]n~v,t !

]v
5S 1̂

t
D n~v,t !. ~4!

To Eq. ~4! we add the initial condition

n~v,0;v0!5d~v2v0!, ~5!

signifying that at timet50 the dislocation velocity is close
to v0 .

We now introduce the parameterr* (v0 ,t;m)
5ract/r total, whereract is the density of dislocations whic
have passed ‘‘through’’ an obstacle. The parame
r* (v0 ,t;m) denotes the relative fraction of dislocations in
ensemble which have passed ‘‘through’’ an obstacle. Fr
the physical meaning of the distribution functionn(v,t;v0)
as the probability density of dislocations moving with velo
ity v0 , we can establish the integral equation

n~v,t2t8;v0!5r* ~v0 ,t;m!d~at1v02v!

2E
0

t

dt8
]

]t8
r* ~v0 ,t8;m!

1

4p

3E dVwn~v,t2t8;wuat81v0u!, ~6!

wherew is a unit vector (uwu51) in an arbitrary direction. In
Eq. ~6! the first term is the fraction of dislocations whic
have passed through an obstacle and acquired in timet a
velocity at1v0 . The second term takes account of the fra
tion of dislocations whose velocity changed direction a
result of the first collisions with obstacles and acquired
arbitrary direction w. Obviously, these directions ar
knocked out of the probability densityn(v,t;v0), as is indi-
cated by the minus sign in front of the second term.

2. DISLOCATION GLIDE

Substituting the integral equation~6! into the kinetic
equation~2!, we obtain an equation forr*

]

]t
r* ~v0 ,t;m!1

uat1v0um

2A
r* ~v0 ,t;m!50. ~7!

The functionr* must satisfy the relations

0<r* ~v0 ,t;m!<1, r* ~v0 ;m!51.

We shall assume that the direction of the initial veloc
v0 is the same as the vector of the applied loads. The
solution of Eq.~7! has the form

r* ~v0 ,t;m!5expS uv0um112~ uaut1uv0u!m11

2uauA~m11! D , ~8!

with mÞ21. For m,21 the asymptotic representation
the solution~8! is expressed by the formula

q5 lim
t→`

r* ~v0 ,t;m11!5expS 2
uv0um11

2uauAum11u D . ~9!

This is the fraction of dislocations which have the initi
velocity and pass through an obstacle. Asuv0u→0 this frac-
tion becomes infinitesimal. Asuv0u→` ~or asuau increases!
r

m

-
a
n

this fraction tends to 1, i.e., as their velocity~energy! in-
creases, dislocations start to ‘‘slip past’’ obstacles witho
stopping.

The dependence of the fraction of dislocations wh
overcome an obstacle in the dynamic regime on the dislo
tion velocity is illustrated qualitatively in Fig. 2.

For this, for example, we setm523/2, which corre-
sponds to a dislocation–obstacle interaction law;r 28/3. In
order for a dislocation to acquire accelerationa5uau, accord-
ing to Newton’s second lawa5F/m* , a forceF.F0 / l ~per
unit length of the dislocation! must be applied, whereF0 is
the maximum dislocation restraining force developed by o
defect and l is the distance between defects,15 m*
5(db2/4p)ln(R/r0) is a known expression16 for the effective
mass per unit length of a dislocation,d is the mass density o
the metal,b is the magnitude of Burgers vector. Settin
l 5ni

21/3 anduv0u5us, whereni is the number of defects pe
unit volume~specifically, irradiation produced defects! andu
is the velocity of sound, we transform Eq.~9! to a form
convenient for plotting

q5exp~21/Q!,

Q52Aum11u~F04pn1/3!/~db2ln~R/r 0!!

3uum11up1/3sum11u,

wherep is the defect density andn is the density of atoms o
the main material. To obtain a clear picture, we choose
following values of the parameters:F051.631024 dynes,
u53.33104 cm/s, d58 g/cm3, ln(R/r0)58,n58
31022 cm23, b5331028 cm, and A510216 s5/2

•cm23/2.
For these values the functionq(s) has the form shown in
Fig. 2. The quantitys is plotted along the abscissa. Accor
ing to our data and the data of other authors,17 a relative
increase in the yield stress of a material by a factor of 4–
is observed in most model and reactor materials even
doses 102221021 dpa. Moreover, one can see that und
otherwise equal conditions, the fraction of dislocations
irradiated materials which have overcome obstacles in
dynamic regime now becomes substantial~according to Ref.
8 , the criterion of the dynamic or ‘‘pseudorelativistic’’ re
gime is that dislocations reach velocities;0.1 of the veloc-
ity of the sound!.

FIG. 2. Fraction of dislocations overcoming obstacles in the dynamic
gime versus the initial dislocation velocity.q1 , q2 , q3 , andq4 correspond
to the following values of the density of obstacles:p151024%, p2

51023%, p351022%, andp451021%, increasing as a result of irradia
tion.
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Figure 2 also shows that the dynamic~pseudorelativistic!
deformation regime is reached in irradiated materials
lower dislocation velocities.

As investigations by Popov showed,8 for dislocation
densities '1010 cm22 pseudorelativistic effects must b
taken into account to describe the evolution of dislocat
structures, i.e., the dislocation velocities can approach
sound velocity (>0.1u). In the case of, for example, irrad
ated nickel and vessel steel, such a dislocation density
responds to stresses>100 MPa, and hence such effects c
appear even at the initial stages of deformation, which c
respond to the Chernov–Lu¨ders strain interval. As numerou
experiments have shown, high dislocation densities are
served in deformation channels formed in irradiated mat
als even near the yield stress. This results in the appear
of the Chernov–Lu¨ders plastic instability.1,2

The model presented in this work, in our opinion, m
be directly related to, for example, the problem of the britt
ness of irradiated materials in reactor vessels. The la
investigations18 show that deformation and fracture pr
cesses in vessel steels are accompanied by dynamic dis
tion channeling and ‘‘destruction’’ by dislocations of ve
small defects in the form of micropores, loops, and prec
tates in vessel steels. Localized-deformation channels,
countering interfaces, could be responsible for the sh
stress concentration, proportional to the total dislocat
‘‘charge,’’ and give rise to microcracks.

In summary, in the model presented above, the deve
ment of plastic instability in an irradiated deformable ma
rial was studied taking account of the velocity dependenc
the distribution function of dislocations in an ensemble.
was shown that a sharp increase in the fraction of dislo
tions which overcome obstacles in the dynamic regime
be observed in these materials. As the degree of harde
~concentration of defects arising under irradiation! increases,
this effect can be reached at lower deformation velocitie
t
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Activation parameters of stepped deformation of polymers
N. N. Peschanskaya and P. N. Yakushev

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted February 12, 1998; resubmitted March 3, 1998!
Fiz. Tverd. Tela~St. Petersburg! 40, 1635–1638~September 1998!

Creep rates on short deformation base lines before and after a change in temperature and stresses
were measured by interferometry to determine the activation energies and activation
volumes of the process. It is shown that the activation parameters of polymer creep vary not
only at a macroscopic level but also within the micron-size deformation steps. The largest potential
barrier corresponds to the lowest rate in a step and plays the role of a ‘‘physical node.’’
The results confirm the supposition that micron-size jumps~steps! of polymer deformation are
caused by the nonmonotonic nature of intermolecular interactions in microvolumes of
this level. © 1998 American Institute of Physics.@S1063-7834~98!01509-3#
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The intent of activation analysis1–4 is to determine the
activation energyQ0 and the activation volumea of the
process leading to the transition of kinetic units through
barrierQ5Q02at — the activation enthalpy (t — tangen-
tial stress, equal to half the axial compressive of tensile st
s applied to the sample!. The quantitiesQ0 anda are ordi-
narily determined by using probabilistic equations of t
type

«̇5 «̇0 expS 2
Q02at

RT D , ~1!

where«̇ is the experimentally measured average rate of
process in the steady state,«̇051012 s21 is a rate factor,T is
the temperature~in K!, andR is the gas constant. This rela
tion reflects the physical nature of the deformation and c
responds to a process with one relaxation time, i.e., w
constant parametersQ0 and a with t and T varying. The
expression~1! describes a fan of straight lines converging
a single point (log«̇0512). The conditions of applicability
indicated for Eq.~1! reflect the invariability of the structura
kinetics during deformation, and they can be satisfied in r
polymers only within narrow temperature, stress, and st
intervals. In most cases the rate in a creep process~especially
in the case of nonoriented polymers! changes continuously
even with constantt andT,4,5 as shown in Fig. 1, displaying
the variability of the parametersQ0 anda in large deforma-
tion sections. In the conventional coordinates~inset to Fig.
1!, the same creep section~from 5 to 8%! corresponds to a
process with a constant strain rate.

The methodological technique of small jumpsDT and
Dt with a high accuracy of rate measurements by
interferometer4,5 makes it possible to narrow the parame
measurement section to hundreths of a percent of the de
mation, i.e., to a ‘‘point’’ with a negligible change in struc
ture, and to approach the condition of applicability of t
expression~1! with constant parameters in each measu
ment ofQ0 anda. The parameters are measured at differ
points of the creep curve independently and they are
sumed to be functions of the strain. The method of jumpsDT
and Dt has revealed regularities in the variation of the
1481063-7834/98/40(9)/3/$15.00
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netic coefficients as a function of the strain~Fig. 2! and the
temperature.4,5 As follows from what we have said above
the method of jumps makes it possible to take account of
macroscopic nonmonotonicity of the rate.

It is shown in Refs. 6 and 7 that the creep rate var
nonmonotonically on a meso level also, reflecting t
stepped character of micron-size deformation in the form
oscillations of the rate about an average value. The varia
of the rate over the length of a deformation step suggests
activation barriers differ within microvolumes of a deform
tion, and these differences are actually the cause of
stepped increments. The present work is concerned with
problem of measuring the values of the coefficientsQ0 and
a in Eq. ~1!, corresponding to the highest and lowest ra
within a single deformation step, for unoriented glassy po
mers.

1. MATERIALS AND PROCEDURE

Glassy polymers having a pronounced nonmonoto
rate of micron-size deformation increments at 290 K we
chosen for the experiments: styrene copolymer with me
acrylic acid ~PS 1 16% MAA!, polyvinyl chloride ~PVC!,
and a variant of epoxy resin~ÉD-388!. Polymers in the form
of 3 mm in diameter and 6 mm high cylindrical sampl
were tested in a creep regime under uniaxial compres
(s5const). A laser interferometer was used to record
deformation per unit time.8 The interferogram consists of
sequence of beats~Fig. 3!, each of which corresponds to
deformation increment by 0.3mm ~0.005%!, while the beat
frequencyn determines the creep rate«̇5ln/2l 0 , where
l50.63mm is the wavelength of the laser radiation andl 0 is
the initial length of the sample. The trace of the deformat
~Fig. 3! makes it possible to measure the rate of the proc
on half a beat~0.15mm! and to determine the changes in th
rate on deformation increments of fractions of a micron.

The accuracy of the method makes it possible to e
mate the parametersQ0 and a at different ‘‘stages’’ of a
single deformation jump~the periodL in Fig. 3!. To calcu-
late the parameters differing most from one another,
smallest and largest values of the rate in the course o
6 © 1998 American Institute of Physics
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period L before («̇1 , «̇18) and after («̇2 , «̇28) a change in
temperature or stress (DT5325 K, Dt52 MPa) were de-
termined. The coefficients were determined from the form
las

a5
RTln~ «̇2 / «̇1!

Dt
, Q05

Rln~ «̇2 / «̇1!

1/T121/T2
1at. ~2!

It was shown in Ref. 5 thata andQ0 are cooperative quan
tities, related to one another. The quantity characterizing
intermolecular interaction is the specific energyq per mono-
mer unit

q5
Q0

a
V, ~3!

FIG. 2. Activation energyQ0 , activation volumea, and specific activation
energyqi versus strain for PS1 16% MAA. The dashed line shows the

change in the creep rate«̇.

FIG. 1. Computerized measurement and construction of the dependen

the rate«̇ versus the strain« near«y56.5% for polycarbonate. Each poin
corresponds to a deformation increment of 0.3mm ~0.005%!, the variance of
the rate reflects the jump-like development of deformation. Inset: Appa
stationary creep in the coordinates strain«–time t, s570 MPa, T
5291 K.
-

e

where V is the volume of a monomer unit of a polyme
molecule. In the present paperq is estimated for two stage
of a jumpL ~Fig. 3!.

2. RESULTS AND DISCUSSION

In previous works7,9 regularities were obtained that le
to the conclusion that deformation jumps exist on differe
levels and are caused by the nonuniformity of the struct
and potential fields of nonchemical origin which are ove
come in the process of displacement events. The stron
nonchemical interactions between molecular groups
commonly termed ‘‘physical bonds’’ which alternate wit
weak bonds between sections of different molecules in
slip plane. A displacement in a plane with small barrie
should correspond to high rates«̇1 in a deformation jumpL
~Fig. 3!, and correspondingly the overcoming of large pote
tial barriers~bonds! is associated with long relaxation time
and slow rates«̇18 . The dislocation–disclination models o
deformation that were developed for polymers10 take account
of the heterogeneity of the structure and the localized ch
acter of defects, and they imply that displacements of defe
are jump-like. The qualitative model of physical bonds
consistent with the specific mechanisms of the theories an
confirmed well by experiments. Table I gives the activation
characteristics of deformation jumps for three polymers
follows from this table that the high rates in a jump corr
spond to larger values ofa and lower values ofQ0 and q
compared to the values of these quantities for slow rates
period L. The difference between the rates is most clea
reflected in the values ofq. Values of q18 that are much
higher thanq1 correspond to a bond.

Therefore activational analysis has shown that poten
barriers in the creep process change not only on
macrolevel5 but also on a mesolevel, within micron-size d
formations. Experiments show that the jump-like charac
of creep is due to the nonmonotonicity of the activation e
ergy of the process within a single step.

Table I gives the values ofqi obtained with«.«y by the
same method but for average rates over the lengthL of the
jumps.4,5 As shown earlier,4 the values ofqi equal the acti-
vation energies of the viscous flow of a hypothetical fluid
which the kinetic unit is a monomer unit:qi5Ecoh/3, where
Ecoh is the cohesion energy for a monomer unit of a polym
One can see from the table thatqi for a macroprocess is
closest in value to the specific activation energy for the st
of easiest slip with high rates in a jumpL. An analogy can be

FIG. 3. Scheme of the change in rate in a deformation step (L51.2 mm) in
the case of a change in stress or temperature.
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TABLE I. Activation parameters within a single deformation stepL.

Material,s, «y V, Å3 L, mm «̇1 , 1025 s21 «̇18 , 1025 s21 a1 , Å3 a18 , Å3

Q1

Q10

Q18

Q10
8 «, % q1 q18 qi

P5116%mAA

s590 MPa 166 1.05 0.07 0.04 2360 1730

30

45

40

51 8.0 3.2 4.8 3.0
«y56.5%

PVC

s560 MPa 72.5 0.6 2.5 2.0 940 750

11

19

15.8

22.3 27 1.4 2.1 1.0
«y55%

ÉD

s587 MPa 1300 3.6 5.0 4.0 2440 1400

31

45

37

46 25 25 43 20
«y>5%

Note: The value ofqi was calculated using Eq.~3!, whereQ0 and a were determined neglecting the nonmonotonicity of the rate. The indices in
designations correspond to Fig. 3. The values ofQ0 , Q, andq are given in kcal•mole21.
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drawn between the change in the parameterq in a microjump
of a deformation~see Table I! and in a macrojump which is
observed after the deformation~Fig. 2!. Indeed, a minimum
of the rate in Fig. 2 corresponds to onset of destruction of
initial system of intermolecular bonds and accelerated fl
of the material.4,5 The lowest rate at the point«y is related to
the highest value ofqi , while acceleration of deformation
results in a lower value ofqi . A similar phenomenon is also
observed within the microdeformation of the jump
Acceleration of creep corresponds to a decrease in the v
of q ~see Table I!.

The results show a similarity in the mechanism of d
placement processes on different scales. Large irrevers
deformations«.«y , which change the shape of the samp
are created from microdisplacments, which probably dis
the shape of ordered micron-level formations in the polym
structure. The data make it possible to associate the con
of ‘‘levels’’ not only to structure and deformation but also
activation parameters.
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The influence of ZrO2 particles on the low-temperature deformation of nanocrystalline copper
produced by strong plastic deformation is investigated using equichannel angular pressing.
A comparison is made between the deformation characteristics in tension and compression in the
temperature range 4.2–400 K, measured for copper and the composite Cu:0.3 vol. % ZrO2.
It is shown that within 4.2–200 K the yield pointssm of the composite is higher than that for
copper, attaining 680 MPa at 4.2 K, then the yield points are close in value up to room
temperature, and diverge again as the temperature is raised. Possible causes of the dissimilar
influence of an impurity on the strength and plasticity characteristics of nanocrystalline copper in
various temperature intervals are discussed. ©1998 American Institute of Physics.
@S1063-7834~98!01609-8#
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A factor of utmost interest in the investigation of nano
rystalline materials is the way in which their properties a
affected by impurities that can improve significantly the th
mal stability of the undoped structural state. It has be
shown1,2 that a small addition of ZrO2 or HfO2 nanoparticles
preserves the high level of the yield point of ultrafine-grain
copper up to a temperature;500 °C. It is also important to
study the influence of impurities with a view toward unde
standing the nature of the plastic deformation of nanocr
tals. We have previously3 investigated the low-temperatur
deformation of copper and nickel prepared by equichan
angular pressing~ECAP!, the onset of deformation inhomo
geneity, the temperature dependence of the flow stresses
the sensitivity of the latter to the sign of the load. In t
present study we demonstrate the influence of an ultrafi
grain stabilizing impurity on the low-temperature deform
tion of copper.

1. EXPERIMENTAL PROCEDURE

The experiments were performed on pure~99.98%! cop-
per and a Cu:ZrO2 composite. The latter was prepared fro
Cu–0.15 wt.% Zr solid solution by internal oxidation4 and
contained 0.3 vol. % ZrO2 in the form of nanoparticles ap
proximately 10 nm in diameter. An ultrafine-grained stru
ture was obtained by repeated~up to 16 times! ECAP with
90° rotation of the bar after each cycle.5–8 Electron micro-
scope examinations showed that the grain size did not ex
200 nm in either material. An x-ray examination establish
that the main factor contributing to line broadening for t
pure copper was the smallness of the coherent scatterin
gions~about 50 nm!; the linewidth was larger in the compos
ite, with broadening contributions of close magnitude fro
the size of the coherent scattering regions~;55 nm! and
1481063-7834/98/40(9)/3/$15.00
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from lattice distortions, where the relative variation of th
lattice parameterDa/a due to internal stresses had a value
about 2.531023.

Bars approximately 50 mm in length with transverse
mensions;14314 mm were obtained after ECAP. Th
samples for mechanical testing were cut along the length
the bar and had the following dimensions: height 6 mm
compression, length of the working section 15 mm for te
sion, and a diameter of 3 mm in both cases. The sam
were deformed in an Instron 1342 universal testing mach
in the temperature range 4.2–400 K. The low-temperat
tests were carried out in an Oxford Instruments helium c
ostat. The sample was cooled toT>77 K; in addition,
liquid-nitrogen precooling was used for tests in the tempe
ture interval 4.2–77 K. Liquid helium was admitted
the cryostat by means of two pumps, which created a sl
rarefaction in the cryostat. The rate of deformation w
431024 s21.

2. EXPERIMENTAL RESULTS AND DISCUSSION

As an example, Fig. 1 shows tension and compress
diagrams of the Cu:ZrO2 composite at various temperature
~the copper data are given in Ref. 3!, and Tables I and II
show the main characteristics of plastic deformation:
yield point ss at various temperatures in tension and co
pression; the maximum tensile stresssb ; the total relative
elongation at the instant of fractured; the necking downc
for pure copper and the composite; the work-hardening
efficient in compression. It is evident that the plasticity a
strength characteristics of the copper and the composite
fer only slightly at room temperature. At helium temperatu
the strength and the yield point are higher for the compos
and the work-hardening coefficient in compression is low
9 © 1998 American Institute of Physics
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1490 Phys. Solid State 40 (9), September 1998 Shpe zman et al.
than for the pure copper. As the temperature is lowered
tension, the uniform part of the deformation increases, w
the localized deformation~necking down! decreases. The
previously observed3 anisotropy with respect to the sign o
the load~the yield point being higher in compression than
tension! in nanocrystalline copper and nickel also occurs
our composite~Tables I and II!. As in pure metals, the an
isotropy increases as the temperature is lowered, but the
parity is smaller in the composite than in the pure copper
this phenomenon is actually associated with strong possi
ties for local relaxation during the earliest stages of deform
tion in tension,3 it is not surprising that ZrO2 should be ca-
pable of inhibiting relaxation.

The plastic deformation of the Cu:ZrO2 composite be-
comes unstable at liquid helium temperature: Sudden ju
are observed, but their amplitude is not too large. No app
ciable difference in the deformation jump kinetics is not
between copper and the composite. From our point of vi
this result corroborates the helium-temperature deforma

TABLE I. Characteristics of the deformation of Cu and Cu:ZrO2 nanocrys-
tals in compression.

Copper Cu:ZrO2 composite

T, K 4.2 77 290 4.2 290
ss , MPa 578 570 402 680 412
ds/d«, MPa 3473 2737 1123 2078 1275

FIG. 1. Stress-strain curves of Cu:ZrO2 nanocrystals~stresss versus strain
«! in tension~a! and in compression~b!. 1! T54.2 K; 2! T5290 K.
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jump models based on local hot spots, because in alterna
models attributing the jumps in the diagrams to avalanc
of dislocations breaking away from obstructions there wo
have to be some evidence of dislocation pinning by Zr2

particles.
Figure 2 shows the temperature dependence of the y

point in compression for copper and for the composite, m
sured by successive loading at a constant strain rate at
incremented temperatures. Here the increments of the
stresses in each step have been determined and subseq
scaled to variations of the yield point. Three distinct te
perature intervals are discernible from Fig. 2: below;200 K
and above;300 K, where the yield point of the composite
higher than for copper; the intermediate interval 200–300
where the values ofss for Cu and Cu:ZrO2 practically coin-
cide. On the basis of this behavior we can state that
presence of ZrO2 particles is manifested both in the high
temperature region~probably owing to their influence on re
crystallization and the concomitant thermal stability of t
nanocrystalline state of the composite1! and in the low-
temperature region, where direct dislocation drag or tw
ning of ZrO2 particles is possible in the initial deformatio
stage. However, the work-hardening coefficient of coppe
4.2 K is higher than for the composite, so that the flo
stresses come closer together in further deformation. In
intermediate temperature interval the ZrO2 nanoparticles ob-
viously do not contribute significantly to the hardening pr
duced by the grain boundaries in the low-deformation ran

FIG. 2. Yield point versus temperature for:1! Cu:ZrO2 2! Cu ~from data in
Ref. 3!.

TABLE II. Mechanical properties of the deformation of Cu and Cu:ZrO2

nanocrystals in tension.

Copper Cu:ZrO2 composite

T, K 4.2 290 4.2 290
ss , MPa 448 382 637 398
sb , MPa 550 435 698 431
d, % 15 10 18 10
c, % 57 77 33 64
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~at the level of the yield point! and are manifested only in
that they slightly increase the work-hardening coefficient
the high-deformation range. Such complex behavior of
yield point and the flow stresses as a function of tempera
and doping provides further evidence that the hardening
nanocrystalline materials cannot be described by a sim
relation of the Hall-Petch type.3,9–11

Summarizing the present study, we have investigated
deformation of nanocrystalline copper containing small Zr2

additives. We have shown that the variation of the yie
point in the low-temperature range is more pronounced
the composite than for pure copper. At 4.2 K the maxim
value of ss is equal to 680 MPa, and the flow stresses c
attain ;700 MPa in tension and more than 1 GPa in co
pression. These values are 1.5–2 times the known data
cold-drawn copper12 and indicate that the nanocrystallin
state of the doped material is possibly a structure hav
maximum resistance to plastic deformation and fracture.

The authors are grateful to I. N. Zimkin and G. D. M
tovilina for doing the x-ray and electron-microscope exam
nations.
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Complex magnetic susceptibility of uniaxial superparamagnetic particles in a strong
static magnetic field
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The magnetic relaxation of a system of single-domain ferromagnetic particles in the presence of
a strong static magnetic field directed at an arbitrary angle relative to the particle anisotropy
axis is investigated. A system of linear difference-differential equations for the moments~averaged
spherical harmonics! is derived without recourse to the Fokker–Planck equation by
averaging Gilbert’s equations with a fluctuating field. An exact solution~in terms of matrix
continuous fractions! is found for this system. The relaxation times and spectra of the complex
magnetic susceptibility are calculated. ©1998 American Institute of Physics.
@S1063-7834~98!01709-2#
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1. Uniaxially anisotropic, single-domain ferromagnet
particles are characterized by an internal potential hav
two stable equilibria separated by a potential barrier betw
them. If the particles are small~and, accordingly, the poten
tial barrier is low!, the magnetization vectorM can change
its orientation through the barrier as a result of therm
fluctuations.1 The thermal instability of the magnetizatio
produces so-called superparamagnetism,2 because each par
ticle behaves like a huge magnet having a magnetic mom
;1042105 Bohr magnetons. Research on the thermal fl
tuations and relaxation of the magnetization of sing
domain particles is of major interest these days with reg
to improving the characteristics of magnetic charge carrie3

and in relation to paleomagnetism.4

The dynamics of the magnetization of single-domain f
romagnetic particles is described by the Landau-Lifsh
equation.5 Gilbert6 has proposed a similar equation. Brow7

has used these equations to describe the magnetization
namics of an individual particle, relying on the Langev
equation approach from the theory of Brownian moveme
In the role of the Langevin equation, Brown used Gilber
equation with a fluctuating field to describe the thermal flu
tuations of the magnetization of an individual particle. Usi
the method of Wang and Uhlenbeck8 in conjunction with
Stratonovich’s approach9 to the averaging of stochastic di
ferential equations, Brown then derived a Fokker-Plan
equation for the probability density functionW($M%,t) of
the magnetizationM . A theory of magnetic relaxation in a
ensemble of single-domain particles has been formulate5–9

on the basis of the Fokker–Planck equation.
In the basic model used to study relaxation processe

superparamagnets, the free-energy densityV of a single-
domain magnetic particle~with uniaxial anisotropy! in a ho-
mogeneous external magnetic fieldH0 of arbitrary strength
has the form1,10,11
1491063-7834/98/40(9)/8/$15.00
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V52K cos2 q2~M•H0!, ~1!

whereK is the anisotropy constant, andq is the polar angle.
This problem, formulated by Ne´el1 and by Stoner and
Wohlfahrt,11 has been analyzed, for example, in Refs. 1
22. However, to simplify the mathematical calculations,
most cases~with the exception of a few papers, e.g., Re
23–26! it has been assumed that the fieldH0 is directed
along the anisotropy axis of the particle. Previously the co
plex magnetic susceptibility could be calculated only und
this assumption.

In the general statement of the problem, with the fie
H0 oriented in an arbitrary direction relative to the magne
zation axis, the Fokker–Planck equation can be solved
mally by expanding the distribution functionW($u%,t) in
spherical harmonics. This operation reduces the problem
the solution of an infinite-dimensional system of line
difference-differential equations for the averaged spher
harmonics~moments! ~Refs. 25 and 26!

d

dt
X~ t !5AX~ t !, ~2!

whereA is the infinite-dimensional system matrix, andX(t)
is a column vector formed by the moments~the system for
the moments~2! can also be obtained by averaging Gilber
equation directly without using the Fokker–Plan
equation27,28!. A numerical solution of Eq.~2! ~by finding the
eigenvalues and eigenvectors of the system matrix! can be
obtained, in principle, by successively increasing the num
of equation by a finite numberN until convergence is
achieved. Unfortunately, it is difficult to employ this ap
proach in practice, because the given problem requires
culations for N;1032104, which can only be done on
supercomputers.26 However, the problem can be simplifie
considerably by applying the method of matrix continuo
2 © 1998 American Institute of Physics
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fractions28,29 developed in Ref. 28 for the solution of infinit
systems of recursion formulas for the moments. Althou
this approach has already been used in the investigatio
analogous problems in the theory of the Kerr effect, diel
tric relaxation, and magnetic relaxation,15,30,31 it cannot be
applied to our problem directly, because here the recurs
formula contains two variable indices.25,26 So far no one has
proposed a simple algorithm for this case~e.g., it has been
suggested29 that infinite-dimensional matrix fractions be use
in the solution of two-index recursion formulas!, so that fur-
ther elaboration of the method is required.

The main objective of the present study is to calcul
the longitudinal component of the magnetic susceptibi
x i(v) of a system of noninteracting, single-domain ferr
magnetic particles in a strong static magnetic field of ar
trary orientation relative to the easy axis of a particle.

2. Gilbert’s equation for the magnetizationM of a
single-domain particle with allowance for thermal fluctu
tions has the form5,6

d

dt
M ~ t !5g@M ~ t !3@H~ t !1h~ t !2hṀ ~ t !##, ~3!

whereg is the gyromagnetic ratio, andh is the friction co-
efficient; the total magnetic field can consist of external
plied fields plus the effective magnetic anisotropy field~all
denoted byH! and a random fieldh(t) exhibiting the prop-
erties of white noise:

hi~ t !50, hi~ t1!hj~ t2!5
2kTh

n
d i j d~ t12t2!, ~4!

where n is the particle volume, and the overbar signifi
statistical averaging over the ensemble of particles hav
the identical magnetizationM at time t.

If V($M%,t) is the free energy per unit volume, ex
pressed in terms of the components ofM , then the fieldH is
given by the equation

H52
]

]M
V~$M%!,

where

]

]M
5 i

]

]Mx
1 j

]

]M y
1k

]

]Mz
,

Mx5Ms sinq cosw5Msux , M y5Ms sinq sinw5Msuy ,
andMz5Ms cosq5Msuz.

Gilbert’s equation ~3! can be transformed to th
Landau–Lifshitz equation5,6,22

d

dt
M ~ t !5Msg8@M ~ t !3@H~ t !1h~ t !##

1h8@M ~ t !3@H~ t !1h~ t !#3M ~ t !#, ~5!

where

g85
g

~11a2!Ms
, h85

ga

~11a2!Ms
5ag8, ~6!

anda5ghMs is a dimensionless damping factor.
h
of
-

n

e

-
i-

-

g

Writing Eq. ~5! in terms of components in laborator
Cartesian coordinates, we have

1

h8Ms

d

dt
ux~ t !5@12ux

2~ t !#hx~ t !2@a21uz~ t !

1ux~ t !uy~ t !#hy~ t !1@a21uy~ t !

2uz~ t !ux~ t !#hz~ t !1@12ux
2~ t !#Hx~ t !

2@a21uz~ t !1ux~ t !uy~ t !#Hy~ t !

1@a21uy~ t !2uz~ t !ux~ t !#Hz~ t !, ~7!

1

h8Ms

d

dt
uy~ t !5@a21uz~ t !2ux~ t !uy~ t !#hx~ t !

1@12uy
2~ t !#hy~ t !2@a21ux~ t !

1uy~ t !ux~ t !#hz~ t !1@a21uz~ t !

2ux~ t !uy~ t !#Hx~ t !1@12uy
2~ t !#Hy~ t !

2@a21ux~ t !1uy~ t !ux~ t !#Hz~ t !, ~8!

1

h8Ms

d

dt
uz~ t !52@a21uy~ t !1ux~ t !uz~ t !#hx~ t !

1@a21ux~ t !2uy~ t !uz~ t !#hy~ t !

1@12uz
2~ t !#hz~ t !2@a21uy~ t !

1ux~ t !uz~ t !#Hx~ t !1@a21ux~ t !

2uy~ t !uz~ t !#Hy~ t !1@12uz
2~ t !#Hz~ t !.

~9!

For a single-domain particle with the magnetic anis
ropy potential5,6,8,9,24

V52Kuz
252K cos2 q, ~10!

whereq is the angle between the vectorM and thez axis; in
the presence of a strong static magnetic fieldH0 applied at an
arbitrary angle relative to thez axis, the total fieldH has the
form

H5g1H0i1g2H0j1S g3H01
2K

Ms
uzD k, ~11!

where g15sinC cosF, g25sinC sinF, and g35cosC
are the direction cosines of the vectorH0 ~C andF are the
polar angle azimuth angles, respectively!.

The stochastic nonlinear differential equations~7!–~9!,
which contain multiplicative noise termsuiujhk , need to be
averaged~see, e.g., Refs. 28 and 29!. We recall that stochas
tic differential equations of general form inN variables
$j(t)%5$j1 ,j2 ,...,jN%

dj i~ t !

dt
5hi~$j~ t !%,t !1gi j ~$j~ t !%,t !G j~ t ! ~12!

with G i(t)50 and G i(t1)G j (t2)52Dd i j d(t12t2), i , j
51,...,N, averaged by Stratonovich’s rule28,29at timet, have
the form
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dxi

dt
5 lim

t→0

j i~ t1t!2xi

t
5hi~$x%,t !

1Dgk j~$x%,t !
]

]xk
gi j ~$x%,t !, ~13!

wherej i(t1t) (t.0) are the solutions of Eqs.~12! subject
to the initial conditionsj i(t)5xi @summation over the re
peated indicesj andk is understood in Eqs.~12! and ~13!#.
The second term on the right-hand side of Eq.~13! is called
the noise-induced drift coefficient.28,29A proof of Eq.~13! is
given, for example, in Ref. 29~pp. 54–55!.

In the same way it can be proved that the averaged e
tion for an arbitrary differentiable functionf ($j%) has the
form22,30

d f~$x%!

dt
5hi~$x%,t !

]

]xi
f ~$x%!1Dgk j~$x%,t !

3
]

]xk
Fgi j ~$x%,t !

]

]xi
f ~$x%!G , ~14!

where again summation over the repeated indices,i, j, k is
understood.

Stratonovich’s approach28,29 must be used in averagin
the stochastic differential equations~7!–~9! because, from
the physical point of view, the investigated magnetic rela
ation processes are best modeled within the framework
this approach. In particular, the preliminary modification
Eqs.~7!–~9! to an equivalent form of the Itoˆ equations is not
required in this case, and ordinary methods of analysis
applicable.

For the investigation of magnetic relaxation it is conv
nient to use spherical harmonicsXnm defined as

Xnm5eimwPn
m~cosq!,

Xn2m5~21!m
~n2m!!

~n1m!!
Xnm* , m>0,

wherePn
m(x) denotes associated Legendre functions.17 The

spherical harmonicsXnm are written as follows in the vari
ablesux , uy , uz :

Xnm5~ux1 iuy!m
dmPn~uz!

duz
m ,

where Pn(x) denote Legendre polynomials. Making use
the fact that

d

dt
Xnm5m~ux1 iuy!m21

dmPn~uz!

duz
m ~ u̇x1 i u̇y!

1~ux1 iuy!m
dm11Pn~uz!

duz
m11 u̇z ,

we can obtain an equation for the spherical harmonicsXnm if
we multiply Eqs.~7!–~9! by

m~ux1 iuy!m21
dmPn~uz!

duz
m ,
a-

-
of
f

re

-

f

im~ux1 iuy!m21
dmPn~uz!

duz
m ,

~ux1 iuy!m
dm11Pn~uz!

duz
m11 ,

respectively, and then sum them. After averaging, theref
we can obtain a system of equations for the averaged sp
cal harmonics~the details of the derivation are given in Ref
22 and 27!:

tN

d

dt
cn,m~ t !1Fn~n11!

2
1

ig3jm

2a

2s
n~n11!23m2

~2n21!~2n13!Gcn,m~ t !

5sF ~n11!~n1m!~n1m21!

~2n21!~2n11!
cn22,m~ t !

2
n~n2m11!~n2m12!

~2n11!~2n13!
cn12,m~ t !G

1
~n1m!

2n11 S g3j
n11

2
2

ims

a D cn21,m~ t !

2
~n2m11!

2n11 S g3j
n

2
1

ims

a D cn11,m~ t !

1
j~g11 ig2!

4~2n11!
@n~n2m11!~n2m

12!cn11,m21~ t !1 ia21~2n11!~n2m11!

3~n1m!cn,m21~ t !1~n11!~n1m21!~n

1m!cn21,m21~ t !#2
j~g12 ig2!

4~2n11!
@ncn11,m11~ t !

2 ia21~2n11!cn,m11~ t !1~n11!cn21,m11~ t !#,

~15!

where

s5
nK

kT
, j5

nMsH0

kT
, tN5

n

2kTh8
, ~16!

cn,m~ t !5^Xnm&~ t !2^Xnm&0 , ~17!

the angle bracketŝ& signify ordinary statistical averaging
^&0 denotes the equilibrium average, defined as

^A&05E
0

2pE
0

p

A~q,w!W0~q,w!sin qdqdw,

W0~q,w!5
1

Z
exp@s cos2 q1j~g1 cosw sin q

1g2 sin w sin q1g3 cosq!#

is the equilibrium distribution function, andZ is a normal-
ization constant. The system~15! has been derived with al
lowance for the fact that the equilibrium averages^Xnm&0

satisfy the recursion formula
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F2s
n~n11!23m2

~2n21!~2n11!
2n~n11!G^Xnm&0

2
2ims

a F n1m

2n11
^Xn21m&01

n2m11

2n11
^Xn11m&0G

12sF ~n11!~n1m!~n1m21!

~2n21!~2n11!
^Xn22m&0

2
n~n2m11!~n2m12!

~2n11!~2n13!
^Xn12m&0G

1jg3F ~n11!~n1m!

2n11
^Xn21m&02 ia21m^Xnm&0

2
n~n2m11!

2n11
^Xn11m&0G1

j~g11 ig2!

2~2n11!

3@n~n2m11!~n2m12!^Xn11m21&01 ia21

3~2n11!~n2m11!~n1m!^Xnm21&01~n11!

3~n1m21!~n1m!^Xn21m21&0#2
j~g12 ig2!

2~2n11!

3@n^Xn11m11&02 ia21~2n11!^Xnm11&0

1~n11!^Xn21m11&0#50. ~18!

The systems of equations~15! and ~18! can also be derived
from the corresponding Fokker–Planck equation2x

2tN

]W

t
5

1

sin q

]

]qH sin qF n

kT S ]V

]q
2

1

a sin q

]V

]f D
3W1

]W

]q G J 1
1

sin q

]

]f F n

kT S 1

a

]V

]q

1
1

sin q

]V

]f DW1
1

sin q

]W

]f G . ~19!

According to linear response theory,29 the decay of the
magnetization̂ M &(t) of a system of noninteracting, single
domain ferromagnetic particles after the instantaneous ap
cation at timet50 of a weak static external fieldH1 parallel
to H0 @n(M•H1)/kT!1 andH0iH1] has the form

^M i&~ t !2^M i&05x iH1Ci~ t !,

whereCi(t) is the normalized relaxation function of the lon
gitudinal component of the magnetization, andx i is the static
magnetic susceptibility. The longitudinal normalized rela
ation functionCi(t) and the magnetic susceptibilityx i(v)
are expressed in terms ofcnm(t):

Ci~ t !5
g3c1,0~ t !1Re$~g12 ig2!c1,1~ t !%

g3c1,0~0!1Re$~g12 ig2!c1,1~0!%
, ~20!

x i~v!5x i8~v!2 ix i9~v!5x i$12 ivC̃i~ iv!%, ~21!

where

C̃i~ iv!5E
0

`

Ci~ t !e2 ivtdt, ~22!
li-

-

x i5
nMsN0

H1
~g3c1,0~0!1Re$~g12 ig2!c1,1~0!%!

is the static susceptibility, andN0 is the number of particles
per unit volume. Moreover, the relaxation timet i , defined as
the area under theCi(t) curve:

t i5E
0

`

Ci~ t !dt5C̃i~0!, ~23!

can be measured in experiments and calculated from E
~20! and ~22!.

Equations~21! and ~23! are valid for a system of par
ticles with their easy axes oriented at the same angle rela
to the direction of the static magnetic fieldH0 . If the easy
axes of the particles are randomly distributed in space, E
~21! and ~23! must be averaged over the anglesC andF to
calculate the dynamic susceptibility and the relaxation tim

3. A formal approach to the solution of recursion form
las of the type~15! with two variable indices has been pro
posed earlier.29 However, it is very difficult to implement
this approach in practice, because it is necessary@as in the
basic equation~2!# to work with infinite-dimensional matri-
ces. We now propose a refined method for the solution of
~15!, where the analytical problem can be reduced to ope
tions involving finite-dimensional matrices.

We introduce the 8n-element vectorCn(t):

Cn~ t !5S c2n,22n~ t !
c2n,22n11~ t !

]

c2n,2n~ t !
c2n21,22n11~ t !
c2n21,22n12~ t !

]

c2n21,2n21~ t !

D . ~24!

Equation~15! can then be transformed to a three-te
matrix difference-differential equation of the form

tN

d

dt
Cn~ t !5Qn

2Cn21~ t !1QnCn~ t !

1Qn
1Cn11~ t !, n51,2,3,... . ~25!

The matrices in this equation are defined as follows:

Qn5S X2n W2n

Y2n21 X2n21
D ,

Qn
15S Z2n Y2n

0 Z2n21
D , Qn

25S V2n 0

W2n21 V2n21
D , ~26!

where

Q1
25S V2

W1
D , C0~ t !50. ~27!

The matricesQn , Qn
1 , and Qn

2 have 8n38n, 8n
38(n11), and 8n38(n21) dimensions, respectively. In
turn, the matricesQn , Qn

1 , andQn
2 consist of submatrices

Xl , Yl , Zl , Vl , andWl , which are given in the Appendix.
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Invoking the general method for solving matrix recu
sion formulas of the type~25! ~Ref. 28!, we obtain an exac
solution for the Laplace transformC̃1(s) in terms of matrix
continuous fractions:

C̃1~s!5tN@tNsI2Q12Q1
1S2~s!#21

3H C1~0!1 (
n52

` S )
k52

n

Qk21
1 @tNsI2Qk

2Qk
1Sk11~s!#21D Cn~0!J , ~28!

whereI is the unit matrix, and

Sn~s!5@tNsI2Qn2Qn
1Sn11~s!#21Qn

2 ~29!

is a matrix continuous fraction.
The vectors of initial conditionsCn(0) can also be cal-

culated with the aid of continuous fractions by Risken
method;29 specifically, in the linear~with respect to the field
H1! approximation the initial conditionscn,m(0) have the
form

cn,m~0!52^Xnm&0

1E
0

2pE
0

p

Xnm~q,w!W0~q,w!

3ej1~g1 cosw sin q1g2 sin w sin q1g3 cosq!sin qdqdw

3S E
0

2pE
0

p

W0~q,w!

3ej1~g1 cosw sin q1g2 sin w sin q1g3 cosq!

3sin qdqdw D 21

'j1H g11 ig2

2~2n11!
@~n1m!~n1m21!^Xn21m21&0

2~n2m12!~n2m11!^Xn11m21&0#

1
g12 ig2

2~2n11!
@^Xn11m11&02^Xn21m11&0#

1
g3

2n11
@~n1m!^Xn21m&01~n2m11!

3^Xn11m&0#2^Xnm&0@g3^X10&01Re$~g12 ig2!

3^X11&0%#J , ~30!

where

j15
nMsH1

kT
. ~31!

Next we transform Eq.~18! to the matrix recursion formula

Qn
2Rn211QnRn1Qn

1Rn1150, n51,2,3,..., ~32!

where
Rn5S ^X2n,22n&0

^X2n,22n11&0

]

^X2n,2n&0

^X2n21,22n11&0

^X2n21,22n12&0

]

^X2n21,2n21&0

D . ~33!

The solution of Eq.~32! has the form

Rn5Sn~0!Rn215Sn~0!Sn21~0!...S2~0!S1~0!, ~34!

where

Sn~0!5@2Qn2Qn
1Sn11~0!#21Qn

2 . ~35!

With Eqs. ~30! and ~34! taken into account, the initial con
ditions Cn(0) have the form

Cn~0!5j1@Kn
21@Kn1Kn

1Sn11~0!#

3Sn~0!#Sn21~0!...S1~0!, n51,2,3..., ~36!

where

C1~0!5j1$K1
21@K11K1

1S2~0!#S1~0!%. ~37!

Here the matricesKn , Kn
1 , andKn

2 are defined as follows:

Kn5S F2n D2n

G2n21 F2n21
D ,

Kn
15S 0 G2n

0 0 D , Kn
25S 0 0

D2n21 0D , ~38!

where

K1
25S 0

D1
D .

The matricesKn , Kn
1 , andKn

2 consist of submatricesFn ,
Dn , andGn , which are given in the Appendix.

The exact solution in terms of matrix continuous fra
tions @see~28!# is well suited to numerical calculations. A
the matrix continuous fractions and the series converge v
rapidly, so that 10–12 ‘‘downward’’ iterations for the com
putation of these matrix fractions and 11–14 terms in
series~28! are sufficient for attaining accuracy to at least s
significant figures in most cases. Here the maximum num
of dimensions of all the matrices required for the calculatio
is of the order of 102, which falls within the capabilities of
an ordinary personal computer.

4. The behavior of the relaxation timet i as a function of
the angleC for F50, s510,a5100~strong damping!, and
various values of the parameterh5j/2s is shown in Fig. 1.
It is evident from Fig. 1 thatt i has a deep minimum a
C5pi2 ~the curve is symmetrical about this line!, because
the alternating fieldH1 is perpendicular to the easy axis o
the particle, corresponding to the condition for the obser
tion of ferromagnetic resonance, which is determined by
transverse component of the dynamic susceptibility of
particle. Accordingly, the low-frequency~activation! mode
associated with reorientation of the magnetization throu
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the potential barrier does not contribute to the relaxat
time. As the strength of the static magnetic fieldH0 is in-
creased, the activation process is more and more suppre
and this process also tends to diminish the contribution of
low-frequency relaxation mode tot i . These effects are mos
conspicuous in the spectra of the imaginary part of the s
ceptibility, x i9(v), which are shown in Figs. 2–4~the calcu-
lations have been carried out forx i51 andF50). In these
figures two peaks are seen in the loss spectrum. The
~low-frequency! peak appears at frequencies of the order
the average frequency of reorientation of the susceptib
through the potential barrier. The characteristic frequency
this low-frequency mode is determined by the reciprocal
the lowest eigenvaluel1 of the Fokker–Planck equatio
~19!. For C'0 and s@1 this quantity is given by the
equation2

l15
2tNs3/2e2s2j2/4s2

p1/2 F12
j2

4s2G S coshj2
j

2s
sinh j D .

~39!

FIG. 1. log10(t i /tN) as a function of the angleC for s510, a5100, and
various values of the parameterh5j/2s.

FIG. 2. log10(x i9) as a function of log10(vtN) and the angleC for h
50.01 anda50.1.
n

ed,
e

s-

rst
f
y
f
f

The second peak is attributable to the contribution of hig
frequency modes and forj, s@1 occurs at a frequency
'(2s1j)/tN ~Ref. 21!. A ferromagnetic resonance peak
distinctly visible atC'p/2 in Figs. 2 and 3. The relaxatio
behavior of the spectrax i9(v) is observed for small anisot
ropy parameters and a weak field~j, s'0) or large damp-
ing. It is evident from Figs. 2–4 that the spectra depe
strongly on the damping parametera. Methods for obtaining
experimental and theoretical estimates ofa are discussed, for
example, in Refs. 12, 17, and 32, but there do not appea
be any reliable experimental data. Theoretical estimatesa
give values of the order of 0.01–0.1~Refs. 12 and 32!. Fig-
ure 4 also graphically illustrates the suppression of the lo
frequency mode by the static field. This effect, first repor
in Ref. 15, is attributable to depletion of the population of t
upper potential well21 and, especially, for values of the pa
rameter h above a certain critical level~'0.166 for
C'0; Ref. 21!, it induces non-Arrhenius behavior on th

FIG. 3. log10(x i9) as a function of log10(vtN) and the angleC for h50.1
anda50.5.

FIG. 4. log10(x i9) as a function of log10(vtN) and the angleC for h
50.17 anda51.
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part of the relaxation timet i , i.e., it violates exponentia
growth of the relaxation timet i as the height of the potentia
barrier increases.

Thus, the longitudinal component of the magnetic s
ceptibility of a system of noninteracting, single-domain p
ticles can be estimated from the exact equation~28!. In ob-
taining these results, we have assumed that all the part
are identical. To take polydispersity of the particles into a
count, it is also necessary to average the susceptibility o
appropriate distribution functions~e.g., over the particle vol-
umes!.

This work has received support from the Russian Fu
for Fundamental Research~Grant 96-02-16762-a!.

APPENDIX

The submatricesXl , Yl , Zl , Vl , andWl have the form

~A1!

~A2!

~A3!
-
-

les
-
er

d

~A4!

~A5!

The dimensions of the submatrices are indicated
brackets. The elements of the submatricesXl , Yl , Zl , Vl ,
andWl are given by the expressions

xl ,m
2 5 i

j~g11 ig2!~ l 1m!~ l 2m11!

4a
,

xl ,m5
s~ l ~ l 11!23m2!

~2l 21!~2l 13!
2

l ~ l 11!

2
2 i

mjg3

2a
,

xl ,m
1 5 i

j

4a
~g12 ig2!,

yl ,m
2 5

l j~g11 ig2!~ l 2m11!~ l 2m12!

4~2l 11!
,

yl ,m52
l 2m11

2~2l 11! S l jg31 i
2sm

a D ,

yl ,m
1 52

l j

4~2l 11!
~g12 ig2!,

wl ,m
2 5

j~ l 11!~g11 ig2!~ l 1m!~ l 1m21!

4~2l 11!
,

wl ,m5
l 1m

2~2l 11! S jg3~ l 11!2 i
2sm

a D ,

wl ,m
1 52

j~ l 11!

4~2l 11!
~g12 ig2!,

zl ,m52
s l ~ l 2m12!~ l 2m11!

~2l 11!~2l 13!
,

n l ,m5
s~ l 11!~ l 1m!~ l 1m21!

~2l 21!~2l 11!
.

The submatricesFn , Dn , andGn in Eqs.~38! have the form
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Fl@~2l 11!3~2l 11!#

52Re@g3^X1,0&01~g12 ig2!^X1,1&0#I , ~A6!

~A7!

~A8!

where the elements of the submatrices are given by the
pressions

gl ,m5
g3~ l 2m11!

2l 11
,

gl ,m
2 52

~g11 ig2!~ l 2m12!~ l 2m11!

2~2l 11!
,

gl ,m
1 52dl ,m

1 5
~g12 ig2!

2~2l 11!
, dl ,m5

g3~ l 1m!

2l 11
,

dl ,m
2 5

~g11 ig2!~ l 1m!~ l 1m21!

2~2l 11!
.
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The influence of temperature on the distribution functionP(Bhf) of the magnetic hyperfine fields
for 57Fe in (Fe0.65Ni0.35)12xMnx alloys (x50, 0.024, 0.034! are investigated by Mo¨ssbauer
spectroscopy. The Mo¨ssbauer absorption spectra are measured in the temperature interval
5–300 K; in the interval 5–80 K the measurements are performed in a magnetic field of 0.2 T.
Anomalies are found in the temperature curves of the intensity of the principal maximum
of the functionsP(Bhf)@Bhf530– 38 T# and the total~integrated! intensities of the low-field
components@Bhf5(4 – 13) T#. The detected anomalies in the behavior of the total
intensities are interpreted as resulting from a change in the balance of competing exchange
interactions due to the thermal annihilation of antiferromagnetic Fe–Fe exchange interaction. The
emergence of strong satellite lines in the intervalBhf520– 29 T in Mn-doped alloys is
attributed to reorientation of the spins of Fe atoms under the influence of strong antiferromagnetic
Mn–Fe exchange interaction. ©1998 American Institute of Physics.@S1063-7834~98!01809-7#
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Iron-nickel Invar alloys having a face-centered cub
structure are an example of magnetic systems with com
ing exchange interactions. According to data obtained
neutron scattering,1 Ni–Ni and Ni–Fe exchange interaction
are ferromagnetic; their interaction constants are appr
mately equal to 600 K and 450 K. These interactions de
mine the ferromagnetic structure of the alloys as a whole
the nominal Curie temperatures. The Fe–Fe exchange in
action is antiferromagnetic, and the corresponding inter
tion constant is close to2100 K. Competing exchange inte
actions of opposite sign endow the effective exchange fie
with a strong spatial inhomogeneity and create conditions
the onset of local instability of the ferromagnetic spin co
figurations. The probability of spin reorientation of the F
atoms and spin frustration at sites having a weak resul
exchange field is very high in regions of high local iro
concentration. Indications of the existence of perturbed s
configurations of these types have been obtained in exp
mental studies of the magnetic properties of Fe–Ni allo
~see, e.g., Refs. 2–8!. The admixture of Mn in the alloy
Fe0.65Ni0.35 lowers both the average magnetic moment a
the Curie temperature, events that can be associated wi
increase in the probability of the formation of perturbed s
configurations under the influence of antiferromagne
Mn–Fe interaction. A detailed investigation of the depe
dence of the magnetic susceptibility of the syste
(Fe0.65Ni0.35)12xMnx on the temperature and the extern
1501063-7834/98/40(9)/6/$15.00
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magnetic field9 has shown that spins having a sufficient
high manganese concentration at low temperatures goes
to the spin glass state.

Macroscopic investigations are capable of providi
only indirect data on the spin configurations and the m
netic structure of the alloys. Deeper insight into the probl
can be achieved by studying the spin states of Fe atom
the microscopic level. Mo¨ssbauer spectroscopy is the on
technique by which it is possible to implement such inves
gations of Fe–Ni–Mn alloys at various manganese conc
trations and over a wide range of temperatures. This te
nique can be used to detect directly various types
perturbed spin configurations and to classify these state
analyzing the distribution functions of magnetic hyperfi
fields P(Bhf).

In the present study Mo¨ssbauer spectroscopy is used
investigate magnetic hyperfine interaction for57Fe in
(Fe0.65Ni0.35)12xMnx alloys (x50, 0.024, 0.034!. The prin-
cipal objective is to obtain information about the states of
atoms under conditions when direct interaction between
purity Mn atoms is nonexistent or is weak, and transition
the spin-glass state is not observed. A significant consid
ation from the methodological standpoint is the fact that
satellite structure of the functionsP(Bhf) at low manganese
concentrations remains fairly well resolved, making it po
sible to observe small effects associated with the tempera
dynamics of ‘‘anomalous’’ spin states. Special attention
0 © 1998 American Institute of Physics
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given to the investigation of phenomena attributable to
difference in the temperature dependences of competing
change interactions of opposite sign. Mo¨ssbauer spectros
copy has been used previously to investigate Fe–Ni–Mn
loys of various compositions~see Refs. 10–15, 17 and th
references cited therein!, but there has never been a detail
analysis of the functionsP(Bhf) for Fe0.65Ni0.35 and for al-
loys having a small manganese impurity.

1. EXPERIMENTAL PROCEDURE

The investigated samples were prepared by alloy
metals of 99.9% purity or better; the ingots were rolled in
foil of thickness'10 mm and rapidly quenched. The Mo¨ss-
bauer absorption spectra were measured in the temper
range 5–300 K. In the interval 5–80 K, measurements w
also performed in a magnetic field of 0.2 T applied in t
plane of the foil. Resonance detectors were used to enh
the resonance absorption effect and the resolving powe
the detection of 14.4-keV Mo¨ssbauer radiation.

The distribution functions of the magnetic hyperfin
fields P(Bhf) were calculated from histograms; the details
the procedure used to process the spectra are given in
16. The widths of the histogram intervals were chosen
slightly exceed the width of instrumental distortion of th
components of the initial magnetic sextets. This choice
abled us to use the direct method for minimization of thex2

functional ~by means of the FUMILI minimization routine!
and to eliminate uncertainties associated with the applica
of a smoothing procedure. In some cases, to analyze i
vidual parts of the distribution functionsP(Bhf), the range of
Bhf was partitioned into intervals of unequal width. The pr
cedure for minimizing thex2 functional had the following
variable parameters: the components of the histogram of
function P(Bhf), the relative intensities of the second a
fifth components of the magnetic sextets, the linewidths,
the isomeric shift. The average degree of alignment of
spins of the Fe Atoms in an external magnetic field w
calculated by the standard technique from the relative in
sities of the second and fifth components of the magn
sextets. For the spectra measured without an external
these intensities corresponded to random orientation of
spins in the sample. Inasmuch as the parameters of w
satellite lines are determined with large errors, a proced
based on the examination of total~integrated! line intensities
in selected intervals of variation ofBhf , rather than the in-
tensities of individual satellites, was used in analyzing
temperature dependences of the components of the func
P(Bhf). This approach permitted statistically significant da
to be obtained on the temperature dependences of the s
lite intensities in the range of small values ofBhf , along with
data on the interrelationship between these intensities and
intensity of the principal maximum of the functionsP(Bhf)
at various temperatures.

For all three alloys we observed in the distribution fun
tions P(Bhf) a local maximum near the zeros ofBhf with
approximately 3% relative intensity~Fig. 1!. The position
and intensity of this maximum were found to be independ
of the temperature and the manganese concentration. In
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light we can only assume that the onset of such a maxim
is attributable, for example, to surface effects, rollin
induced defects, or other extraneous effects. We shall di
gard this maximum in the discussion that follows.

2. DISTRIBUTION FUNCTIONS P„B hf… AT 5 K

Figure 1 shows Mo¨ssbauer absorption spectra f
(Fe0.65Ni0.35)12xMnx alloys (x50, 0.024, 0.034!, measured
at a temperature of 5 K, and the corresponding distribut
functions of the hyperfine fieldsP(Bhf). It is important to
call attention to the strong variation in the profile of th
functionP(Bhf) in manganese-doped alloys, as manifested
the broadening and shift of the principal maximum of t
distribution and the onset of satellites to the left of the pr
cipal maximum. The total intensities of lines situated aw
from the principal maximum for alloys withx50, 0.024 and
0.034 are 8%, 28%, and 34%, respectively. On the ot
hand, the intensity increases only very slightly in the ran
of weak hyperfine fields. The influence of a small mangan
impurity is also manifested in a decrease of the average m
netic hyperfine field̂ Bhf&, which is equal to 32.660.3 T,
28.960.3 T, and 28.160.3 T for x50, 0.024, and 0.034
respectively. The average degrees of spin alignment of th
atoms at 5 K in anexternal magnetic field of 0.2 T are foun
to be 0.9560.3 T, 0.9060.3 T, and 0.8560.3 T for x50,
0.024, and 0.034, respectively. These results evince a
degree of collinearity of the Fe spins, which is also preser
in manganese-doped alloys despite the emergence of st
satellite lines.

The distribution functionP(Bhf) is relatively simple for
the alloy Fe0.65Ni0.35 at 5 K. An intensity higher than 90%
corresponds to the principal maximum, which is centered
Bhf534.5 T. The profile of the principal maximum of th
distributionP(Bhf) is interpreted on the assumption that t
Fe and Ni atoms are randomly distributed among the lat
sites if the magnetic hyperfine field acting on the nucleus
an Fe atom in the given atomic configuration is described
the well-known equation

Bhf5amFe1b@nFemFe1~122nFe!mNi#, ~1!

wheremFe andmNi are the magnetic moments of the Fe a
Ni ions, andnFe is the number of nearest-neighbor Fe atom
The first term of this equation gives the contribution toBhf

from the intrinsic moment of the given atom, and the seco
term represents the total contribution toBhf from nearest-
neighbor atoms. The following values of the coefficien
have been found formFe52.5mB and mNi50.6mB by com-
paring the observed profile of the principal maximum w
the profile calculated from Eq.~1! ~taking into account the
binomial distribution of the different atomic species in th
nearest coordination sphere!:

a59.4 T/mB, b50.5 T/mB

~as seen in Fig. 1, the number of histogram intervals has b
doubled in analyzing the profile of the principal maximum!.
The values obtained for the coefficientsa andb are typical of
ferromagnetic iron alloys~see, e.g., Ref. 12!. The precise
values of the atomic magnetic moments in Invar are
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FIG. 1. Mössbauer absorption spectr
measured at 5 K~left! and the corre-
sponding distribution functions of the
hyperfine fieldsP(Bhf) ~right! for alloys
(Fe0.65Ni0.35)12xMnx (x50, 0.024,
0.034!. The solid curves in the graphs o
the left have been calculated by th
method indicated in the text.
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known, but variations ofmFe and mNi within the respective
intervals 2.4– 2.8mB and 0.6– 0.9mB merely alter slightly the
values ofa andb, which is of minor consequence for subs
quent analysis. The presence of weak satellite lines local
outside the principal maximum implies that the compet
exchange interactions induce local disruptions of the fe
magnetic ordering as a result of spin reorientation. The m
mum probability of the formation of perturbed spin config
rations should be expected in regions having a high lo
iron concentration. According to the results of an analysis
the magnetic properties of the alloy Fe0.65Ni0.35 on the basis
of the molecular-field model, spin reorientation and the f
mation of frustrated spin states take place in atomic confi
rations withnFe>10 ~Ref. 2!.

For thex50.024 alloy at 5 K we observe two satellites
with average hyperfine fields of 28 T and 22 T and intensi
of 15% and 7%, respectively~Fig. 1!. The onset of strong
satellites with such values ofBhf implies a high probability
that strong antiferromagnetic Mn–Fe interaction will indu
spin reorientation of Fe atoms situated in the near
neighbor environment of a Mn impurity atom. In an fcc la
tice every such Fe atom has four adjacent Fe atoms, w
are also nearest neighbors of the Mn atom. This arrangem
creates conditions for the formation of configurations
which spin reorientation occurs for several adjacent Fe
oms. According to Eq.~1!, the fieldBhf'22 T corresponds to
configurations in which an Fe atom with reoriented spin h
ed
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-
-

s

t-
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among its nearest neighbors two to four Fe atoms with li
oriented spins. The realignment of spins in the neare
neighbor environment of the Mn atom can also influence
value of Bhf for Fe atoms that do not interact directly wit
Mn, but are nearest neighbors of atoms having an antife
magnetic spin orientation. This scenario could explain
onset of a stronger satellite with average hyperfine fieldBhf

'28 T. The given estimates ofBhf have been obtained o
the assumption that the perturbed spin configurations are
linear. This assumption is consistent with the observed h
degree of spin alignment of the Fe atoms in an external fi
however, in none of the alloys does the degree of alignm
attain 100%. Not to be dismissed is the possibility of no
collinearity of the spins of Fe atoms in certain perturb
configurations, but any deviations from collinearity cann
be very large.

3. TEMPERATURE DEPENDENCE OF THE COMPETITION
OF EXCHANGE INTERACTIONS IN „Fe0.65Ni0.35…12xMnx

ALLOYS

Figure 2 shows the distribution functionsP(Bhf) for al-
loys with x50 and 0.024 at various temperatures in the
terval 60–220 K~because the data for alloys withx50.024
and 0.034 are very similar, the results for thex50.034 alloy
will not be discussed below!. Clearly, over a broad tempera
ture range, the structure of the functionsP(Bhf) does not
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FIG. 2. Distribution of the hyperfine fields
P(Bhf) for (Fe0.65Ni0.35)12xMnx alloys (x
50 and 0.024! at various temperatures.
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undergo any radical qualitative changes. Even at temp
tures close to 200 K, only a slight increase in the intensity
observed in the range of weak hyperfine fields. This resu
rather unexpected. A theoretical analysis of concentra
magnetic systems with competing exchange interacti
~see, e.g., Ref. 17! predicts the onset of frustrated states ha
ing very weak exchange fields and the phenomenon of ‘‘te
perature melting’’ of spins~i.e., the transition of spins into
the paramagnetic state as the temperature increases!. It is
obvious that the spin-melting effect~which must be accom
panied by an abrupt increase in the intensity in the vicinity
zeros of the hyperfine fields! is not observed in the given
situation. It will be shown below that this behavior of o
investigated alloys is attributable to the specific way
which temperature influences the competition of excha
interactions having opposite signs under conditions when
energy of one of these interactions is relatively low.

To observe effects associated with the formation and
cay of frustrated states, we investigate the tempera
curves of the total intensities of the components of the fu
tion P(Bhf) in various intervals ofBhf . Figure 3 shows the
a-
s
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d
s

-
-

f

e
e

e-
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curves for two intervals: 30–38 T and 4–13 T. The fir
interval corresponds to the principal maximum of the dis
bution functionsP(Bhf). For the interval 4–13 T the tota
intensity at 5 K is very low, establishing favorable condition
for the reliable detection of possible intensity variations
the range of small values ofBhf as the temperature increase

It is evident from Fig. 3~upper graphs! that for both
alloys the intensity of the principal maximum is observed
decrease rapidly~almost by a jump! in the temperature inter
val 50–70 K. When the temperature is further increased~to
130 K!, the intensity of the principal maximum for th
x50 alloy remains essentially constant, while for th
x50.024 alloy it is even observed to increase somewh
This behavior correlates with the temperature dependenc
the total intensity in the intervalBhf54 – 13 T~Fig. 3, lower
graphs!. For thex50 alloy at 50–70 K we observe a wel
defined intensity maximum, and at 100–130 K the total
tensity in this interval ofBhf decreases almost to zero.
similar ~but flatter! maximum is also observed for th
x50.024 alloy.

These features of the temperature curves of the tota
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FIG. 3. Temperature curves of the tota
~integrated! intensities of the compo-
nents of the functions P(Bhf) for
(Fe0.65Ni0.35)12xMnx alloys with x50
~left! and x50.024 ~right!. The upper
graphs refer to the vicinity of the princi-
pal maximum,Bhf5(30– 38) T, and the
lower graphs to the interval Bhf

5(4 – 13) T.
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tensities clearly indicate the existence of frustrated sta
with weak ~but not zero! exchange fields and a very stron
temperature dependence ofBhf . It was naturally expected
that the value ofBhf for these states would continue to d
crease with a further increase in the temperature~as ob-
served, e.g., in the case of Fe atoms in AuFe spin glasse16!.
However, such was not the case; on the contrary,
T.70 K the values ofBhf are observed to return to the v
cinity of the principal maximum~in the x50 alloy this be-
havior cancels out the ‘‘normal’’ temperature decrease of
intensity while in thex50.024 alloy it also causes the inten
sity of the principal maximum to increase somewhat!. It fol-
lows from the latter result that the effective exchange fi
begins to increase atT.(60– 70)K, and the states frustrate
at low temperature are gradually transformed into states w
a strong resultant exchange field.

The anomalous behavior of the frustrated states can
explained if one bears in mind the relatively low charact
istic temperature of antiferromagnetic Fe–Fe exchange in
action. At low temperatures, where all exchange interacti
are close to saturation, the contribution of Fe–Fe interac
to the resultant exchange fields is substantial, creating c
ditions conducive to the formation of Fe sites having a v
weak exchange field. The contribution of Fe–Fe interact
to the resultant exchange field decreases rapidly as the
perature increases. The consequences of this behavio
gradual diminution of the competition between exchange
teractions of opposite sign and eradication of the conditi
for the formation of frustrated states. AtT.100 K ferro-
magnetic exchange interactions dominate, and
es
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(Fe0.65Ni0.35)12xMnx alloys are not really systems with com
peting exchange interactions.

The density of frustrated Fe sites at low temperatu
can be approximately estimated from the temperature de
dence of the intensity of the principal maximum~Fig. 3! if
we assume that the values ofBhf for all such sites at 5 K are
localized in the interval 30–38 T. In this approximation th
density of frustrated states is;5% in the alloy Fe0.65Ni0.35

and ;10% in thex50.024 alloy. The manganese impuri
raises the density of frustrated states, an effect that can
regarded as a natural consequence of a local increase i
competition of exchange interactions of opposite sign w
the activation of antiferromagnetic Mn–Fe interaction. It
reasonable to expect this trend to persist in alloys hav
high concentrations of manganese, which enter the spin g
state at low temperatures. It is entirely probable that a h
density of sites with weak exchange fields is responsible
the formation of the spin glass phase in such alloys. In t
regard we call attention to the fact that the temperature
terval in which anomalies of the temperature curves of
total intensities are observed~Fig. 3! coincides with the tem-
peratures of transitions to the spin glass phase
(Fe0.65Ni0.35)12xMnx alloys, x.0.1 ~Ref. 9!. On the other
hand, as mentioned above, the satellite structure acquire
the functionP(Bhf) under the influence of the mangane
impurity in thex50.024 alloy is stable over a wide range
temperatures. This means that the energy of antiferrom
netic Mn–Fe interaction is high, its absolute value exceed
200 K.
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Resonance retardation of a domain wall by Winter magnons in orthoferrites
M. V. Chetkin, A. P. Kuz’menko, A. V. Kaminski , and V. N. Filatov

Khabarovsk State Technical University, 680035 Khabarovsk, Russia
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Supersonic domain-wall dynamics is investigated in wafer samples of YFeO3 having thicknesses
of 10 mm, 35mm, 40mm, 120mm, and 125mm, prepared by different methods, and in a
EuFeO3 sample of thickness 60mm at liquid-nitrogen temperature. Relations are established for
the occurrence of nonlinear segments in the form of constant-wall-velocity intervals in the
dependence of the wall velocity on the pulsed magnetic field amplitude. Qualitative agreement is
obtained between the experimental data and calculated values of the velocities and widths
of the constant-velocity intervals, on the assumption that the mechanism of resonance retardation
of the domain walls by parametrically excited Winter~wall as opposed to bulk! magnons is
operative at supersonic velocities. ©1998 American Institute of Physics.
@S1063-7834~98!01909-1#
in

he
in
u
e
ti

-
ll
-
o
a
t
te
d
o

es

s
e
e

e
ru
jec
Th
in

ca
e

fo

d
e
o
o

a

ro-
otal
eld
to
ex-

by

od
ad-
lcu-

n-
ta-
rite
dif-

in
of

ble
sed

of
tion
acy
le
nt

tter
tially

as
am

ed
Investigations of the dynamics of domain walls
orthoferrites1,2 have showed the saturation rateC520
3103 m/s theoretically interpreted to be higher than t
transverse and longitudinal sound velocities, theoretically
terpreted in several papers, and is equal to the minim
phase velocity of spin waves along the linear part of th
dispersion law. The high fields for reversal of the magne
sublattices in these materials~;80 kOe!, the supersonic ve
locities of the moving domain walls, far exceeding the we
known Walker limit for ferromagnetic materials, allow ex
amining the movement of the domain walls in terms
magnetization reversal. The field dependence of the dom
wall velocity V(H) in orthoferrites exhibits a very distinc
nonlinear behavior. In addition to the saturation ra
magnetic-field intervalsDHt andDHl have been discovere
on theV(H) curve, characterized by constant velocities
4.23103 m/s and 7.23103 m/s, respectively, which are
close to the transverse and longitudinal sound velocitiesVt

and Vl . In theoretical studies it has been shown that th
anomalies of the curve are of magnetoelastic origin.

The refinement of experimental research technique
recent years has been conducive to a significant increas
the accuracy of velocity measurements. This advancem
has been fostered by the favorable combination of magn
and magnetooptical properties of orthoferrites and has th
these materials to the forefront as a highly practical ob
for investigations of magnetization reversal processes.
high contrast of the domain structure permits the doma
wall dynamics to be investigated without the use of opti
intensifiers. As a result, it has been possible to observe
perimentally a whole series of anomalous intervals (DHn) in
the V(H) curve, in addition to those mentioned above,
wall velocities in the interval fromVt to C. The formation of
these anomalies has been attributed to retardation of the
main walls by optical phonons and by Lamb plane wav
excited in the domain walls. The main results of studies
the supersonic nonlinear and multidimensional dynamics
1501063-7834/98/40(9)/5/$15.00
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domain walls in orthoferrites have been generalized in
survey1 and in a book.2

However, none of the indicated mechanisms has p
vided a systematic and complete explanation of the sum-t
of experimentally observed anomalies of the magnetic-fi
dependence of the wall velocity. In this paper we seek
compare the experimental and theoretical results and to
plain the origin of the additional anomalies~over and above
those at the velocitiesVt , Vl , andC! within the framework
of the model of resonance retardation of the domain walls
Winter magnons excited by the moving domain walls.3–5

The experimental data obtained in the study are in go
agreement with theoretical conclusions, attesting to the
equacy of the model proposed in Refs. 4 and 5. Our ca
lations of the velocitiesVn and the intervalsDHn and the
most prominent features of the behavior of a multidime
sional domain wall at supersonic velocities exhibit quali
tive agreement with the experimental results for orthofer
wafers of various thicknesses and orientations grown by
ferent methods.

1. PROCEDURE AND SAMPLES FOR THE INVESTIGATIONS

The nonlinear, supersonic domain-wall dynamics
orthoferrites impose strict requirements on the accuracy
the method chosen to measure velocity. Considera
progress in this sense occurs by switching over to pul
methods and high-speed photomicrography. The design
stroboscopic apparatus using light pulses having a dura
of the order of 6 ns has significantly enhanced the accur
of investigations.1,2 This achievement has made it possib
for the first time to establish the multidimensional, transie
character of the transition to supersonic motion. The la
consideration has created a demand for even substan
shorter light pulses~of 1-ns duration or less!. Shigaet al.6

have proposed a two-shot illumination technique. This w
the first method to utilize spatial separation of the laser be
into two rays. A time delay between the differently polariz
6 © 1998 American Institute of Physics
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FIG. 1. Field dependence of the domain-wall velocity in yttrium orthoferrite wafers of various thicknesses.1! d510 mm; 2! 35 mm; 3! 120 mm.
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rays was created by a system of variable-distance mir
and could be varied from 1 ns to 15 ns. The synchroniza
of the light pulses with the magnetic field pulses did n
affect the accuracy of the velocity measurements. We w
able to obtain high-contrast double-exposure photograph
the domain structures in real time. The distance traverse
the domain walls during the optical time delay was measu
from the negatives on a UIM-23 microscope within 0.5-mm
error limits. All these factors ensured minimization of th
error of our wall velocity measurements in orthoferrites; t
error was less than 2%, had a significant dependence onl
the wall velocity, and merely tended to smear the dom
walls within the duration of the light pulse.

The investigated samples were YFeO3 wafers having
thicknesses of 10mm, 35 mm, 90 mm, and 120mm and a
EuFeO3 wafer of thickness 60mm, cut perpendicular to the
optical axis; we investigated the dynamics of Ne´el walls in
rs
n
t
re
of
by
d

on
n

the samples after preliminary chemical polishing. T
sample of thickness 90mm was specially embedded in a
amorphous mass of Canadian balsam between two
plates. The wall dynamics in the EuFeO3 wafer sample was
investigated atT54.2 K and 77 K in an optical helium cry
ostat. All these samples were synthesized by the floa
zone method with optical heating. We also investigated w
motion in a wafer sample of thickness 125mm grown by
hydrothermal synthesis. Almost all the investigations of t
wall dynamics were carried out by the two-shot illuminatio
technique in real time. The wall velocity measurements
the sample of thickness 10mm were performed by a strobo
scopic technique.

2. DESCRIPTION AND ANALYSIS OF EXPERIMENTAL
RESULTS

Figures 1 and 2 show experimental graphs obtained
FIG. 2. Field dependence of the domain-wall velocity in yttrium and europium orthoferrites.1! YFeO3, d5120mm, @010# wall; 2! YFeO3, d5125mm,
grown by hydrothermal synthesis;3! EuFeO3, d560mm at T577 K.
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the wall velocity as a function of the amplitude of the puls
magnetic field,V(H), in all the investigated samples. Figu
1 shows theV(H) curves in wafers of various thickness
~10 mm, 35mm, and 120mm!, obtained at room temperatur
All the investigations were carried out in fields up to 2 kO
while the sample of thickness 35mm was investigated in
fields up to 5 kOe.

The field dependenceV(H) for YFeO3 samples of thick-
ness 120mm with Néel walls exhibits a sequence o
constant-velocity intervals (DHn) with velocities Vn

5(10.6, 12, 13.8, 14.5, 15.5, 16.2, 17, 17.8, 18.4, 19.2, 19
3103 m/s. Altogether 11 of these anomalies are observ
We note in this regard thatDHn for n56(DH6) has a width
of 75 Oe, whereasDH05260 Oe. Asn increases, the width
of DHn increases, and the difference (Vn112Vn) decreases
For the sample withd510mm anomalies are observed o
the V(H) graph only for Vn516.23103 m/s and 19.2
3103 m/s. The width of the anomalyDH with Vn516.2
3103 m/s for this sample is 570 Oe, in contrast with 70 O
for the width of the same interval for the sample of thickne
120 mm. TheV(H) graph behaves similarly for the samp
of thicknessd535mm. In this case the number of anomali
DHn is reduced to seven, and they occur forVn

5(10.4, 12, 14.5, 16.2, 17.0, 18.0, 19.0)3103 m/s in fields
up to 5 kOe. As a result of the considerable increase in
widths of the anomaliesDHn , the maximum wall velocityC
is attained only in fields higher than 5 kOe, which are n
represented in Fig. 1.

As mentioned in previous work,1,2 in all experiments
with yttrium orthoferrite wafers of small thickness
d510mm, 35mm, and 40mm, it is observed that the width
of the magnetoelastic anomaly tends to increase at the tr
verse sound velocityDHt . The intervalDHt has widths of
370 Oe, 270 Oe, and 90 Oe for samples of thickn
d510mm, 35 mm, and 120mm, respectively; these result
were first indicated in Ref. 6. The tendency, noted
samples of various thicknesses, toward a substantial incr
in the width of the intervalDHn as the thickness and mobi
ity of the domain walls decrease is noted for samples
various thicknesses is preserved in this case, as is evi
from the graphical dependenceV(H). The number of veloci-
tiesVn is again found to depend on the sample thickness.
example, we haven52 for the sample of thicknes
d510mm, n57 for d535mm, and n511 for d
5120mm. The dependences ofDHt and DHl on the wall
mobility is consistent with Maxwell’s rule, whose validit
has been justified in a paper by Gomonovet al.7

The field dependencesV(H) in Fig. 1 for YFeO3

samples of various thicknesses can be used to establis
following characteristic patterns in the formation of the i
tervalsDHn : 1! The formation of a discrete series of anom
lies DHn is observed on theV(H) graphs for the orthoferrite
YFeO3 at velocitiesVn,C distinct from Vt and Vl ; 2! the
number of observed anomalies depends significantly on
sample thickness and increases as the thickness of the in
tigated wafer increases; 3! as the wall velocity approache
the velocity limitC, the interval between the different value
of Vn diminishes, and the difference (Vn112Vn) tends to
zero; 4! the widths of the intervalsDHn increases asVn
,
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increases and as the thickness of the wafer decreases.
Figure 2 shows graphs of the field dependenceV(H)

obtained in a EuFeO3 sample and in an YFeO3 sample
growth by hydrothermal synthesis. The dynamics of a tilt
Bloch wall, its plane perpendicular to the@010# axis in the
static situation, was investigated in a sample of thickn
d5120mm. The wall mobility in this sample is almost ha
the value for the graphs in Fig. 1. The width of the anom
at the longitudinal sound velocity,Hl , is equal to 220 Oe,
whereas for a float-zoned sample~Fig. 1! it has a width of 90
Oe. A comparison of the experimental values ofDHt and
DHl on theV(H) graphs in Figs. 1 and 2 indicates agre
ment with the conclusions of other authors4,7,8 on the exis-
tence of a functional relation between the wall mobility a
the widths of the magnetoelastic anomalies of the veloc
field curves. On the other hand, in Ref. 7 the interval
constant wall velocityDHt has been analyzed without rega
for the significant influence of the thickness of the inves
gated wafers.

In addition to the magnetoelastic anomalies, promin
features at velocitiesVn are also observed on this graph
V(H). The above-mentioned patterns in the distribution
DHn also occur here. However, the total number ofDHn is
somewhat lower. The domain wall is no longer plane at
personic velocities. Its motion deviates considerably fro
one-dimensional.1,2,6 For an initially tilted domain wall in
fields above 1.9 kOe it was possible to attain the veloc
limit C, which is also equal to 203103 m/s. Consequently
the limiting velocities of two types of domain walls becom
identical. It is also important to note the inference draw
from Ref. 9 that, for all types of domain walls, the plane
the wall remains perpendicular to the plane of the sample
these velocities.

We have investigated the dependenceV(H) for an
YFeO3 wafer of thickness 90mm set in Canadian balsam. A
increase in the widths of the magnetoelastic anomaliesDHt

and DHl is observed under these conditions. The transit
to supersonic motion is a sudden, highly transient proc
and is accompanied by pronounced bending of the dom
wall. The wall mobility is 3000 cm/~s•Oe!, whereas in the
free state the wall mobility in this sample is 4500 cm/~s•Oe!.
The abrupt transition to supersonic wall motion observed
this experiment can be attributed qualitatively to the insta
ity of its motion due to disruption of the boundary conditio
in the plane perpendicular to the plane of a Ne´el-
configuration domain wall, as suggested in Ref. 10.

Figure 2 also shows the dependenceV(H) for a sample
of thickness 125mm grown by hydrothermal synthesis. Th
wall mobility in this sample has been determined to
4500 cm/~s•Oe!. The formation of magnetoelastic anomali
DHt andDHl is also observed on the experimental graph
V(H) With a further increase in the driving field the wa
velocity is observed to increase smoothly, for all practic
purposes, to 15.53103 m/s. Then as the magnetic field
increased,V(H) exhibits the formation of anomaliesDHn at
velocities Vn5(17.1, 17.8, 18.8, 19.4, 19.8)3103 m/s. The
formation of these anomalies follows the previously ind
cated patterns.

It is evident from Fig. 2 that retardation of the doma
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TABLE I. Experimental and calculated values of the velocitiesVn at which domain-wall retardation by Winter magnons is observed.

Sample thickness/width
of inhomogeneities,mm

Order number and value of velocityVn.Vl , 103 m/s

1 2 3 4 5 6 7 8 9 10 11

10 ~exp.! 16.2 19.2
30/10 ~calc.! 16.6 19.0 19.6 19.8
120 ~exp.! 10.6 12.0 13.8 14.5 15.5 16.2 17.0 17.8 18.4 19.2 19.
30/120 ~calc.! 8.9 10.6 12.0 13.2 14.1 15.0 15.6 16.2 16.6 17.0 17.
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walls is observed for theV(H) graph obtained a
T577 K in EuFeO3 at velocities of
(3.5, 5.8, 7.5, 12, 14, 15.5, 17)3103 m/s in fields up to
4 kOe and at velocities of (3.5, 5.8, 7.5, 14),3103 m/s in
fields up to 0.5 kOe. The transition to supersonic motion
transient, multidimensional process.

3. DISCUSSION OF THE RESULTS

It has been mentioned above that the transition to su
sonic motion is accompanied by transient behavior and
parture from one-dimensionality. This behavior of the d
main walls is especially conspicuous for the sample se
Canadian balsam and for the sample of thickness 10mm. The
field interval in which the transition to a velocityVn.Vt,l is
observed has a width less than 10 Oe~Refs. 1 and 2!. In this
interval the investigated field dependence of the motion o
domain wall from the beginning to the end of its tran
through the sample is highly unstable. This factor make
impossible to determine accurately the wall velocity at
instant of transition to supersonic motion. As the amplitu
of the magnetic field is further increased, the domain w
motion tends toward a steady-state, stable course. The d
ture from one-dimensional motion at the instant of transit
persists in this case. It is evident from the double-expo
photographs of dynamic domain structures in Refs. 1, 2,
9 that the multidimensional character of the wall motion
mains ‘‘self-similar’’ in transit through the sample in homo
geneous magnetic fields.

A theoretical study4 of the anomalies ofV(H) in the
form of constant-velocity intervals is based on the possibi
of resonance retardation of the domain walls by Winter~wall
as opposed to bulk! magnons.3 The flexural modes of vibra
tion in a domain wall, corresponding to wall magnons, ha
eigenfrequencies governed by the thickness of the inve
gated wafer. The formation of a system of growth bands
noted in single-crystal samples grown by the floating-zo
method. In the opinion of Balbashovet al.11 the emergence
of these periodic inhomogeneities is associated with lo
temperature fluctuations under the influence of a concen
tion supercooling mechanism. Temperature fluctuation d
ing the growth process produces inclusions with nonm
netic Fe21 or Fe41 ions and distortions in the octahedr
oxygen environment of Fe31 ions. The nonmagnetic inclu
sions are less transparent in transmitted light. They can
visually observed therefore under a microscope as an a
nating system of dark bands. The period of these inhomo
neities is 20–30mm on the average. For samples who
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planes are perpendicular to the optical axis, the growth ba
of the inhomogeneities are almost parallel to the dom
walls.

The dimensions of the observed inhomogeneities de
mine the spatial frequencies of the periodic force acting
the moving domain walls. When the natural frequency of
wall magnons coincides with this spatial frequency, re
nance retardation of the walls takes place in orthoferrit
This mechanism has been proposed in Ref. 4.

To test the adequacy of the above-described phys
mechanism of the wall retardation by Winter magnons,
compare the experimental data with the theoretical con
sions. The velocitiesVn at which the formation of the
anomaliesDHn is observed can be determined from the e
pression

Vn5
Cn~L/2d!

A11~nL/2d!2
. ~1!

According to Eq.~1!, the set of values ofVn is determined by
the ratio of the period of the inhomogeneitiesL to the thick-
ness of the waferd. Table I gives experimentally observe
and theoretically calculated values of the velocitiesVn ob-
tained according to~1! under the assumption that the mech
nism of resonance retardation of the domain walls by w
magnons is operative. By the proper choice of the ratioL/d
we have succeeded in achieving qualitative agreement
tween these values ofVn . The most complete correspon
dence is observed when an inhomogeneity period of 30mm
is assumed, consistent with the results of our measurem
of the period of these inhomogeneities. The best agreem
is observed for velocitiesVn observed in thin wafers. An
estimation of the number ofDHn from Eq. ~1! for an ortho-
ferrite plate of thickness 10mm for L530mm givesn52,
which agrees with the experimental data.

In the theoretical conclusions4 an analytical expression
also has been proposed for the field dependenceV(H), con-
taining the experimentally observed anomaliesDHn at the
velocitiesVn . The widths of these anomalous intervals a
given by the relation

DHn'
~CQ«n~d!!2Vnt

32gvdD0
SA12~Vn /C!21

2d2

l 2 D , ~2!

wherevd5105 is the Dzyaloshinski� field, « i51022 is the
percentage modulation of the spectrum of Winter magn
by the spatial potential relief~spatial frequency!, Q5105 is
the Winter magnon quality factor, andD0 is the width of the
static domain wall. The quantityDHn is found to depend
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significantly on the wafer thickness. As the thickness
creases, the constant-velocity intervalDHn increases ap-
proximately by the factor 2/d. The experimental result
shown in Figs. 1 and 2 also exhibit the same dependence
an example, we compare the widths of the anomaliesDHn at
the velocity Vn516.23103 m/s ~observed for wafers with
d5120mm, 20mm, and 10mm!: They are equal to 120 Oe
350 Oe, and 570 Oe, respectively.

Equation~2! can be used in conjunction with the expe
mental data onDHn to estimate the values oftn and to test
whether conditions are satisfied for the validity of Zvezd
and Popkov’s model4 of resonance retardation of the doma
walls in orthoferrites by Winter wall magnons; according
this model,vntn@1. The estimation oftn gives 1027 s, and
for the conditionvntn@1 to be satisfied, it must be assum
that the Winter magnons have a lower frequency threshol
108 Hz. For the final confirmation of the validity of th
model it is necessary to test the stated condition for the
perimentally measured relaxation times of Winter magno

In summary, we have confirmed experimentally the pr
ence of a resonance mechanism of retardation of the dom
walls in orthoferrites by Winter wall magnons. We have o
tained qualitative agreement between the experimental
ues of the velocitiesVn and the intervalsDHn in which they
are constant, on the one hand, and the analytical values
culated on the basis of the model of resonance retardatio
the domain walls by Winter magnons excited when the na
ral frequency of a wall mode coincides with the spatial f
quency of the growth inhomogeneities, which for the dom
walls represent the potential relief of nonmagnetic ions of
-

As

of

x-
.
-
in

-
l-

al-
of
-

-
n
e

type Fe21 and Fe41. We have also confirmed the possibilit
that a mechanism of parametric resonance amplification
certain velocitiesVn is operative under these condition
when the maximum transfer of energy from a dynamic d
main wall to Winter magnon modes is observed in a cert
interval of velocities close toVn , causing multidimensiona
flexural formations to appear at the wall. We have verifi
experimentally the adequacy of the given wall retardat
model by determining the anomalies of the functional dep
denceV(H) from artificially created magnetic inhomogen
ities.
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Zh. Éksp. Teor. Fiz.86, 1411~1984! @Sov. Phys. JETP59, 825 ~1982!#.

7S. V. Gomonov, A. K. Zvezdin, and M. V. Chetkin, Zh. E´ ksp. Teor. Fiz.
94~11!, 133 ~1988! @Sov. Phys. JETP67, 2250~1988!#.

8A. K. Zvezdin and A. A. Mukhin, Zh. E´ ksp. Teor. Fiz.102, 577 ~1992!
@Sov. Phys. JETP75, 306 ~1992!#.

9M. V. Chetkin, Yu. N. Kurbatova, and V. N. Filatov, JETP Lett.65, 797
~1997!.

10N. Papanicolaou, Phys. Rev. B55, 12 290~1997!.
11A. M. Balbashov, A. Ya. Chervonenkis, A. V. Antonov, and V. E

Bakhteuzov, Izv. Akad. Nauk Ser. Fiz.35, 1243~1971!.

Translated by James S. Wood



PHYSICS OF THE SOLID STATE VOLUME 40, NUMBER 9 SEPTEMBER 1998
Critical behavior of the specific heat of small magnetic Cr 2O3 particles
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The critical behavior of the specific heat of small magnetic particles of the real antiferromagnet
Cr2O3 is investigated by the Monte-Carlo method. The critical indicesa520.1760.03
and the ratio of the critical amplitudesA/A851.0360.07 are calculated for particles containing
N5286 to 2502 spins. ©1998 American Institute of Physics.@S1063-7834~98!02009-7#
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The investigation of the phase-transition characteris
in three-dimensional systems based on microscopic Ham
nians remains an important problem in the modern theory
phase transitions and critical phenomena.1

Studies of this kind are especially timely in relation
small particles,2 where rigorous analytical calculations of th
magnetic and thermal characteristics are severely hamp
both by the need to correctly incorporate strong inters
interactions into the theory and by the impossibility of u
lizing transition to the thermodynamic limit in calculation
Major difficulties are also encountered in the organization
laboratory experiments and the interpretation of th
results.2 In effect, all these difficulties can be surmounted
the investigation of small systems by Monte-Ca
methods.3,4 This method has been used primarily to stu
simple ferromagnetic model systems involving interact
between nearest neighbors. The investigation of real ant
romagnetic systems taking into account the specific crys
lographic structure and other parameters is not nearly
complete.

We consider small particles of the real antiferromag
Cr2O3 having a rhombohedral lattice. Here spatial, exchan
and other quantities all conform to real Cr2O3 samples. The
Hamiltonian of the system can be written5

H52
1

2 (
i , j

J1~mimj !2
1

2 (
k,l

J2~mkml !2D0(
i

~mi
z!2,

umi u51, ~1!

where, according to experimental data,6 J1 is the interaction
parameter of each spin with one nearest neighbor, andJ2 is
the same for interaction with the next three nearest neigh
(J250.45J1 , J1,0, J2,0). Various relativistic interactions
are approximated here by an effective single-ion anisotr
D0.0, and the ratio between anisotropy and exchang
assumed to be equal to 0.025.

The calculations are carried out for spherical particles
diameter d5(24.0, 28.4, 32.8, 34.8, 41.82, 46.4, 48.64)
and the number of spins in the particles are~respectively!
N5286, 508, 760, 908, 1602, 2170, 2502. Markov chains
length ranging from 23104 to 105 Monte-Carlo steps pe
spin are computer generated.

One of the distinctive characteristics of small particles
the fact that they have a relatively high fraction of surfa
1511063-7834/98/40(9)/2/$15.00
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elements, and many of their properties are attributable
large part to the very presence of the surface.2 In our inves-
tigated particles the fraction of surface spins varied fro
46.8% for the smallest particle to 22.8% for a particle w
N52502.

The temperature behavior of the specific heat is obser
using the expression7

C5~NK2!~^U2&2^U&2!, ~2!

whereK5J1 /kBT, kB is the Boltzmann constant,N is the
number of particles,U is the internal energy, and the ang
brackets signify averaging over the canonical ensemble.
temperature curves of the specific heat for all the inve
gated particles exhibit distinctly pronounced maxima in t
critical region. Figure 1 shows data on the temperature
pendence of the specific heat for two particles:N5508 and
2170. It is evident from the figure that when the number
particles in the system is increased, the specific heat m
mum increases and shifts toward higher temperatures;
behavior is a characteristic feature of small particles and
consistent with the data of other authors.3

To approximate the critical behavior of the specific he
we use the expression8

C5
A

a
~ utu2a21!1Dutux, ~3!

wheret5uT2TNu/TN , anda, A, andD are fitting parameters
for T.TN . The same quantities primed refer to the caseT
,TN . The power exponentx is set equal to 0.55, consisten
with the value obtained theoretically and experimentally
the Heisenberg model.9 Monte-Carlo processing of the dat
is implemented by a nonlinear least-squares method.
choice of the fitting equation~3! as one of several possible8

is dictated by the fact that it provides the smallest me
square deviation. The use of other fitting equations alters
parametersa, A, andD slightly, but within the error limits
they still agree with those obtained on the basis of Eq.~3!;
however, the computational error is somewhat higher for
other equations.

For the optimal values ofa, A, andD we use data tha
minimize the mean-square deviation. The critical tempe
tures are determined from the specific heat maxima; the
ues of TN are varied in the calculations. The temperatu
1 © 1998 American Institute of Physics
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chosen forTN corresponds to minimum variance. On th
whole, the range of the normalized temperaturet whereina,
A, and D are determined lies between the limitstmin55
31023 and tmax50.75. In this range the effective values
the critical indexa are approximately the same for all th
particles, being equal toa520.1760.03. The theoretica
values ofa for the Heisenberg model and Ising models a
equal to20.126 and 0.108, respectively.9 Results of experi-
mental studies of the critical behavior of the specific h
with the calculated value ofa are also available for macro
scopic Cr2O3 samples. Here the critical indexa varies from
a50.14 to 20.12 for different authors and from data o
tained by different measurement techniques.10 We also note
that according to our data, the indexa varies only within the
error limits and when the lower limittmin of the range is
dropped from 531023 to 331022.

FIG. 1. Specific heat dependence of small magnetic Cr2O3 particles on
temperature.
t

In processing data corresponding to the low-tempera
phase on the basis of statistical scaling predictions,1 it is
assumed thata85a, and then the quantitiesA8 andD8 are
chosen accordingly. The ratio between the critical amp
tudes A and A8, determined by the indicated scheme f
particles of all sizes, takes on the valueA/A851.0360.07.
In the investigated temperature interval, therefore, the crit
behavior of the specific heat of ultrasmall Cr2O3 particles
containingN528622502 spins is essentially independent
the number of interacting spins and, hence, of their fract
in the surface layer.

In our investigated temperature interval we do not det
any crossover from Heisenberg to Ising critical behavior;
cording to the Hamiltonian data, crossover is expectedt
5tcr'0.052. It has been established5 that the surface spins o
small magnetic particles freely change orientation, even
temperatures well belowTN . This behavior of the spins is
more consistent with the Heisenberg model, and we postu
that this fact is conducive to broadening of the temperat
interval of Heisenberg critical behavior and to a shift of t
crossover temperaturetcr to the Néel point.
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The thermal expansion anomalies in TbVO4 due to the cooperative Jahn–Teller effect were
studied experimentally and theoretically. Characteristic magnetoelastic anomalies were observed in
the curves ofDa/a andDc/c of the cell parameters atT,Tc . Calculations of the
magnetoelastic contribution toDa/a andDc/c from fully symmetric«a1 and«a2 and low-
symmetry«d modes were performed using the general crystal-field formalism, and the values of
the magnetoelastic coefficientBd were obtained from spectroscopic and spontaneous-
deformation data. It is shown that the thermal expansion of TbVO4 in both the tetragonal and
orthorhombic phases can be described well on the basis of a general model based on a
single set of interaction parameters. ©1998 American Institute of Physics.
@S1063-7834~98!02109-1#
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1. Rare-earth oxide compounds having the zircon str
ture RXO4 ~X 5 V, P, As; R — rare-earth~RE! ion! are
known to be characterized by substantial single-ion mag
toelastic and pair quadrupole interactions, which give rise
large magnetoelastic effects and, in a number of ca
(TbVO4, DyVO4, and TmVO4), lead to spontaneous struc
tural transitions — a cooperative Jahn–Teller effect. The p
rameters of the magnetoelastic and quadrupole interact
for fully symmetric and low-symmetry modes have been
termined in detailed investigations of thermal expansion
magnetostriction anomalies in the tetragonal phase for
vanadates and phosphates, taking account of all charac
tic features of the crystal field.1,2 To date, the low-symmetry
phase has been described on the basis of a simplified p
dospin formalism, which though fully justified for low tem
peratures, makes it impossible to perform a systematic c
parison with a description of the high-temperature phase.
this reason, in our view, it is certainly of interest to inves
gate magnetoelastic effects in the orthorhombic phase
also for the purpose of constructing a self-consistent desc
tion of the magnetoelastic beahvior of RE zircons in a w
temperature interval and fields based on real interaction
rameters. For these purposes, the most suitable object, in
view, is TbVO4, which has the highest transition temper
ture Tc'34 K ~orthorhombic deformation withB2g symme-
try along the@110# axis! and the strongest magnetoelas
effects.3 The present paper is devoted to an investigation
this compound.

2. The measurements were performed on single-cry
samples grown by spontaneous crystallization from a flu
solution. The x-ray diffraction investigations of the par
metersa andc of the tetragonal unit cell were performed o
a Geigerfleks diffractometer with a CF-108 flow-through h
lium cryostat~Oxford Instruments! on single-crystal wafers
1511063-7834/98/40(9)/3/$15.00
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with natural ~100! crystal faces using~10.00! (Cu Kb , 2u
;152°) and ~008! (Cu Ka1 , 2u;154°) reflections. The
orthorhombic deformation withB2g symmetry was investi-
gated using single-crystal̂110& microsections (CoKb ,
~600!, 2u;148°). The relative error in measuring the p
rametersa and c with respect to temperature wasda/a
'dc/c'cotu•Du'1025 (Du'0.003°). The accuracy of the
measurement of the orthorhombic deformation was equa
;1024.

3. To calculate the RE contribution to the thermal expa
sion we shall employ the HamiltonianH05HCF1HQT ,
which includes the crystal-field HamiltonianHCF and the
total quadrupole HamiltonianHQT written in terms of the
equivalent Stevens operatorsOn

m (Pxy5
1
2(JxJy1JyJx)

HCF5aJB2
0O2

01bJ~B4
0O4

01B4
4O4

4!1gJ~B6
0O6

01B6
4O6

4!,
~1!

HQT52aJ
2~Ga^O2

0&O2
01Gd^Pxy&Pxy!. ~2!

In these expressionsaJ , bJ , andgJ are the Stevens param
eters,Bn

m are the crystal-field parameters~of which there are
five in the case of tetragonal symmetry!, and the total quad-
rupole constantsGd (Ga) contain contributions from both
the single-ion magnetoelastic interactionBd (Ba1, Ba2) and
the pair quadrupole interactionKd (Ka) (C0

d — elastic con-
stant!

Gd5GME
d 1Kd5

~Bd!2

C0
d

1Kd. ~3!

We note that in the single-ion magnetoelastic contrib
tion GME

d RE zircons is, as a rule, the determining one, a
when the interaction via acoustic phonons predominate
relation Km/GME

m 521/3 (m5a,d) holds for each mode
The single-particle magnetoelastic Hamiltonian, which is l
3 © 1998 American Institute of Physics
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ear in the strain tensor components«m ~harmonic approxima-
tion!, and the Hamiltonian of the pair quadrupole interacti
for a RE ion in a site having a tetragonal environment c
tains, in the quadrupole approximation, each contain five
variants. In the full quadrupole HamiltonianHQT @see Eq.
~2!# only the invariants which are important for the spon
neous magnetoelastic effects we are studying are written
explicitly. Terms similar toaJ

2Gd^Pxy&Pxy for the g and«
modes are omitted, since in the absence of external act
they make no contributions in the case of TbVO4. The term
corresponding to deformation withd symmetry (B2g sym-
metry! is different from zero only in the presence of th
corresponding external actions, for example, a magnetic fi
along the@110# axis, or in a low-symmetry phase. In th
latter case a spontaneous phase transition occurs, acco
nying by ordering of the quadrupole moments^Pxy&. The
necessary conditions for the existence of such a quadru
ordering are, first of all, a sufficiently large total quadrupo
constantGd and also a favorable electronic structure of t
RE ion, for which the presence of low-lying ‘‘quadrupole
levels is characteristic. These conditions are satisfied
TbVO4. This means that for the total HamiltonianH0 there
exists a low-temperature solution with a nonzero quadrup
moment ^Pxy&Þ0 that corresponds to the low-symmet
phase. This quadrupole ordering is accompanie by
B2g-type orthorhombic distortion«d5aJB

d^Pxy&/C0
d .

The RE contribution to the thermal expansion can
found in the conventional manner by minimizing the fr
energy. Calculations similar to those performed in Ref
show that the contribution to thermal expansion in the d
torted phase along the tetragonal axis is due only to fu
symmetric modes~isotropic «a1 and tetragonal«a2), while
along the@100# axis there is also a contribution that is qu
dratic in the orthorhombic deformation«d:

DcME

c
5A1DQ0 ,

DaME

a
5A2DQ01

3

4
~«d!2, ~4!

where

Q0~T!5aJ^O2
0&5aJ

1

Z
( i^ i uO2

0u i &exp~2Ei /kBT!,

Ei are the energy levels of the RE ion calculated on the b
of the full HamiltonianH0 , andZ is the partition function.
The expressions for the coefficientsA1 andA2 as functions
of the magnetoelastic and elastic coefficients have the s
form as in the tetragonal phase.1

4. The experimental temperature dependences of the
rametersa and c (Da/a5a(T)/a021, Dc/c5c(T)/c021,
a05a(290 K), c05c(290 K)) for the TbVO4 unit cell at
low temperatures are displayed in Fig. 1. We note that be
Tc for the a axis in the basal plane under the experimen
conditions, strictly speaking, the change in the interpla
spacingDd100/d100 and not the parametera itself is mea-
sured. One can see that characteristic anomalies are obs
in both curvesDa/a andDc/c at Tc'35 K. The signs of the
anomalies for these curves are opposite, and their ma
tudes differ substantially —d(Da/a);3.531024 amd
d(Dc/c);0.431024, respectively. These anomalies are o
-
-

-
ut

ns

ld

pa-

le

in

le

a

e

1
-
y

is

e

a-

w
l
r

ved

ni-

magnetoelastic nature and are due to the cooperative Ja
Teller effect, since the phonon contribution to thermal e
pansion of the vanadate lattice below 40 K is quite smal

The much larger magnitude of the anomaly along thea
axis is explained by the fact that a spontaneous orthorhom
lattice deformation havingB2g symmetry makes a contribu
tion to it. Indeed, though the contribution to the measu
value ofDa/a from the spontaneous orthorhombic deform
tion «d is quadratic@see Eq.~4!#, it is comparable to the
magnetoelastic contribution on account of the large value
the spontaneous deformation«d. Our measurements o
TbVO4 crystals from the same batch gave at 5 K«d5(a8
2b8)/A2a0851.6331022, wherea8 and b8 are the param-
eters of the orthorhombic cell in a coordinate system rota
by 45°. Thus, the contribution of orthorhombic deformati
to Da/a equals 1.9831024.

5. The HamiltonianH05HCF1HQT presented above
makes it possible to describe, using a common set of in
action parameters, the characteristic features of the the
expansion of TbVO4 in both the tetragonal and orthorhomb
phases in the absence of external actions. The crystal fie
TbVO4 has not been established at present with adeq
reliability but, as our calculations show, the different sets
parameters available in the literature4,5 lead to virtually iden-
tical results. For our calculations we employed the magne
elastic coefficientsBa1 andBa2 for fully symmetric modes in
TbVO4, determined from the thermal expansion anomal
in the tetragonal phase, and the value of the elastic mod
C0

d519.53104 K for HoVO4.6 To determine the coefficien
Bd we used spectroscopic data given in Ref. 7 for the ort
rhombic phase. The structural phase transition is accom

FIG. 1. Experimental~dots! and computed~curves4, 5! of relative tempera-
ture variations of the parametersDa/a ~bottom part! andDc/c ~top part! in
the TbVO4 unit cell near a structural phase transition. The lines show
computed contributions toDa/a and Dc/c from the orthorhombic«d ~3!
and fully symmetric«a1 and «a3 deformations in the absence~1, 6! and
presence~2, 5! of a structural transition.
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nied by a large change in the energy spectrum and the w
functions of the Tb31 ion. At temperaturesT.Tc the Tb31

ion in terbium vanadate has a singlet–doublet–sing
scheme, whose levels are separated by distances of 0.9
18 cm21, respectively, and all other excited states are se
rated by a substantial gap from the states enumerated. B
Tc the levels modify into two doublets, separated by a gap
50 cm21.

First, the dependence of the phase-transition order
rameter ^Pxy&, for which the critical temperatureTc

536 K, close to that observed exeprimentaly,8 was obtained
with the indicated parameters. This made it possible to
culate the change in the spectrum and in the wave funct
of the Tb31 ion below Tc and then the temperature depe
dence of the quadrupole momentQ0(T) in the experimental
temperature range. The orthorhombic parameter of the c
tal field B2

252aJG
d^Pxy& equals 222 K, which, assumin

that the interaction via acoustic phonons predominates, le
to a magnetoelastic constantBd520.43103 K. Using our
experimental value of the orthorhombic distortion«d51.63
31022, we obtain for this coefficient the very close valu
Bd520.33103 K.

The magnetoelastic contribution to the thermal exp
sion in the orthorhombic phase is determined by the temp
ture variation of the quadrupole moments of the Tb31 ion
Q05aJ^O2

0& and Qxy5aJ^Pxy& @see Eq.~4!#, for both of
which the computational procedure was described abo
The coefficientsA1 and A2 for TbVO4 in the tetragonal
phase were determined in Ref. 1 and equalA150.25
31022 and A2520.3431022. Viewing the orthorhombic
phase of TbVO4, as a small («d;1022) distortion of the
tetragonal phase, as is ordinarily done, it is natural to use
same coefficients to calculate the magnetoelastic contr
tion to the thermal expansion in the orthorhombic phase.
computed contributions to the thermal expansionDa/a,
which are due to the orthorhombic mode«d ~curve 3!, the
fully symmetric modes«a1 and«a2 in the absence and in th
presence of a structural transition~curves1 and2!, as well as
the total contribution~curve4! are shown in the figure~bot-
tom part!. One can see that the computed curve4 describes
quite well the experiment along thea axis. It is also evident
from the figure that the temperature dependences ofQ0 dif-
fer very strongly in the tetragonal phase, which would
present in the absence of a structural transition~curve1!, and
in the orthophase~curve2!.

To compare experiment and theory along the tetrago
axis, it is necessary to take account of the phonon contr
tion, which is comparable to or even larger than the mag
toelastic contribution above 40 K. In the figure~top part! the
computed curves for the tetra- and orthophases along tc
axis include the phonon contribution calculated in the Deb
model with the parametersTD5445 K and ac058.42
31026, obtained in Ref. 1 by extracting the magnetoelas
contribution in the tetragonal phase of TbVO4. One can see
that the theoretical curve describes the experiment qua
tively, though the computed anomaly is much larger than
experimentally observed anomaly. Thus, a quite good
scription of experiment was obtained in the indicated mo
both along the tetragonal axis and in the basal plane.
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quantitative disagreement between theory and experim
could be due, at least partially, to a misalignment of t
sample and a systematic error belowTc due to the appear
ance of Jahn–Teller domains in the distorted phase.

6. In summary, in the present work the thermal expa
sion anomalies in TbVO4 due to the cooperative Jahn–Tell
effect were investigated experimentally and theoretica
The computed curves describe experiment quite well, bot
the tetragonal and orthorhombic phases, on the basis
single set of interaction parameters. The values of
d-symmetry magnetoelastic coefficient obtained on the b
of two experimental methods are virtually identical and f
between the values of the this coefficient for TbPO4 and
HoVO4 (14.43103 and 24.33103 K), found from compre-
hensive investigations of magnetoelastic effects in the tet
onal phase of the indicated zircons.2,9 Characteristically, the
coefficientBd for TbVO4 is closer to its value for HoVO4.
This confirms the conjecture that magnetoelastic coefficie
~normalized to the Stevens parameteraJ) depend to a larger
degree on the matrix than on the RE ion. We emphasize
in the present work, in contrast to most works investigat
the distorted phase in RE zircons, the calculations were
formed in a more general crystal-field model. Previous
only the contribution of the dominant Jahn–Teller mode
the thermal expansion of RE zircons with a cooperat
Jahn–Teller effect was studied, while the contribution fro
the fully symmetric modes was neglected. In so doing, it w
assumed that the cooperative Jahn–Teller effect is accom
nied only by a deformation of the crystal in the basal pla
and does not give rise to volume or tetragonal deformati
Although the indicated contribution is appreciably smal
than the first contribution by virtue of the hierarchy of ma
netoelastic and elastic coefficients, we found that it nonet
less gives rise to the observed magnetoelastic effects.
note that a calculation of this contribution, proportional
the change in the quadrupole momentQ0 , requires going
beyond the pseudospin formalism and taking into accoun
features of the crystal field. In our view, it is of interest
investigate analogous magnetoelastic effects also for o
RE zircons exhibiting a cooperative Jahn–Teller effect,
example, DyVO4, which exhibits a deformation belowTc

havingB1g symmetry.
This work was supported in part by the Russian Fund
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Band structure and magnetic properties of M 3M’C antiperovskites „M5Mn, Fe; M’ 5Zn,
Al, Ga, Sn …

A. L. Ivanovski , R. F. Sabiryanov, and A. N. Skazkin
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620219 Ekaterinburg, Russia
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LMTO-ASA nonempirical self-consistent method has been used to study the electron band
structure of the cubic antiperovskites M3M’C ~M5Mn, Fe; M’5Zn, Al, Ga, Sn! in ferromagnetic
state, and to calculate the local atomic magnetic moments. The results obtained are
compared with previous calculations and available experimental data. ©1998 American
Institute of Physics.@S1063-7834~98!02209-6#
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The ternary carbide phases M3M’C involving d metals
of the VIIa and VIIIa subgroups~M! and nontransition ele
ments of the IIb-VIb subgroups~M’ ! of the Periodic Table
have a simple antiperovskite-type cubic structure.1 While be-
ing Pauli paramagnets at elevated temperatures, a numb
perovskite-like carbides undergo tetragonal lattice distorti
at low temperatures and exhibit magnetic properties, wh
suggest formation of several possible types of magn
structures.2–7

The electronic and magnetic properties of some rep
sentatives of these ternary carbides were studied by quan
theory. A semiquantitative model of the M3M’C electronic
spectrum suggests the presence in the density-of-s
~DOS! distribution of a well-pronounced resonance near
dominated by p-symmetry functions.8 Numerical band-
structure calculations were subsequently performed for s
Mn3M’C antiperovskites~M’ 5Zn, Ga, In, Sn!,9–13 Mn3AlC
and Fe3AlC ~Ref. 14!. The spin polarization effects were als
considered for a number of crystals@Mn3GaC ~Refs. 9 and
13!, Mn3InC and Mn3SnC~Ref. 12#. A systematic investiga-
tion of the energy-band structure, charge distributions,
the nature of interatomic interactions in ternary perovsk
like carbides of manganese and iron M3M’C ~M5Mn, Fe;
M’ 5Zn, Al, Ga, Sn! has recently been made within the se
consistent linear muffin-tin-orbital method in the atom
sphere approximation~LMTO-ASA!.15 The crystals were as
sumed to be in the nonmagnetic~high-temperature! state. An
analysis of the composition of the near-Fermi bands wit
the Stoner model showed that all the above carbides~with
the exception of Fe3SnC) can be stable ferromagnets.15

The present communication reports band-structure
culations of the M3M’C cubic antiperovskites~M5Mn, Fe;
M’ 5Zn, Al, Ga, Sn! in ferromagnetic state made by th
LMTO-ASA method. The structural constants and atom
sphere radii were those used by us earlier15 in the nonmag-
netic calculations.

The results are displayed in Tables I and II and Figs
1511063-7834/98/40(9)/4/$15.00
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and 2. We shall illustrate the electron density-of-states d
tributions obtained in these calculations by two phases,
and Mn aluminocarbides~Figs. 1 and 2!, and compare them
with the electronic energy spectrum~EES! of these com-
pounds calculated15 by the LMTO-ASA method in its non-
magnetic version. The fact that the component atoms
Fe3AlC are confined within the same density-of-states~DOS!
region~Fig. 2! argues for the formation of a common valen
band, whose lower edge~within the interval from20.61 to
20.36 Ry! is dominated by the C2p states with an admixtu
of the Al s,p,d and Fe 3d functions. The Al 3p,3d states fo
a subband;0.21 Ry wide, and the near-Fermi region co
tains predominantly contributions due to the Fe 3s,4s sta
The valence states of Mn3AlC are arranged in a similar orde
in energy~Fig. 1!, and the differences in the extent of som
hybrid subbands are caused by the interatomic spacing
creasing from 3.78 Å for Fe3AlC to 3.86 Å for Mn3AlC,
which is in accord with the pertinent results obtained15 in the
nonmagnetic calculation. The electronic energy spectra
the other antiperovskites considered by us are also in ag
ment with nonmagnetic LMTO-ASA calculations~see Ref.
15 which analyzes in detail the main trends in the dep
dence of the spectrum of ternary carbides on composition
the M and M’ sublattices!.

As follows from Figs. 1 and 2, taking into account fe
romagnetic ordering leads to energy splitting between
two spin subsystems; it is seen most clearly in the hi
energy ~near-Fermi! region of delocalized transition-meta
states and is also responsible for the pronounced differe
between ferromagnetic spin order and nonmagnetic states
hibited by their partial density-of-states distributions at t
conduction-band bottom.15

Local atomic magnetic moments~LMM ! for Mn3GaC
are compared in Table I with available calculations and
perimental data on magnetic susceptibility3 and are seen to
be in good agreement. Table II lists LMMs for the comp
nent atoms of all the ternary antiperovskites considered h
6 © 1998 American Institute of Physics
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FIG. 1. Local densities of spin states of the cubic antiperovskites Mn3ZnC, Mn3AlC, and Mn3GaC in ferromagnetic state.

TABLE I. Magnetic moments~in mB) on Mn3GaC atoms in ferromagnetic state: calculation and experiment.

Mn Ga C Method

1.36 20.061 20.106 LMTO-ASA ~our calculation!
1.38 20.008 20.12 APW* ~Ref. 10!
1.39 – – LMTO-ASA ~Ref. 13!

1.360.1 – – Experiment ~Ref. 3!

*Augmented plane-wave approximation.

TABLE II. Magnetic moments~in mB) on atoms of M3M8C antiperovskites in ferromagnetic state: LMTO-
ASA calculations.

Compound Mn M8 C Compound Fe M8 C

Mn3ZnC 1.163 20.051 20.054 Fe3ZnC 0.943 20.001 20.003
Mn3AlC 0.952 20.044 20.085 Fe3AlC 0.156 20.001 20.002
Mn3GaC 1.361 20.061 20.106 Fe3GaC Nonmagnetic

Fe3SnC Nonmagnetic
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We readily see that the LMMs vary within a broad range a
cannot be interpreted in terms of the simplified rigid-ba
model8 which includes only the degree of subband fillin
~i.e., electron concentration!, and that the shape of the sp
DOS distribution and the magnitude of LMMs are dete
mined in each particular case by the actual type of ou
wave-function hybridization of the centers making up t
crystal.

It should be stressed that our calculations determine
ferromagnetic state of ideal cubic systems. The results
tained can be used as a basis for further nonempirical stu
of possible transformations of the spin order, which can
d

-
r

e
b-
ies
-

pend on the phase composition~the presence of inclusion
and vacancies!, crystal distortions@involved, e.g., in struc-
tural phase transitions occurring in a number of antipero
kites within certain temperature regions~see a review in Ref.
16!#, be determined by competition in energy among vario
types of spin ordering, as well as respond to external fac
~for instance, to thermal treatment or pressure!.

Band-structure calculations of antiperovskite ternary c
bides with various magnetic-order patterns are presently
der way.

Support of the Russian Fund for Fundamental Resea
~Grant 96-03-32037! is gratefully acknowledged.
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FIG. 2. Local densities of spin states of the cubic antiperovskites Fe3ZnC, Fe3AlC, Fe3GaC, and Fe3GaC, and Fe3SnC in ferromagnetic state.
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Magnetostriction of the spin–Peierls magnet CuGeO 3
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The temperature dependence of the longitudinal magnetostriction of a CuGeO3 single crystal
is measured within the temperature range 4.2–20 K in a magnetic field of 10 T. As the temperature
is raised above 4.2 K, the magnetostriction at first increases from vanishingly small values,
attains a maximum at a temperature of approximately 12 K, and then abruptly drops as the
temperature approaches the spin-Peierls transition. The results are interpreted on the basis
of a simple model utilizing the real pattern of magnetic excitations in the spin system. ©1998
American Institute of Physics.@S1063-7834~98!02309-0#
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It has now been reliably established that the lo
temperature decay of the magnetic susceptibility of an ort
rhombic CuGeO3 crystal is attributable, in large part at leas
to the spin-Peierls phase transition of this magnet into a
glet dimerized state. This phenomenon essentially entails
capability of an antiferromagnetic chain of spinsS51/2 situ-
ated in a three-dimensional lattice to go over to the dim
ized state at temperatures below a certain critical value.
transition is accompanied by doubling of the lattice per
along the axis of the chain and, from the magnetic sta
point, is characterized by a singlet ground state. The sp
trum of magnetic singlet-triplet excitations has a characte
tic energy gap, which governs such salient features of
magnetic properties of a spin-Peierls magnet as low-t
perature exponential decay of the magnetic susceptibility
the intensity of magnetic resonance, as well as the magn
zation jumps at a certain critical value of the magnetic fie

These considerations spotlight the importance of inv
tigating spin-phonon interactions in spin-Peierls systems1–4

The investigation of the magnetostriction of CuGeO3 single
crystals at various temperatures has shown that its temp
ture dependence is nonmonotonic and that the magnetos
tion has a maximum at a temperature of approximately 10
We have proposed a simple model of this behavior of
magnetostriction of a spin-Peierls magnet.4 Here we describe
a more detailed measurement of the temperature depend
of the magnetostriction of a CuGeO3 single crystal and sub
mit a more correct analysis of the model for explaining t
results.

1. EXPERIMENTAL RESULTS

The CuGeO3 single crystals used for the measureme
were grown by the technology described in Ref. 5. T
samples were prepared from blue single crystals. Meas
ments of the magnetic susceptibility of the crystals ha
shown that the spin-Peierls transition temperature
1521063-7834/98/40(9)/3/$15.00
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TsP514.2 K and that a low-temperature rise of the susce
bility is not observed. The latter result attests to the h
quality of the crystals.6

The magnetostriction was measured by a tensome
method using low-magnetoresistance strain gauges in
temperature range 4.2–25 K. The results are shown in Fig
and 2. Curves1 are plotted for cooling and subsequent he
ing of the sample without any external magnetic field; curv
2 are plotted for cooling and heating of the sample in
external magnetic fieldH510 T. It follows from the data in
the figures that when a magnetic field is applied, the sam
increases in size, corresponding to positive longitudinal m
netostriction along thec andb axes of the crystal.

The magnetostriction-temperature curves3 have been
obtained by subtracting curve1 from curve2. It is evident
that the magnetostriction is small at temperatures below 5
increases as the temperature is raised, attains a maximu
T512– 13 K, and then drops to vanishingly small values
the spin-Peierls transition temperature. We note that a sim
behavior of the temperature dependence of the magnetos
tion of CuGeO3 has been observed Ammerahlet al.3

2. DISCUSSION OF THE RESULTS

We have previously4 proposed a simple model that ca
be used to explain the unusual behavior of the magnetos
tion of a spin-Peierls magnet as a function of the tempera
in comparison with conventional magnetic materials. T
model is based on a very simple representation of the s
Peierls state of a two-level singlet-triplet system.
T50 K this kind of system is nonmagnetic, and the sp
subsystem of the crystal does not influence the lattice. As
temperature is raised, the triplet states becomes popula
and the magnetic subsystem influences the equilibrium
tice strains by way of magnetostrictive coupling. It is obv
ous that the temperature dependence of this influence is
sociated with the population variation of the triplet states
0 © 1998 American Institute of Physics
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the system. The application of a magnetic field alters
singlet-triplet energy gap, causing the population of the tr
let states and, hence, the ‘‘magnetic’’ contribution to the l
tice strain to change. At high temperature, where the po
lations of the triplet and singlet states equalize, the influe
of a magnetic field on the equilibrium lattice strains throu
vanishes by virtue of the decrease in the energy gap.

Neutron-diffraction examinations7 have shown that mag
netic excitations of the spin-Peierls system form a trip
band with maximum dispersion along thec axis of the crys-
tal. Consequently, to analyze the spin-Peierls system m
correctly, it is necessary to investigate the band of magn
singlet excitations instead of the triplet excited level. Ina
much as exchange interaction within the chain of spins of
Cu21 ions of the CuGeO3 crystal is an order of magnitud
larger than exchange interactions between chains, we
consider only spin excitations along thec axis. The disper-
sion relation for such excitations can be written in the for8

w~k!25@D21~wM
2 2D2!sin2~k!#, ~1!

FIG. 1. Temperature dependence of the lattice strain of a CuGeO3 crystal
along theb axis.1! Magnetic fieldH50; 2! magnetic fieldH510 T applied
along theb axis; 3! magnetostriction~obtained by subtracting curve1 from
curve2!.

FIG. 2. The same as Fig. 1, but the strain and magnetic field are dire
along thec axis.
e
-
-
u-
e

t

re
ic
-
e

an

whereD is the energy gap in the spectrum of singlet-trip
excitations, andwM is the maximum value of the energ
w(k). The following values of the parameters were det
mined from the spectrum at low temperatures~1.8 K! in
experiments on the inelastic scattering of neutrons b
CuGeO3 crystal:D523 K; wM5180.5 K ~Ref. 8!. Measure-
ments in strong magnetic fields have shown that the ene
gapD and the transition temperatureTsP of the system to the
spin-Peierls state depend on the magnetic field.9,10 The gapD
decreases linearly as the magnetic fieldH increases:D
523@120.077H# ~D in kelvins, andH in teslas!. The tem-
peratureTsP also decreases as the field increases and is e
to 12.5 K in a field of 10 T. It is also important to bear
mind the strong temperature and pressure dependenceD
~Refs. 8 and 10!.

We analyze the temperature dependence of the ma
tostriction of the spin-Peierls magnet on the basis of an
vestigation of the strain dependence of the internal energ

U5Uel1Umag5
1

2
Eu21

2v0
21

~2p!3 E
0

p/2 w~k!d3k

ew~k!/T21
, ~2!

whereE is Young’s modulus,u is the strain of the crystal
and v05abc. The minimization of the energy~2! with re-
spect to the strainu gives its equilibrium value for a fixed
energy gapD. The difference in the equilibrium strains fo
different values ofD with and without an external magneti
field H determines the temperature and magnetic-field dep
dence of the magnetostriction. Bearing in mind the expe
mentally measured temperature and field dependences oD,
we have used a numerical method to find the tempera
dependence of the magnetostriction, which is represente
the dashed curve in Fig. 3. Also shown in this figure is t
experimentally measured temperature dependence of
magnetostriction when the magnetic field is directed alo
the b axis. All the results are given in values normalized

ed

FIG. 3. Calculated and experimental graphs of the temperature depend
of the longitudinal magnetostriction. The dashed curve represents the c
lated dependence, and the black squares represent the experimental
with the magnetic field along theb axis. The curves are normalized to th
maximum values of the magnetostriction.
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the maximum magnetostriction. In the calculations it h
been assumed that the governing magnetostriction me
nism is the strain dependence ofD. The temperature depen
dence ofwM is not taken into account. Satisfactory agre
ment is observed between the calculations and experim
Qualitative agreement is preserved for a field directed al
the c axis of the crystal but, at temperatures below the te
perature of the maximum, the experimental temperature
pendence of the magnetostriction is sharper.

The qualitative agreement of the magnetostrictio
temperature curves calculated on the basis of the prop
model and determined experimentally indicates that the p
posed magnetostriction mechanism based on a strong de
dence of the energy gapD on the lattice strain and on th
magnetic field, on the one hand, and based on theD depen-
dence of population of the band of triplet states, on the ot
is the principal mechanism in the region of the spin-Peie
magnetic state of a CuGeO3 magnet. The root cause of mag
netostriction is the strain dependence of the exchange in
actions. Anisotropy of the magnetostriction is induced b
by the elastic anisotropy of the crystal and by the comp
influence of various strains on the exchange interactio
One possible cause of the imperfect correspondence betw
the calculated and experimentally measured temperature
pendences of the magnetostriction is the disregard of
temperature dependence of the spectral bandwidth of m
netic singlet-triplet excitations.

The mechanism underlying the evolution of antiferr
magnetic exchange interaction in the chains of Cu21 spins of
CuGeO3 is not entirely clear at the present time. For e
ample, Geertsma and Khomskii11 have proposed an explana
tion of why the Goodenough–Kanamori rules are violated
terms of the influence of Ge41–O22 side groups on 90°
s
a-

-
nt.
g
-
e-

-
ed
o-
en-

r,
s

r-
h
x
s.
en
e-
e
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-

n

Cu21–O22–Cu21 exchange. On the other hand, it has be
shown12 that marked distortion of the CuO6 oxygen octahe-
dra under certain conditions can generate an orbital supe
tice and, in keeping with the Goodenough-Kanamori rul
produce antiferromagnetic exchange interaction in the ch
of copper ions. There is a need for more precise calculati
from first principles of exchange interactions to quanti
tively account for the results of measurements of excha
and magnetoelastic interactions in CuGeO3.
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It is shown that in semimetallic, low-temperature antiferromagnetic materials located in a
quantizing magnetic field, the part of the band magnetizationM; which oscillates inH can have
a nonmonotonic temperature dependence. This non-Fermi liquid behavior will show up
experimentally in the form of quantum temperature fluctuations of the magnetization when the
decrease with rising temperature is oscillatory, rather than the usual monotonic decrease.
It is shown that the magnetization from an individual spin electron~or hole! subband has the form
of weakly damped periodic oscillations as a function ofT2. This result makes it possible to
develop an efficient method for studying the electronic structure of antiferromagnetic semimetals
based on an examination of the quantum temperature fluctuations. Calculations show that
quantum temperature fluctuations can be observed, for example, in the cerium monopnictides CeP
and CeAs, which are strongly correlated, antiferromagnetic, compensated semimetals with
low Neel temperatures. ©1998 American Institute of Physics.@S1063-7834~98!02409-5#
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Studies of the electronic structure of strongly correla
systems have stimulated experimental studies of the de H
van Alphen effect in compounds with mixed valence, hea
fermions,1–3 and high-temperature superconductors.4,5 The
class of strongly correlated systems includes compou
with a low current-carrier concentration. The cerium mono
nictides CeX, with X5Sb, Bi, As, and P are striking repre
sentatives of this type of compound.6–8 The presence of a
long-range antiferromagnetic order in these compounds
led to the creation of the concept of magnetopolaron liqu
and crystals9 for describing the ground state of the electron
system. This has made it possible to explain the feature
the de Haas-van Alphen effect in CeAs.10

In addition to the ordinary de Haas-van Alphen effe
which involves a fluctuating magnetic field dependence
the magnetization of band charge carriers, experimental s
ies have recently been made11 of a new type of fluctuations
in the magnetization. These involve a nonmonotonic va
tion in the magnetization as the temperature is chang
They have been referred to, therefore, as quantum temp
ture fluctuations. The degenerate magnetic semicondu
n-HgCr2X4 has been chosen for testing. A theoretic
analysis12 of quantum temperature fluctuations showed t
the major factors determining the possibility of observi
quantum temperature fluctuations are the existence of st
single-site correlations, magnetic ordering, ands2d
coupling between localized and collectivized electrons. T
principal sources of the motion of the Landau levels, as
temperature is varied, were thes2d-exchange interaction
along with a change in the average magnetization. Since
Curie temperature is quite high (Tc5130 K), it was not pos-
sible to observe many spikes in the magnetization~before the
fluctuations were damped out!.

Quantum temperature fluctuations are evidently best
served using materials with low magnetic ordering tempe
1521063-7834/98/40(9)/7/$15.00
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tures (Tc;1 – 10 K). Then the reduction in the spontaneo
magnetization will be fairly strong over a small temperatu
interval and the number of spikes in the quantum tempe
ture fluctuations will be large. In this regard, the ceriu
monopnictides are extremely promising. For themTN.7 K
and the de Haas-van Alphen effect shows up quite w
Since these compounds have an antiferromagnetic order,
the antiferromagnetic sublattices become tapered in str
magnetic fields, there is some interest in analyzing the qu
tum temperature fluctuations in the antiferromagnetic se
metals taking this tapering into account.

In this paper we examine the quantum temperature fl
tuations in the magnetization of antiferromagnetic mater
theoretically under conditions such that the quantizing m
netic field causes a reordering of the ground state. Taking
strong tapering of the antiferromagnetic sublattices into
count in a spin-wave approximation, we study the lo
temperature thermodynamics of a localized subsystem
determine the dependence of the magnetic-order param
on the magnetic field and temperature. It is shown that, e
at the low temperatures where the spin-wave approxima
is justified, a change in the temperature leads to a large n
ber of spikes in the fluctuating magnetization of the ba
electrons. The contributions from individual electron- a
hole-spin subbands to the quantum temperature fluctuat
are analyzed and it is found that these contributions
weakly damped functions periodic inT2. This makes it pos-
sible to use Fourier analysis to study quantum tempera
fluctuations and to develop an effective technique for test
the electronic structure of antiferromagnetic semimetals.

1. MODEL HAMILTONIAN AND SPECTRUM OF FERMI
QUASIPARTICLES

Before considering quantum temperature fluctuations
antiferromagnetic semimetals such as CeP, CeAs, and C
3 © 1998 American Institute of Physics
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let us recall the general properties of their electronic str
ture. The cerium monopnictides have an NaCl cubic str
ture. Low-energy states of the conduction band lie as thX
points of the Brillouin zone. The top of the valence band l
at theG point. A slight overlap of these bands is responsi
for the semimetallic properties of these compounds. At l
temperatures~TN57 and 10.5 K for CeAs and CeP, respe
tively!, a long-range antiferromagnetic order develops in
subsystem of localized electronic states. The antiferrom
netic sublattices undergo tapering in the presence of a m
netic fieldH, influencing the energy spectrum of the curre
carriers through an interaction between the electrons in
calized and collectivized states. The major features of th
interactions are modelled by the following hamiltonian f
an antiferromagnetic semimetal:

H5 (
l f f 8s

$t f f 8
l

2d f f 8~2smBH1ml!%cl fs
1 cl f 8s

1 (
lgg8s

$tgg8
l

2dgg f8~2smBH1ml!%clgs
1 clg8s

1 (
l f gs

f f g
l ~cl fs

1 dlgs1dlgs
1 cl fs!1(

f g
K f g~SfSg!

2
1

2 (
f f 8

I f f 8~SfSf 8!2
1

2 (
gg8

I gg f8~SgSg8!

2(
f

gmBHSf
z2(

g
gmBHSg

z2(
f l

Jl~Sfsf l!

2(
gl

Jl~Sgsgl!. ~1!

Here the first three terms describe the free-electron-hole
system in the Wannier representation. To describe eff
associated with the antiferromagnetic order in the locali
subsystem, one performs the conventional separation
two sublattices,F and G. The Fermi operatorcl fs annihi-
lates an electron forl5e or hole for l5h at site f with
projections (s561/2) of the spin angular momentum. Th
operatordlgs corresponds to the same kind of process,
for siteg from the sublatticeG. For electronsme5m and for
holesmh52m. The next group of operators in Eq.~1! de-
scribes the Heisenberg interaction among the spin ang
momenta of the localized electronic states, which brin
about an antiferromagnetic order, as well as an interactio
the spin angular momenta with the magnetic fieldH. Here
we have included both the interaction within the sublattic
and the interaction among spin angular momenta from thF
andG sublattices. Finally, the last two terms account for t
s2 f exchange coupling among the spin angular moment
the localized and collectivized states.

The energy spectrum of the electrons and holes in
tapered antiferromagnetic phase is conveniently found
first going to local coordinate systems for theF andG sub-
lattices. The procedure for transforming to local coordina
and obtaining the electron and hole spectra in the non
linear geometry of this problem has been described in de
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elsewhere.13 Thus, here we only give the final expression f
the lower branches of the spectrum for the electronsl
5e) and holes (l5h),

E7
l ~k!5«l1tk2H FGk

l7S mBH1cosu
JlR

2 D G2

1sin2 uS JlR

2 D 2J 1/2

, ~2!

where

«l5tk
l5(

f 8
t f f 8
l exp$2 ik~Rf2Rf 8!%,

Gk
l5(

g
t f g
l exp$2 ik~Rf2Rg!%.

The angleu defines the orientationR of the equilibrium
magnetization of the sublattice relative to thez axis along
which the external magnetic fieldH is directed. ForH50,
u5p/2, while at the spin-flip transition pointu50. We are
interested in the fairly high magnetic fields when the taper
of the antiferromagnetic sublattices is large (u>p/4). In this
case, the lower energy states have energies given by the
pler expressions

E7
e ~k!57S mBH1cosu

JeR

2 D1
\2k2

2me
,

E7
h ~k!52D7S mBH1cosu

JhR

2 D1
\2k2

2mh
, ~3!

in which the effective masses are related to the jump par
eters by the following equations

\2

2ml
52

1

6 H(g
t f g
l ~Rf2Rg!21(

f 8
t f f 8
l

~Rf2Rg!2J .

~4!

Here the cubic structure of the lattice is taken into accou
In Eq. ~3!, the choice of reference scale for the energy is su
that, in the paramagnetic phase withH50, the bottom of the
conduction band corresponds to zero energy. Then the
gree of overlap of the valence band with the conduction b
is determined by the parameterD.0. In order to determine
the temperature dependence of this energy spectrum it is
essary to study the low-temperature thermodynamics of
system and to calculate the temperature dependenc
Rcosu in a noncolinear geometry.

2. TEMPERATURE EVOLUTION OF THE SUBLATTICE
MAGNETIZATION

The parameters which determine the magnetic struc
of the localized subsystem~R and cosu! can be calculated in
our case using an exchange hamiltonian. In local coordin
this hamiltonian is obtained by rotation through an angleu
for theF sublattice and by an angle2u for theG sublattice.
Then ~for details, see Ref. 13!,
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Hmz52
1

2 (
f f 8

I f f 8~SfSf 8!2
1

2 (
gg8

I gg8~SgSg8!

1(
f g

K f g$cos 2u~Sf
xSg

x1Sf
zSg

z!

1Sf
ySg

y1sin 2u~Sf
zSg

z2Sf
xSg

z!%

2gmBH cosuS (
f

Sf
z1(

g
Sg

zD
1gmBH sin uS (

f
Sf

x2(
g

Sg
xD . ~5!

For examining the low-temperature thermodynamics in
localized subsystem we use the Dyson–Maleev represe
tion,

Sf
15A2S~af2af

1afaf !, Sf
25A2Saf

1 ,

Sf
z5S2af

1af , Sg
15A2S~bg2bg

1bgbg!,

Sg
25A2Sbg

1 , Sg
z5S2bg

1bg , ~6!

whereaf (af
1) are the annihilation~creation! operators for

excitation at sitef for sublatticeF. For theG sublattice the
corresponding operators are denoted bybg (bg

1).
Substituting Eqs.~6! in the Hamiltonian~5!, taking the

Fourier transform, and proceeding as usual,14 we obtain the
Hamiltonian in the second quantization representation.
quadratic form is given by

Hmz
~2!5(

q
$«q~aq

1aq1bq
1bq!1nq~aq

1bq1bq
1aq!

1jq~aq
1b2q

1 1b2qaq!%, ~7!

where we have introduced the following notation;

«q5gmBH cosu2SK0 cos 2u1S~ I 02I q!,

nq5SKq cos2 u, jq52SKq sin2 u. ~8!

Here the Fourier transforms of the exchange integrals
given in the form

Kq5(
g

K f g exp$2 iq~Rf2Rg!%,

I q5(
f 8

I f f 8 exp$2 iq~Rf2Rf 8!%.

In order to write down the Hamiltonian in theaq , aq
1 , bq

andbq
1 operator representation, we equate the terms in

order in these operators to zero and obtain a condition for
equilibrium angleu,

cosu5qmBH/2SK0 . ~9!

To find the equilibrium magnetization

R5
1

N (
g

^Sg
z&5S2

1

N (
q

^bq
1bq& ~10!
e
ta-

e

re

st
e

we use the ideology of the two-time temperature Gre
functions.14,15 For this purpose, we introduce the followin
four functions into the discussion:

^^bq~ t !ubq
1~ t8!&&, ^^aq~ t !ubq

1~ t8!&&,

^^b2q
1 ~ t !ubq

1~ t8!&&, ^^a2q
1 ~ t !ubq

1~ t8!&&.

A closed system of equations for the Fourier transforms
these functions can be written in the form

~v2«q!^^bqubq
1&&v511nq^^aqubq

1&&v1jq^^a2q
1 ubq

1&&v ,

~v2«q!^^aqubq
1&&v5nq^^bqubq

1&&v1jq^^b2q
1 ubq

1&&v ,

~v1«q!^^b2q
1 ubq

1&&v52nq^^a2q
1 ubq

1&&v2jq^^aqubq
1&&v ,

~v1«q!^^a2q
1 ubq

1&&v52nq^^b2q
1 ubq

1&&v2jq^^bqubq
1&&v .

~11!

From this system we obtain a dispersion equation for
energy spectrum of the elementary excitations,

Uv2«q 2nq 2jq 0

2nq v2«q 0 2jq

jq 0 v1«q nq

0 jq nq v1«q

U50. ~12!

On solving Eq.~12!, we find two branches of the energ
spectrum,

v1~q!5A~«q2nq!22jq
2,

v2~q!5A~«q1nq!22jq
2. ~13!

Given Eqs.~8! and ~9!, the expressions for the spectrum
the noncollinear phase, whereu.0, can be written in the
form

v1~q!5S$~ I 02I q1K02Kq!~ I 02I q1K02Kq cos 2u!%1/2,

v2~q!5S$~ I 02I q1K01Kq!~ I 02I q1K01Kq cos 2u!%1/2.
~14!

It is clear that the lower branch is gapless, consistent with
Goldstone theory. The exchange Hamiltonian is invari
with respect to rotation by an arbitrary angle about thez axis,
while the ground state of the system in the tapered ph
does not have this invariance. This explains the presenc
the Goldstone boson in the system.

The second branch of the spectrum has an activa
character. The energy gap for this branch is given by

D5v1~0!52SK0 cosu5gmBH. ~15!

In the right-hand neighborhood of the spin-flip transitio
whenu50 and the subsystem of localized spins undergoe
transformation to the colinear phase, the two branches of
spectrum obey

v1,2~q!5gmBH1S~ I 02I q!2S~K06Kq!. ~16!

Solving the system of Eqs.~11!, we find the Green function

^^bqubq
1&&v5

@~v1«q!22nq
2#~v2«q!1jq

2~v1«q!

@v22v1
2~q!#@v22v2

2~q!#
,

~17!
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which allows us to obtain the desired expression for the e
librium magnetization,

R5S2dS~0!2dS~T!, ~18!

whereS(0) is a term which reduces the magnetization ow
to the zero-point quantum fluctuations, with

dS~0!5
1

2
2

1

4N (
q

H «q2nq

v1~q!
1

«q1nq

v2~q! J . ~19!

The temperature reduction in the magnetization is given

dS~T!5
1

2N (
q

H «q2nq

v1~q!
n1q1

«q1nq

v2~q!
n2qJ , ~20!

where

niq5$exp$v i~q!/T%21%21, i 51, 2.

These equations will be used to study the temperature de
dence of the band magnetization in a quantizing magn
field.

3. QUANTUM TEMPERATURE FLUCTUATIONS

Landau quantization takes place in a strong magn
field.16 In order to find the thermodynamic potential of th
electrons and holes, whose spectrum is given by Eq.~3!, it is
sufficient to transform to the Landau representation and s
over the quantum numbers of this representation.17,18 Then
the fluctuating part of the magnetization from the collect
ized electrons is given by

M;
e 52

TA\vc
e~me!

3/2

2p\3H (
s

m̃es

3 (
n51

`
~21!n

An

sin$2pnm̃es /\vc
e1fes%

sin h$2p2nT/\vc
e%

, ~21!

where

fes52psme /m02p/4,

m0 is the free-electron mass, andvc
e5eH/mec is the cyclo-

tron frequency for the conduction electrons. The import
feature of this expression forM;

e is that, instead of a chemi
cal potential that depends weakly on the temperature
magnetic field in the ordinary Fermi-liquid case, Eq.~21!
includes the renormalized chemical potential

m̃es5m1s~2mBH1JeR cosu!, ~22!

which, because of the term}R cosu, can vary rather
strongly as the temperature and magnetic field are chan
if the s2 f -exchange interaction parameter is sizeable. T
strongT dependence ofm̃es , therefore, lies at the basis o
the quantum temperature fluctuation phenomenon in th
antiferromagnetic semimetals. Before proceeding to a di
analysis of the quantum temperature fluctuations, we n
that the contribution of the holes to the fluctuating part of
magnetization is given by an expression analogous to
~21!, with the subscripte for the electrons replaced byh.
Then,

m̃hs52m1D1s~2mBH1JhR cosu!. ~23!
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For low current-carrier concentrations and relative
large splitting of the electron- and hole-spin subbands, Fe
quasiparticles lie within the confines of spin subbands wit
single spin polarization. This situation occurs when the f
lowing inequalities are satisfied:

n,
4

3

~meDe!
3/2

p2\3 , n,
4

3

~mhDh!3/2

p2\3 , ~24!

wheren is the concentration of electrons~and holes! per unit
volume and

De5UmBH1
1

2
JeR cosuU,

Dh5UmBH1
1

2
JhR cosuU. ~25!

From the condition of electrical neutrality in the main a
proximation, we obtain

m̃e5
mh

me1mh
Deh , m̃h5

me

me1mh
Deh ,

Deh5D1
R cosu

2
~ uJeu1uJhu!1mBH~sign~Je!1sign~Jh!!.

~26!

The above expressions for the Fermi energies of
electrons and holes determine their strong temperature
field dependences. Here the absolute changes in these q
tities depend, in particular, on the ratio of their effecti
masses. Thus, for example, in the case of heavy holes
which mh@me , only the electron Fermi energy can chan
significantly. In this case, the quantum temperature fluct
tions will be determined only by the conduction-electr
subsystem.

For concrete calculations, we shall use Eqs.~9!, ~17!–
~20!, and ~23!. Figure 1 shows the results of a numeric
calculation of the quantum temperature fluctuations for
antiferromagnetic semimetal with equivalent electron a
hole bands. Here the following system parameters were u
Je5Jh50.2 eV,me5mh5m0 , andTN510 K. The concen-
tration of band carriers corresponded to the semimetal c
and equalled 0.035 per lattice site.M;(T) was calculated for

FIG. 1. Quantum temperature fluctuations of an antiferromagnetic se
metal. One electron and one hole subband are populated.
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temperaturesT50.5– 3.5 K, where, as noted above, t
spin-wave approximation is valid. It is quite clear from Fi
1 that for these system parameters there are a substa
number of temperature fluctuations.

Let us analyze the results on quantum temperature fl
tuations shown in Fig. 1. In the spin-wave approximation
drop in the magnetization owing to temperature is given

dS~T!5S b3

48a D S 1

sin u D S 1

2K0a D 1/2S T

SD 2

, ~27!

whereb is the magnetic cell parameter in the antiferroma
netic phase and the spin-wave rigidity is

a5
1

6 H(
f

I 0 fRf
21(

g
K0gRg

2J . ~28!

In the nearest-neighbor approximation, wherea5K0b2/8,
we have

dS~T!5S 1

3 sin u D S T

K0SD 2

.

These equations show that as the temperature chan
the phase shift in the argument of the sine in Eq.~21! is
determined by

dm̃e~T!

\vc
e 52S g

2D S meh

m0
D S uJeu1uJhu

4SK0
D S 1

3 sin u D S T

K0SD 2

5
dm̃h~T!

\vc
h , ~29!

where meh is the reduced electron-hole mass,meh

5memh /(me1mh). Equation~29! yields an important resul
for practical application of quantum temperature fluctuatio
If we construct the part of the magnetization that oscilla
with changing temperature as a function ofT2, then a plot of
‘‘damped’’ but still periodic oscillations is obtained. Figure
shows the results of such a construction using the same
ues as in Fig. 1. Clearly, in the new coordinates~neglecting
the drop in amplitude of the oscillations! the curve is indeed
periodic in T2. Small deviations in this periodicity are re

FIG. 2. Quantum temperature fluctuations of an antiferromagnetic s
metal as a function ofT2.
tial

c-
e

-

es,

.
s

al-

lated to the contribution of the second branch of the sp
wave perturbations and to the presence of Brillouin zo
effects which were neglected in Eq.~27!.

The equation for the phase shift implies that the per
of the oscillations with respect toT2 is given by

P5S 2 sin u

g D S m0

meh
D S 12SK0

uJeu1uJhu D S K0S

kB
D 2

, ~30!

wherekB is the Boltzmann constant. This equation can
used to derive an important relationship among the par
eters of the electronic structure of this antiferromagne
semimetal from experimental data on quantum tempera
fluctuations~after plotting the fluctuating part of the magn
tization in theM; ,T2 plane and measuring the periodP of
the oscillations!.

Here we note two other features which are immediat
evident from Eq.~30!. First, with other conditions the same
the period of the oscillations decreases asK0

3 when the ex-
change integral decreases. Given that the temperature r
in which the spin-wave approximation is applicable d
creases linearly~as the Neel temperature, itself! as K0 be-
comes smaller, we conclude that the number of spikes in
quantum temperature fluctuations increases rapidly for a
ferromagnetic semimetals with lower Neel temperatur
This feature is illustrated in Fig. 3. In calculating the qua
tum temperature fluctuation curve shown in this figure,
Neel temperature was taken to be 3 K~instead of 10 K, as in
the earlier cases!, while all the other characteristic param
eters were unchanged.

The second feature is related to the dependence of
period of the quantum temperature fluctuations on the ta
of the antiferromagnetic sublattices. As the spin-fli
transition point is approached, the period of the oscillatio
decreases}sinu. Then, by measuring the periodsP1 andP2

of the oscillations for two values of the external magne
field H1,H2,Hc , it is possible to obtain the field for the
spin-flip transition from the simple relation

i-

FIG. 3. Quantum temperature fluctuations of a low-temperature antife
magnetic semimetal as a function ofT2.
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Hc
25

~P1H2!22~P2H1!2

~P12P2!~P11P2!
. ~31!

A more complicated situation arises in the case wh
Fermi quasiparticles occupy subbands with opposite po
izations in the spin angular momentum. For example,
electrons occupy both spin subbands, while holes, as be
lie only in the lower spin subband. This occurs when t
following conditions are satisfied:

4

3

~meDe!
3/2

p2\3 ,n,
4

3

~mhDh!3/2

p2\3 , ~32!

then it is easy to find expressions for the temperature de
dences of the Fermi energies for the two electron and
hole bands by solving the equation for electrical neutral
Calculating the temperature phase shifts in the usual way
obtain the three periods inT2 for the oscillations:

P1
e 5S 2 sin u

g D S m0

me
D S 12SK0~g1

e 1g2
e 1gh!

2g2
e uJeu1gh~ uJeu1uJhu! D S K0S

kB
D 2

,

P2
e 5S 2 sin u

g D S m0

me
D S 12SK0~g1

e 1g2
e 1gh!

2g1
e uJeu2gh~ uJhu2uJeu!

D S K0S

kB
D 2

,

Ph5S 2 sin u

g D S m0

mh
D S 12SK0~g1

e 1g2
e 1gh!

g1
e ~ uJeu1uJhu!1g2

e ~ uJhu2uJeu!
D

3S K0S

kB
D 2

, ~33!

whereg1
e andg2

e are the densities of electronic states on
Fermi surface for the two spin subbands andgh is the density
of hole states on the Fermi surface forT50. When the dif-
ference in effective masses is relatively small, the amplitu
of the oscillations will be of the same order of magnitude
the electrons and holes. In this case, the resulting mag
zation M; is obtained by adding three periodic functio
and, therefore, is generally periodic inT2. This is illustrated
in Fig. 4. In these calculations the effective masses of
electrons and holes were chosen to be different, withme

5m0/2 and mh5m0 . The concentration of electrons~and
holes! per lattice site was chosen to be 0.06. The remain
parameters were the same as in the calculation of the q
tum temperature fluctuations shown in Fig. 3. Curvesa-c are
quantum temperature fluctuations that are periodic with
spect toT2 and originate from the two electron- and on
hole-spin subbands. The total fluctuating part of the mag
tization is shown in the lowest curve of this figure. It is th
form of quantum temperature fluctuations that is obser
experimentally. Thus, the method proposed here for ana
ing the experimental data and based on the above resul
of special importance. In fact, plotting theM; curve as a
function of T2 and then Fourier analyzing it makes it po
sible to isolate the periodic contributions from quasipartic
in the different spin subbands. After determining the perio
of the oscillations for the different components and comp
ing them with the values obtained from Eq.~33!, we obtain
numerical relations for the electronic structure parameter

Analogous results can be obtained easily even when b
electrons and holes occupy both spin subbands. Then
e
r-
t

re,
e

n-
e
.
e

e

s
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ti-

e
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d
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s
s
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oscillating magnetization is made up, in general, of fo
functions that are periodic inT2. The proposed method fo
analyzing the experimental data is effective in this case
well. We do not give concrete expressions for the four pe
ods of the oscillations here in order to save space.

In conclusion, we summarize the main results of th
study. The main conclusion of this work is a proof of th
possible existence of a new type of oscillations, quant
temperature fluctuations, in antiferromagnetic semimet
The conditions for a distinct experimental observation
quantum temperature fluctuations are:~a! relatively low Neel
temperatures (Tn<1 – 10 K); ~b! the existence of an ex
change coupling between the spin angular momenta of
current carriers and localized electrons; and,~c! samples of
sufficiently good quality. At present, choosing solid-sta
compounds which satisfy these requirements presents no
ficulties. As an example, we note the already-mentioned
rium monopnictides. These compensated semimetals h
antiferromagnetic order with a Neel temperatureTN

;5 – 7 K. The high quality of the single crystals is co
firmed, in particular, by the intense signals from the de Ha
van Alphen effect19 in CeAs. Given that the order of magn
tude of the amplitude of the quantum temperatu
fluctuations is the same as that of the de Haas-van Alp
effect, we may hope for good observations of quantum te
perature fluctuations in these antiferromagnetic materials

It should be noted that studies of quantum temperat
fluctuations are of interest, both from the standpoint of o
serving the effect itself and in order to obtain additional
formation on the electronic structure. The predicted con
butions from the individual spin subbands to the quant
temperature fluctuations periodic inT2 provide a large infor-
mation input to studies on quantum temperature fluctuatio
which is, to a substantial extent, similar in its possibilities

FIG. 4. Quantum temperature fluctuations of an antiferromagnetic se
metal. Two electron subbands and one hole subband are occupied.~a–c!
Contributions of the electron and hole subbands;~d! total fluctuating part of
the magnetization.
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the usual de Haas-van Alphen effect. It is important that
period of the quantum temperature fluctuations, as oppo
to the period of the de Haas-van Alphen oscillations, is ea
changed by an external magnetic field. This offers additio
experimental means for testing the electronic structure w
the aid of quantum temperature fluctuations.
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The magnetic properties of Au/Ni/Si~100! films with Ni thicknesses of 8 – 200 Å are studied atT
577 K using a scanning magnetic microscope with a thin-film high-temperature dc SQUID.
It is found that the Ni films, with an area of 0.630.6 mm, which are thicker than 26 Å have a
single-domain structure with the magnetic moment oriented in the plane of the film and a
saturation magnetization close to 0.17 MA/m. For films less than 26 Å thick, the magnetization
of the film is found to drop sharply. ©1998 American Institute of Physics.
@S1063-7834~98!02509-X#
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Studies of the properties of ultrathin magnetic films a
of fundamental, as well as practical, interest. These films
be used in magnetic recording devices to enhance
memory density. From the standpoint of fundamental
search, these films are interesting objects for studying m
netic ordering in two-dimensional (2D) magnets.1,2

The best known devices for measuring the magn
properties of ultrathin films, the surfaces of 3d and 4f met-
als, and submicron particles of recording media can be c
sified into three groups: devices used to measure the
grated magnetic moment of a sample;3–5 devices which
produce an image of the structure of magnetic objects w
high spatial resolution;6–9 and, instruments using synchro
tron or neutron radiation.10–12

Recently developed scanning SQUID-microscope13

make it possible to measure the absolute magnitude of
magnetization of a sample with a high sensitivity that is n
accessible to other devices and to take topograms of
magnetic field of a test object with a spatial resolution do
to a few micrometers.14

In this paper we present the results of a study of
magnetic properties of ultrathin Au/Ni/Si~100! films at a
temperature of 77 K using a SQUID-microscope.

1. PROPERTIES OF THIN Ni FILMS

Thin Ni films can have two types of crystal structu
@face centered (f cc) and body centered (bcc)] with substan-
tially different magnetic properties.15 According to theory,
f cc Ni exists only in a ferromagnetic phase, while thebcc
modification displays a transition from a ferromagnetic to
nonmagnetic phase15 as the Wigner–Zeitz radius is lowere
to a critical value on the order of 2.6 Å. A transition from th
1531063-7834/98/40(9)/4/$15.00
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nonmagnetic to the ferromagnetic state has also been
dicted for epitaxialbcc-Ni films subjected to a 1% stretchin
of the lattice caused by the substrate.16

The magnitude and spatial orientation of the magne
moment of Ni films depend on the number of monolaye
the substrate, and the structure of the buffer layer.8,16–19

The dimensions of the magnetic domains formed in
films range from tens of micrometers to a few micromet
as the thickness of the Ni is changed from 20 to 140 Å.6

Besides the above properties, ultrathin Ni films can a
manifest a spectrum of phenomena associated with the t
sition from two-dimensional to three-dimensional magne
systems as the number of monolayers is increased. It
been found, for example, that the value of the critical ind
b in the temperature dependence of the magnetization in
neighborhood of the phase transition,M (T)}(12T/Tc)

b,
changes quite sharply from 0.125, which is characteristic
two-dimensional ‘‘Ising’’ magnets, to 0.43, which is chara
teristic of three-dimensional ‘‘Heisenberg’’ magnets, as t
thickness of Ni films is varied from 5 to 10 monatom
layers.7

The Curie temperatureTc also depends on the Ni film
thickness and can vary from 50 to 450 K as the thickness
Ni/Cu~001! films is increased from 1.5 to 8 monolayers.20

Here the dependence ofTc on the film thickness can be
extrapolated toTc50 for a single monolayer of Ni.21

2. EXPERIMENTAL TECHNIQUE

Figure 1 shows the mutual positions of th
SQUID-probe22 of the scanning magnetic microscope, t
test sample of Ni film on a 0.3-mm-thick substrate
Si~100!, and a thin-film calibration loop deposited on th
same silicon substrate. The film samples were made22 in the
0 © 1998 American Institute of Physics
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form of a square with 600mm edges. In order to visualiz
the distribution of the magnetic field created by the samp
the sample was scanned with a sample-probe distance o
order of 100mm.

A magnetizing field parallel to the sample plane w
provided by a long solenoid, and a field perpendicular to
sample was created by a quasi-plane 500-turn coil. The s
ning SQUID-microscope could normally operate in magne
fields of up to 70 A/m for fields directed perpendicular to t
plane of the SQUID~and the plane of the sample! and in
fields up to 104 A/m oriented parallel to the SQUID.

Information on the crystallographic structure of th
samples was obtained on thick Ni films~200 Å! without a
gold coating on a Rigaku x-ray diffractometer. Only th
~111! reflection was observed (2q544.32°); the full width
at half maximum of the peak was 1.028°. The existence o
single reflection~111! is evidence of a textured structure fo
the deposited Ni film and a strongly expressed~111!-
orientation. The lattice constant calculated from the posit
of the 2u reflection was 3.53 Å. The observed~111! film
orientation is natural, since in this case the mismatch
tween the lattice constant in the Si~100! plane~5.2 Å! and
the Ni atoms in the plane of its film~4.99 Å! is minimal. It
was not possible to check the thinner films in this man
because of the low intensity of the reflected radiation.

During the measurements, the probe of the scann
SQUID-microscope was mounted in a Dewar flask with l
uid nitrogen located inside a double permalloy shield. T
residual magnetic field can be measured by turning the pr
around a vertical axis by 360°. Its maximum was close to
mT. An alternating current of about 300mA was applied to
the calibration coil~Fig. 1!; its magnetic image could be use
for mounting the sample inside the scanning field of
scanning SQUID-microscope ~on the order of
838 mm2). The measured magnetic field over the cent
portion of the coil makes it possible to determine the d
tanceh between the sample and the SQUID, which in o
experiments was varied from 100 to 400mm and determined
the spatial resolution of the apparatus.

3. RESULTS OF THE MEASUREMENTS

The properties of Ni films with thicknesses of 8–200
coated with a layer of Au were studied. Images were
corded after the sample had been cooled in the residual m
netic field from a temperatureT'400 K to the boiling tem-
perature of liquid nitrogen. Scanning the 26-Å-thick fil

FIG. 1. Schematic illustration of the mutual positions of the SQUID~1!,
sample ~2!, and calibration loop~3! on the substrate~4! in a magnetic
SQUID-microscope.
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yielded a weak magnetic signal corresponding to an orie
tion of the magnetization vector in the plane of the film
When a magnetic field of 4000 A/m was applied parallel
the plane of the film, the signal-to-noise ratio increased
over 100 and the magnetic image became distinct~Fig. 2!.
Sharp peaks at the maximum and minimum of theBz com-
ponent of the magnetic field lay on opposite edges of the
film which is indicated by a dotted line in Fig. 2. The sym
metry of the image~the positive and negative responses a
equal in size! is a result of orienting the magnetization vect
in the plane of the film. The presence of only two peaks
the magnetic image of the entire film, whose dimensio
greatly exceed the spatial resolution of the scanning SQU
microscope, can be interpreted as evidence of a sin
domain structure.

The change in the componentBz(x,y), relative to the
phonon signalBz(0,0) recorded far from the film, was ca
culated from the change in the output voltageDVout of the
SQUID, the known feedback coefficientDVout /F0 of the
SQUID electronics~here F0 is the quantum of magnetic
flux!, and the previously measured effective areaAeff of the
SQUID.22,23

The dependence of the volume magnetization of the
Å Ni film on a parallel applied field is shown in Fig. 3. Thi
hysteresis curve was obtained by successive measurem
of the peak value ofBz as the magnitude of the applied fie
was varied from14000 to24000 A/m and back. These dat
show that the saturation magnetization of this film is 0.
MA/m, which is attained at a field strength of about 25
A/m. This value of the saturation magnetization is appro
mately a factor of 3 smaller than that of bulk Ni. The hy
teresis loop~Fig. 3! is evidence of magnetic ordering in th
sample with a phase transition temperature above 77 K.
overall shape of theM (H) curve suggests that this orderin
is ferromagnetic in character. The coercitive force is close
35 A/m and the residual magnetic moment is 0.028 MA/
When a perpendicular magnetic field with a maximu
strength of 70 A/m was applied to the 26-Å-thick Ni film, th

FIG. 2. Magnetic image of a 26-Å-thick, 0.630.6 mm Ni film in an applied
magnetic field of 4000 A/m directed parallel to theY axis.
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signal was below the noise level of the SQUID and an ima
could not be obtained.

Attempts to record images of samples with thicknes
of 15 and 8 Å inparallel and perpendicular magnetic fiel
with distances of 100mm between the SQUID and samp
showed that their magnetizations are below the sensiti
threshold of the instrument. Thus, when the thickness of
Ni films was varied from 26 to 15 Å, the magnetization fe
by more than two orders of magnitude~Fig. 4!.

As opposed to the 26-Å-thick films, the images of
films with thicknesses of 43 and 84 Å, recorded after th
were cooled in zero field, showed distinct pairs of symme
positive and negative peaks located on opposite corner
the square film samples. These images correspond
single-domain magnetic structure with an easy axis of m
netization lying in the plane of the film along a diagon
When a parallel magnetizing field on the order of 4000 A
in magnitude was applied, the magnetic moment of the fi

FIG. 3. Hysteresis loop of a 26-Å-thick Ni film in a parallel applied ma
netic field.

FIG. 4. Saturation magnetization as a function of Au/Ni/Si~100! film
thickness.
e

s

ty
e

y
c
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rotated relative to the direction of the field and the pea
were shifted to the location indicated in Fig. 2a. Similar r
sults were obtained for 200-Å-thick Ni films without a go
coating.

In order to determine the way the silicon substrate infl
ences the orientation and magnitude of the magnetic mom
of the film, we have prepared and studied samples of Au/
Pt/Si~100! films with a 100-nm-thick buffer layer of Pt. The
lattice parameter of the platinum, 3.9 Å, is in between tho
of Si and Ni, which reduces the stretching of the Ni layers
the film. An image of the distribution of theBz component of
the magnetic field is shown in Fig. 5.

4. DISCUSSION OF RESULTS

We begin the discussion with the simplest case of re
tively thick Au/Ni/Si~100! films with thicknesses of 43 and
84 Å. As the measurements atT577 K show, ferromagnetic
ordering is observed in them. Here the saturation magnet
tion is close to the bulk value~Fig. 4!, in agreement with
theory.15

The observed orientation of the magnetization in t
plane of the film may be the consequence of a numbe
factors. First, with this orientation there is almost no dem
netization field in the film; second, because of the stretch
of the Ni film by the silicon substrate, the direction of ea
magnetization can lie in the plane of the film; and/or, thi
77 K lies between the magnetic phase transition point
the reorientation temperatureTR for these films.24

The domain structure of the thick films turned out to
insensitive to the applied magnetic field, regardless
whether it was directed parallel or perpendicular to the pla
of the film. ~In our experiments these fields were up to 40
and 70 A/m, respectively!.

Films with intermediate thicknesses~about 25 Å! also
manifested ferromagnetic ordering, but with a smaller sa
ration magnetization. This is most likely because the sam
temperatureT577 K was close to the phase transition tem
perature for this film thickness.

An alternative reason may be an island~cluster! structure
of the film, which becomes more probable as the thicknes

FIG. 5. Magnetic image of a 30-Å-thick Ni film deposited on a Pt buff
layer in a 4000 A/m magnetic field directed parallel to theY axis.
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reduced. Ferromagnetic ordering with a magnetization
ented in the plane of the film has been observed previo
with cluster radii below 30 Å, for example in rather th
~about 30 monolayers! Fe films.24 Thus, the reduction in the
magnetization of Ni films with thicknesses of 15–30 Å m
be a result of cluster formation.

A magnetic moment corresponding to ferromagnetic
dering was not observed in the Ni films with thicknesses o
and 15 Å at the existing sensitivity of the scanning SQUI
microscope. It may be assumed that the magnetic phase
sition point for these films lies below 77 K, although oth
mechanisms may play a role.5,25 Perhaps, at these thick
nesses the film has an island structure and is in a superp
magnetic state, as has been observed, for example, fo
films thinner than 39 Å.5 It has been conjectured5 that super-
magnetism is typical of magnetic films that form islands d
ing the growth process.

The nature of the magnetic-field distribution over t
surface of Au/Ni/Pt/Si films, especially the asymmetry b
tween the positive and negative maxima, indicates the e
tence of a component of the magnetic moment perpendic
to the plane of the film. Thus, the presence of a buffer la
greatly changed the magnetic anisotropy energy of the fi
This suggests that eliminating the stretching of the Ni mo
layers leads to an orientation of the magnetic moment o
given film sample perpendicular to its plane. Besides
change in the orientation of the magnetic moment, our
perimental data imply an extremely large reduction in
magnetic moment of the Ni atoms, which may indicate
substantial readjustment of the energy spectrum of films w
a buffer layer.

As for the characteristics of the magnetic microsco
our results show that the sensitivity of the apparatus w
sufficient to measure the hysteresis curves of films thic
than 26 Å in applied magnetic fields of magnitude64000
A/m, if the field is oriented parallel to the plane of th
sample and the plane of the SQUID. In the case of a perp
dicular magnetizing field, it was possible to make measu
ments for magnetization fields no higher than 70 A/m, sin
in high fields the critical current of the Josephson junctio
of the SQUID was suppressed. For measurements in fi
higher than 100 A/m, SQUIDs with a submicron Josephs
junctions must be used.

The spatial resolution in the magnetic image of the o
served samples and the magnetic field resolution of the m
netic microscope used here were close to 100mm and 10215

Am2/Hz1/2, respectively. Both of these parameters can
improved by reducing the distance between the SQUID
the sample.14

In conclusion, we note that the magnetic scann
SQUID-microscopy method developed here can be use
obtain an image of the spatial distribution of one of the co
i-
ly
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ponents of the magnetic field of ultrathin films of magne
materials and to determine, to a high accuracy not availa
with other devices, their local magnetizations in regio
where the acting fields are low.
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The combined effect of the ligand crystal field and the exchange interaction on the Cu21 cation
in CuGeO3 is examined. It is shown that, if the magnitude of the exchange interaction
exceeds the splitting of the energy levels of thedx22y2 anddxy orbitals, then an alternate filling
of the d orbitals along a chain~orbital ordering! is possible. This effect creates an
antiferromagnetic interaction between Cu21 pairs in 90° exchange and a doubling of the lattice
period. A Jahn-Teller pseudoeffect causes singletization of the ground state of the
antiferromagnetic chain of Cu21 spins. © 1998 American Institute of Physics.
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In artificially synthesized single crystals of CuGeO3 an
anomalous reduction in the magnetic susceptibility has b
observed1 and, subsequently, an antiferromagnetic pairing
Cu21 spins2 at low temperatures, or the so-called spin-Peie
phase transition. The latter was first observed in orga
compounds3,4 and described theoretically as a conseque
of the interaction of a one-dimensional antiferromagne
chain of spinsS51/2 with the three-dimensional system
lattice phonons.5 Not all features of the magnetic propertie
of CuGeO3 can be understood at present.

The strong tetragonal crystal field of the oxygen octa
dra stretched along theb0 axis surrounding the Cu21 cations
leads to a doubling of the population of thedz2 orbitals (zib0

axis! by electrons, suppressing the exchange interac
along theb0 axis of the crystal and imparting a quasi-on
dimensional exchange interaction along thec0 axis. The
observed6 exchange interaction along thec0 axis is
antiferromagnetic, which contradicts the convention
Goodenough-Kanamori rules for 90° indirect coupling.
the neighborhood of the transition temperatureTsP514 K,
there is a doubling of the lattice period of CuGeO3 along the
a0 and c0 axes.7 In doped CuGeO3:Si crystals the coexist
ence of a dimerized~singlet! phase and an antiferromagnet
phase has been observed at temperatures belowTsP .8 When
a high pressure is applied to crystalline CuGeO3, the intrac-
hain exchange constant decreases,9 while TsP increases.10

An attempt11 to explain the antiferromagnetic interactio
in CuGeO3 uses the concept12 of the participation of neigh-
boring nonmagnetic ions in indirect exchange in Cu-O-
dimers. In an examination of just the singly filled orbitals11

it was found that the deviation from quadratic symmetry a
hybridization of oxygen atoms with neighboring Ge-
groups and with one another yield strong antiferromagn
exchange of greater magnitude than the Cu-O-Cu ferrom
netic interaction. Here, unfortunately, the large potential c
tribution to the Cu-O-Cu interaction resulting from the inte
action of filled and half-filled orbitals of neighboring Cu21

was neglected.
In this paper we examine the combined effect on a C21
1531063-7834/98/40(9)/6/$15.00
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cation of the ligand crystal field and the exchange interact
with nearest neighbors in the chain. It is shown that when
exchange interaction energy is sufficiently high~larger than
the splitting of the energy levels of thedx22y2 anddxy orbit-
als!, ordering of the 3d electron orbitals of neighboring Cu21

cations becomes possible and this leads to an antiferrom
netic interaction in the chain with 90° indirect coupling an
a doubling of the lattice period. By changing the energy
stabilizing the Jahn–Teller pseudoeffect acting on the ene
levels of thedx22y2 anddxy orbitals, the energy of the spin
orbit interaction may emerge as the reason for the alterna
magnitude of the exchange interaction along a Cu21 chain
and singletization of the ground state.

1. EXCHANGE INTERACTIONS

The model of indirect-exchange interactions develop
by Anderson,13 and subsequently by Zavadski�

14 and
Eremin,15 yields an analytic expression for the Goodenoug
Kanamori rules for the interaction of an arbitrary pair of 3d
cations.16 In this model the interaction of a pair of cations
represented by the sum of the interactions of all the 3d or-
bitals of the cations through thep orbitals of an intermediate
ligand. Contributions of practical significance come fro
only two types of interactions: so-called kinetic and poten
exchange. The kinetic exchange integral

I i j
121

52g4~Ui1U j ! ~1!

describes the interaction of singly occupied 3d orbitals of the
i -th and j -th neighboring cations, while the potential e
change integral

I i j
120~221!

51g4Jint ~2!

describes the interaction of an empty~or doubly occupied!
orbital with one that is singly occupied. The signs in Eqs.~1!
and~2! denote antiferromagnetic~2! and ferromagnetic~1!
interactions.g is the bond covalency parameter, given by t
mixing coefficient of the atomic wave function of the ligan
with the wave function of the cation; its magnitude depen
4 © 1998 American Institute of Physics



d

o
f
-
3

g
n

ci
ce
C
n
e
tr

O
he

no

O
tr

3
g

he

r
-

c

y

i
th

ha
to

e
op

ing
at

the
hen

3

e

go-

1535Phys. Solid State 40 (9), September 1998 Bayukov et al.
on the type of coupling~s or p!, the coupling geometry, an
the ligand-cation distance.U is the energy of excitation of an
electron from a ligand to a cation; its magnitude depends
the population of the 3d shell of the cation, the type o
ligand, and the coordination.Jint is the intraatomic interac
tion integral; its value depends on the population of thed
shell of the cation.

We neglect the other contributions to indirect exchan
known from the literature, since they either are compone
of the exchange mechanisms discussed here or are asso
with double excitation of the ligands. It is best to introdu
extended couplings, such as Cu-O-Ge-O-Cu or Cu-O-O-
only if the basic contributions indicated above are abse
since they correspond to higher orders in the small param
for electron transport. The predictive adequacy of the con
butions accounted for in Eqs.~1! and~2! has been verified16

for different lattices and cations.
Let us consider the exchange interaction in CuGe3.

The strong tetragonal distortion of the coordination octa
dra around the Cu21 cations along theb0 axis makes it so
that thedz2 orbitals are doubly occupied, so that there is
exchange interaction along theb0 axis. ~The interaction be-
tween doubly occupied and empty orbitals equals zero.! We
have neglected the interaction along thea0 axis ~Cu-O-Ge-
O-Cu!. Thus, as a result of the tetragonal distortion, CuGe3

becomes quasi-one-dimensional magnetically. The elec
hole in the copper cations is located in thedx22y2 orbitals.
The indirect exchange couplings of two Cu21 cations al-
lowed by symmetry and the populations of the individuald
orbitals are shown in Fig. 1. The total indirect exchan
integral for such a pair of cations,

J~dx22y2,dx22y2!514bcJint ~3!

is ferromagnetic and confirms the predictions of t
Goodenough-Kanamori rules for 90° coupling. Hereb5g2

is the ligand-cation electron transport parameter withs-
coupling (dx22y22px or py) and c is the same paramete
with p coupling (dxy2px or py). This means that, for suffi
ciently strong tetragonal distortion, thedx22y2 holes on
neighboring Cu21-cations cause the ferromagnetic intera
tion along the chain along thec0-axis. This is correct until
the splitting of thedx22y2 anddxy orbitals exceeds the energ
of the exchange interaction.

2. ORDERED POPULATION OF THE d-ORBITALS
OF NEIGHBORING CATIONS

Let us consider the energy of the 3d electrons when the
coordination octahedron of the surrounding ligands
strongly distorted. Figure 2 shows a qualitative picture of
splitting of the energy levels of the Cu21 ions in crystal fields
with various symmetries. The cubic componentDq8 of the
crystal field for a plane square is considerably smaller t
the splitting in an octahedron, if it means anything at all
speak of this for such a ligand configuration.

We are interested in the magnitude of the splittingEd

between thedx22y2 and dxy orbitals. This splitting is sup-
pressed by two effects: crystal fields with symmetries low
than tetragonal and the spin-orbit interaction which devel
n

e
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u,
t,
ter
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-

on

e

-

s
e

n

r
s

when the ion develops an orbital angular momentum ow
to mixing of thedx22y2 and dxy states. Let us assume th
this splitting is small and that holes on neighboring Cu21

cations can be in any of these orbitals. We shall calculate
exchange integrals for the possible cases. For the case w
holes are placed in thedx22y2 orbitals of neighboring Cu21

ions, we have already estimated the exchange integral~see

FIG. 1. A schematic representation of oblique exchange couplings ofd
orbitals of Cu21(1) and Cu21(2) cations in a CuGeO3 structure with 90°
exchange through intermediatepx andpy orbitals of the oxygens in the cas
where holes occupy thedx22y2 orbitals of both cations. The arrows on thed
orbitals indicate their electron populations.

FIG. 2. A schematic diagram of the energy levels of the Cu21 ion in the
ligand fields of different symmetry as the octahedron is stretched tetra
nally. The ion energy is determined by the 3d hole. ~1! Free ion,~2! octa-
hedron,~3! plane square,~4! rhombic distortion.
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Eq. ~3!! and it is positive. For the case when one hole is
thedx22y2 orbital of Cu~1! and the other, in thedxy orbital of
Cu~2!, the oblique exchange couplings allowed by symme
and the populations of the orbitals are shown schematic
in Fig. 3. In this case, the cation-cation interaction integra
the sum of antiferromagnetic and ferromagnetic contri
tions,

J~dx22y2,dxy!522bcS 2U2
1

3
JintD . ~4!

For the case in which holes lie in thedxy orbitals of neigh-
boring Cu21, we have

J~dxy ,dxy!51
16

3
bcJint, ~5!

i.e., there is a ferromagnetic interaction.
The energyU of ligand-cation electronic excitation ca

be 2–6 eV for Cu21.16 The intraatomic exchange integral fo
Cu21, Jint;1 eV. Thus, the interaction~4! is antiferromag-
netic and its absolute magnitude exceeds the exchange t
~3! and ~5!. The system, as it tries to minimize its ener
through the exchange interaction, chooses the antiferrom
netic ordering determined by the integral~4!, i.e., in those
cases where the energyEe of the exchange interaction of
pair of neighboring cations is larger than the splittingEd of
the dx22y2 and dxy orbitals in the crystal field, it is to be
expected that holes in neighboring Cu21 will occupy differ-
ent 3d orbitals. For a linear Cu21 chain, one expects alter

FIG. 3. A schematic representation of oblique exchange couplings ofd
orbitals of neighboring copper cations in a CuGeO3 structure in the case
where holes lie in thedx22y2 Cu~1! anddxy Cu~2! orbitals~orbital ordering!.
y
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s
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ms

g-

nating (dx22y22dxy2dx22y22dxy2...) splitting of the
holes and we shall refer to this as the orbital ordering
neighboring cations. The phenomenon of orbital ordering
not new and has been examined theoretically before17 for the
orbitally degenerateeg level in perovskites. In the case o
CuGeO3, we expect pseudodegen
eracy of the energy levels havingeg(dx22y2) and t2g(dxy)
symmetry.

What does this imply? First, as noted above, orbital
dering leads to antiferromagnetic ordering of cation spi
with 90° oblique coupling, along chains along thec0 axis in
CuGeO3, as has been observed experimentally.6 Second, or-
bital ordering leads to a doubling of the lattice period, whi
has been observed experimentally7 and is evident from the
following reasons. The ordered placement of holes in
orbitals of neighboring cations corresponds to an alterna
along thec0 axis of dx22y2 orbitals with different popula-
tions (dx22y2

↑
2dx22y2

↑↓
2dx22y2

↑
2dx22y2

↑↓
2...). Theelectrons

of a cation in which thedx22y2 orbital is singly populated
shield the charge of the surrounding ligands less, so that
internuclear attractive forces shrink the Cu-O distance in
equatorial plane of the octahedron of this cation. The latt
period is doubled in the direction of the ordered disposit
of the orbitals.

3. SINGLETIZATION OF THE GROUND STATE

When the splittingEd is small enough, the energy leve
of the dx22y2 anddxy orbitals can be regarded as pseudod
generate and the Jahn–Teller pseudoeffect must be invo
When the stabilization energy of the Jahn–Teller pseudo
fect exceeds the spin-orbit interaction energy, it is more
vantageous for the system to lower its symmetry to mo
clinic. Probably these interactions manifest themsel
through the distortion of the bases of the oxygen octahe
and shifts of the Cu21 ions observed by neutron diffraction18

and illustrated schematically in Fig. 4. In this case, the g
metric conditions for the oblique exchange coupling of
central Cu21 ion to the left and right in a chain are differen
owing to the differences in the bond lengths and ang
(r 1 ,w1 and r 2 ,w2). An alternation in the magnitudes of th
exchange interactions sets in along the chain, leading to
gletization of the ground state, as has been sho
theoretically.19

In a system that has been stabilized by the Jahn-Te
effect, the dependence of the energy of a pair of Cu21 cations
on the interaction distance in an oblique Cu-O-Cu bond
be represented schematically by the curve shown in Fig
For low-temperature lattice vibrations, the system is at a

FIG. 4. A schematic representation of the distortions in the equatorial p
of the oxygen octahedra around Cu21 in CuGeO3 in the sP phase.
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cal minimum of the dimerized state. At high temperatu
(kT.EJ2T), the amplitude of the vibrations of the coord
nation oxygen atoms exceedsDr , and the base of the octa
hedron ceases to be distorted, since now the oxygen ion
which it is composed vibrate near the equilibrium distan
r 0 . The lattice period is no longer doubled.

It is evident from Fig. 5 that at the temperaturekTc

5EJ2T , the system undergoes a transition from an orde
dimerized state at low temperatures to a disordered sta
high temperatures, i.e., the spin-Peierls transition is an or
disorder phase transition. As the phase transition tempera
is reached, the chain becomes uniform and, consequently
singlet state is destroyed.

4. EXAMPLES OF ORBITAL ORDERING

Researchers have encountered difficulties in interpre
the exchange interaction of Cu21 cations with 90° oblique
coupling even in studies of the properties of so-called
change clusters, which consist of isolated copper dimers
Cu~II ! dihydroxo complexes, the oblique 90° exchange ta
place through dihydroxo bridges.20 Measurements showe
that both the magnitude and sign of the exchange integra
a ground-state copper dimer vary, depending on the typ
bridge. The exchange integral for the excited state of
dimer is ferromagnetic. Special exchange mechanisms h
been developed to explain these results.12

Based on the concept of orbital ordering discuss
above, however, it is possible to look at copper dimers fr
a new standpoint. As long as the energy of the excha
interaction is less than the splitting of the levels of thedxy

anddx22y2 orbitals, orbital ordering does not set in and fe
romagnetic exchange~3! acts between a pair of copper ca
ions. When the exchange energy is high enough, the dim
minimizing its energy with respect to exchange, choose
state of orbital ordering described by the antiferromagn
exchange integral~4!. In this case, the state corresponding
a Cu(dx22y2)-Cu(dxy) pair should be regarded as the grou
state, while the state previously regarded as the ground s
Cu(dx22y2)-Cu(dx22y2), should be regarded as excited. T
change in the absolute magnitudes of the exchange inte
in the hydroxo complex series is caused by a change in

FIG. 5. The energy of a pair of Cu21 cations as a function of the interactio
distance in an oblique Cu-O-Cu bond in the equatorial plane of the oct
dron.Dr is the change in the equilibrium distancer 0 when the lattice period
is doubled.EJ2T is the stabilization energy for the Jahn-Teller effect.
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ligand-cation electron-transport parameters determined
the different composition and geometry of the ligands.

Another example of orbital ordering is~VO!2P2O7. The
question of which model, dimerized or staircase chain,
better suited to describing this material has been discusse
the literature.21,22 We shall show that the concept of orbit
ordering leads us to the conclusion that~VO!2P2O7 is best
described by an ensemble of isolated dimers.

The vanadium cations in~VO!2P2O7 lie within coordina-
tion octahedra of surrounding oxygen atoms which are co
pressed along thea0 axis. Along thea0 axis, neighboring
octahedra are bound by a shared oxygen atom, which all
V1(dz2)-V2(dz2) oblique coupling. Isolated V41 pairs lie
along theb0 axis. The octahedra of these neighboring V41

have edges in common in the (b0c0) plane, giving rise to
90° exchange coupling along theb0 axis. Along thec0 axis
the octahedra of neighboring V41 are separated by layer
containing phosphorus. The splitting of the energy lev
of a V41 ion in the compressed octahedron is illustrat
schematically in Fig. 6. The absence of electrons in thedz2

orbitals makes it possible to neglect exchange along thea0

axis, i.e.,~VO!2P2O7 should be regarded as an ensemble
isolated V41 dimers. For sufficiently large splitting of the
levels of thedx22y2 anddxy orbitals, the electrons on both o
the neighboring V41 will lie in the dxy orbitals. In this case,
the 90° oblique interaction in the dimer leads to ferroma
netic exchange~5! and ~VO!2P2O7 will be an ensemble of
isolated ferromagnetic dimers. If, on the other hand,Ee

.Ed , then we should expect orbital ordering in the dim
(dx22y22dxy), which leads to an antiferromagnetic intera
tion ~4!, as observed experimentally.21 The observed gap in
the magnetic excitations22 is natural for isolated dimers, al
though the rhombic distortions which occur during orbi
ordering will also make some contribution to this gap. It
appropriate to interpret the temperature dependence of
magnetic susceptibility of this material in terms of a mod
of isolated antiferromagnetic dimers, although the forms
this dependence are similar for isolated dimers, a chain,
a single staircase.

A new material, CaCuGe2O6, that has the properties of

e-

FIG. 6. A schematic diagram of the energy levels of the V41 ion in fields of
various symmetry as the octahedron is stretched tetragonally. The ion
ergy is determined by the 3d electron.~1! Free ion,~2! octahedron,~3!
tetragonal compression,~4! rhombic distortion.
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spin-Peierls system withTsP.40 K, has recently been
synthesized.23 Here the copper cations form zig-zag chai
along thec0-axis. The local symmetry around the Cu21 is
shown schematically in Fig. 7. The sizes of the axes of
octahedra in CaCuGe2O6 are different, withz.y.x. Under
the action of the tetragonal distortions of the octahedra w
the exchange interaction is small, the holes in all the C21

cations lie in thedx22y2 orbitals~see Fig. 2!. In this case, the
oblique exchange integral of neighboring cations is given

J125J23516bcJint, ~6!

i.e., it leads to a ferromagnetic chain. WhenEe.Ed , the
exchange interaction will also determine the distribution
the electrons among the 3d orbitals based on the minimum
energy of a cation pair. We have two possible ways of d
tributing the holes among the 3d orbitals of neighboring cat-
ions: dxy2dx22y2 anddxy2dxy . In the first version,

J12~dxy ,dx22y2!522bcS 2U2
5

3
JintD , ~7!

and

J23~dx22y2,dxy!512c~2b1c!Jint, ~8!

i.e., the Cu~1!-Cu~2! interaction integral is antiferromagnetic
while the Cu~2!-Cu~3! integral is ferromagnetic. 3d orbitals
of copper, occupied by holes, are shown in Fig. 7 for t
version. In the second version,

J12~dxy ,dxy!5J23~dxy ,dxy!512cS 8

3
b1cD Jint. ~9!

In order to evaluate the exchange integrals~6!–~9!, we have
to know the ligand-cation electron transport parameters f
given crystal. If, on the other hand, we are interested in
relative values of these integrals, rather than their abso
values, then we can use standard estimates of these pa
eters for other structures. Taking the valuesb50.02, c
50.01, U~Cu21!'4 eV, andJint~Cu21!'1 eV for the octa-
hedral sites of the spinel structure,16 we obtain114, 260,

FIG. 7. Local axes of the oxygen octahedra around Cu21 in CaCuGe2O6.
The 3d orbitals, populated by holes, are shown schematically for the cas
orbital ordering along a Cu21 chain (dxy2dx22y22dxy2dx22y22...), lead-
ing to a model of ferromagnetically coupled antiferromagnetic dimers.
e
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112, and 115 K, respectively, for the integrals~6!–~9!.
The total (left1right along the chain! exchange interaction
of a copper cation will be greatest for the hole distributi
described by the integrals~7! and ~8! and shown in Fig. 7,
u260u112572 K, compared to 28 and 30 K for the distr
butions~6! and~9!. Thus, for an exchange interaction ener
exceeding the splitting of thedx22y2 and dxy orbitals, the
Cu21 chain in CaCuGe2O6 is a chain of antiferromagnetic
dimers with a ferromagnetic interdimer interaction. Proba
the intradimer interaction is;5 times larger than the inter
dimer interaction.

The oblique coupling model is also useful for analyzi
exchange interactions in crystals with different substitutio
In doped CuGeO3:Si crystals, because of differences in th
ionic radii of Ge41 and Si41, the initial local symmetry of
neighboring oxygen octahedra may be distorted through
tortion of the octahedron in the base plane and a reductio
the tetragonal stretching or compression of the octahed
In the first case, the ordered filling of thed orbitals in Cu21

is disrupted and ferromagnetic pairs develop at the end of
chains. Since the Si dopant touches four neighboring cha
small degrees of doping produce a substantial numbe
ferromagnetic centers in the crystal, which must cause a
in the paramagnetic susceptibility as 0 K is approached. In
the second case, there is a possibility of populating thedz2

orbitals of the copper cations nearest the impurity with hol
and this leads to a change in the oblique exchange inte
tions. The perturbation of the pairwise exchange interacti
owing to the presence of the Si41 impurity is shown in Fig.
8. The Si41 dopant is bound to the two nearest Cu21 sites
along thea0 axis and to two along theb0 axis. In Fig. 8 these
sites are indicated by the numbers 5 and 6. The change in
interaction also affects the next neighbors in the lattice. A
result, we obtain a perturbation of the pairwise interact

of

FIG. 8. Dependence of the Cu-Cu-exchange interaction on the cation n
ber in a chain along thec0 axis ~a! and on the number of the chain along th
b0 axis ~b! when the Si41 dopant lies near sites 5 and 6.
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along the chain, illustrated qualitatively in Fig. 8a, whic
leads to a change in the sign of the exchange interaction
the substituted cation. The variation in the exchange al
the b0 axis illustrates the development of interchain intera
tions ~Fig. 8b!. It is evident that the chains closest to th
impurity are coupled by strong antiferromagnetic exchan
The chains after them are coupled ferromagnetically and
large distances, the interaction is zero. Clearly, with incre
ing concentration of substitute Si41 cations, the quasi-one
dimensional CuGeO3 is converted into a quasi-two
dimensional system whose magnetic structure depend
the relationship of the antiferromagnetic and ferromagn
bonds. It is quite possible that the appearance of an ant
romagnetic phase at low temperatures8 is a consequence o
these effects.

It has been shown therefore, that when the nature of
energy structure of the Cu21 cation in the crystal field of
crystalline CuGeO3 is taken into account, ordered filling o
the d orbitals along a chain of cations is possible when
exchange interaction energies of the cation pairs exceed
split in energy of thedx22y2 anddxy orbitals. Orbital order-
ing produces an antiferromagnetic exchange interac
along a Cu21 chain with 90° oblique coupling and a dou
bling of the lattice period.

When the Jahn-Teller stabilization energy exceeds
spin-orbit interaction energy, the reduction in symmetry
the base plane of the octahedron leads to an alternation in
angles and lengths of the exchange coupling in the C21

chain, i.e., to alternation in the exchange interaction par
eter and to a doubling of the lattice period.

CaCuGe2O6 can be represented by one-dimensio
chains of antiferromagnetic dimers with a ferromagnetic
terdimer coupling. The intradimer interaction is 5 tim
stronger than the interdimer coupling.

The entire analysis of exchange interactions in this pa
has been done in terms of cubic symmetry. We assume
the nonorthogonality effects which arise with deviatio
from cubic symmetry are important for estimating the ab
lute magnitudes of the interactions, but can hardly affect
fundamental conclusions reached here.

We thank S. G. Ovchinnikov, A. I. Pankrats, K. S
Sablina, and A. M. Vorotynov for useful advice on fitting th
model concepts to experimental data.
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Thermodynamic parameters of diffuse phase transitions in Ag 2Te
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A differential thermal analysis in vacuum and studies of the coefficients of electrical conductivity
and thermal conductivity, and of the thermal emf are made in Ag2Te in the neighborhood of
the structural phase transition. It is shown that these data can be used to calculate the switching
factor L(T), determine the region in which the phases coexist within the transition, and
calculate the thermodynamic parameters. Prior to and after the main phase transition, additional
displacement transitions are observed. It is found that the phase transition takes place
roughly according to the schemea385 K→a405 K8 →b420 K8 →b440 K. The specific heatCp , changes
in entropyDS and transition enthalpyDH, as well as the minimum phase fluctuation
volumeV, and the heatQ of the phase transition are determined. It is shown that excesses of Te
and Ag have almost no effect on the transition temperaturesT0 , but have a substantial
effect on the thermodynamic parameters. ©1998 American Institute of Physics.
@S1063-7834~98!02709-9#
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Studies of processes taking place near and in the ne
borhood of phase transitions are one of the developing a
of solid-state physics. The discontinuous change in the e
trical and thermal properties which occurs during a ph
transition is often utilized to create various kinds of tran
ducers. This requires reliable data on the magnitude
characteristics of the change in the effect under considera
during the phase transition, on the temperature range of
transition, and on the effect of impurities, deviations fro
stoichiometry, and other external influences on them. T
set of data may point the way to stabilizing and controlli
phenomena during the phase transition. Here information
the phase transition process itself and on its paramete
extremely important. Determining the thermodynamic a
kinetic parameters of the transition and studying the vari
structural characteristics of the interacting modifications d
ing the course of the phase transition aid in clarifying t
mechanism for the transition. Data on the intensity of x-r
reflections from each phase in the region of the phase t
sition are used to determine the region in which the pha
coexist and the switching factorL(T), which characterizes
the relative fractions of the phases.

It has been found1 that in Ag2Te of stoichiometric com-
position and with excess Te, the maina→b transition is
preceded by ana→a8 transition, and in samples with a
excess of silver, a number of other phase transitions also
place. Thus, it was necessary to make a more detailed in
tigation of samples from the entire series and to determ
the switching function and other thermodynamic parame
for all the observed phases of Ag2Te, as well as to study the
effect on them of excess tellurium and silver. For this p
pose, we propose to use data on the electrical and the
properties in the neighborhood of the phase transition.
1541063-7834/98/40(9)/4/$15.00
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1. EXPERIMENTAL RESULTS

We have studied the temperature dependences of
electrical conductivitys(T) and thermal emfa0(T), as well
as the temperature drop along the sampleDTx , and per-
formed differential thermal analysis~DTA! DTy on a series
of Ag2Te samples, including with a stoichiometric compo
tion, and with excess Te~up to 0.75 at. %! and Ag ~up to
0.25 at. %!. DTA was performed in apparatus which allowe
the experiments to be made in vacuum.2

Figures 1 and 2 show typical plots of the temperatu
dependences ofs(T) and a0(T) for samples having sto

FIG. 1. Temperature dependence of the electrical conductivitys(T) in
Ag2Te. ~1! Stoichiometric composition,~2! with excess Ag,~3! with excess
Te.
0 © 1998 American Institute of Physics
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1541Phys. Solid State 40 (9), September 1998 Aliev et al.
ichiometric compositions and with excess Te and Ag. T
s(T) curves for the samples with a stoichiometric compo
tion and excess Te have a plateau before the main p
transition at temperatures of 400–410 K, drop abruptly
410 K, and have another plateau at 414–418 K. Furtherm
in the sample with a stoichiometric composition,s drops
sharply ~by 422 K!, while in the sample with excess Te
passes through a slight maximum. In the sample with exc
Ag, at temperatures of 400–410 K, there is a sharp rise
s(T) instead of a plateau, after which the temperature va
tion of the stoichiometric composition is repeated. This is
repeated in reverse order in thea0(T) curves.

Figure 3 shows DTA plots ofDTy(T) for a stoichio-
metric composition~1!, and compositions with excess Te~2!
and excess Ag~3!. It can be seen that prior to the ma
transition and after it, transitions occur in which heat is a
sorbed. In the sample with excess Ag, besides these t
transitions, a transition is also observed at 364–367 K. N
that the weak transitions appear in theDTy(T) curves only
under adiabatic conditions, while electronic processes ac

FIG. 2. Temperature dependence of the thermal emfa0(T) in Ag2Te.
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them regardless of the experimental conditions. Figure
shows plots ofDTx(T). Because of the presence of a tem
perature gradient along the sample, theDTx(T) curves are
displaced toward lower temperatures, and the weak tra
tions do not always show up. It is clear thatDTx passes
through a deep minimum, which means that the coeffici
of thermal conductivity is passing through a sharp maximu

2. DISCUSSION OF RESULTS

The occurence of additional phase transitions in Ag2Te
was reported in Ref. 1, where the existence of ana8 phase
with trigonal structure at temperatures of 533–633 K w
indicated on the basis of measurements ofs(T). A phase
transition was later observed3 in the temperature dependenc
of the ionic conductivitys at ;306 K and identified as sec
ond order. It was then concluded4 that two phase transition
~at temperatures of 150–250 K and at 307 K! occur in the
low-temperature phase of Ag2Te, which are similar in nature
to first-order phase transitions. It was noted that impurity
up to 0.75 at. % smears these phase transitions out stron

The physics of diffuse phase transitions has been ex
ined elsewhere.5,6 The question of the coexistence of each
the phases in the transition region is also analyzed there
theory of diffuse phase transitions in condensed syste
based on introducing the switching functionL(T), was used
for this purpose. It is assumed that if the thermodynam
potentials of thea andb phases are denoted byFa andFb ,
then the thermodynamic potentialF(T) in the region where
the phases coexist can be written in the form

F~T!5Fa~T!2DF~T!L~T!, ~1!

whereDF(T)5Fb(T)2Fa(T). When the phase transitio
takes place over a temperature intervalDT5T22T1 (T2

.T1), the switching function must satisfy the conditions

L~T!5H 0, T,T1 ,

0,L,1, T1,T,T2 ,

1, T.T2 .

~2!

The theory of diffuse transitions yields the following e
pression for the switching function,
of
FIG. 3. Temperature dependences
the differential thermal analysis
DTy(T) ~a! and ofDTx(T) ~b!.
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FIG. 4. Temperature dependences of the ma
distribution lny ~a!, switching functionL(T)
~A! and its derivativedL/dT ~B! in Ag2Te ~with
excess Te! for the phase transitionsa→a8 ~b!,
a8→b8 ~c!, andb8→b ~d!. The dashed curves
~b–d! were calculated including the variation in
the internal energy of the crystal during th
phase transition.
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L~T!5$11exp@2a~T2T0!#%21, ~3!

where the constanta, which characterizes the degree
which the phase transition is smeared out, depends on
volume of the possible phase fluctuations and the energy
temperature of the phase transition. Given that the switch
function characterizes the relative fractions of the phase
the region where they coexist, it can be written in the sim
form

L~T!5
mb~T!

ma~T!1mb~T!
5F11

ma

mb
~T!G21

, ~4!

where ma and mb are the masses of thea and b phases.
From the temperature dependence of ln(ma /mb), we can de-
termine the temperatureT0 at which the masses of the tw
phases are equal. Comparing Eqs.~3! and ~4!, we obtain

a5
1

T02T
lnS ma

mb
D . ~5!

If a is a constant, then the factor ln(ma /mb) should be a
linear function of the temperature differenceT02T. The
possibility of determining this function from structural stu
ies of phase transitions in solids has been demonstr
elsewhere.4,7,8 There it was assumed that within a narro
range of coexistence of the phases, the temperature vari
in the intensities of the x-ray reflections is caused by a qu
titative change in the phases. If we assume that, within
region, the temperature variations in the electrical and th
mal properties are also caused mainly by the quantita
change in the phases, thenL(T) can be determined from
these data, as well. To do this, it is necessary to atta
he
nd
g
in
e

ed

ion
n-
is
r-
e

a

linear temperature variation near and within the transit
region. Then, form the beginning of the transition until t
end, the intervalDT can be broken up into equal steps a
the corresponding values of the effects under study can
assigned to the assumed phases; for example,

DTy5Ty,aS 12
mb

ma
D1DTy,bS mb

ma
D .

Figure 4 shows typical plots of lny (y5ma /mb) as a
function of T for samples containing excess Ag, where t
corresponding massesma and mb are determined from the
DTy(T) data ~1!. The nominal temperaturesT0 of the ob-
served phase transitions are determined from the poin
intersection of the line with the abscissa. The straight line
this figure correspond toy5exp(2a(T2T0)), where the val-
ues of a, determined from the slope of the lines, are t
temperature constants of the transition. As can be seen
these coordinates the straight lines encompass almost th
tire interval of the phase transition, which indicates the c
rectness of the method for determiningma /mb(T). The a
andT0 obtained fromDTy(T) ands(T) are in good agree-
ment ~see Table I!, but the data froma0(T) are somewhat
shifted toward higher temperatures owing to the presenc
a temperature drop along the sample during the measure
of a0(T).

According to the theory of heterophase fluctuation5

a5VQ(kT0)22, whereV is the phase fluctuation volume,Q
is the heat of the phase transition per unit volume, andT0 is
the phase transition temperature. Thus,V can be regarded a
the minimum volume within which a distinct phase transiti



1543Phys. Solid State 40 (9), September 1998 Aliev et al.
TABLE I. Thermodynamic parameters of Ag2Te in the region of the phase transitions

Sample Transition
T0,s

K
T0,DTA ,

K
a,

K21
Q,

cal/g
V,

1020 cm3
DH,

cal/mol
DS,

cal/mol•K
S,

cal/mol•K
DCp ,

cal/mol•K
Cp

cal/mol•K

Ag2Te a→a8 407 400 0.31 0.9 2.28 309 0.77 42.65 0.06 47.55
a8→b8 410 416 0.42 3.8 0.82 1304 3.13 44.21 0.35 163.2
b8→b 419 432 0.30 0.83 2.90 285 0.69 44.55 0.07 45.17

Ag2Te10.75 at. % Te a→a8 408 394 0.44 1.2 1.70 412 0.52 41.93 0.12 65.17
a8→b8 411 416 0.47 3.9 0.89 1340 3.32 44.61 0.40 167.34
b8→b 420 430 0.30 1.0 2.38 343 0.80 45.01 0.09 49.08

Ag2Te10.25 at. % Ag a→a8 407 393 0.33 1.6 1.30 549 1.40 42.97 0.14 69.37
a8→b8 412 414 0.42 4.1 0.73 1407 3.41 44.67 0.37 176.04
b8→b 418 430 0.33 1.1 2.38 378 0.88 45.11 0.10 52.01
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takes place, or as the volume of a particle of the new ph
inside the old. The amount of heat~released,1Q, or ab-
sorbed,2Q! during the phase transition is determined fro
theDTy(T) asQ5khbM/vm, whereh andb are the height
and half-width of the maximum or minimum,M is the mo-
lecular mass,v is the rate of heating, andm is the sample
mass. The values ofQ and V for the corresponding phas
transitions are shown in the table.V is considerably smalle
for the a8→b8 transition than for thea→a8 and b8→b
transitions, i.e, the phase transitiona8→b8 takes place in
substantially smaller volumes. The switching functionL(T)
for each of the phases is determined from thea andT0 data
using Eq.~3!. Typical L(T) curves are shown in Figs. 4b
4d. These figures also show the derivatives with respec
temperature,

dL

dT
5

a

2

1

11cosh@a~T2T0!#
, ~6!

which express the temperature rates of the phase transfo
tions of each phase. The switching function can be use
determine the type of behavior and the magnitude of
jump in various thermodynamic quantities in the region o
diffuse phase transition. In particular, the entropy of tran
tion and the specific heat at the nominal pointT can be
determined from the equations

S52
]F

]T
5S11DSL, ~7!

and

Cp5T
]S

]T
5Cp11DCpL1TDS

]L

]T
, ~8!

whereS1 andCp1 are the entropy ad specific heat prior to t
onset of the phase transition andDS is the entropy of trans-
formation. HereDCp is calculated from the data onQ, DT,
andm (DCp5Q/mDTx8).

Note that, for these calculations, a correction must
made toDTx associated with its change owing to the relea
or absorption of internal energy of the crystal during t
phase transition:DTx5Tend2Tbeg1vt. ~See the dashed
curves in Fig. 4.! The change in the enthalpyDH during the
phase transition is equated to the amount of heat per m
calculated on the basis of the differential thermal analysis
units of cal/mol. The results are shown in the table.
se
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For a constantW driving theDTx , the temperature de
pendenceDTx(T) reflects the reverse variation in the tem
perature dependence of the thermal conductivity¸, which is
indicative of a sharp maximum iņ at the phase transition
point.

It is known that for a first-order phase transition the sp
cific heat should pass through a sharp peak, breaking a
transition point. This has been observed repeatedly in exp
ments, including in Ag2Te. Since¸p}C, we can assume
that, in the neighborhood of the phase transition, the te
perature variation iņ (T) is mainly caused byC(T). From
the set of experimental data and the thermodynamic par
eters derived from them~see the table!, we conclude that in
Ag2Te the phase transition from the monoclinicaT phase to
the fcc b phase is accompanied by additional transitio
a→a8 and b8→b, roughly according to the schemea385

→a4058 →b4208 →b440. It has been shown that excesses of
and Ag have no effect on the transition temperaturesT0 , but
they do have a substantial effect on the thermodynamic
rameters. The ratio of the thermodynamic parameters of
main transitiona8→b8 to the parameters of the accompan
ing transitions~a→a8 andb8→b! is as high as 5. This is in
agreement with the general concept of a structural ph
transition,9 according to which, during a transition of a cry
tal with low symmetry into a crystal of higher symmetry, th
main transition can be accompanied by displacement tra
tions ~disordering of the sublattice!. However, a final conclu-
sion regarding the structure of the phasesa→a8 and
b8→b will require more detailed structural studies.
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Anomalous behavior of dielectric permittivity of Li 2Ge7O15 crystals at a phase transition
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It is shown that the Curie-Weiss relation describes unsatisfactorily the temperature dependence of
dielectric permittivity at the transition from orthorhombic paraphase to polar phase.
© 1998 American Institute of Physics.@S1063-7834~98!02809-3#
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The transition from the orthorhombic paraphase of sy
metryD2h

14 to theC2v
5 polar phase in Li2Ge7O15 ~LHG! crys-

tals occurs1 at Tc5283.5 K without any change in unit ce
parameters and is accompanied by a weak anomaly in die
tric permittivity2. The physical properties of uniaxial prope
ferroelectrics in the vicinity of phase transitions can be
scribed, as a rule, in terms of the Landau theory with lo
rithmic corrections, which appear when fluctuations in t
order parameter and the effect of long-range dipole-dip
interactions are taken into account.3

The temperature dependence of dielectric permittivity
LHG crystals nearTc was studied earlier.2 An analysis of the
nature of the«(T) behavior led to a conclusion that th
Curie-Weiss law holds within a narrow temperature inter
of ;3 K aboveTc and yielded for the constantC54.6 K.2

At the same time submillimeter spectroscopy data indic
an anomalously small effective charge of the soft mode
LHG.4 This was stressed to be a key factor and, becaus
directly entails weakness of dipole interactions, one may
pect fluctuations in the order parameter to provide a not
able contribution to the anomalies in the physical proper
of LHG nearTc .5

This work reports measurements of the dielectric perm
tivity of LHG crystals within the temperature interval o
273–315 K, which includes the ferroelectric phase-transit
point. The crystals were pulled from the melt by the Cz
chralski method. Platinum electrodes 3 mm in diameter w
deposited on sample plates measuring 73730.5 mm. The
measurements were performed along the@001# polar axis at a
frequency of 1 kHz. Figure 1 shows graphically the relati
obtained under cooling at a rate of;0.2 K/min. The dielec-
tric permittivity exhibits a clearly pronounced anomaly a
reaches«max;300 atTmax5283.902 K. The values of«max

obtained from different samples scatter within the reg
of 250–350. The pattern itself of the experimental relat
~Fig. 1! and the value of«max, which exceeds by nearly a
order of magnitude the peak value«max;43 quoted in Ref. 2,
attest to a high quality of the crystals used in this work.

Because processes associated with domain-structur
arrangement can contribute to the dielectric permittivity b
low Tc , an analysis was carried out of the pattern of t
experimental«(T) relation within the interval where the
paraelectric phase prevails. The experimental data w
treated numerically fromTmax10.1 K to Tmax117 K. The
1541063-7834/98/40(9)/2/$15.00
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reproducibility of« measurements degraded in the imme
ate vicinity of the transition point,T2Tmax,0.1 K, and it
was difficult to follow the true course of the dielectric pe
mittivity because of errors in temperature control and of
singularity in the«(T) dependence. The interval studied w
limited on the high-temperature side because, aboveTmax

117 K, the dielectric permittivity tends to saturation an
thus, varies very weakly. In this case isolation of the anom
lous part of« becomes essentially dependent on variation
the background value of«0 within a range in excess of ex
perimental error.

We performed least-squares fitting of the Curie-We
relation including the temperature-induced drift of the bac
ground dielectric permittivity

«5~«01pT!1C/~T2Tc! ~1!

to experimental data. The parameters thus found
«0510.632, p51.431025 K21, C53.393 K, and Tc

5283.951 K, with a mean rms errors59.531022. The
Curie-Weiss constant of;3.4 K obtained here differs from
the value of 4.6 K quoted in Ref. 2, which may probably

FIG. 1. Temperature dependence of«(T) of LHG crystals measured along
the polar axis@001# in the vicinity of the phase transition.
4 © 1998 American Institute of Physics
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assigned to different lengths of the temperature interv
within which the behavior of«(T) was described in terms o
Landau theory.

The experimental dependence was fitted within the sa
temperature interval by a power-law relation

«5~«01pT!1A/~T2Tc!
2g . ~2!

Using Eq.~2! for the fitting, which includes as an addition
parameter the critical susceptibility indexg, produced
the following results:«0510.724, p51.1031024 K21, A
53.779 Kg, g51.261, andTc5283.881 K. The relative rms
error wass51.2431022.

In this way, the use of the power-law relation~2! re-
sulted in a decrease of the value ofs by more than a factor
seven compared to approximation~1!. The fits of relations
~1! and ~2! to the experimental«(T) dependence are show
graphically in Figs. 2 and 3, respectively.

The above results permit a conclusion that the pow
law relation~2! provides a considerably better fit to the d
electric permittivity of LHG crystals near the phase tran
tion than the classical formula~1!. It should be pointed ou
that the dielectric permittivity obeys relation~2! over a sub-
stantially broader temperature region,;20 K ~Fig. 3!, than
the ;3 K interval within which the classical behavior wa
assumed2.

The susceptibility indexg'1.26 is in agreement with
studies of Raman scattering in LHG crystals6 and coincides

FIG. 2. («2«0)21 vs (T2Tc) plot. Filled circles — experiment, solid line
— a plot of Eq.~1!.
ls

e

r-

-

to within the experimental error of60.01 with the theoreti-
cal value predicted by Ising’s three-dimensional model7. Re-
markably, the conclusion of the critical behavior in LH
crystals being of the Ising type, which was obtained in stu
ies of macroscopic properties, is supported by EPR meas
ments of local characteristics and agrees with the crit
order-parameter indexb'0.32 quoted in Ref. 8.

The specific features of the critical phenomena in LH
are obviously due to the9weakness9 of the ferroelectric prop-
erties of these crystals5, which makes the characteristics typ
cal of ordering-type transitions dominant over a broad reg
aroundTc .
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FIG. 3. («2«0)21/g vs (T2Tc) plot. Filled circles — experiment, solid line
— a plot of Eq.~2!.
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Ordering of interacting subsystems. Molecular dynamics
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The molecular dynamics method is used to examine the ordering of interacting subsystems in a
two-component, two-dimensional Coulomb gas, consisting of equal amounts of positively
and negatively charged particles, which simulates the behavior of a system of interacting vortices.
In particular, it is found that when the system temperature is lowered from the
Kosterlitz–Thouless transition point, additional ordering of the vortex chains may take place. It
is noted that this process may stimulate the development of vortex chains observed in real
superfluid, magnetic, and superconducting systems. Possible applications of the molecular
dynamics method to phase separation and the ordering of adiabatically slowly moving
subsystems in the collective field of a fast subsystem are considered. ©1998 American Institute
of Physics.@S1063-7834~98!02909-8#
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The dynamics of ordering in spatially inhomogeneo
systems and of phase separation recently have received
cial attention. Advances in computing continually are red
ing the required degree of approximation in describing
processes numerically, which previously reduced to tra
forming from a many-particle dynamics problem to one
another form of continuum description based on collect
fields ~densities! and permits the direct numerical modellin
of rather complex systems with long-range interactions. T
makes it possible to verify the results of the continuu
theory and to observe structural features of the system w
are clearly lost in a crude description.

Examples of both approaches can be found in the str
of related publications.1–12 Thus, for example, compute
simulations of phase separation and spinoidal decay
simple and binary liquids1–3 have been substantially oriente
toward reproducing the results of the analytic theory,4 while
the intricate dipole chains obtained numerically5–7 are ex-
tremely hard to find analytically. By varying the dynam
scenarios, it is possible to predict the structures, themse
as well as ways to realize them experimentally. Here, q
realistic models are employed in the models, as, for exam
in simulations of the crystallization of molecular liquids.8,9

These simulations have stimulated searches for an
gous structures by methods based on analytic continu
fields and in experiments. As an example, the observatio
orientationally ordered structures of liquids in molecular d
namics~systems of dipoles with hard spherical cores5,6! has
aided studies of long-range ordering in dipole liquids ba
on the density functional.10 Numerical experiments on qua
sicrystallization of vortices in two-dimensional turbu
lence10,11 have been extended to natural ones, through
observation of relaxation of the random motion of magn
tized electrons~which reproduce an almost ideal 2D liquid!
in a vortex crystal.12
1541063-7834/98/40(9)/4/$15.00
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As a rule, models of long-range orientational ordering
dipole systems are based on a combination of the Lenna
Jones potential,5–7 wLJ(r )54«@(s/r )122(s/r )6#, and the
dipole potential,wdip(r )523(m2•r )(m1•r )/r 51m2m1 /r 3,
which bears a certain imprint of the analytic tradition.
might, however, be expected that as they join to form pa
and groups, charged particles would spontaneously for
~multipole! molecular liquid with properties analogous
those used in Refs. 5–7, while retaining the degrees of f
dom ~rotational, vibrational, the ability to dissociate and r
combine, etc.! characteristic of real molecules. This la
point opens up wider possibilities than the traditional a
proach. Besides this, numerical solution of equations w
the simplest structure for the elementary interactions can
done much faster for fairly large blocks~on the order of 103

particles, moving in three or two dimensions!. In this paper,

FIG. 1. Time evolution of the parametersA5$S j@1/ur j j 8u#1S i@1/ur i i 8u#%/2
2S i j @1/ur i j 8u# andB5Skk8@1/ur kk8u#. The inset shows the same curves on
log-log scale.
6 © 1998 American Institute of Physics



e
r-
y

e

1547Phys. Solid State 40 (9), September 1998 A. É. Filippov
FIG. 2. ~a! An intermediate stage of phas
separation in molecular dynamics. The pa
ticles of different types are indicated b
points of different sizes.~b! Fourier trans-
forms of the total correlation function
Gtot(q)5*drdr 8 exp@ir–q#^r(r )r(r1r 8)&
Þ0, calculated by summing the discret
density over both subsystems,r(r )5r1(r )
1r2(r )5Skd(r2r k) ~thin line!, and the
partial function G1(q)5*drdr 8 exp@ir–q#
3^r(r )r(r1r 8)&, calculated from one of
them individually~thick line!.
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some results on the modelling of dipole chains are presen
along with some illustrations of additional possibilities o
fered by this approach.

1. DIPOLE CHAINS

In this section some results from a simulation of t
dynamics of a two-dimensional electron gas are presente
particular, those applying to a vortex system.13–16Under cer-
tain assumptions,16 the description of superfluid liquids
crystal melting, and the two-dimensionalx2y-model for a
spin lattice can be reduced to this model. It can be use
determine the topological ordering for 2D systems, where
ordering is impossible in the usual sense,17,18 by identifying
the phase transition with the dissociation of vortic
pairs.13–15 H5S iÞ jU(r i j )SiSj is used as a model hami
tonian, whereSi are the Coulomb charges and the potentia
given by U(r i j )5*dr 8dr 9 f (ur 82r 9u)V(ur 82r 9u) f (ur 9u).
Here U(r ) is an interaction of the formU(r )} ln(l/z) for
l/z@1, U(r )}2 ln(r/l) for z!r !l, and U(r )}r 21/2

3exp(2r/l) for l!r , and f (ur 82r 9u) is the normalized
space-charge density. The dynamic equation is derived f
a description of a superfluid liquid19,20 and for inertialess
vortices has the form of a Langevin equationdr i /dt5
2]U(r i j )/]r i1j(r i ,t) with d-correlated noise such tha
^j(r ,t)&50 and ^j(r ,t)j(r 8,t)&5Dd(r2r 8)d(t2t8). For-
mally, it can be regarded as the limit of the dynamic equat

d2r i /dt252gdr i /dt2]U~r i j !/]r i1j~r i ,t ! ~1!

for an infinite relaxation constantg. For dipole molecules the
repulsive core at small distances must be simulated b
d,

in

to

l

s

m

n

a

short-range correctionDU(r i j ) to the potential. At finite
temperatures (jÞ0), however, because of the kinetic cont
bution DU(r i j )}1/r i j

2 to the energy, which determines th
average scale lengthr 0}j for the energy minimum, this ef-
fect also shows up in the purely Coulomb problem with
seed potentialU(r )}2 ln(r/l). For a given density of par-
ticles ~vortices! r}1/a2, the relationship betweenr 0 and a
determines the form of the resulting structure. The mo
stably reproduces the well-known topological transition.13–18

It can be verified that, with intense noise~i.e., above a tem-
perature T;j5TKT}min@U(r i j )1DU(r i j )#), the vortices
move independently and form stable pairs belowTKT . We
shall dwell only on the new results related to the formati
of a fine structure and, therefore, absent in the approxim
theory. These include the formation of chains of pairs
vortices forr 0!a, which can be observed directly during th
simulation process.

Chain formation can be described by the parameteA
5$S j@1/ur j j 8u#1S i@1/ur i i 8u#%/22S i j @1/ur i j 8u#, which charac-
terizes the difference between the average distances w
subsystems of vortices (r iPR(1)) and antivortices (r j

PR(2)) and between themr i j 5r i2r j ) at small scale lengths
~Fig. 1!. The distanceB5Sk@1/ur kk8u# between vortices of
both signs, wherer kPR(1)

% R(2), here is attracted to the
equilibrium value in accordance with the power lawuB
2B0u}t1/3 ~see the inset to Fig. 1!. For r 0>a the system
forms a~quasi! crystal, whose periodic structure is reflecte
both in the appearance of maxima in the nonzero wave v
tors qiÞ0 of the Fourier transform of the correlation fun
tion G(q)5*drdr 8 exp@ir–q#^r(r )r(r1r 8)&, calculated by
d
on

-

FIG. 3. A typical quasicrystalline structure obtaine
for a ratio of the masses of the different species
the order of 103. Fragments of the trajectories of~a!
the heavy particles~without percolation between lat-
tice sites! and ~b! the light particles~with intense
mixing! are shown to illustrate the different mobili
ties of the subsystems.
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summing the discrete density over both subsystems,r(r )
5r1(r )1r2(r )5Skd(r2r k), where r kPR(1)

% R(2), and
in the partial form factors S1,2(q)5*drdr 8 exp@ir–q#
3@^r1,2(r )r1,2(r1r 8)&2u^r1,2(r )&u2#, calculated from each
of them separately. The distribution of vortices in the (x,y)
plane is close to a sixth-order lattice. It consists of rhom
hedra turned in various ways where axes of sixth, fifth,
fourth order can be observed locally.21–23

In free space the set of particles of one sign is stabili
by the combined field of the particles of opposite sign. T
dynamic pattern is similar to an ordered structure formed
the positive column of a glow discharge in Ne,24 where a
Coulomb quasicrystal was formed by charged spherical g
particles under conditions close to those in the numer
simulations discussed here.

2. PHASE SEPARATION

A similar ordering of subsystems in their mutual se
consistent fields with formation of a crystal lattice tak
place during phase separation. Figure 2a shows the inte
diate stage of a separation process.~For details of the prob-
lem statement, see Refs. 1–3.! Already formed lattice frag-
ments can be seen. Figure 2b shows the Fourier transfo
of the complete correlation function, calculated over all t
particles, Gtot(q)5*drdr 8 exp@ir–q#^r(r )r(r1r 8)&, and
the partial correlation function of one of the subsyste
G1(q) ~the thin and thick lines, respectively!. Besides the
peaks for smallq5q0 jÞ0 common to both functions, which
correspond to large-scale domains in real space, in theG1(q)
curve one can also see some additional peaks at largq
5q1 jÞ0, corresponding to a fine structure which develo
inside the domains. One application of the direct simulat
of phase separation may be the much discussed giant m
netoresistance in magnetic conductors. A series of data25,26

indicate that the state of these materials, with an unsatur

FIG. 4. Typical distribution of the electron cloud in a model BA4 molecule.
The current positions of the ions B and A stabilized by its field are indica
by the large and small white circles, respectively.
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spontaneous magnetic moment, is two-phase fe
antiferromagnetic with a probable electronic mechanism
phase separation. The more favorable ferromagnetic sta
possible here only after a sufficiently high carrier concent
tion is reached. If it is not high enough, then all the carrie
can gather in localized ‘‘ferromagnetic droplets.’’ A mag
netic field facilitates the transformation of the entire crys
into a ferromagnetic state. It has been suggested25 that giant
magnetoresistance is related to percolation of regions w
this type of ordering.

3. ADIABATICALLY FAST MOTION OF ONE OF THE
SUBSYSTEMS

The idea of this method consists of directly exploitin
the balance between the noiseD and relaxationg in the
framework of Eq.~1!, which, essentially also reduces to
spontaneous search for energy minima by the system~and, in
general, saddle kinetic trajectories27!, in fact, ‘‘from first
principles.’’ This approach to some well-known problem
appears to be more convenient than numerical calculat
using equations derived in the analytic tradition. These, e
dently, include the adiabatic approximation. It is natural
expect that, during an interaction of subsystems with s
stantially different particle masses, their mutual ordering
alternated with ordering of only one of them in the avera
field of the other, while the motion of the fast subsystem c
be characterized only by a time averaged density consis
with the structure of the slow subsystem. This effect make
possible to demonstrate directly the ordering~of ions and
electrons! in a crystal~Fig. 3! or covalent bonding in mol-
ecules~Fig. 4!. Here the applicability of the method is no
essentially related to the adiabatic approximation and i
still valid in the more complicated case of different masses
comparable magnitude, as occurs, for example, in the cas
a ‘‘hydrogen bond’’ in molecular chains, the formation o
which is illustrated in Fig. 5.

d

FIG. 5. An intermediate step in the generation of a chain from molecule
type A2B. The A and B ions are indicated by dark and light circles, resp
tively. Here a fragment of the system is shown in which finished fragme
of chains and A2B molecules are clearly visible, as well as local groups
type A2B and A2B2A.
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27A. É. Filippov, Zh. Éksp. Teor. Fiz.111, 1775 ~1997! @JETP 84, 971

~1997!#.

Translated by D. H. McNeill



PHYSICS OF THE SOLID STATE VOLUME 40, NUMBER 9 SEPTEMBER 1998
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The paper reports measurements of the strains and electrical resistance of a TiNi shape-memory
alloy under irradiation in the low-temperature helium circuit of a nuclear reactor. Irradiation
of the alloy in martensitic state at 170 K revealed that the transition temperatures from cubic to
rhombohedral and from rhombohedral to monoclinic phase decrease exponentially with
increasing dose. No change in the shape-memory effects and transformation plasticity was
observed up to a dose of 6.731022n/m2. Keeping the sample at 340 K without irradiation restores
~increases! partially the transition temperatures. The relations observed can be assigned to a
change in the degree of long-range order in the lattice caused by neutron irradiation. ©1998
American Institute of Physics.@S1063-7834~98!03009-3#
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The temperatures of martensitic transitions in metals
alloys are very sensitive to various physical factors, wh
either directly shift the temperature of thermodynamic ph
equilibrium ~hydrostatic pressure, mechanical stresses, m
netic field! or exert indirect influence through a change
crystal structure~thermal and mechanical treatments!. Neu-
tron irradiation is an extremely powerful tool capable of pr
ducing structural changes. It was established that a flux
energetic particles affects both the kinetics of martens
transformations with temperature and the associated de
mation phenomena~shape memory, reversible change of t
shape etc.!.1–5 Investigation of the effect of irradiation ap
pears particularly important in view of the possible use of
ability of alloys with martensitic transformations to recov
from large inelastic strains due to the shape-memory eff
There is an obvious potential of applying such alloys to s
contained operation of actuating mechanisms in hi
radiation areas, in emergency protection systems of nuc
power plants, in coolant flow-rate controllers, and so on.

One of the most interesting objects among the large
riety of materials exhibiting martensitic transformations a
TiNi-based alloys, because they allow sequential initiation
various structural transformations and also display m
clearly pronounced strain effects accompanying a phase
sition. No martensitic transformation was reported
occur in TiNi and its alloys under cooling down to 170
following irradiation by fast neutrons at fluences above
31023n/m2.6,7 This is attributed to a decrease in the tran
formation temperatures induced by irradiation. This decre
is believed to be due to disordering and amorphization of
crystal lattice, which is suggested by diffraction studies
materials.7–9 Damage of the lattice by a corpuscular flu
should reduce the ability of an alloy to restore its shape
phenomenon revealed in Refs. 3 and 6. At the same tim
1551063-7834/98/40(9)/5/$15.00
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electron microscope study10 demonstrated a high structura
stability of the TiNi alloy against irradiation by neutron
with an average energy of 1 MeV up to fluences of
31024n/m2 (E.0). The changes in the structure observ
in these conditions reduce to the appearance of a few d
cation loops.10 A high phase stability of the TiNi alloys un
der irradiation was demonstrated in a study11 which estab-
lished an insignificant change in mechanical properties,
well as a retained ability of recovering from large inelas
strains after irradiation in a nuclear reactor to fluences
2.231023n/m2.

On the whole, available data indicate the existence
both very strong and insignificant changes in the tempera
kinetics of martensitic transformations and mechanical
havior of materials at different irradiation levels. The resu
obtained by different authors are contradictory. It appe
that this may stem from a lack of intrareactor measureme
The available experimental data were obtained on preirr
ated materials, which can reveal only the consequences o
irradiation.

This work was aimed at studying the effect of neutr
irradiation on the temperatures of martensitic transform
tions and the transformation-plasticity and shape-memory
fects in a TiNi alloy by performing measurements in t
course of irradiation in the reactor low-temperature heliu
circuit.

1. EXPERIMENTAL TECHNIQUES

We used for the study a wire of a TiNi-based alloy co
taining 0.3% Cr, 0.1% Fe, 0.1% Co, and 0.02% Cu. The w
was prepared by drawing the rod through a die with a 1
20% reduction per pass. Each pass was followed by an
neal at 1100 K. The final diameter of the wire was 0.5 m
0 © 1998 American Institute of Physics
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The wire was wound in a coil spring by the following pro
cedure: winding on a mandrel at room temperature, fix
the coil on the mandrel with cramps, and maintaining it
800 K for 15 min. After cooling to room temperature, th
sample had the shape of a ten-turn spring with an outer
ameter of 6 mm and length of 10 mm. Next the sample w
annealed at 770 K for one hour in an argon ambient.
prevent thermal cycling from affecting the properties of t
material, the sample was subjected to a stabilizing treatm
consisting of ten thermal cycles within the 470–77 K te
perature region.

A special device permitting one to load the sample a
measure the displacement of its free end was develope
study the deformation processes. This device is shown s
matically in Fig. 1. Sample1 was loaded in series with a
elastic spring element2. The inner ends of sample1 and of
the loading spring2 rested against slider3 made of a mag-
netically soft material. The outer ends of the two sprin
rested against the walls of cylinder4 so that the assembly a
a whole was initially compressed. The displacement of
slider was measured with an induction-bridge circuit cons
ing of a modulating~5! and two measuring~6! coils. The
displacement was measured to within 5mm. The electric
resistance furnace~7! served to heat the sample. The tem
perature was measured with a copper-constantan the
couple. The displacement was measured simultaneously
the electrical resistance of the sample. The resistance
determined by the four-probe method at a current of 1 m
All analog signals were fed into a PC through an amplifi
and a CAMAC interface.

This device was placed in the low-temperature heli
circuit located in one of the vertical channels available in
WWR-M research reactor at PNPI RAN.12,13 Cryogenic
equipment provided helium circulation through a closed-lo
circuit in the channel. The helium flow passing through t
loading and measuring device removed the heat libera
in the course of irradiation. The neutron flux density
the channel was 731017n/~m2

•s) for thermal, and 1
31017n/~m2

•s) for fast (E.1 MeV) particles. The irradia-
tion temperature was maintained at 170 K. The depende

FIG. 1. Schematic of the intrachannel loading and measuring device.
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of the electrical resistance and displacement on tempera
was studied by warming the sample periodically through
interval of martensitic transformations~up to 350 K!, with its
subsequent cooling back to the irradiation temperature.
sample temperature was varied in the experiments at a ra
2–5 K/min by varying properly the helium flow rate.

The position of the slider at 170 K before irradiation w
taken for reference zero~Fig. 1!. When heated through th
phase transition, the sample elongated and loaded sim
neously the counteracting spring~the shape-memory effect!,
whereas when cooled, the sample was shortened in the
sition by the loading spring2 ~the transformation plasticity
effect!. The parameters of the loading spring were chos
such that its load remained practically constant during
slider motion.

2. RESULTS OF EXPERIMENT

The alloy chosen for the study undergoes two conse
tive martensitic transformations. The high-temperature mo
fication has a CsCl-type ordered cubicB2 lattice. When
cooled, the lattice transforms at the temperatureTR to rhom-
bohedralR phase. The rhombohedral structure transforms
a still lower temperature to orthorhombicB198 with mono-
clinic distortions. TheR→B198 transition begins at the tem
peratureMs and ends atM f .

Figure 2a presents the temperature dependence of
electrical resistanceR and of the displacementDL obtained
before the irradiation. The arrows at the curves specify
direction of temperature variation. In accordance with t
well-known data, under cooling one observes an anoma
increase of the resistance atTR, while at Ms , its decrease.
The characteristic points in the resistance curve corre
well with the bends in the displacement curve. The heati
induced transformation occurs in one stage, and starts
ends at theAs andAf temperatures, respectively. An analys
of the curves suggests that the martensitic reaction proc
with increasing temperature in the orderB198→B21R
→B2, with the reverse transitions from theB198 structure to
B2 andR becoming superposed on one another becaus
the large difference in the width of the temperature hystere
of the transformations.

The shape of theR(T) and DL(T) curves changed
gradually with irradiation. The character of these chang
can be seen from Fig. 2b presenting data obtained at a
ence of 4.6531022n/m2. A comparison of Fig. 2a and 2b
shows that as the dose increases, the temperature regio
existence of theR phase broadens considerably~from 30
to 85 K!, all characteristic temperatures become lower, a
the temperature hysteresisDT5Af2Ms increases from 45 to
85 K. All these changes already start in the initial stage
irradiation and progress gradually with increasing dose.

At the same time the experiments revealed that the m
nitude of the strain remains constant under thermal cyc
up to the maximum dose of 6.731022n/m2. Thus the TiNi
alloy retains under irradiation its ability to deform inelas
cally and restore the strain in the martensitic transformati

The study envisaged a temporal shutdown of
reactor. Before the shutdown, the neutron dose was
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31022n/m2. After the shutdown, the sample was maintain
for approximately two days at a constant temperature
325 K with no neutrons present, after which irradiation w
resumed. During the break in the irradiation the transform
tion temperatures were observed to partially recover th
pre-irradiation levels. In the course of the recovery,
phase-transition temperatures increase, and the strain s
observed in thermal cycling again becomes constant. Fig
3 displays experimental curves measured immediately be
the termination of irradiation~Fig. 3a! and after it was re-
sumed~Fig. 3b!.

A similar phenomenon was observed when the exp
ment was completed after accumulation of the maxim
dose of 6.731022n/m2, and the sample was maintained f
two days atT5325 K in the absence of radiation. Figure
gives an idea of the variation of the characteristic tempe
tures during the whole test period. Excluding from consid
ation the points corresponding to the intermediate and fi
hold-ups atT5325 K, the experimental data for all critica
temperatures can be fitted satisfactorily by the relation

DTph5d@exp~2F/F0!21# , ~1!

whereDTph is the increment of the temperature correspo
ing to a change in structural state,F is the neutron fluence
and d and F0 are constants. The corresponding empiri

FIG. 2. Temperature dependence of electrical resistance and strain
TiNi-alloy sample ~a! before and~b! after irradiation to a dose of 4.65
31022 n/m2.
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relations forDTR , DMs , DM f , and DAf are displayed in
Fig. 4 by dashed fitting lines. Note an unusual observati
Following an isothermal delay of the material at a const
temperature, the transformation temperatures decrease
idly during the subsequent irradiation. Already after rece
ing small radiation doses, all indications of the hig
temperature delay vanish, and the experimental points in
4 fit again in a short time to the exponential relation d
played by the dashed line.

3. DISCUSSION OF RESULTS

As already mentioned, the TiNi alloy has an order
crystal structure. The degree of long-range order in an
nealed alloy is as high as 0.72.7 While the order persists
under martensitic transformations which do not involve d
fusion, it can be destroyed by a neutron flux. It is t
irradiation-induced disorder that obviously accounts for
experimentally observed decrease of the martens
transition temperatures. Experiments on isochronous ann
ing of samples subjected to a fast-neutron fluence o
31023n/m2 revealed a correlation between the degree
long-range orderS and the phase-transition temperatures
TiNi.7 Note that all phase-transition temperatures depend
similar way on the annealing temperature and, hence, on

r aFIG. 3. Temperature dependence of electrical resistance and strain
TiNi-alloy sample obtained~a! immediately before reactor shutdown at
dose of 331022 n/m2 and ~b! after resumption of irradiation to a dose o
3.131022 n/m2.
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rameterS.7 By contrast, the present study shows that
temperaturesMs , M f , As , andTR vary differently with in-
creasing dose~Fig. 4!, and one can therefore assume th
they depend differently on the degree of order. Let us ass
that the relationTph5 f (S) established in Ref. 7 holds for th
thermodynamic phase-equilibrium temperature which we
fine as

T051/4~Ms1M f1As1Af ! . ~2!

FIG. 4. Increment of the characteristic martensitic-transformation temp
tures in a TiNi alloyvs fast-neutron dose. The transition temperatures w
determined from the temperature behavior of electrical resistance~circles!
and displacement~crosses!.
e

t
e

-

By analogy with Ref. 7, introduce a reduced temperat
T0* 5T0(F)/T0S , whereT0S is the thermodynamic equilib
rium temperature for an annealed unirradiated alloy. A
proximating now the experimental data obtained in Ref
with a linear relation

T0* 5A1BS ~A523.6; B56.4! ~3!

and taking into account that, from our data,

T0* 5C1D exp~2F/F0!

~C50.8; D50.2; F052.231022n/m2!, ~4!

we come readily to an empirical expression relating the
gree of long-range order to neutron dose

S5S`1~S02S`!exp~2F/F0! , ~5!

whereS`50.69 is the asymptotic value of the exponent
for F→`, andF052.231022n/m2.

It should be borne in mind that the above express
describes the radiation-induced disorder in TiNi irradiated
the low-temperature martensitic state within a limited fluen
range~up to 731022n/m2). For higher doses and high irra
diation temperatures, the martensite transformation temp
tures and the degree of long-range order may depend di
ently on the irradiation dose, because they will
determined not only by the processes occurring in
atomic-collision cascades but by other mechanisms as w
connected, for instance, with amorphization9 or formation of
pores and point-defect clusters in the crystal.

With the above reservations in mind, one can present
rate of variation of long-range order in the form of an e
pression in which the first term takes into account t
radiation-induced disorder, and the second, the recover
the order parameter in the course of high-temperature d
without irradiation:

dS/dt5a~T!~S`2S!I 1b~S02S!exp~2U/kT! , ~6!

wheret is the time,I is the neutron-flux density,a andb are
constants, andU is the order-recovery activation energy.

That the irradiation-induced disordering is a domina
process in the evolution of the martensitic-transformat
temperatures is supported by the broadening of the trans
mation hysteresis observed to occur with increasing do
The inverse proportionality between the degree of long-ra
order and the hysteresis width was experimenta
demonstrated14 for the Fe3Pt alloy. This alloy showed also its
ability to recover completely with varyingS the build-up and
restoration of strain in the martensitic rearrangement of
structure. Our experiments produced a similar result
TiNi. In connection with this, description of the mechanic
behavior of the alloy within the structural-analytic theory
strength developed by Likhachev–Malinin15 does not require
any additional assumptions concerning the deformat
mechanisms in irradiated material. The change in the kine
of the transformations with temperature under neutron ir
diation can be taken into account in the theory by the w
this was done, for example, in Ref. 16. It only should
pointed out that because of the lack of pertinent experime
data at the time of the study the authors of Ref. 16 assum

a-
e
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a power-law relation for the phase-transformation tempe
tures as functions of dose. Our data show, however, tha
correct prediction of the evolution in the temperature kinet
of strain under irradiation one should use an exponentia
the form~1!. No other irradiation-induced mechanical effec
predicted in Ref. 16 have been observed by us. Their ob
vation can obviously become possible in high-dose exp
ments~up to 1025n/m2) on a severely stressed sample, whi
will initiate crystallographic reorientation of the structur
components in martensitic transformations.

The authors express their deep gratitude to V.
Likhachev for stimulation of this study.
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Extraction of current carriers by photons in a quantum well
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The extraction of holes by photons in an infinitely deep semiconductor quantum well is studied.
Both interzone and intersubzone optical transitions, which make separate contributions to
this effect, are examined. In calculating the extraction current, it is assumed that the optical
transition probability depends on the photon momentum only as a result of its appearance
in the energy and momentum conservation laws. ©1998 American Institute of Physics.
@S1063-7834~98!03109-8#
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The photon extraction effect in semiconductors is cau
by a transfer of momentum from a photon to current carri
and the resulting photocurrent is described by the phen
enological relation1–3

j a5xabgmebeg¸m , ~1!

wheree is the polarization vector,̧ is the wave vector,I is
the intensity of the light,j is the current density of the photo
extraction current, anḑabgm is the photon extraction tenso
(a,b,g,m5x,y,z).

Here we consider the photon extraction effect in an
finitely deep quantum well positioned along thez i @001#
axis in the region (2L/2,L/2), whereL is the width of the
well. Then we can write the density of the photon extract
current in the hole representation in the relaxation time
proximation can be written

j'5e (
nn8,k'

F \

mh
~n! k'thk'

Whnk' ,ln8,k'2¸

2
\k'

ml
~n8!

t lk'
Whn,k'1¸; ln8k'G . ~2!

Here

Whnk' ; ln8,k'2¸5
2p

\
uMhnk; ln8,k'2¸u2f hnk'

~12exp

3~2b8\v!!d~Ehnk'
2Eln8,k'2¸2\v!,

Whn,k'1¸; ln8,k'
5

2p

\
uMhn,k'1¸; ln8k'

u2f ln8k'
~eb8\v21!

3d~Ehn,k'1¸2Eln8k'
2\v! ~3!

are the optical transition probabilities~given for intersubband
transitions; the probabilities of optical transitions within
single band are easily obtained using Eq.~3!!, e is the el-
ementary charge,b851/kBT, Elnk'

is the energy spectrum
of the holes in branchl , n is the number of the size quant
zation levels,
1551063-7834/98/40(9)/2/$15.00
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Elnk'
5

\2k'
2

2mlm
1

\2p2n2

2L2ml
, l 5 l ; l 5h, ~4!

ml (mh) is the volume effective mass of the light~heavy!
holes ~expressions formln and mhn are given elsewhere4!,
k'5$kx ,ky% is the two-dimensional wave vector,f lnk'

is the
equilibrium distribution function of holes in stateu lnk'&,1!

Mm8k8,mk5
eA0

c
Fm8k8

1 Fev1
i\

2m0
gJ~¸3e!GFmk ~5!

is the composite matrix element,Fmk are the eigenfunctions
of the hamiltonianG8 ,6 A0e is the vector potential of the
electromagnetic wave,g is the volumeg factor of the holes,
v is the velocity operator, andJa is the angular momentum
matrix in the Luttinger basis.6

We write the matrix element of the optical transitio
between the valence band and the conduction band in
dipole approximation including the wave vector of the ph
ton in the form

Mc,k2¸; lk5
Elk2Ec,k2¸

im0
2\c

A0eDc,k2¸; lk . ~6!

The matrix element of the dipole moment has been ca
lated neglecting the photon wave vector in Ref. 7.

First let us consider dipole interband optical transitio
with light incident obliquely to the well wall (xy) with a
polarization vector along thex axis (s polarization!. Then
optical transitions between states with the same parity2! are
allowed.7

The absorption coefficient fors-polarized linearly polar-
ized light, corresponding to optical transitions between sy
metric states of the conduction and valence bands, is g
by

K1
~n!5

vuDu2m

2m0
4cnv\2 k1f n1k1

uNu2~12e2b8\v!uQ1u2S 11
a1

3 D ,

~7!

and for transitions between antisymmetric states, by
5 © 1998 American Institute of Physics
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K2
~n!5K1

~n!~Q1→Q2 ,a1→a2!, ~8!

where

k1
25

2m

\2 F\v2Eg2
\2p2

2mc* L2 S nc
21

mc

ml
~nl !

nl
2D G ,

m215ml
211ml

~nl21! ,

Eg is the band gap,mc (ml) is the effective mass of the
electrons~holes in branchl ), nc andnl are the size quanti
zation quantum numbers in the conduction band and vale
band of branchl . Expressions forn, Q6 , anda6 are given
in Ref. 7.

In the case we are considering, the extraction current
be written in the form

j x5
e\¸

3m0

I

\v
tc~k1!~K1

~m!F11K2
~n!F2!, ~9!

where

F65F S 11
a6

5 D F 1

N

]N

]k
1

1

uQ6u
]uQ6u

]k
1

2W6

11W6
2

]W6

]k

1S ] ln tc

] ln En
2bEnD ] ln En

]k G1
1

15~31a6!

]a6

]k G
k5k1

,

En5E~k'5k1!, ~10!

tc5tc(k'5k1) is the volume relaxation time for the elec
tron momenta in the conduction band. Here and in the
lowing we neglect the contributions of induced optical tra
sitions from the conduction band into the valence band.

The extraction current directed along thex axis and
caused by optical transitions between subbands of light
heavy holes in the valence band of the semiconductor ca
written in the form

l x
~ l !5 (

n,n8
et l~Eln8k

'
0 !Kn8n

~ l ! \¸m2

ml
~n8!mh

~n!

I

\v
Qln8 , ~11!

where

Kn8n
~ l !

5
3a

nv
k'

0 f ln8k
'
0 ~12e2b8\v!, a5e2/c\ ~12!

is the characteristic optical absorption coefficient,
ce

n

l-
-

d
be

k'
0 5m2\22F\v2

\2p2

2mlL
2 S n822

ml

mh
n2D G1/2

, ~13!

m2
215ml

~n8!212mh
~n!21, ~14!

and

Qln8521S 11
] ln t l~Eln8k

'
0 !

] ln Eln8k
'
0

2b\v
m2

mln8
D ] ln Eln8k

'
0

]k'
0 .

~15!

An expression forj x
(h) is obtained from Eq.~11! by replacing

ln8 by hn.
The extraction photocurrent owing to optical transitio

within a single band can be determined from Eq.~11!, by
taking l 5h and summing over the subbands of the valen
band, but then it is necessary to keep only the second ter
Eq. ~15!, multiplying it by (11(A/B))2 for light holes and
by (12(A/B))2 for heavy holes.

In conclusion, we note that, in calculating the phot
extraction current, we have assumed that the optical tra
tion probabilities depend on the photon momentum only
cause it is included in the energy and momentum conse
tion laws. Here we have neglected the dependence of
square of the optical transition matrix element on\¸ and
have not included the contribution to the composite ma
element from the interaction of the magnetic field of the lig
wave with the angular momentum. These questions mus
examined separately.

1!For simplicity, we neglect resonance saturation of single photon opt
transitions.5

2!If the vector e is directed along the quantization axis, then in this ca
optical transitions between states with different parity will be allowed.
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It is shown that layered metal dichalcogenides are quasi-one-dimensional molecular crystals and
form a new class of crystal structures — molecular close packed. Since the minimum
structural unit in these crystals is a monomolecular layer, using the symbols employed in atomic
close packing to describe them gives a mistaken representation of their structure and
symmetry. A new system of notation is proposed which provides complete and exact information
about the ordering of the atomic layers in different polytype modifications and about their
symmetries. It is found that in molecular close packing and, especially, in tin disulfide, there is
not one~as in atomic close packing!, but two, simplest structures, 1T and 1H, containing
one molecule each in a unit cell and, therefore, two series of superlattices constructed on their
basis. An energy model is constructed for the natural superlattice in tin disulfide crystals
and the electronic spectra of the 2H, 4H, and 9R polytype modifications are calculated in the
Kronig–Penney approximation with rectangular potential barriers as superstructure
perturbations of the simplest structures. These results make it possible to explain the observed
complicated dependence of the band gaps of these crystals on polytype structure. ©1998
American Institute of Physics.@S1063-7834~98!03209-2#
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Tin disulfide belongs to an extended family of layer
metal dichalcogenides MX2 ~M is a metal, X, a chalcogen!
whose crystals consist of plane triple layers~sandwiches!
X–M–X with strong ion-covalent bonding, weakly couple
to one another by van-der-Waals forces. These sandwi
consist of two layers of the chalcogenide with a tw
dimensional hexagonal coordination of the atoms in each
and the voids between them are occupied by metal ato
which also form plane hexagonal grids. There are two ty
of coordination of the metal atoms in a sandwich: trigon
prismatic, if the chalcogenide layers occupy equivalent po
tions, and octahedral, if the chalcogenide layers are c
packed. Tin disulfide belongs to the latter type.

The representatives of this family vary greatly in the
properties; they include insulators, semiconductors, and m
als. But they are all united by some general properties a
ciated with their layered structure, first of all, a strong a
isotropy of these properties and polytypism owing to t
infinite set of possible ordering sequences for the lay
which are distinguished by the position of the atoms
which they are formed.

Tin disulfide is a semiconducting compound and its el
tronic properties depend extremely strongly on the polyty
structure of the crystal. Electrical measurements show1 that
the band gaps of the twelve established polytype modifi
tions of SnS2 vary from 0.81 eV for a 50H structure to 3.38
eV for an 18R structure, which is much wider than the ran
of variation in Eg for the classical polytype material SiC
which is only about 0.9 eV. The nature of this strong dep
dence of the electronic properties on the polytype structur
SnS2 crystals remains unknown.

We have shown previously2–4 that the polytype modifi-
1551063-7834/98/40(9)/6/$15.00
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cations of silicon carbide are natural superlattices based
the simplest 3C-SiC structure and all the observed featur
of their electronic spectra, including the dependence of
band gap on the polytype structure, are the result of a su
periodic perturbation of the electronic spectrum of this si
plest structure.

The polytype structures formed in SnS2 and SiC are very
similar, which suggests that the mechanisms for formation
the electronic spectra of the long-period polytype modific
tions of these compounds must also be similar. The purpo
of this paper are to analyze the crystal structure of SnS2, to
construct a model for the natural superlattice in these c
tals, and to calculate electronic spectra of the various po
type modifications on the basis of the concept that they
formed by a superstructure mechanism.

1. CRYSTAL STRUCTURE OF SnS 2

A fragment of a three-layer S–Sn–S sandwich struct
is illustrated schematically in Fig. 1. The unit cell of th
structure is a hexagonal prism with an Sn atom at its cen
Each sulfur atom belongs simultaneously to three unit ce
All the atoms of the structure lie on the three-fold axes
symmetry, perpendicular to the plane of the layer and pa
ing through the lateral edges and center of the hexago
prism and customarily denotedA, B, andC. ~For the metal
atoms, these axes are denoteda, b, and g.! The ordering
sequence along thec axis of the atomic layers in this struc
ture has the form (AgB). This kind of sandwich is nothing
other than the plane monomolecular layer with saturated
lence bonds that is the minimum structural unit of the Sn2

crystal in a direction perpendicular to the layers. Cryst
formed as a result of sequential placement of these mono
7 © 1998 American Institute of Physics
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lecular layers along thec axis without the involvement o
valence bonds are molecular in one dimension, specific
in the direction which defines the polytypism. This is t
fundamental difference between the SnS2 and SiC lattices.
SiC crystals consist of binary atomic close packings, m
up of two volume close packings of Si and C atoms imb
ded in one another with a strong ion-covalent bonding
tween them. Crystals such as SnS2, however, can be referre
to as molecular close packings, since they consist of mo
molecular layers bound by van-der-Waals forces wh
packing density is determined by the boundary layers of
fur.

The polytype form of crystals such as SnS2 is usually
described using a system of notation for atomic clo
packings,5 since, formally, they are actually volume clos
packings of S atoms, but every other layer of vacancies
them is occupied by Sn atoms. A description in terms of
S atoms alone does not take the molecular nature of th
crystals into account and, therefore, gives an erroneous
of their structure. Thus, a new system of notation is requi
for molecular close packings. In particular, the numbers
the Ramsdell symbols must reflect the number of molecu
rather than atomic, layers per unit cell length of the crys
In the following, for describing the various SnS2 structures
we shall use just this sort of ‘‘molecular’’ Ramsdell symbo

In order to describe superstructural perturbations, i.e.
construct a model of the natural superlattice in SnS2 crystals,
it is necessary to determine the simplest structures contai
only one molecule per unit cell and to find the form of t
structure defects leading to the formation of long-per
modifications based on them.

It is known that in SiC there is only one simplest stru
ture containing one atom each of Si and C in a unit cell; t
is the 3C structure with an ordering sequenceABCABCof
the layers and a face-centered cubic lattice. The basis ve
of this lattice are three vectors of the same length, symme
with respect to thez axis and forming different angles wit
one another, i.e, it is a special case of a trigonal lattice
owes its highTd symmetry to the particular value of th
angles between the basis vectors, which determines an
tetrahedral coordination for the nearest Si and C atoms.

An analogous structure with a trigonal lattice also exi
in SnS2 crystals and is characterized by an ordering seque
(AgB)(CbA)(BaC) of the layers. Here the parentheses d

FIG. 1. Locations of atoms in a monomolecular layer of SnS2. ~Left! Unit
cell, ~Right! Top view.
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note the boundaries of the monomolecular layers. The s
metric unit cell of this lattice contains one molecule and
constructed on trigonal basis vectors, as is 3C-SiC, but, since
the distance between nearest molecules of the neighbo
layers is much longer than within each layer, it is strong
stretched along thec axis and, therefore, has a lower sym
metry, D3d . The molecular Ramsdell symbol for this stru
ture is 1T.

Because of the molecular structure and the fact that
noted above, the identical position of the centers of the m
ecules in the successive layers does not violate the princ
of atomic close packing, yet another simplest structure
possible in SnS2 with a (AgB)(AgB) ordering sequence o
the layers. This structure is characterized by a simple h
agonal lattice, whose symmetric unit cell is constructed
two basis vectors of equal length lying in the plane of t
layer at 120° to one another and a single vector paralle
the c axis, also contains one molecule, and has a comp
D6h hexagonal symmetry. The molecular symbol for th
structure is 1H. Thus, in SnS2 there should be two indepen
dent series of polytypes, which are superstructural pertu
tions of two different simplest structures, as opposed to
single series in SiC.

The main structure defects causing a superstructural
turbation of the simplest structures in SnS2, as in SiC, are
regular rotations about vertical axes which do not lead
destruction of the close packing. Thus, a 60° rotation aro
one of the three-fold axes~A, B, or C! leads to formation of
a mirror phase. Then the (AgB)(CbA)(BaC) sequence of
ordering of the layers is replaced by the reverse (CaB)
3(AbC)(BgA). If the intervals between the planes of rot
tion are the same, then a hexagonal structure with a heigh
two intervals is formed. Thus, rotations after each layer i
1T lattice yield a 2H(AgB)(AbC) structure, while rotations
after every other layer yield a 4H(AgB)(CbA)(CaB)
3(AbC) structure. If, however, two different intervals fo
low one another, then a rhombohedral structure is form
whose unit cell height will be three times the sum of the
two intervals.

It is useful to note that the (AgB) molecule is also con-
verted into a mirror (BgA) molecule under such a rotatio
about a vertical axis passing through its center~Fig. 1!. This
makes it possible to shorten the notation for the order
sequence of the layers in the structure considerably. If,
example, we take the sequenceABC as the forward and
CBA as the reverse and denote a molecule with a reve
ordering sequence along the axis of the sulfur atoms by
additional sign, a bar over the symbol denoting the posit
of their center, then to obtain complete information about
structure it is sufficient to indicate the sequence in which
centers of the molecules are laid out. For example, theH

structure will be denoted simply bygb̄ and the 4H structure,

by gbāb̄.1!

As for other closely packed structures, a very grap
picture of the structure of SnS2 crystals is provided by their
~110! cross-section planes. Figure 2 shows such cross
tions for the forward and mirror phases of a 1T lattice, as
well as for several superlattices based on it. The dark circ
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indicate the position of the centers of the SnS2 molecules and
their orientation~a line above a circle represents the reve
ordering sequence of the sulfur layers!. The inclined lines
indicate the traces of the principal Bragg planes. In hexa
nal axes these planes are denoted by$101% and$102%, i.e., the
same as in the fcc lattice of SiC.

As can be seen from Fig. 2, the ordering of the forwa
and reverse phases of the 1T lattice leads to the appearanc
on the intersecting$110% planes, of exactly the same chara
teristic Ramsdell zigzags as in atomic close packings.
only difference between them is that in molecular SnS2 crys-
tals the distances between neighboring planes of the rota
vanish, not in the atomic, but in the molecular layers. In t
regard, Zhdanov symbols, as the briefest yet comp
method of describing the structure, retain their significan
in molecular crystals, but they must be supplemented by
formation on the orientation of the molecules in the laye
This is easily done by placing a bar on top~as in the nota-
tions abg! of the numbers in the Zhdanov symbols corr
sponding to the number of the molecular layers with reve
ordering sequence of the sulfur layers. The Zhdanov sym
determined in this way for the 2H structure will be (11̄),
that for 4H, (22̄), and that for 9RT , (21̄)3 .

Figure 3 shows cross sections of the~110! planes of a
1H crystal and three simplest superperiodic structures ba
on it. Here the situation is radically different from 1T. The
symmetric unit cell of a 1H lattice is a regular hexagon
whose facets determine the principal Bragg planes$100%,
parts of which are isolated as thick lines in the figure. T
structure defect in this lattice leading to formation of sup
lattices is a rotation by 120° about a vertical axis pass
through the center of the triangleabg. As a result of this

FIG. 2. Cross sections of the~110! planes of a 1T-SnS2 lattice and three
superperiodic structures based on it.

FIG. 3. Cross sections of the~110! planes of a 1H-SnS2 lattice and three
superperiodic structures based on it.
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kind of rotation, the next layer of the 1H lattice occupies a
trigonal position relative to the previous one.

Because of the molecular structure of the SnS2 crystals,
the planes of all the rotations which create stacking faults
the 1T and 1H lattices always lie between neighboring m
lecular layers, i.e., pass through van-der-Waals gaps.

In order to unify the system of notation for superlattic
based on 1T and 1H, we denote the 1H lattice by the sym-
bol ‘‘0,’’ by analogy with the Zhdanov symbol~`! for the
trigonal 1T lattice, and the distances between neighbor
stacking faults in this lattice by numbers with a subscrip
~e.g., 20 , 30! corresponding to the number of the molecu
layers. Then the analogs of the Zhdanov symbols for
structures shown in Fig. 3 will have the following form
1H – (0), 6R– (20)3 , 9Ra– (30)3 , and 9Rb– (201̄)3 .

The existence of two simplest structures and at least
forms of structure defects associated with different rotatio
of the lattice makes polytypism in SnS2 crystals a consider-
ably more complicated and diverse phenomenon than in S
Thus, for example, the modification with a Ramsdell symb
18R for the sulfur layers can be represented by a whole se
structures. One structure with symbol 9RT5(21̄)3 @in terms
of the sulfur layers, this structure has the Zhdanov sym
(51)3] is possible based on the trigonal 1T lattice. However,
because of the presence of a second simplest lattice,H,
some new variants show up: 9Ra5(30)3 constructed only
from the 1H lattice and 9Rb5(201̄)3 , in which there are
elements of both lattices. Note that the Ramsdell a
Zhdanov symbols, which reflect the stacking order of pa
ing of the sulfur layers, are the same for the last two str
tures and are 18R and (1113)3 , which indicates that they are
not adequate for describing the molecular crystals. The
vantages of the new notation proposed here, which is ba
on a molecular description of the crystals, are clearly evid
from a comparison with the atomic descriptions shown
Table I.

2. SUPERLATTICE AND ELECTRON ENERGY SPECTRUM
OF SnS2

The stacking faults described in the previous sect
cause a shift in the phase of the electron wave function in
lattice of the basis simplest structure, which leads to form
tion of additional potential barriers for the electrons. T
periodic arrangement of these barriers creates a superla
which causes splitting of the quasicontinuum electron sp
trum of the original crystal within the first Brillouin zone
into minibands.

The periodic field created by these additional poten
barriers is particularly one dimensional and is directed alo
the c axis of the crystal~the z direction!. Thus, when a su-
perlattice is present, the electrons of the original simplestT
or 1H crystal will experience a perturbation described by t
one-dimensional Schro¨dinger equation

2
\2

2mz

]2C

]z2 1U~z!C5EzC. ~1!
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TABLE I. Comparison of the new molecular symbols and notation with those for atomic systems for ten polytype modifications of tin disulfide

Sublattice series Ramsdell symbol New symbol Zhdanov symbol New symbol ABC notation Newabg notation Eg , eV

1T 6R 1T ` ` (AgB)(CbA)(BaC) gba 0.8
4H 2H ~22! ~11̄! (AgB)(AbC) gb̄ 1.89
6Hb 3T ~33! ~21̄! (AgB)(CbA)(CaB) gbā 1.59
8Hb 4Hb ~44! ~22̄! (AbC)(BgA)(CbA) b̄ḡba 1.20

(BaC)
18R 9RT (51)3 (21̄)3 (BaC)(AgB)(CaB) agābab̄gbḡ -

(CbA)(BaC)(AbC)
(AgB)(CbA)(BgA)

1H 2H 1H ~11! ~0! (AgB) g 2.18
6Ha 3Ha ~2211! (201̄) (AgB)(CaB)(AgB) gāg -
8Ha 4Ha ~211211! (202̄0) (AgB)(AgB)(AbC) ggb̄b̄ -

(AbC)
12R 6R (31)3 (20)3 (AgB)(AgB)(CbA) ggbbaa -

(CbA)(BaC)(BaC)
18R 9Ra (1113)3 (30)3 (AgB)(AgB)(AgB) gggbbbaaa -

(CbA)(CbA)(CbA)
(BaC)(BaC)(BaC)

9Rb (1113)3 (201̄)3 (AgB)(AgB)(AbC) ggb̄aaḡbbā 3.38
(BaC)(BaC)(BgA)
(CbA)(CbA)(CaB)
or
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Heremz is the effective electron mass in the initial crystal f
the z direction,U(z) is the superlattice potential, which is
periodic function of the coordinate, andEz is the electron
energy.

The top of the valence band of SnS2 crystals lies at the
center of the Brillouin zone and, because of the spher
symmetry of the wave functions at the pointG, essentially
experiences no perturbation by the superstructure poten
On the other hand, the minimum of the conduction band
at the boundary region of the Brillouin zone and is ve
strongly affected by the superlattice. Thus, as a first appr
mation, we can assume that the change in the band gap
function of the polytype structure is determined exclusiv
by the change in the energy of the electrons at the bottom
the conduction band, which obeys Eq.~1!. This energy in-
creases under the influence of the superlattice, i.e., the b
gap increases. If the band gaps of the initial simplest cry
and several superstructural modifications~polytypes! based
on it are known, then it is possible to determine the unkno
parameters of Eq.~1!, m2 andU(z), by jointly solving Eqs.
~1! for Ez(0), the energy at the bottom of the conductio
band of these polytypes.2 Then, however, it is important tha
these polytypes have the same symmetry and that their
perlattices should be formed by the same structure def
and differ only in their periods. Of all the polytype modifi
cations of SnS2 studied in Ref. 1, only one, 9R ~18R in terms
of the sulfur layers!, has a band gap larger than in 1H, i.e., is
a superlattice based on it. All the others are constructed
the basis of the trigonal 1T lattice. Thus, we shall begin ou
analysis precisely with these superlattices.

The band gap of the simplest SnS2 structure, 1T, is un-
known, since crystals with this structure have not yet be
obtained. However, sinceEg decreases in hexagonal stru
tures as the period increases, approaching its value in
original unperturbed crystal, we may assume that it will
close toEg for the longest period crystal of those describ
al
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in Ref. 1, 50H. Thus, we takeEg for the 1T structure to be
0.8 eV. This estimate is, certainly, very crude, since the
dering sequence of the layers in 50H crystals is unknown,
while the location of the energy levels in a superlattice
determined, not simply by its period, but also by the sizes
the potential wells and barriers of which it consists.

Of all the structures constructed on the basis of theT
lattice, the ordering sequence of the layers in the unit ce
known only for crystals with 2H, 4H, and 3T structures.
The last modification has the symbol 6H in terms of the
sulfur layers, but is actually a trigonal structure with agbā
ordering sequence of the molecular layers. Thus, there
only two modifications left with the same symmetry and t
same structure defect determining the superlattice poten
2H and 4H. The band gaps of these modifications are 1
and 1.20 eV, respectively.1

For approximate calculations we use the Kronig–Pen
model, which we have used successfully before to calcu
the electronic spectra of SiC crystals. A plot of the poten
energy in a superlattice with rectangular potential barrier
shown in Fig. 4 for the hexagonal case, when the dista
between the barriers is the same throughout the entire s
ture. Here the zero energy corresponds to the energy of
electrons at the bottom of the conduction band of the unp

FIG. 4. A plot of the superlattice potential energy in the Kronig–Penn
model.
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turbed 1T crystal and all the individual barriers are chara
terized by widthb and heightV, while the potential wells
between them have widthc. The superlattice perioda5b
1c is equal to half the length of a unit cell and is know
from crystallography. The electron energy spectrum in a
perlattice with this sort of potential energy profile is give
by6

coska5coshbb cosac1
b22a2

2ab
sinh bb sin ac.

~2!

Here

a252mE/\2, b252m~V2E!/\2, ~3!

E is the electron energy, andm is the initial effective mass o
an electron in the potential well. The problem involv
choosing values of the parametersV, b, andm for which the
minimum electron energies obtained from Eq.~2! for the 2H
and 4H structures will equal 1.09 and 0.4 eV, respective
Calculations showed that this condition is satisfied
V52.3 eV,b53 Å, andm50.4m0 . Figure 5 shows plots o
the solutions of Eq.~2! with these parameters for 2H-
~dashed curve! and 4H-crystals~smooth curve! of SnS2. The
horizontal dotted lines,ucoskau51, bound the region of rea
values of the energy, corresponding to allowed miniban
Figure 6 shows the dispersion curves of the electrons in th
crystals, calculated from the data of Fig. 5.

The potential energy profile in 1H rhombohedral struc-
tures differs from that which we have in the 1T series. As
can be seen from Fig. 3, the superlattice period in th
structures is also 1/3 of the unit cell length, but over t
length of this period there is only one potential well, i.e., t
potential energy profile has a form similar to that shown
Fig. 4 for 1T hexagonal structures. Thus, we can use Eq.~2!
for calculating the electron spectrum of the only rhombo
dral structure of the 1H series that is currently known
9R-SnS2. The band width of crystals with this structure
3.38 eV,1 and exceedsEg of the 1H basis structure by 1.2
eV. Calculations show that this value for the energy at

FIG. 5. The solutions of Eq.~2! for 2H-~1! and 4H-SnS2 ~2! crystals.
-

-

.
y

s.
se

e
e

-

e

bottom of the conduction band of the 9R crystal can be ob-
tained by solving Eq.~2! with the following parameters
V53.25 eV, b5c59 Å, andm50.1m0 . A plot of this so-
lution is shown in Fig. 7 and can only correspond to a 9Rb

structure. As can be seen from Fig. 3, in the 9Ra structure
the barrier widthb must be about 3 Å, as in the 1T series.
However, with this low value for this parameter, the mag
tude of V required to obtain a minimum energy of 1.2 e
turns out to be unrealistically high.

The electronic spectra of the polytype modifications
SnS2 obtained here are typical for superlattices and hav
distinct miniband structure. The widths of the first miniban
are larger than in SiC for the same period. Thus, in the 2H,
4H, and 9Rb structures, the superlattice periods are 5
11.8, and 17.7 Å, while the first minibands have widths
2.1, 0.35, and 0.5 eV, respectively. For comparison, in 4H-
and 8H-SiC crystals the superlattice periods are 5 and 10
while the widths of the first minibands are 0.6 and 0.16 e3

This is related to the circumstance that the solutions of
~2! which satisfy the experimental data onEg in SnS2 crys-

FIG. 6. Electron dispersion curves in reducedk space for 2H- and 4H-SnS2

constructed from the data of Fig. 5.

FIG. 7. The solution of Eq.~2! for a 9Rb-SnS2 crystal.
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tals require large values ofb and rather low values ofm. The
first obviously reflects the fact that the barrier in SnS2 super-
lattices passes along a van-der-Waals gap between the
lecular layers and its width cannot be less than this g
which is 2.95 Å. As for the parameterm in this problem,
matching it to the actual value of the effective electron m
in the original crystal requires further study.

The curves of Figs. 5 and 7 can be used to estimate
longitudinal effective masses of the electrons in the S2
crystals studied here. When the tangent to the coska5f(E)
curve at the point corresponding to the minimum of the c
duction band (coska51) is extended to its intersection wit
the line coska521, the difference in the energies at the
points will give the nominal width of the first miniband, 2d8,
in the approximation of a dispersion with the simple form

E52d8 coska. ~4!

In this case, the effective electron mass at the minimum p
is given by

m* 5
\2

]2E/]k2 5
\2

a2d8
. ~5!

The effective masses calculated using this formula
m* (2H)51.8m0 , m* (4H)52, 3m0 , and m* (9Rb)
50.6m0 .

The analysis done in this paper yields the following co
clusions:

The layered metal dichalcogenides form a new class
crystal structures, molecular close packings. The gener
accepted method of describing these molecular crystals u
the symbols employed for atomic close packings is not up
the task and gives erroneous ideas about their structure.
a new symbolism has been proposed for describing th
crystals which takes into account their molecular struct
and yields the briefest, yet exhaustive information on
ordering sequence of the layers in a unit cell. Polytypism
molecular close packings is a more diverse phenomenon
in atomic close packings because of the existence of a se
simplest structure 1H which is forbidden in atomic close
packings. Thus, in the metal dichalcogenides two, rather t
one, series of polytype structures, based on the lattices o
two simplest structures, 1T and 1H, should be observed.

There are, unfortunately, very few experimental data
the polytype structures of SnS2 and electronic spectra coul
be calculated only for two polytypes from the 1T22H and
4H series and one from the 1H29Rb series, for which both
o-
p,

s

he

-

nt
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-

f
lly
ng
o
ere
se
e
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n
an
nd

n
he

n

the band gap and the ordering sequence of the layers in
unit cell are known. Kronig–Penney model calculations we
done with rectangular potential barriers. The results
somewhat unexpected, first of all, in terms of the values
the model parameters which yield agreement between
calculations and the experimental data over the band
width. Getting this agreement required very high and w
potential barriers~for similar values ofV, these barriers have
a width 3 times greater than in SiC in the 1T series and 10
times greater for the 1H series! and rather low effective
masses. The former is explained by the fact that the barr
in SnS2 pass along van-der-Waals gaps and their width c
not be less than the width of this gap. In addition, imbedd
a molecular layer with trigonal surroundings in a 1H struc-
ture, as in a 9Rb crystal, increases the barrier width furthe
The discrepancy between the model values ofm and the
measuredm* in 1H crystals appears to indicate that th
parameter is not an exact reflection of the effective mas
the original crystal and changes under the influence of
boundary conditions in the potential well.

It has been found that the electronic spectra of the S2

crystals studied here have the miniband structure chara
istic of superlattices. The first minibands, however, are re
tively wide, while the energy gaps between the first and s
ond minibands atk50 exceed the band gap. This means th
the inter-miniband optical transitions typical of SiC crysta
cannot be observed in these crystals, since their energie
in the fundamental absorption region.

The author thanks the Russian Fund for Fundame
Research for support of this work~Grant No. 97-02-18300!.

1!For crystals with a prismatic coordination of the atoms in a molecu
sandwich, where the layers of sulfur occupy an identical position, a
TaS2, we can introduce a symbol to indicate this position, such asaB or
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System of quantum wells in a parallel magnetic field
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The energy spectrum and quantum states of electrons in a system of quantum wells in a strong
magnetic field parallel to the heterogeneous boundaries are studied. The combined effect
of the quantizing magnetic field and the potential of the system of quantum wells leads to a radical
change in the electron dispersion relation owing to the appearance of one-dimensional
Landau bands. The neighborhoods of the anticrossing points of the different bands correspond to
an effective redistribution of the electron envelope functions, which becomes stronger as
the magnetic field is raised. The character of the electron-state density in the size-quantization
subbands is examined qualitatively in connection with the change in the system of
isoenergy contours when a magnetic field is applied. ©1998 American Institute of Physics.
@S1063-7834~98!03309-7#
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1. Single-electron states in systems of quantum wells
a magnetic field perpendicular to the heterogeneous in
faces can be classified easily, since the magnetic field and
quantizing potential of the quantum well act independen
of one another. In this case, a system of discrete Lan
levels arising from the states of the given subband is ass
ated with each two-dimensional (2D) subband. On the othe
hand, when the magnetic field is parallel to the interfac
size quantization and quantization in the magnetic field c
not be treated independently, so that hybrid electronic st
appear which are much more difficult to classify.1 A quan-
tizing magnetic field parallel to the heterogeneous interfa
causes a change in the nature of the dispersion curves fo
2D subbands. Thus, in first-order perturbation theory the
cation of the quasi-wave vector corresponding to the m
mum energy of a subband is shifted in proportion to the fie
while the energy undergoes a diamagnetic shift that is q
dratic in the field.2 The magnitude of the shift increases wi
the quantum number of the subband because of the la
spatial extent of the wave functions of the higher subban
so that the distances between the edges of neighboring
bands increase when a parallel magnetic field is appli3

The electron density distribution~i.e., that of the electronic
envelope functions! in the quantum well system ends up d
pending on the magnitude of the applied magnetic field
particular, by changing the magnetic field it is possible
make the maximum of the electron envelope shift from o
quantum well into another. This sort of redistribution of t
electron wave functions in a magnetic field has been ex
ined previously4 in terms of the simplest model of an asym
metric system of two quantum wells described byd-function
potential wells of different strengths. Each such poten
well leads to the appearance of just one local level, so
appropriate to study the effect of a magnetic field on
energy spectrum and quantum states of the electrons
1561063-7834/98/40(9)/5/$15.00
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system of quantum wells, each of which is modelled a
potential well of finite width and depth. This is the type
model5 that is usually employed to study the electronic sta
in structures with quantum wells.

2. Let us consider a quantum-well system with hetero
neous interfaces perpendicular to thez axis. Let a uniform
magnetic field be applied parallel to the interfaces. W
choose thex axis to be in the direction of the magnetic fie
H. As the choice of vector potentialA we use a Landau
gauge in order to retain the form of the solutions f
quantum-well systems without a magnetic field as far
possible:6

Ax5Az50, Ay52Hz. ~1!

We denote the size-quantization potential for the el
trons in the quantum-well system byU(z). Since the elec-
tron hamiltonian is independent of the variablesx andy, the
envelope function can be written in the form6

c~x,y,z!5x~z!exp~ i ~kx1kyy!!, ~2!

wherekx andky are quantum numbers from a complete s
characterizing the electron state. For the functionx(z) we
have the equation

H 2
\2

2m

d2

dz2 1U~z!1
mvH

2

2
~z2z0!2J x~z!

5H E2
\2kx

2

2m
2g* mBHsJ x~z!, ~3!

in which E is the electron energy,m is the effective mass
s561/2 is the projection of the spin along thex axis, vH

5eH/mc is the cyclotron frequency,mB5e\/2mc is the
Bohr magneton,g* is the effective Lande´ factor, and
3 © 1998 American Institute of Physics
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z052
\c

eH
ky ~4!

has the significance of the classical radius of the elec
orbit in the plane perpendicular to the magnetic field. Eq
tion ~4! implies thatz0 can be used as one of the quantu
numbers in place ofky .

As can be seen from Eq.~3!, the energyE and the one-
dimensional (1D) envelope functionx(z) depend onz0 as a
parameter. Without a size-quantization potential, the ene
of the electron in a magnetic field is independent ofz0 ,
while x(z) depends only on the differencez2z0 .6 Size
quantization removes a degeneracy inz0 and for a given
value of z0 , the energy, as well as the form of th
1D-envelope function, are obviously not indifferent to th
choice of origin on thez axis. It can be shown that there
always a possibility of choosing thez origin so as to fall
within a region where the dependence of the energy onky ~or
z0) is of interest.

In fact, when making a gauge transformation, besi
replacing the vector potential, in Eq.~3! it is necessary to
change the phase of the wave function at the same tim6

Thus,

A→A1¹ f , c→c expS ie

\c
f D , ~5!

where f is a, thus-far, arbitrary function of the coordinate
In order not to change the form of Eq.~3! for the
1D-envelope function, it is necessary to retain the Land
gauge, as well, sof must depend only ony. Then, we have

Ax5Az50, Ay52Hz1
d f~y!

dy
. ~6!

In order to ensure that the condition¹•A50 is satisfied
and retain a solution in the form~2!, it is necessary thatf be
a linear function ofy, i.e. f 5gy, whereg is an arbitrary
constant.~The constant term inf can be dropped.! Thus, the
only nonzero component of the vector potential can be w
ten in the form

Ay52H~z2 z̃!, ~7!

where z̃5g/H just corresponds to a shift in the coordina
origin along thez axis. The phase of the wave function
Eq. ~5! then changes by an amountegy/\c, which corre-
sponds to a change in the origin for the quantum numberky ,

ky→ky1
eH

\c
z̃. ~8!

Therefore, without any sort of restriction, we can choose
origin for z so thatky50 would correspond, for example, t
an extremum in the functionE5E(ky).

3. For a qualitative investigation of the dependence
the electron energy spectrum on the quantum numberky , it
is convenient to examine the 1D effective potential

U* ~z!5U~z!1
mvH

2

2
~z2z0!2 ~9!
n
-

y

s

.

.

u

t-

e

f

as a function ofz0 . Without discussing further the trivia
splitting of the subbands owing to the electron spin, we lim
ourselves initially to considering the simplest case of a qu
tum well of depthU0 and widthw. We choose the origin of
the z axis as the center of the quantum well. Forky50 ~and
z050) the effective potential energy is symmetric with r
spect to the transformationz→2z. A magnetic field leads to
an increase in the energy of the 2D levels ~a diamagnetic
shift!. Some of them will be pushed out into the continuu
For kyÞ0 the effective potential loses its symmetry wi
respect to the transformationz→2z and, with increasing
ky , the power of the potential well leading to the 2D local-
ized states decreases. The system of discrete energy l
present in a quantum well withE,0 gradually becomes a
system of Landau levelsEn5\vH(n11/2) asky increases.
Thus, levels with energies below zero, which split off fro
the system of Landau levels owing to the presence of a
tential well, do not exist~as in the absence of a magnet
field! for arbitrary ky . Thus, the lowest of the localize
quantum-well levels can only appear for

eH

\c
z01

~2 !,ky,
eH

\c
z01

~1 ! . ~10!

The location of the pointsz01
(6) ~in the case of a single

symmetric quantum well or a symmetric system of quant
wells, obviously,z01

(2)52z01
(1) if the z origin is chosen to be

the center of symmetry of the quantum well system! and the
nature of the spectrum near these points can be investig
qualitatively by perturbation theory methods, treatingU(z)
as a perturbation. Let us assume for simplicity that
1D-potential wellU(z) in the absence of a magnetic fie
leads to the appearance of only a single discrete level. In
case we can setU0w2'2\2/m. Considering the case of
sufficiently strong magnetic field and using the linear osc
lator wave functions as unperturbed states,6 in first-order per-
turbation theory the ground-state energy is given by

«1~ky!5
1

2
\vH2

1

2
U0H FS S mvH

\ D 1/2S z01
w

2 D D
1sgnS w

2
2z0DFS S mvH

\ D 1/2S z02
w

2 D D J , ~11!

where sgn(x) is the sign function andF(x) is the probability
integral. Setting«150 in Eq. ~11!, we can findz01

(6) . Thus,
for U0'100 meV,w'531027 cm ~one level in the quan-
tum well for H50) and H'104 Oe ~corresponding to
\vH/2'0.1 meV for the characteristic effective electro
massm'0.007m0 of GaAs, wherem0 is the free electron
mass!, we obtain z01

(1)'731027 cm. The corresponding
quantum numberky is ky

(1)'105 cm21. ky
(1) depends

weakly ~logarithmically! on the magnetic field strength, de
creasing with risingH. Note that the differencez01

(1)2z01
(2) is

of the same order of magnitude as the quantum well wi
w.

We now examine the somewhat more complicated s
ation of a quantum-well system in a parallel magnetic fie
Let there be a system of two quantum wells~widths w1 and
w2) separated by a tunnel-transparent barrier of widthb.
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Size quantization causes formation of a system of 2D sub-
bands of the electron energy spectrum. As in the case o
isolated quantum well, the presence of a parallel magn
field leads to an effective potentialU* (z) which depends on
the quantum numberky through the parameterz0 . Now a
minimum of the potentialU* (z) as z0 varies is obviously
attained at two points,z(1) and z(2), corresponding to the
centers of the two quantum wells. If, for example,w2

,w1 , then the power of the effective potential with a min
mum in the second quantum well is less than that with
minimum in the first quantum well. Therefore, each of t
discrete levels forz05z(2) ends up being higher than th
corresponding level forz05z(1), while the dependence o
the energy of an electron in the given subband onky is, in
general, nonmonotonic.

4. Quantitative results for specific quantum-well syste
can be obtained by solving Eq.~3! numerically. In the case
of a quantum-well system, in each region whereU(z)
5const, the general solution of Eq.~3! can be represented b
a linear combination of two linearly independent Hermi
functions. At points whereU(z) is discontinuous, i.e., at th
heterogeneous interfaces, the solutions are matched with
aid of the boundary conditions7 involving the continuity of
the 1D-envelope functions and of the probability densiti
calculated for these functions. These conditions are sup
mented by the condition that the 1D-envelope functions be
finite for z→6`. The system of boundary conditions, ther
fore, leads to a system of linear homogeneous equations
the coefficients in the Hermitic functions and the conditi
that this system be solvable determines the energy spect
It should be noted that there are values ofky , in the neigh-
borhood of which the energies of some pairs of subbands
extremely close to one another. Thus, the accuracy of
computational procedure should be chosen such that
possible to compare uniquely the calculated energy level
certain 2D subbands of the electron spectrum at each co
putational step.

As an example, let us consider a system of two quan

wells ~width w1515ā andw258ā) separated by a barrier o

width b517ā, whereā55.65531028 cm ~a 15-17-8 struc-
ture!. The depth of the quantum well isU05150 meV. Fig-
ure 1 shows several of the lowest energy levels as funct
of the quantum numberz0 . The numbers of the levels ar
indicated on the corresponding curves. The range of va
tion of z0 is limited to the immediate neighborhood of th
quantum-well system, which is also shown in the figu
From this it is clear that the more distantz0 correspond to the
system of Landau levels which develops from the continu
when a magnetic field is applied. The energy spectrum
shown as a function ofz0 for a magnetic induction of 10 T
as well as the evolution of the energy levels of the sta
localized within the confines of the quantum-well system
z0 changes. We note the natural anticrossing of levels in
neighborhoods of certain values ofz0 . ~The report of cross-
ing in Ref. 3 is the result of inadequate accuracy in the c
culations forz0 near the anticrossing points and, therefore,
a failure to number the levels correctly.! Figure 1 shows tha
a strong magnetic field causes a substantial change in
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electron dispersion curve for the direction alongky , while
the customary parabolic variation is retained alongkx .

The anticrossing regions are also regions with sh
changes in the character of the envelope functions, wh
~for states withE,0) they are effectively redistributed in
the quantum-well system. Thus, the envelope function of
lowest 2D subband for the 15-17-8 structure in a 10 T ma
netic field for z0<37ā is localized mainly within the con-
fines of the wider potential well. Redistribution of the env
lope function takes place within a rather narrow range
variation z0 (Dz0'2ā, which corresponds toDky'1.7
3105 cm21 for 10 T!. In weaker fields~below 10 T!, redis-
tribution of the envelopes of the lowest 2D subbands in this
structure is essentially not observed. In structures with a n
rower barrier~e.g., 10-7-8!, the effective redistribution al-
ready takes place a fields in excess of 5 T and occurs more
smoothly, i.e., over a wider interval ofz0 .

5. Several comments must be made concerning the d
sity of states in the 2D subbands. The electron-energy spe
trum can be written in the form

En~kx ,ky!5En
~0!1

\2kx
2

2m
1«n~ky!, ~12!

whereEn
(0) is the location of the absolute minimum of th

nth subband,m is the effective mass of a conduction ele
tron, and«n(ky) are some functions ofky , of which some
idea can be gained from Fig. 1. This figure shows that
number of the Landau level, which is uniquely determin
for largez0 , is a good quantum number which can be used
classify the electronic states, which are spatially limited~for
E,0) along thez axis by the quantum-well system. Th
density of states in thenth subband

gn~E!5 (
kx ,ky

d~E2En~kx ,ky!! ~13!

for E,0, i.e., for states corresponding to the discrete~rela-
tive to motion along thez axis! spectrum, can be reduced i
standard fashion to the integral

FIG. 1. The dependence of several of the lowest electron-energy leve
the parameterz0 in a 15-17-8 structure for a magnetic induction of 10
~schematic illustration; the scale in the neighborhoods of the anticros
points has been enlarged somewhat!. Also shown is the potential energy o
the quantum-well system as a function ofz0 .
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gn~E!5
S

~2p!2 (
i
E dkx

u]«n~ky
~ i !!/]kyu

, ~14!

whereS is the area of the structure in thexy plane and the
pointsky

( i ) are determined from the equation

«n~ky
~ i !!5E2En

~0!2
\2kx

2

2m
. ~15!

Let us consider the density of states in the lowestn
51) size quantization subband. Near its absolute minim
the dispersion as a function ofky can be approximated by
parabola:«n(ky)'\2ky

2/2m8, wherem8 is a parameter with
the dimensions of mass, which determines the curvatur
«n(ky) near the minimum.~Calculations show that it differs
little from the effective massm in fields below 10 T.! In this
case,

ky
~ i !56A~2m8/\2!~E2En

~0!2\2kx
2/2m!, ~16!

which automatically determines the limits of integration w
respect tokx in Eq. ~14!. An elementary integration yield
the step-function dependence of the density of states nea
minimum of the 2D subband that is customary for 2D sys-
tems,

g~E!5
S~mm8!1/2

2p\
q~E2E1

~0!!. ~17!

Hereq(E) is the Heaviside step function. For largeukyu, the
electron energy approaches the energy\vH/2 of the first
Landau level from below~Fig. 1!. The behavior of the den
sity of states near the Landau level can easily be stud
using Eq.~11!, by considering large (;p/a) values ofky in
this expression and using the well-known asymptotic rep
sentation for the probability integral. We have

«1~ky!'
\vH

2
2

U0

2Ap

1

aHky
exp~2aH

2 ky
2!, ~18!

whereaH
2 5\c/eH. Neglecting the dependence onky in the

preexponential factor~replacingky by its limit ;p/a), we
find

ky
~ i !56

1

aH
2 AlnF2p3/2

U0

aH

a S \2kx
2

2m
2« D G21

, ~19!

where« is the energy reckoned downward from the Land
level. The solutions~19! exist if the argument of the loga
rithm exceeds unity, which determines the limits of integ
tion in Eq. ~14!. As a result of integrating as«→0 (E
→\vH/220), we obtain

g1~«!'
Sa

2A2p2aH
2

m1/2

\

1

A«
, ~20!

i.e., the density of states near the Landau level has the f
characteristic of 1D systems.~For E.\vH/2 the density of
states evidently has the same root singularity.!

6. Between the absolute minimum of the first subba
and the first Landau level, in some structures the densit
states in a magnetic field can have the special behavior in
neighborhood of the level anticrossings shown schematic
m

of

the

d

-

u

-

m

d
of
he
ly

in Fig. 2. Near the anticrossing points the character of
dispersion relation in the first and second subbands can
tablished using perturbation theory for two close levels. T
magnitude of the perturbation is determined by the tun
transparency of the barrier. The dispersion relation in
lower subband is one of the branches of a nonanalytic fu
tion and, depending on the structure of the quantum w
system and the magnitude of the magnetic field, it can re
in the three characteristic types of dependence onky shown
in Fig. 2. In the neighborhood of the anticrossing point the
dependences can be represented in the form of a simple
lytic function

«1~ky!5aky1
1

3
bky

3, ~21!

wherea andb are constants, and the energy andky in Fig. 2
are taken relative to the point 0.

For a,0 there are two values of the energy,«1
(m) and

«1
(s) , of which the first corresponds to the local minimum

the dispersion curve and the second, to the saddle p
Thus, at the point«1

(m) , where additional solutions of Eq
~15! appear, the density of states has a singularity in the fo
of a discontinuity of the first kind that is characteristic of 2D
systems. In the neighborhood of the saddle point, the den
of states of 2D systems has, as we know, a logarithm
singularity.8

For a.0 the density of states in the neighborhood of t
anticrossing point has no singularities and its behavior can
understood directly from Eq.~14!. As it passes through this
point, the denominator under the integral sign passes thro
a minimum, so the density of states has a maximum in
neighborhood of the anticrossing.

The casea50, where the dispersion curve as a functi
of ky has an inflection point, is special. The character of
resulting singularity in the density of states can be stud
using an approximation of the dispersion relation of the fo
~21!. We denote the deviation in the energy from its value
the singular point by«. The singular partdg(«) of the den-
sity of states to the right and left of the singular point«50
can be reduced to elliptic integrals; in the immediate nei
borhood of the singular point,dg(«)}u«u21/6. The power-
law dependence of the singularity in the density of stat
dg(«)}u«u2l is not related to the approximation~21!; in any
case, it can be stated that the exponent is bounded by
inequality 0,l,1/2. The behavior of the singularities i

FIG. 2. The possible structure of the dispersion relation of the first subb
and the behavior of the density of states~right! in the neighborhood of a
crossing point.
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the density of states in the neighborhood of the anticross
point as the parametera varies~which can be done by chang
ing the magnetic field in specially selected systems of two
more quantum wells! is shown to the right in Fig. 2.

It should be noted that the limits of integration in E
~14! are established naturally when the range of allowa
values ofkx is determined~or ky for the obvious alternative
to Eq. ~14! for the density of states!. The qualitative argu-
ments used for this purpose in Ref. 1 to calculate the den
of states, in the exactly soluble case of a parabolic quan
well in a parallel magnetic field, were the cause of a sh
reduction~with increasing energy! in the density of states in
the size-quantization subbands and this was interpreted
2D→1D transition in the electronic subsystem of
quantum-well structure.
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A study has been made of low-temperature absorption and luminescence spectra of bismuth
iodate microcrystals in various hosts~layered cadmium iodate, microporous glasses and polymers!,
as well as of the spectra of mesoscopic domains formed in bulk bismuth iodate by mechanical
strains. The structure of the spectra and the quantum shifts of the exciton levels yielded
information on the dimensions and size dispersion of the microcrystals and domains, as well as
on the effect of microcrystal size on the Stokes losses. The quantum exciton-line shifts in
microcrystalline lead-iodate films grown in pores of the glass host have been used to calculate the
film thicknesses. A photoinduced change in the mechanism of radiative recombination was
observed in PbI2 microcrystals. The spectrum of resonant Raman scattering in lead iodate
microcrystals consists of broad bands corresponding to the branches of optical phonons
undergoing strong angular dispersion. ©1998 American Institute of Physics.
@S1063-7834~98!03409-1#
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Investigation of quantum-confinement effects associa
with excitons in microstructures is a major area of interes
the optics of semiconductors. The actual approach use
studies of microcrystals in hosts is determined not only
the average dimensions of the microcrystals and their
distribution, but also by their geometric shape, which affe
considerably the properties of the system and theoretical
scription of the wave functions and electronic-level energ
If the host is a glass or a high-symmetry crystal, and
microcrystals form from substances with zero or small
isotropy, the potential acting on the electronic states is
sumed to be spherical or cubic. In layered structures
quantum-confinement effects should be strongly anisotro
because of the different nature of the bonds acting in
plane of an elementary layered stack and between s
stacks. It is to be expected that microcrystals of laye
semiconductors embedded in hosts can be described as
whose thickness is determined by a few elementary laye
stacks. The weakness of interlayer coupling results in bre
in stacking order. These defects can initiate the formation
mesoscopic domains with lattice symmetry different fro
that of the host crystal. Of most interest are domains of sm
size ~quantum discs!, where the confined motion of the ex
citon center of mass gives rise to quantum-confinement
fects in optical spectra.

Consider first the optical properties of BiI3 and PbI2 mi-
crocrystals. Because of the large carrier effective mas
excitons in bismuth iodate have a comparatively small rad
r e;0.6 nm,1–3 whereas for the lead iodate estimates4,5 give
r e52.0 nm. Since the thicknessL of the layered stacks in
BiI 3 and PbI2 is practically the same, about 0.7 nm, confin
ment in thin lead-iodate microcrystals should manifest its
considerably stronger. The markedly different ratios ofr e to
the lattice constant~or to the molecule dimensions! for PbI2
and BiI3 are seen in the largest possible quantum shifts of
1561063-7834/98/40(9)/6/$15.00
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first excited states; indeed, the energy separations betw
the direct exciton of a bulk crystal and the first excited st
of the molecule are 0.6 and 3.5 eV for BiI3 and PbI2,
respectively.6 Besides being of intrinsic interest, the know
edge of spectra of bismuth- and lead-iodate-based microc
tals may prove to be useful in studies of complex syste
with perovskite symmetry, such as (CH3NH3)3Bi2I9,
(CnH2n11NH3)PbI4 and others7–10, as well as of the proper
ties of Pb21 and Bi21 ions in solutions and crystals11.

1. BISMUTH IODATE

Bismuth iodate is a model crystal for studying excito
of a relatively small radius in layered semiconductors, and
spectra are known in considerable detail. The absorp
spectra of single molecules and dimers of BiI3 are given in
Ref. 6. We are considering below spectra of BiI3 microcrys-
tals in hosts of CdI2 layered crystals, porous glasses, a
polymers, as well as those of mesoscopic domains in b
BiI 3 crystals.

A. Growth of BiI 3 microcrystals

Bulk crystals were prepared by sublimation in vacuum
400–420 °C. BiI3 microcrystals form in the host of the wide
gap crystal CdI2 in the course of annealing of mixe
CdI2-BiI 3 crystals grown by the Bridgman-Stockbarg
method. Similar to the case of Group I-VII and II-VI sem
conductors in glass hosts,12,13 the average size of the micro
crystals and their size distribution depend on the time a
temperature of the anneal.

The pore size distribution in alkali borosilicate glasses
narrow; indeed, electron and atomic-force microscope m
surements yield for the average pore radius 6–7 nm. W
the atomic-force microscope is not capable of measuring
rectly the pore depth, scanning of cleaved surfaces sho
the pores to be distributed uniformly in depth at least with
8 © 1998 American Institute of Physics
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0.5 cm from the surface. The total volume of the pores
be as high as 30% of that of the host. Hosts of other por
glasses with larger pore radii~from 10 to 25 nm! were also
used. The evacuated ampoules containing porous glasse
single crystals of BiI3 were heated to 500–530 °C and cool
subsequently at various rates. Microcrystals of BiI3 formed
in glass pores by thermal sublimation of this compound.

BiI 3 microcrystals in the polymer host were prepared
drying in air the host soaked preliminarily in an iodate so
tion in hydrochloric acid. Because of the low solubility o
BiI 3 in the acid, the filling of the polymer host pores b
microcrystals is low, but it can be increased by repeating
process.

B. Optical spectra of bulk BiI 3 crystals

Bismuth iodate is an indirect-gap semiconductor, who
absorption edge begins with phonon steps of the indi
exciton.1 The indirect and direct exciton energies are, resp
tively, 2.008 and 2.072 eV. The calculated total effect
mass of the direct exciton in BiI3 is 1.4m0,14 but in order to
reconcile it with experiment one has to accept a few tim
larger value for the direction normal to the layer plane.
single-crystal BiI3 films one observes excited exciton stat
yielding for the binding energy and ground-state radius 1
meV and 0.6 nm, respectively, which is in accord w
magneto-optic measurements15. Close to the absorption edg
one sees also narrow lines of theT, S, andR excitons local-
ized at stacking faults in BiI3 layers ~Fig. 1!,3 which are
present in the luminescence spectrum as well. Lying lowe
energy is a variable system of lines to be considered be

C. Absorption and luminescence spectra of mesoscopic
BiI 3 domains

In bulk BiI3 crystals one observes a variable spectrum
Wi bands which can be enhanced by straining the cry
~Fig. 2!. These bands should be interpreted as the spec
of excitons imprisoned in mesoscopic domains.16,17 The ex-
istence of domains in strained BiI3 crystals was establishe
by x-ray diffraction. These domains are initiated by stack
faults and haveD3d symmetry different from the symmetr
of the bulk-crystalC3i

2 . Calculations show that the funda
mental absorption edge and the exciton levels of bulk B3

crystals with symmetryD3d lie considerably lower in energy
than those of the conventional BiI3 crystal with symmetry
C3i

2 . The spectrum of mesoscopic domains is redshifted w
respect to that of the bulk crystal having the symmetry of
domains because of quantum confinement. This spect
lies, however, below the exciton lines of the bulk BiI3 crystal
with symmetryC3i

2 , which is the host for the domains.
Figure 2 presents an exciton spectrum of mesosco

domains. TheWi band series (i 51,2,3) converges toward
longer wavelengths to the bulk-exciton energy of the B3

crystal of symmetryD3d . The position of theWi bands is
determined primarily by the thicknessiL of the correspond-
ing quantum discs (i is the number of layer stacks in a disc!.
The structure at the short-wavelength wing of theWi bands
is due to the quantum discs of the same thicknessiL having
a set of radiiR1. Domains with noninteger values ofi should
n
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contribute to the spectrum too. The energies of theWi bands
measured in three differently strained BiI3 samples agree
with the spectra calculated under the following starting
sumptions:

1! The model of the mesoscopic domain is a quant
disc with thicknessiL and radiusR1. The exciton energies
are given by the expression

Enikmv5Eg2En2h2p2k2/~2Mzi
2L2!

1h2p2 j mv /~2mxyR1! .

Here i is the number of layer stacks,k is the quantum-
confinement quantum number,j mv is the vth solution of
equationJm(x)50, whereJm(x) is the Bessel function of
orderm, Mz andMxy are the effective-mass parameters,Eg

FIG. 1. Absorption spectra of BiI3 obtained atT54 K; ~a! microcrystals in
unannealed CdI2 host (BiI3 concentration 0.05 mol.%!, ~b! same sample
after annealing,~c! microcrystals in CdI2 host with average BiI3 thickness in
the sample of 0.5 monolayer,~d! a thin bulk single crystal,~e, f! microcrys-
tals in glass hosts with large and small pores, respectively.E1s — direct-
exciton peak,T, S, andR are the lines of stacking-fault-bound excitons, th
arrows identify indirect-exciton steps. Dashed line - monomer (M ) and
dimer (D) spectrum of BiI3 in LTA zeolite ~Ref. 6!. Shown on top is a
spectrum of samplec.
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is the gap width of the BiI3 crystal with symmetryD3d , and
En is the binding energy of the exciton with quantum numb
n in a bulk crystal.

2! The main contribution to the optical spectrum com
from 1s excitons.

3! Possible values ofR1 depend on the parameters of th
in-plane honeycomb structure of the BiI3 crystal and obey
Gaussian distribution

g~R1!5exp@2~R12R̄!2/D2#/~pD !1/2 ,

where R̄ is the average radius, andD is the width of the
distribution.

4! The absorption line of the quantum disc is a Lore
zian with a dampingG.

5! The contribution of a single disc to the spectrum
determined by its dimensions.

The fitting parameters for simulating the structure of t
W1 band ~one-layer domain! are G, R̄, Mxy , and Mz . In
these conditions, the absorption intensity at theW1 band as a
function of phonon frequencyV can be presented by th
expression

A~V!5uc1s~0!u2SvSR~R1 / j mv!2~G/p!/

$2@\V2E1s,0,v~R1!#1G2%g~R1! ,

wherec1s(0) is the 1s exciton wave function.
The structure of theW1 band and the quantum shifts o

theWi bands calculated withG50.3 eV,R̄50.7 nm~i.e., for
R̄ equal to the radius of the ring formed by six Bi atoms
the layer plane!, Mxy511.5m0, and Mz51.4m0 are in ac-

FIG. 2. ~a! Absorption and~b! luminescence spectra of excitons in meso
copic domains of a strained BiI3 sample.T54 K.
r

s

-

cord with experimental spectra. The values ofD obtained for
the three samples in Fig. 3 are, respectively, 27~1!, 37 ~2!,
and 43~3! nm.

The position of the strong long-wavelength peak in t
W1 structure corresponds to excitons in quantum discs ra
ing in radius from 6 to 20 nm. A study of the structure of th
W1 bands suggests that the mesoscopic domains formin
larger strains are predominantly of larger size. The lumin
cence spectra exhibit resonantWi bands and theirW18 satel-
lites corresponding to excitons trapped at defects in dom
or at their edges~Fig. 2!.

D. Absorption spectra of BiI 3 microcrystals in porous hosts

A study of the spectra of BiI3 in the Na-LTA~1! zeolite
host interpreted them as due to transitions to excited state
BiI 3 mono- and dimers.6 It is of interest to compare them
with the spectra of the microcrystals grown by us~Fig. 1!.
The absorption spectrum of mixed BiI3-CdI2 crystals ob-
tained both before and after annealing, as well as
multilayer BiI3-CdI2 systems with an average BiI3 content
not less than one layer stack, contains a strong band nea
eV, which is close in energy to the first excited states of
dimers ~Fig. 1!. Annealing mixed crystals gives rise to

FIG. 3. Structure of the absorption bandW1 of one-layer mesoscopic do
mains in BiI3 ~domain crystal symmetryD3d). 1–3 — experimental spectra
of samples with progressively increasing bending stresses taken atT54 K,
1’–3’ — calculated spectra of one-layer domains with parameters spec
in text. The spectra are normalized.
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long-wavelength tail extending over nearly the who
quantum-confinement region in BiI3, from the bulk crystal to
the monomer. This implies the formation and growth of B3

microcrystals during the anneal. The absorption spectrum
BiI3 microcrystals in hosts with a large pore radius is close
that of a bulk crystal. The exciton line in the spectra of ho
with smaller pores is redshifted by 20–50 meV~Fig. 1!.
Assuming the shift to be determined primarily by the fil
thickness, we obtain for it seven to two layer stacks, resp
tively. The absorption spectrum of porous samples with
low BiI 3 density contains also bands characteristic of sm
clusters. The spectra of polymer hosts with low and high B3

densities are similar to those of unannealed and anne
mixed BiI3-CdI2 crystals, respectively.

E. Luminescence of BiI 3 in glass-host pores

Compare the luminescence spectra of large BiI3 microc-
rystals, which exhibit a quantum-confined exciton-line sh
of about 10 meV, with those of bulk crystals, mesosco
domains, and small microcrystals~Figs. 1 and 2!. The X2

band in Fig. 4 peaking at 1.91–1.93 eV corresponds in
ergy to the structure ofWi excitons imprisoned in mesos
copic domains. The maximum of the strongX1 band lies
from 1.97 to 2.02 eV in various samples, which covers
region of the narrowT, S, andR excitons bound to stacking
faults in a bulk crystal~Fig. 1!. The complexX1 band in-
cludes apparently contributions of states of theW1 type,
whereasX2 is related toW2 andW3. The microcrystals mus
be dominated by one-layer thick domains with a stron
in-plane confinement in radiusR1 compared to domains in

FIG. 4. Luminescence of BiI3 microcrystals embedded in glass-host por
T54 K. BandsX1 and X2 — emission of excitons localized at stackin
faults and in mesoscopic domains of comparatively large microcrys
bandX3 — exciton emission from small BiI3 microcrystals.~a! unsaturated
strained sample,~b! strongly strained saturated sample,~c! weakly strained
saturated sample.
of
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bulk BiI3. Indeed, the maximum of theW1 band in a bulk
crystal corresponds to quantum discs with radiiR156220
nm, which are larger than the host pores. This constr
accounts for the short-wavelength shift of theW1 structure in
BiI 3 microcrystals, and the predominance of one-layer sta
enhances thei 51 band. Quantum confinement in the Bi3

microcrystals which host domains also provide a contrib
tion to theWi shift. As seen from Fig. 4, as the BiI3 concen-
tration in the host pores decreases, theX1 band shifts toward
shorter wavelengths because the microcrystals in unsatur
samples are smaller. Radiation of unsaturated samples ex
its a broadX3 band~which apparently is an analog of bandB
observed in the spectrum of annealed BiI3-CdI2 crystals!.
Thus the spectra of BiI3 in porous glass hosts are due to lar
microcrystals and their mesoscopic domains, as well a
small microcrystals~clusters!.

F. Luminescence of BiI 3 microcrystals and clusters
in the CdI 2 host

In contrast to the comparatively small shift of the a
sorption edge observed in going from the bulk BiI3 crystal to
the monomer, the shift of the luminescence spectrum is c
siderably larger, viz. from 2.0 eV in the bulk crystal to 1
eV in a small BiI3 cluster embedded in the CdI2 host~Fig. 1!.
The assignment of the broadC band peaking at 1.0 eV to
small clusters is supported by the observation that, while
band is not excited near the edge in an annealed m
BiI3-CdI2 crystal, its excitation spectrum lies considerab
higher in energy, at about 2.52 eV, which gives 1.5 eV
the Stokes shift~see absorption spectra in Fig. 1!. The
shorter-wavelengthB band near 1.7 eV is excited by photon
of 2.2 eV or higher energy. It was established that increas
the excitation energy within the 2.2–2.4-eV interval shi
the B band maximum in the opposite direction, to lower e
ergies. These properties of the excitation spectrum, toge
with the large Stokes shift, indicate that the vibronic co
pling in BiI3 microcrystals is strong and grows as they d
crease in size. The luminescence decay time constantt0 of
the B band varies over the band profile from 10 ms for 1
eV to 20 ms for 1.8 eV. The unusual decrease oft0 with
decreasing energy implies an increasing lifetime of exci
states with increasing microcrystal size. This can be att
uted to the larger role played by surface states in sma
microcrystals. The large values oft0 suggest that the lowes
excited state in BiI3 microcrystals is a dipole-forbidden trip
let. The luminescence bandA with a small Stokes shift is due
to large BiI3 microcrystals, which are responsible for th
long-wavelength absorption tail in the spectrum in Fig. 1

2. LEAD IODATE

The simplest lead-iodate polytype, 2H, has a CdI2-type
structure with D3d

3 symmetry; its optical properties hav
been studied in considerable detail, but interpretation of
nontrivial exciton spectrum meets with difficulties. We ne
present the results of our investigation of PbI2 microcrystals
grown in a porous host.

,

s,
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FIG. 5. Luminescence and absorptio
spectra of PbI2 microcrystals in a porous
glass host. Luminescence:~a! as-grown
sample,T577 K; ~b, c! relaxed sample
at T577 and 4 K. Absorption:~a! 4 K,
~b! 77 K, ~c! 300 K.
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A. Preparation of lead-iodate microcrystals

Lead iodate was grown in the porous alkali-borosilica
glass host by sublimation under conditions similar to tho
used to grow BiI3 but at a lower temperature. To prepa
PbI2 microcrystals in a glass host by deposition from so
tion, the glass was immersed in a hot aqueous solution
PbI2, removed from it, and dehydrated by various tec
niques. The optical density of samples at the fundame
absorption edge of PbI2 was controlled by properly varying
the solution temperature and concentration, as well as
repeating the above procedure. The PbI2 solubility in water
and its temperature dependence are such that one cyc
deposition of microcrystals from a saturated solution p
duces samples with a pore filling of about 1024.

B. Spectra of bulk lead-iodate crystals

The lattice constants of the 2H PbI2 crystal are 0.70 nm
normal to the layers~the layer stack thickness! and 0.46 nm
in the layer plane. This crystal is a direct-gap semiconduc
The n51 exciton peak lies at 2.497 eV atT54 K and is
produced in theA4

1→A4
2 interband transition.18 The n.1

exciton lines have a complex structure, which complica
determination of the binding energyRe , as well as the effec-
tive masses and their anisotropy. Magneto-optic meas
ments yield Re563 meV and the exciton radiusr e

51.9 nm.4 The luminescence spectrum of bulk 2H PbI2
single crystals grown from the same aqueous solution as
microcrystals exhibits two exciton-polariton branches a
bound excitons.

C. Absorption and luminescence spectra of PbI 2

microcrystals in a glass host

We did not succeed in observing an exciton spectrum
samples produced by sublimation because of strains a
large size dispersion among the microcrystals. An exci
peak was revealed in the absorption spectrum of microc
tals grown from an aqueous solution, and theE1s maximum
is shifted by the quantum-confinement effect with respec
the n51 exciton line of the bulk 2H PbI2 crystal ~Fig. 5!.
Depending on the actual growth regime chosen, this quan
e
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shift varies from 30 to 70 meV, with the larger shift observ
for solution-produced samples cooled at a faster rate.
exciton-band halfwidth practically does not change whe
sample is cooled from 77 to 4 K, which implies that it
determined by the microcrystal size distribution in the por
As-prepared samples exhibit free-exciton luminescence a
K, but it degrades rapidly, particularly under strong optic
pumping. The radiation of a saturated sample with relax
luminescence consists atT54 K of a comparatively narrow
A band and of broad bandsB and C ~Fig. 5!. Band A is
strongly asymmetric, and its maximum is shifted relative
theE1s line by 30 meV toward lower energies. Remarkab
the short-wavelength luminescence tail measured on a s
rated sample begins 20 meV above the exciton-absorp
maximum. In an unsaturated sample, bandsA and B are
weak, and the short-wavelength tail starts at theE1s-line
maximum. The long-wavelength bandsB andC are tempera-
ture stable and grow in intensity by an order of magnitu
relative to bandA in going from 4 to 77 K.

D. Discussion of absorption and luminescence spectra
of PbI 2 microcrystals

Absorption spectra of small lead-iodate clusters emb
ded in FAU and LTA zeolites were studied in Refs. 6,1
The maximum number of molecules in a cluster is five, a
the absorption edge starts at about 3.0 eV. The absorp
spectra of PbI2 microcrystals in colloids20 are similar to
those measured on a zeolite-host sample. The absorp
edge of lead iodate loaded in the E-MAA copolymer hos21

lies lower in energy, and it exhibits numerous pea
believed21 to correspond to thin PbI2 films of different thick-
ness. Measurements of the diamagnetic shifts of these p
performed in magnetic fields of up to 150 T showed t
electronic wave functions in microcrystals to be strong
localized.22 The first data on the optical properties of Pb2

microcrystals in porous glass hosts are presented in Ref
Nanocrystals of lead iodate in SiO2 films have been recently
studied by optical and EPR methods.24

There are two thresholds~about 3.18 and 3.68 eV! in the
absorption spectra of microcrystals above the first interb
transition A4

1→A4
2 , which coincide with the absorption
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peaks of clusters consisting of four–five PbI2 molecules; one
observes in these regions also features in the reflecta
spectrum of bulk PbI2. A comparison with electron band
structure calculations made for lead iodate permits ass
ment of these thresholds to theA4

1→A5
2 and A4

1→A6
2

transitions.18 The contribution of small clusters to the shor
wavelength structure is a problem requiring an independ
investigation.

Taking into account the strong anisotropy in the grow
rate of layered lead-iodate crystals, one may assume
quantum-confinement effects to be dominated by the mic
crystal thickness, despite the constraint imposed on the
radius by the glass-host pores. The exciton radiusr e is equal
to the thickness of three layer stacks, and the host pore
mensions are such that the film thickness cannot excee
far the exciton size. As follows from a theoretical estimati
of the strong and weak quantum-confinement cases,25 crys-
tals with thicknessiL of about 2.5r e correspond to an inter-
mediate situation, which is difficult to consider analyticall
In the case of lead iodate, the thickness of such a film i
nm, which is close to the average pore radius. The quan
exciton-line shift and the pore dimensions in hosts sugg
that we deal here with the intermediate case. The situatio
complicated because the data on theE1s-line maximum is
controversial. The long-wavelength bands can, however
due to interimpurity recombination as well.

E. Raman light scattering by an ensemble of lead-iodate
microcrystals

To obtain a Raman scattering spectrum, the sample
excited at the maximum of exciton absorption, so that
spectrum in Fig. 6 has a resonant character. Nonreso
scattering spectra exhibit one narrow line distant from
excitation line by 11.8 meV and corresponding to theA1g

phonon.26 Resonant spectra contain, besides this line, a br
structure within the 6–16-meV region below the excitati

FIG. 6. Raman scattering spectra of PbI2. ~a! scattering by a bulk crystal
under nonresonant excitation,~b! scattering by a system of microcrystal
embedded in a glass host under excitation at the exciton absorption pe1
and 2 — regions of one- and two-phonon scattering in spectrumb, T
577 K. Shown on top is the dispersion ofLO and TO phonons in lead
iodate in the direction normal to the layer plane obtained at 50 K~Ref. 27!.
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line. A comparison with phonon dispersion branches~Fig. 6!
shows this interval to include the total energy interval of t
TO-LO phonons27 allowed by the selection rules in resona
Raman scattering. The vibration propagating along an a
trary direction in an anisotropic crystal is mixed and conta
a longitudinal and a transverse component. The ang
optical-branch dispersion and the random orientation of
crocrystals give rise to broad bands in the Raman scatte
spectrum. The weaker structure extending 32 meV below
pump line is due to two-phonon processes.

Thus investigation of the optical properties of BiI3 and
PbI2 microcrystals of different size permits one to follow th
transformation of the spectra of these iodates in going fro
bulk crystal to a small cluster and a single molecule.
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The features of high-frequency currents in superlattices lacking a center of symmetry are
established theoretically. It is assumed that the asymmetry shows up in intraband electron-
scattering processes. Self-induced transparency is found to be possible. In a high-
frequency field the current has a dc component with a nonmonotonic dependence on the field
amplitude. © 1998 American Institute of Physics.@S1063-7834~98!03509-6#
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In this paper we present the results of a calculation of
current in a one-dimensional asymmetric superlattice loca
in a monochromatic high-frequency field parallel to the a
of the superlattice. Examples of crystals having asymme
superlattices include artificially grown heterostructures,1–3

ferroelectric materials with incommensurate phases,
polytypes of SiC. In a paper4 on plasmons in superlattice
with periodic defects, a review has been given of a num
of studies of superlattices lacking inversion centers. In
other paper,5 the photogalvanic current6,7 arising during op-
tical transitions between minibands was calculated for
first time for superlattices lacking an inversion center.

Here we use a simple, but exactly soluble model to
tablish the features of the high-frequency current in an as
metric superlattice, assuming that the superlattice has a p
axis directed along its (X) axis and that an asymmetry show
up in intraband electron-scattering processes.

In the single-miniband approximation the electro
dispersion relation has the form2

«~p!5
p'

2

2m
1DS 12cos

pxd

\ D , ~1!

where 2D is the with of the miniband,m is the effective mass
in the plane of the superlattice layers,d is the period of the
superlattice, andpx and p' are the components of the qu
simomentum parallel and perpendicular to the axis of
superlattice, with2p\/d<px<p\/d and 0<p'

2 <`.
We shall calculate the current density (j (t)

5$ j (t),0,0%) in the fieldE(t)5$E cosvt,0,0% in the quasi-
classical limit~2D@\/t0 , eEd and t0 is the characteristic
relaxation time! and use the Boltzmann kinetic equation wi
a collision integral in thet approximation,

] f ~p,t !

]t
1eE~ t !

] f ~p,t !

]p
5

f 0~p!2 f ~p,t !

t~p!
, ~2!

where f 0 and f are the equilibrium and nonequilibrium dis
tribution functions, whilet~p! is the relaxation time, which
depends on the direction of the electron momentum.8

Beginning with Esaki and Tsu.9 most of the many stud
ies of the electrical properties of superlattices have b
done in the approximationt(p)5const.2,10 Convincing argu-
ments in favor of this approximation have been given
1571063-7834/98/40(9)/3/$15.00
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Ignatov and Romanov.11 We note also the paper of Grah
et al.,12 in which it was found experimentally that in a sym
metric GaAs/AlAs superlattice at temperatures above 40
t5t05const. In the case of an asymmetric superlattice,
assume thatt21(p) depends weakly on the electron veloci
v~p!. Then, on expandingt21(v) in a power series inv and
limit ourselves to the linear approximation, we have

1

t~p!
5

1

t0
1

ex

l
vx~p!. ~3!

Here ex561, e is the unit vector of the polar axis,l
5const has the dimensions of length, andvx5]«(p)/]px is
the electron velocity along theX axis.

A possible microscopic interpretation of the propos
model ~3! follows. The first term in Eq.~3! corresponds to
scattering of electrons by neutral impurities and the seco
to scattering by acoustic phonons~in materials with a center
of inversion, the frequency of collisions with acoust
phonons is}uvu). Here it must be assumed that there are
charged impurities, i.e., these impurities are not ionized
cause of the low temperature or because they are mutu
compensated.

Given Eq.~1!, we rewrite Eq.~3! in the form

1

t~p!
5

1

t0
S 11b sin

pxd

\ D , b5
v0t0

l
. ~4!

Here v05Dd/\ is the maximum electron velocity in th
band, whilel has the significance of a characteristic mea
free path with respect to asymmetric scatterers. In this c
b serves as an asymmetry parameter~for certainty, we wrote
a ‘‘1’’ sign in Eq. ~4!!. We assume in the following that th
asymmetry is small, i.e.,b!1.

The solution of Eq.~2! ~with the initial condition f (p,
2`)5 f 0(p)) for t@t0 in a linear approximation inb has
the form

f ~p,t !5 f ~0!~p,t !1b f ~1!~p,t !. ~5!

Here the function

f ~0!~p,t !5E
2`

t

expS t12t

t0
D f 0~p~ t,t1!!

dt

t0
, ~6!

where
4 © 1998 American Institute of Physics
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p~ t,t1!5p2eE
t1

t

E~ t2!dt2 , ~7!

is a solution of the equation

] f ~0!~p,t !

]t
1eE~ t !

] f ~0!~p,t !

]p
5

f 0~p!2 f ~0!~p,t !

t0
, ~8!

while the function

f ~1!~p,t !5E
2`

t

expS t12t

t0
D sinS px~ t,t1!d

\ D F f 0~p~ t,t1!!

2E
2`

t1
f 0~p~ t,t3!!

dt3
t0

G dt1
t0

~9!

satisfies the equation

] f ~1!~p,t !

]t
1eE~ t !

] f ~1!~p,t !

]p

5
f 0~p!2 f ~0!~p,t !

t0
sin

pxd

\
2

f ~1!~p,t !

t0
. ~10!

For vt0@1 this distribution function satisfies the cond
tion

(
p

f ~p,t !5nS 11bOS 1

vt0
D D . ~11!

Here n5Spf 0(p)5Spf (0)(p,t) is the carrier concentration
in the band.

The current density is found by substituting Eqs.~5!, ~6!,
and ~9! in the definition

j ~ t !5(
p

vx~px! f ~p,t !. ~12!

As a result, forvt0@1, we have

j ~ t !5 j 0J0~a!FC1 sin~a sinvt !

2
bC2

2
~12J0~2a!!cos~a sinvt !G , ~13!

wherej 05ev0n, a5eEd/\v, andJ0(a) is the Bessel func-
tion, while

Ck5 K cos
kpsd

\ L . ~14!

Here the angle brackets denote averaging over the equ
rium charge-carrier distribution.

For b50, Eq. ~13! yields the result of Ignatov and
Romanov13 for a high-frequency current in a symmetric s
perlattice. Note that, in this approximation,j (t) does not
contain the dissipative component proportional to cosvt.
Here the odd harmonics are}sin(2k21)vt, while the even
harmonics are}cos 2kvt, wherek51,2,3,... . It also fol-
lows from Eq.~13! that, if the parametera coincides with the
roots of the zeroth-order Bessel function, then the conduc
current equals zero to within (vt0)21, i.e., an asymmetric
superlattice~as does a symmetric one under the same co
b-

n

i-

tions! behaves as a linear dielectric. Thus, in this case, s
induced transparency occurs. The physical reason for this
been discussed in detail elsewhere.14

The significant feature of the currentj (t) is that it has a
dc component

j c~a!52
1

2
b j0C2F~a!, ~15!

where

F~a!5J0
2~a!~12J0~2a!!. ~16!

Figure 1 shows a plot of the functionF(a). Note that,
for a!1, j c'2 j 0C2a2/2.

We emphasize thatj c(a) is a nonmonotonic function o
the parametera and that j c(a) goes to zero at the point
where self induced transparency occurs.

The appearance of a dc component inj (t) appears to be
related to the absence of a center of symmetry in the su
lattice. This effect (j c(a)Þ0) must be attributed to the so
called dc-effect~optical rectification!.7

For the optimum value a51, we have E'6
3103 V/cm ~for d51026 cm andv51013 s21), which in-
dicates that the conclusions drawn here are realistic and
they can be used in electronic devices.

We thank É. M. Épshte�n for useful discussions.
This work was supported by the Russian Fund for Fu

damental Research~Project No. 97-02-16321!.
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A study is reported of steady- and nonsteady-state photoluminescence of intentionally undoped
and uniformly silicon-doped type-II~GaAs!7~AlAs!9 superlattices grown by MBE
simultaneously on~311!A- and ~100!-oriented GaAs substrates. It has been established that at
elevated temperatures (160.T.30 K) the superlattice spectra are dominated by the line
due to the donor-acceptor recombination between donors in the AlAs layers and acceptors located
in the GaAs layers. The total carrier binding energy to the donor and acceptor in a pair has
been determined. ©1998 American Institute of Physics.@S1063-7834~98!03609-0#
w
e

w
th
ie

fo
io

t in
o

sic
d

ol
-
th
-
d

ni-
n

an
ly
a

t

as
ed

ion

ting
n
ed

in
t the
ys-
t to

ion-

ent

-

,

the
ces

is

e

Considerable attention is focused presently on lo
dimensional structures, which are promising for developm
of devices having novel electronic properties.1–3 GaAs/AlAs
superlattices are among the most actively studied lo
dimensional objects, and the interest in them is due to
possibility of changing their optical and transport propert
by varying properly the layer thicknesses.2–4 The changes in
the properties of GaAs/AlAs superlattices are the largest
GaAs layer thicknesses below 35 Å, i.e. at the transit
from a type-I to type-II superlattice.1,5 In type-II superlat-
tices, the carriers are localized in different layers~the holes,
in GaAs, and the electrons, in AlAs!, and nonequilibrium
carriers recombine in optical transitions which are indirec
real space. Most of the emphasis in the investigation
type-II GaAs/AlAs superlattices was placed on the intrin
luminescence,6–9 while recombination through impurity an
defect levels was given only scant attention.

This work studies steady- and nonsteady-state phot
minescence~PL! of type-II GaAs/AlAs superlattices at vari
ous temperatures and excitation intensities. It is shown
at elevated temperatures (T.30 K) the superlattice photolu
minescence spectra are dominated by the line produce
donor-acceptor pair recombination of the donors located
AlAs layers with the acceptors in the GaAs layers.

1. SAMPLES AND EXPERIMENTAL TECHNIQUE

We studied the PL of intentionally undoped and u
formly silicon-doped type-II GaAs/AlAs superlattices grow
by MBE simultaneously on~311!A- and~100!-oriented GaAs
substrates at 600 °C, with a 0.5mm-thick GaAs buffer layer.
The superlattices consisted of 100 alternating GaAs
AlAs layers of seven and nine ML thickness, respective
The silicon concentration in the doped superlattices w
331016cm23.

Steady-state PL was excited by an Ar1 laser operating a
1571063-7834/98/40(9)/5/$15.00
-
nt

-
e

s

r
n

f

u-

at

in
in

d
.
s

488 nm. The maximum pump-power density w
320 W/cm2. The nonsteady-state PL was excited by a puls
Nd-YAG laser at a wavelength of 532 nm, the pulse durat
was 0.15ms, and the peak power density, 300 kW/cm2. The
PL spectra were measured using a SDL-1 double-gra
monochromator~focal length 600 mm, spectral resolutio
not worse than 0.2 meV!. Photoluminescence was detect
by a PM tube with an S-1 photocathode, which operated
the photon counting mode. The sample was maintained a
desired temperature by means of an UTREX-R cryostat s
tem. The temperature in the cryostat’s chamber was se
within 0.3 K and maintained within 0.1 K.

2. RESULTS OF THE EXPERIMENT

Figure 1 presents steady-state PL spectra of an intent
ally undoped ~GaAs!7~AlAs!9 superlattice grown on a
~311!A-oriented substrate, which were measured at differ
temperatures. The PL spectrum obtained atT56 K is seen to
be dominated by theX line due to the recombination of ex
citons whose electron is at theX point in the AlAs conduc-
tion band and the hole, at theG maximum of the GaAs
valence band, with its two replicas,Y1 andY2, also present.
The Y1 line is separated from theX line by 27 meV, which
corresponds to theLA phonon energy in GaAs and AlAs
and lineY2 is at a distance of 49 meV from theX line, which
is theLO phonon energy in AlAs.6 While the PL spectra of
(GaAs)7(AlAs) 9 superlattices grown on~100!GaAs sub-
strates do not differ from those grown on Ga~311!A, they are
shifted as a whole toward higher energies because of
larger effective thickness of the layers in the superlatti
obtained on~311!A-oriented substrates. As the temperature
increased, the intensity of theX line and of its phonon rep-
licas decreases, until the latter become replaced atT;30 K
by line D, which is dominant in the PL spectra within th
30,T,160 K interval. A similar PL line in GaAs/AlAs
7 © 1998 American Institute of Physics
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superlattices was observed earlier.6 At higher temperatures, a
high-energy 1e-hh line originating from recombination be
tween quantum-confined levels in GaAs layers appears in
spectra and subsequently becomes dominant. The tem
ture at which this line appears depends on the gap betw
the electron levels in AlAs and GaAs, which, in its turn,
determined by the superlattice layer thicknesses.5 The PL
spectra of undoped superlattices grown on~100!-oriented
substrates vary with temperature in a similar way. Unifo
doping of superlattices with silicon does not affect the
spectrum pattern.

Figure 2a displays characteristic temperature dep
dences of the integrated PL intensity of intentionally u
doped (GaAs)7~AlAs!9 superlattices grown on~100! sub-
strates. One readily sees that the PL intensity falls
exponentially with the temperature increasing fromT56 to
30 K, which is caused by delocalization of excitons bound
heterointerface roughness, and by their migration to nonr
ative recombination centers.10 The exciton localization
energy found by fitting the relationI 5I 0 /@11A exp
3(2Ea /kT)# ~Ref. 10! to the experimental plot varies from
one sample to another within the 1.7–4.2-meV interv
which appears not to be affected by the substrate orienta
or doping. Increasing the measurement temperature f
T530 to 60 K does not change the PL intensity for mo
samples, and even increases it somewhat in some of th
The latter is probably related to the specific nature of car
trapping by nonradiative recombination centers.11 For
T.60 K, the PL intensity again begins to decay expon
tially.

Figure 2b displays the energy position of lineD for in-
tentionally undoped superlattices grown on~311!A and~100!
substrates as a function of temperature. Also shown for c
parison is the temperature dependence of the GaAs

FIG. 1. PL spectra of an undoped type-II (GaAs)7(AlAs) 9 superlattice
grown on GaAs~311!A substrate, which were measured at various tempe
tures.
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width ~Ref. 10!. As seen from the figure, lineD shifts toward
lower energies in the spectrum with increasing temperat
and the shift occurs faster than the decrease with tempera
of the GaAs gap width.

Presented in Fig. 3 are dependences of theD line posi-
tion for intentionally undoped and doped (GaAs)7~AlAs!9

superlattices grown on~311!A and ~100! substrates on the
pump light intensity, which were measured atT577 K. As
seen from the figure, lineD shifts toward lower energies with
decreasing excitation intensity. Note that the line width
creases in the process.

Figure 4a shows nonsteady-state PL spectra of the

-

FIG. 2. ~a! Integrated PL intensity of two intentionally undoped type-
(GaAs)7~AlAs!9 superlattices grown on~100!-oriented substrates vs tem
perature.~b! Energy position of lineD in the PL spectra of intentionally
undoped type-II (GaAs)7(AlAs) 9 superlattices vs temperature. The squa
and triangles relate to the superlattices grown on~100!- and~311!A-oriented
substrates, respectively. The solid line illustrates the temperature de
dence of the bulk GaAs gap width.
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doped superlattice grown on a~311!A substrate, which were
taken at 45 K. It is seen that lineD shifts toward lower
energies and broadens with increasing delay after the ex
tion pulse. As evident from Fig. 4b, following the pulse
excitation the integrated intensity of lineD decays rapidly
during a few tens of ns. After this, the PL intensity decay r
slows down to obey theT5(1/t)g relation. As the tempera
ture increases, the PL intensity decay rate increases too
the value ofg changes from 1.17 forT545 K to 1.61 for
T560 K. The fast PL decay is probably caused by nonra
ative recombination of the nonequilibrium carriers localiz
at quantum-confined superlattice levels, and the slow de
to the recombination of carriers bound to the centers resp
sible for theD line.

3. DISCUSSION OF RESULTS

The above results can be interpreted by assuming
line D in PL spectra of type-II GaAs/AlAs superlattices
due to donor-acceptor recombination involving donors in
AlAs layers and acceptors localized in the GaAs layers.

Donor-acceptor recombination was studied in consid
able detail in bulk semiconductors, and it has been es
lished that recombination in spaced donor-acceptor pairs
duces a PL line whose position and shape depend on
actual experimental conditions. This line shifts toward low
energies with increasing temperature, decreasing pump-
intensity, and increasing delay time following the excitati
pulse.11–14 The line shift depends on the carrier binding e
ergy to impurities and grows with binding energy.11,13 Be-
sides, it was established that donor–acceptor recombina
follows the kinetics described by theI;1/t law and becom-
ing faster with increasing temperature.15 This behavior of the
donor-acceptor recombination line is explained by the

FIG. 3. Energy position of lineD in the 77-K PL spectra of intentionally
undoped and doped type-II~GaAs!7(AlAs) 9 superlattices vs pump power
The squares relate to the undoped superlattice grown on a~100! substrate,
and the circles, to the doped superlattice grown on a~311!A substrate. The
solid lines show the fits.
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pendence of the emitted photon energy\v ~Refs. 11 and 13!
and of the recombination probability of impurity-bound ca
riersW ~Refs. 12,15! on the donor-acceptor separation in t
pair r :

\v~r !5Eg2Ed2Ea1e2/~«r ! , ~1!

W~r !5W0exp~22r /RB! . ~2!

HereEg is the gap width,Ed andEa are the binding energie
of the donor- and acceptor-bound carriers, respectively,e is
the electronic charge,« is the dielectric permittivity of the
medium,RB is the Bohr radius of the carrier at the impuri

FIG. 4. ~a! Nonsteady-state 45-K PL spectra of a type-II intentionally u
doped~GaAs!7~AlAs!9 superlattice grown on a~311!A-oriented GaAs sub-
strate.~b! Line D decay in a type-II intentionally undoped~GaAs!7~AlAs!9

superlattice grown on a~311!A-oriented GaAs substrate. The curves we
measured atT545 and 60 K. The thick solid line shows the fit for th
experimental decay curve measured atT545 K. The thin solid line shows
the laser pump pulse.
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TABLE I. Total binding energies of carriers bound to paired impurities, carrier Bohr radii for the impurity
a lower binding energy, and coefficients of proportionality for intentionally undoped and uniformly sili
doped (GaAs)7(AlAs) 9 superlattices grown on~100!- and ~311!A-oriented GaAs substrates.

Sample
GaAs substrate

orientation Ed1Ea , meV RB , Å K

Undoped ~100! 198610 5.260.3 (2.860.4)3104

Undoped ~311!A 196610 4.960.3 (2.660.3)3104

Doped ~311!A 174610 4.660.5 (4.862.0)3106
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-II
with a lower binding energy,W0 is a constant related to th
probability of recombination forr→0 and characteristic o
donors and acceptors of a particular type in a given semic
ductor.

The D line observed in spectra of type-II GaAs/AlA
superlattices exhibits all the features specific for don
acceptor recombination; apart from this, we do not belie
that other models~impurity-band or intracenter recombina
tion! can account for the totality of the available experime
tal data.

The fairly large shift of the line induced by a change
experimental conditions compared to that of the line p
duced by donor-acceptor recombination in GaAs layers14 is
apparently due to the higher binding energy of the carr
localized at impurities in the superlattice layers, primarily
donors in the AlAs layers. Besides, in superlattices the
shift increases compared to the bulk material because
impurities making up the closest pairs in superlattices
located near heteroboundaries and have a lower binding
ergy than the more distant impurities residing in central
gions of the layers.

To determine the binding energies of the carriers at
impurities making up donor-acceptor pairs, the experime
dependence of the position of lineD at 77 K on pump inten-
sity was fitted by a theoretical relation16

J5K$@\vm2Eg1~Ed1Ea!#3/

@2~Eg2~Ed1Ea!2\vm!1e2/~«RB!#%

3exp$22e2/~«RB!/@\vm2Eg1~Ed1Ea!#% , ~3!

where \vm is the position of the maximum of the dono
acceptor recombination line,« is the dielectric permittivity
of the medium accepted equal to 11.3, andK is the coeffi-
cient of proportionality. For the gap widthEg was taken the
distance between the first quantum-confined electronic le
in the AlAs layer and the first heavy-hole level in the Ga
level, which is the sum of the energy of the photon emitted
the exciton annihilation atT56 K and of the exciton binding
energy, which was assumed17 to be 13 meV; one took also
into account the decrease of the GaAs and AlAs gap wid
with temperature, which is approximately the same, 9 m
at T577 K ~Ref. 18!.

The total carrier binding energy at the pair-compon
impurities are listed in Table I for intentionally undoped a
uniformly silicon-doped (GaAs)7~AlAs!9 superlattices
grown on ~100!- and ~311!A-oriented GaAs substrates.
should be pointed out that the values of the Bohr rad
presented in Table I are nothing more than a fitting para
n-
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e

-

-

rs
t
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e
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el
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s
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eter, because this concept can be applied to impurity-bo
carriers in superlattices only with certain reservations.

The data given in Table I can be used to derive
energy position of the donor levels in AlAs layers grown
~100!GaAs substrates. The binding energies of holes bo
to shallow acceptors in single GaAs/AlAs quantum wells
various thicknesses which were grown on~100!GaAs sub-
strates were determined experimentally and theoretically19 to
be 57 and 42 meV in ad521-Å thick quantum well for
acceptors located at the well center and close to the he
oboundaries, respectively. Reducing the barrier thickness
tween quantum wells to'30 Å ~in the superlattices studie
here the barrier thickness was set to 27 Å by the grow
conditions! affects only weakly the hole-to-acceptor bindin
energy.20 It should be pointed out that for a quantum we
'20 Å thick, the binding energy of holes localized at acce
tors depends strongly on its thickness; indeed, a chang
the quantum-well thickness by one monolayer ('3 Å)
changes the binding energy by67 meV.19 Assuming the
main contribution to the donor–acceptor recombinat
spectrum of superlattices to be due to transitions involv
acceptors in the central region of a quantum well, the bind
energy of donor-bound electrons in intentionally undop
superlattices will be 140610 meV, and that for silicon-
doped ones, 115610 meV.

In the AlAs layers of silicon-doped superlattices, silico
at arsenic sites acts as a donor, and, hence, the value we
obtained corresponds to the binding energy of electrons
silicon in the AlAs layer. In intentionally undoped superla
tices, the donors in AlAs layers can be atoms of sulfur,
lenium, tellurium, and silicon;21 obviously enough, the abov
electron–donor binding energies relate to a Group VI e
ment in the Periodic Table. The available information on t
electron-donor binding energies in AlAs layers is scarce. I
known to be more than twice that calculated in the effecti
mass approximation, and for siliconEd~Si!583 meV.21

It is also known that the binding energies of electrons
the S, Se, and Te donors in Al0.6Ga0.4As solid-solution
layers exceed by about 20 meV that of electrons to silic
and are Ed~S!594 meV, Ed~Se!595 meV, and Ed~Te!
591.5 meV~Ref. 21!; the electron-sulfur binding energy i
Al0.75Ga0.25As layers was found to beEd~S!59569 meV
~Ref. 21!. The binding energies of electrons to donors
AlAs layers measured by us are seen to be in excess o
available literature data, which is possibly due to the don
bound carrier energy being influenced by the superlat
confining potential.

To conclude, we have studied PL of MBE-grown type



t a
-
ee

n
.
o
u

fo

r

. J

.

.

d

nd

,

ces

ys.

1581Phys. Solid State 40 (9), September 1998 Zhuravlev et al.
(GaAs)7~AlAs!9 superlattices. It has been established tha
elevated temperatures (160.T.30 K) the superlattice spec
tra are dominated by the line due to the transitions betw
donors located in the AlAs layers and acceptors residing
the GaAs layers. The total binding energy of carriers bou
to donors and acceptors in a pair has been determined
effect of substrate orientation on the binding energy
donor- and acceptor-bound carriers in a pair has been fo
within experimental accuracy.
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Linear coefficients of photoelasticity in multilayer quantum well structures having a
sloping bottom in exciton resonance regions
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An analytic expression is obtained for the linear coefficients of photoelasticity in multilayer
quantum-well structures having a sloping bottom in the region of the fundamental exciton
resonance. The coefficients of photoelasticity are calculated for a GaAs/Al0.28Ga0.72As
superlattice at the long-wavelength edge of the exciton ground-state resonance. It is shown that
these coefficients for multilayer quantum-well structures with the sloping bottom which
arises in a varizone quantum-well, are larger, and for those with a bottom slope determined by a
constant electric field applied to the multilayer quantum-well structure, are lower than the
same quantities for a superlattice with a rectangular quantum-well. The magnitude of the linear
contribution of the piezoelectric field stimulated by the slope of the bottom of the quantum-
well to the photoelasticity coefficient is calculated for piezoelectric superlattices and this is
compared with the contribution introduced by the straining potential. ©1998 American
Institute of Physics.@S1063-7834~98!03709-5#
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The photoelastic properties of multilayer quantum-w
structures~MQWS! in the region of the exciton resonanc
have been studied and it has been shown that localizatio
electrons and holes in a quantum well~QW! leads to a sub-
stantial increase in the linear coefficients of photoelasticity
these structures compared to the bulk case.1 Creating a slope
in the bottom of a QW by one means or another can lea
an additional change in the extent of this localization ow
to a displacement of the interacting electrons and holes o
the width of the well because of the bottom slope.

On the other hand, the possible existence in a QW
excitons in a bound state for electric fields up to;50F0 ~F0

is the electric field strength required to ionize a bu
exciton!2 suggests that a slope in the bottom of a QW c
change the way the exciton energy levels are shifted in e
tric fields, and, in the case of piezoelectric MQWS, the w
the exciton levels are modulated by sound waves.

Here we investigate the elastooptical properties of pie
electric and nonpiezoelectric MQWS with a sloping botto
in the quantum wells near the exciton ground state re
nance.

It is known that, in order to calculate the coefficients
photoelasticity, one must know the wave functions and
ergy levels of the excitons in the quantum well, i.e., the slo
of the bottom of the QW must be taken into account. Up
solving this problem in the approximation of an infinite
deep well,1! we can see two cases where the coefficient
photoelasticity behaves differently: when the slopes of
bottoms of quantum wells for electrons and holes are of
posite sign and when they have the same sign~Fig. 1!.

Quantum wells for electrons and holes with differe
bottom slopes can be created4 by varying the composition o
the layer forming the quantum wells in a MQWS. This lea
to a spatial dependence of the band gap width and, in g
1581063-7834/98/40(9)/5/$15.00
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eral, to different~including signs! slopes. In the particular
case of a GaAs/AlGaAs system~this type of MQWS will be
discussed below!, when Ga atoms are replaced by Al atom
in the GaAs layer during epitaxy, the signs of the slopes w
be opposite and qualitatively related to one another as
lows: Ae52Ah•0.85/0.15, whereAe is the slope of the bot-
tom of an electron QW andAh is the slope of a hole QW.5

We shall refer to this case as a slope generated in a variz
QW.

Evidently, equal slopes (Ae5Ah) occur in the rather
well studied case of a QW located in a constant elec
field,2,6,7 i.e., in the case of a slope at the bottom of the Q
determined by the electric field. We shall analyze these
cases below.

We shall consider a linear inclination over the width
the QW ~i.e., along the coordinatez perpendicular to the
layers of the MQWS!. The energy at the bottom of a QW o
width Lz bounded by infinite barriers atz52Lz/2 and z
5Lz/2 is given byE5Ae,h(z1Lz/2) for electron and hole
wells, respectively. In the case of the incline in a varizo
QW, Ae,h5eFe,h , wheree is the electronic charge andFe,h

are the imbedded electric fields,4 which are generally differ-
ent for electron and hole quantum wells. In the case of
incline determined by an electric field,Fe5Fh5F are the
strengths of the actual electric fields which are appl
equally to electron and hole quantum wells, and the prob
in this case reduces to determining the exciton wave fu
tions and energy levels when an electric fieldF is applied to
the MQWS.2!2,6,7 A generalization of the method to the ca
of an arbitrary slope at the bottom of the QW, independen
of the magnitude of and reason for the slope, makes it p
sible to write the hamiltonian for an exciton in a quantu
well with an inclined bottom in the following form:
2 © 1998 American Institute of Physics
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H52
\2

2me'*
¹ze

2 1AeS ze1
Lz

2 D
2

\2

2mh'
*

¹zh

2 2AhS zh1
Lz

2 D2
\2

2m i
~¹x

21¹y
2!

2
e2

«0Ar21~ze1zh!2
, r5Ax21y2. ~1!

Here the first and second terms describe the one-dimens
state of an electron with coordinateze in a QW with an
energy slopeAe at the bottom, the third and fourth terms, th
same state for a hole with coordinatezh and bottom slope
Ah , the fifth, the kinetic energy of a noninteracting electr
and hole in theXY plane, and the sixth, the potential ener
of an interacting electron at (0,0,ze) and hole at (x,y,zh),
me'* andmh'

* are the effective electron and hole masses i
direction perpendicular to the layers of the MQWS,m i is the
reduced mass in a direction parallel to the layers,«0 is the
stationary dielectric permittivity of the layer forming the QW
~it is assumed that in the barrier layers the stationary die
tric permittivity also equals«0!, and\ is Planck’s constant.

For the case in which the binding energy of an excit
under size-quantization conditions in a QW exceeds
same quantity in the bulk crystal~which, as the calculation
shows, occurs in a GaAs/AlGaAs system forLz,200 Å!, a
solution to the Schro¨dinger equation with the hamiltonian~1!
is chosen in the form of the following trial function:

FIG. 1. The form of quantum wells with an inclined energy bottom in t
case of the inclines in a varizone quantum well~a! and created by a constan
electric field~b!.
nal

a

c-

e

C5
2

l F be~be
214p2!

2p2Lz~12e2be!
G1/2F bh~bh

214p2!

2p2Lz~12e2bh!
G1/2

3cos
pze

Lz
cos

pzh

Lz
expS 2

r

l D
3expS 2

be

2 Fze

p
1

1

2G DexpS 2
bh

2 F6
zh

p
1

1

2G D , ~2!

where the upper sign in the second exponential correspo
to the slope in a varizone QW and the lower, to the slo
created by an electric field, andbe and bh are variational
parameters determined by solving the Schro¨dinger equation
for a free electron and a free hole in the corresponding Q
with an inclined bottom by a variational method analogous
that developed in Ref. 6, where the effect of an electric fi
on a free particle in a QW was examined in detail. T
average values of the ground-state energy for free elect
and holes were also determined numerically by substitu
be andbh in the corresponding expressions for the energ
E1e and E1h obtained by solving the Schro¨dinger equation
including the first two and the third-fourth terms of Eq.~1!,
respectively.l is a variational parameter which is dete
mined by solving a Schro¨dinger equation in which the hamil
tonian is the fifth and sixth terms of Eq.~1!. The expression
obtained for the average energy of the exciton ground s
relative to the bottom of the conduction band when the slo
of the bottom of the QW is taken into account can be writt
in the form

Eex5
\2

2m il
22

e2

«0l2

be~be
214p2!

p2~12e2be!

bh~bh
214p2!

p2~12e2bh!

1

p2

3E
2p/2

p/2 E
2p/2

p/2 E
0

`

drdzedzh

3

r expS 2
2r

l D cos2 ze cos2 zh

Ar21~Lz
2/p2!~ze2zh!2

3expS 2beFze

p
1

1

2G DexpS 2bhF6
zh

p
1

1

2G D ~3!

and is determined numerically.~The upper sign in the expo
nent in the integral is for the slope in a varizone QW and
lower, for the slope in an electric field.!

The calculatedEex and l are plotted in Fig. 2 as func
tions of the quantum-well width for an incline in a varizon
QW (Eex

v ,lv) and for an incline determined by an electr
field (Eex

e ,le). Also shown here are more accurate data
these quantities in the case of a simple~rectangular! well
(Eex

p ,lp). For a given width of the quantum well, the rela
tionships between these quantities areEex

v .Eex
p .Eex

e and
lv,lp,le . Eex

v is slightly greater than the energy of a
exciton in a simple well, because of a shift of the peaks
the electron and hole wave functions toward one of
boundaries of the QW~toward z5Lz/2! and, ultimately, by
their further localization. The smaller value of the excito
energy~Eex

e relative to the energy in a simple well reflects th
opposite situation: the electric field shifts the peaks of
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electron and hole wave functions toward different bounda
~the electron towardz52Lz/2 and the hole towardz5Lz/2!,
thereby weakening the effect of localizing the electron a
hole in a simple QW.7

This sort of interpretation is also confirmed by the d
pendence of the exciton ground state energy on the exte
the bottom incline of the QW~Fig. 3!.3! An increase in the
slope, which enhances the degree of localization of an e
tron and hole along the boundaryz52Lz/2 for a varizone
QW, raises the exciton energy.~In this case the degree o
localization and, accordingly, the form of the curves forEex

v

in Fig. 3 and forEex
v andlv in Fig. 2 depend on the relation

ship betweenAe andAh , which is connected to the physica
and chemical properties of the varizone layer.! Increasing the
incline in an electric field, on the other hand, displaces
electron and hole to opposite boundaries of the QW a
thereby, lowers it.

These major differences for the slope in a varizone Q
and that determined by an electric field, which control t
magnitude and behavior of the variational parameterl in the
expressions for the wave functions and exciton energies,

FIG. 2. The dependence ofl ~the family of curves1! andEex ~curves2! on
the quantum-well widthLz . The dashed curves are for the incline in
varizone QW ~Ae5105 eV/cm, Ah521.77•104 eV/cm!, the dot-dashed
curves are for an incline created by an electric field (Ae5Ah

5105 eV/cm), and the smooth curves, for a simple QW (Ae5Ah250). Ry

is the energy of the ground state of the bulk exciton.
s

d

-
of

c-

e
d,

e

so

have an effect on the magnitude of the resonant portion
the dielectric permittivity in the presence of sound, whi
can be obtained, by analogy with Ref. 1, in a quasista
quasi-one dimensional approximation the acoustic waves

« ik
r 52

4pe2Lik

m0
2v2L

2

pl2

1

\v2Er1 is
,

Er5Eg
W1Eex, Eg

W5Eg1E1e2E1h1~Ae2Ah!
Lz

2
,

Lik5^c,kuei¸r p̂kun,k2¸&^n,k2¸ue2 i¸1r p̂i uc,k&,

uc;v,k&5
1

V0
uc;v,k~r !eikr , ~4!

L5Lz1LB is the superlattice period,LB is the width of the
QW layer forming the energy barrier,v and ¸ are the fre-
quency and wave vector of the electromagnetic wave wh
excites the exciton,̧ 1 is the wave vector of the curren
induced by the electromagnetic wave,Eg

W is the energy gap
between the ground states of the electrons (E1e) and holes
(E1h) in their own quantum wells with inclined bottoms ne
glecting their interaction with one another,Eg is the band
gap in the three dimensional case in the layer forming
QW, p̂ is the momentum operator,m0 is the electron mass
V0 is the volume of a unit cell of the three dimension
crystal, uc;v,k(r ) are the amplitudes of the Bloch function

FIG. 3. The exciton ground-state energy as a function of the slope of
QW bottom (Lz5102 Å). ~1! Incline in a varizone QW,~2! incline created
by an electric field,~3! simple QW~shown for clarity!.
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for the conduction band and valence band with wave ve
k, ands is the width of the ground exciton levelEr .

Thus, it is evident that the photoelasticity coefficien
calculated including the exciton effect also depend on
parameterl. Expanding the resonant part of the dielect
permittivity ~4! in a Fourier series, neglecting the nonline
part of the modulation in the levelEr , in the form « ik

5Sn« ik
nreina, n50,61,62,..., makes it possible to obtain

for the general case of a piezoelectric MQWS, an expres
for the expansion coefficients which are proportional to
photoelastic coefficients of different orders of the deform
tion tensoruik ,

« ik
r,n52

4pe2Lik

m0
2v2L

2

pl2

1

p E
2p

p e2 inada

ad2~E11Eex
m !uik1 is

,

ad52Eg
W01\v2Eex,

Eex
m5

dEex

dFb

4pb

«0
, a5qr2Vt, ~5!

Eg
W0 is the size of the energy gapEg

W unperturbed by the
sound,E1 is the deformation potential,Eex

m is the shift pa-
rameter of the levelEex, Eex

muik
0 denotes the shift in the ex

citon level when a sound wave with a deformation tensor
amplitude uik

0 excites an electric field of strengthFb

54pbuik
0 /«0 in a piezoelectric crystal~b is the piezoelectric

modulus!, dEex/dFb is the derivative of the exciton energ
in a QW with an inclined bottom with respect to the streng
of this piezoelectric field~in the case of a slope determine
by an electric field, dEex

e /dFb5edEex
e /dAe5edEex

e /dAh

while in a varizone QW, whereAeÞAh , dEex
v /dFb

ÞedEex
v /dAeÞedEex

v /dAh), andV andq are the frequency
and wave vector of the acoustic wave.

Estimates show that for an MQWS with an inclined bo
tom, as in the case of an MQWS with a simple bottom,
room temperatures the nonlinear terms in Eq.~5! are negli-
gible for realistically attainable sound intensities. Since o
of the specific features of the QW is the possibility of usi
exciton effects at room temperature, in the following w
shall study only the linear terms« ik

r1 of the Fourier expan-
sion. Restricting ourselves in the integral for« ik

r1 to the linear
term with respect touik and using a formula for the resona
photoelastic coefficient of the formP1111

2D 5«11
r1/(u11

0 «0
2), we

find an expression for the linear term of the photoelas
coefficient when the MQWS is based on a cubic crystal w
piezoelectric properties,

P111152
4pe2Lik

m0
2v2L

2

pl2

~E11Eex
m !

~ad1 is!2 . ~6!

Since for equal values ofa and s the linear photoelastic
coefficients for an MQWS with an inclined bottom,P1111

V,E ,
and for a simple QW,P1111

2D , are related by

P1111

P1111
2D 5

lp
2

lv,e
2

~E11Eex
mv,e!

E1
,

while for an incline determined by an electric field,le.lp

and the level shift parameterEex
me,0, P1111

E in both piezo-
electric and nonpiezoelectric MQWS is always smaller th
or

e
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e
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the photoelastic coefficient for a simple well,P1111
2D . An elec-

tric field, which raises the variational parameterl in Eq. ~2!,
reduces the exciton wave function in the QW to a wa
function which quantitatively describes the bulk cryst
Since the photoelastic coefficients for an incline determin
by an electric field,P1111

E , are related to the bulk photoelast
coefficientsP1111

3D by P1111
E /P1111

3D ;2abs3D/(Ls2Dle
2) ~where

aB is the Bohr radius of an atomic exciton ands3D ands2D

are the energy spreads for the three-dimensional and qu
two-dimensional cases!, we thus have, withL52aB and
s2D5s3D for the electric fields at whichle;aB , P1111

E

;P1111
3D .
In the case of an incline in an MQWS with a varizon

QW, whenlv,lp and the shift parameterEex
mv.0, the ad-

ditional localization of the electrons and holes effective
reduces the thickness of the QW, so that the photoela
coefficient (P1111

V ) is enhanced. This is shown in Fig. 4
where Eq.~6! has been used to construct the curves for
linear resonance photoelastic coefficients for the particu
superlattice GaAs/Al0.28Ga0.72As ~LB5207 Å, Lik51.2
310238 g•erg,8 s2D54 meV! at a frequency shifted by
8 meV toward long wavelengths from the absorption peak
the exciton ground state in an MQWS with a varizone Q
and for an incline imposed by an electric field applied to t
MQWS, together with refined data for a simple well, as fun
tions of the well width.

FIG. 4. The resonant part of the photoelastic coefficientP1111 as a function
of the QW width Lz . ~1! An incline in an MQWS with a varizone QW
(Ae5105 eV/cm, Ah521.773104 eV/cm!, ~2! an incline created by an
electric field (Ae5Ah5105 eV/cm), and ~3! a simple QW (Ae5Ah2
50).
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If the crystal upon which the MQWS is based has pie
electric properties, then the magnitude and character of
modulation in the exciton ground state by the piezoelec
field ~i.e., the contribution of the piezoelectric field to th
photoelastic coefficients! in MQWS of this type with an in-
clined bottom will be different from the case of a piezoele
tric MQWS with a simple QW. Since the ground state of a
three-dimensional hydrogen-like system will depend q
dratically on the applied electric field for electric fields mu
lower than the level required to ionize the system,3 and this
dependence is the same for the case of an exciton in a si
QW, the modulation of the exciton level by the piezoelect
field is also close to quadratic, is extremely small, and d
not contribute to the linear photoelastic coefficients.

This situation is qualitatively different in the case of
QW with an inclined bottom. For piezoelectric fields mu
weaker than the applied electric field which determines
slope of the bottom of the QW or than the imbedded elec
fields in the case of a varizone QW~even for good piezo-
electrics, the field is less than 103 V/cm at medium sound
intensities!, the dependence of the exciton energy on the
ezoelectric field is quasilinear, i.e., the creation of a slope
the bottom of the QW leads to a quasilinear modulation
the exciton ground state by the piezoelectric field and in
duces a linear contribution to the photoelastic coefficien
which does not exist in the case of a simple well. The m
nitude of this modulation~i.e., Eex

me!, which depends on the
derivativedEex

e /dFb , for an incline imposed by an electri
field in the GaAs/Al0.28Ga0.72As system is maximal for elec
tric fields of ;531042105 V/cm, when the exciton energ
as a function of the electric field created by the incline
quires a quasilinear character.

Estimates show that the magnitude of the linear con
bution of the piezoelectric field to the resonant photoelas
ity ~as well as the magnitude of the modulation in the ene
of the exciton level! is small and that the contribution of th
deformation potential predominates. Thus, for t
GaAs/Al0.28Ga0.72As system, Eex

me;0.2 eV and Eex
mv

;0.04 eV, while the deformation potentialE1;6 eV.
Therefore, in MQWS with an inclined bottom of th

QW, the photoelastic properties are substantially differ
from those of an MQWS with a simple well. In MQWS wit
a varizone QW, the slopes of the energy incline at the bot
have different signs, so that the resulting additional locali
tion of an electron and hole in a QW increases the exc
-
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ground state energy and, accordingly, the linear term of
resonance photoelastic coefficient. The situation is the op
site for MQWS in a constant electric field, where the slop
of the incline of the quantum wells are the same. A shift
the electron and hole to different boundaries of the quan
wells leads to a reduction in both the exciton energy and
linear resonance photoelastic coefficient. In piezoelec
MQWS the slope of the QW bottom stimulates a quasilin
modulation of the exciton energy by the piezoelectric fie
and a linear~in the piezoelectric field! contribution to the
photoelastic coefficient, which is the distinctive feature
this case from that of a simple well or the bulk crystal. T
magnitude of this contribution~and the modulation!, how-
ever, is considerably smaller than the same quantities sti
lated by the deformation potential.

We thank Yu. V. Gulyaev for valuable comments and
N. Alekseev for great help in carrying out the numeric
calculations.

1!An analysis3 has shown that this approximation may be justified, in p
ticular, for a QW based on GaAs when the width of the QW is close to
Bohr radius of the bulk exciton.

2!In order not to limit the generality of the analysis, here the zero energy
for a varizone QW, is taken atz52Lz/2. When determining the exciton
energy, this does not influence the result, since for a QW in an electric
Ae5Ah .

3!SinceAeÞAh for the incline in a varizone QW, the incline is characteriz
by the slope of the bottom of an electron well (Ae). The corresponding
slopes for a hole well are uniquely related toAe and are determined as
noted above.
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Spin splitting of optically active and inactive excitons in nanosizedn-InP/InGaP islands has been
revealed. Optically inactive states become manifest in polarized-luminescence spectra as a
result of excitons being bound to neutral donors~or of the formation of the trion, a negatively
charged exciton! in InP islands. The exchange-splitting energies of the optically active
and inactive states have been determined. ©1998 American Institute of Physics.
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The fine structure of radiative exciton levels in low
dimensional systems becomes clearly apparent in the de
dence of optical orientation and alignment of excitons
magnetic field in Faraday geometry. The fine structure
by now been detected for excitons localized in type-I Ga
AlGaAs ~Refs. 1 and 2! and CdTe/CdMgTe~Ref. 3! quan-
tum wells, on one of the interfaces in type-II GaAs/AlA
superlattices,4–6 and in InAlAs/AlGaAs quantum dots7. Un-
der these conditions, polarization spectroscopy of exciton
a magnetic field permits one to measure small anisotro
exchange splittings of levels of optically active states wi
out their spectral resolution. Determination of the spin sp
ting of optically inactive exciton states, which do not direc
contribute to polarized luminescence, is a more comp
problem. A magnetic resonance study of this splitting
type-II GaAs/AlAs superlattices has recently been reporte6

The present work is based on the idea that the fine st
ture of optically inactive states should become directly ma
fest in polarized-luminescence spectra of quantum-w
structures doped by shallow impurities~for instance, by do-
nors!. In this case an optically inactive exciton bound to
neutral donor forms a complex of three particles~two elec-
trons combined into a singlet and a hole!. A similar situation
can occur when an electron attaches to an exciton to prod
a trion in modulation-doped quantum-well structures. R
combination of such complexes gives rise to radiati
whose polarization carries information on the spin splitti
of optically inactive states. This work reports detection o
fine structure of excitons~both optically active and inactive!
localized in a self-organized InP-island system in strain
n-InP/InGaP nanostructures.

1. SAMPLE PREPARATION AND EXPERIMENTAL RESULTS

The structures to be studied were prepared by lo
pressure~100 mbar! MOCVD epitaxy at a growth tempera
ture of 700 °C.8 The starting reagents were gallium and i
dium trimethyls, arsine, and phosphine. The carrier gas
hydrogen purified by diffusion through palladium filters.

The structures were grown on~100!GaAs substrates ori
ented to within 6308 and consisted of a 500-nm thick
1581063-7834/98/40(9)/7/$15.00
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lattice-matched In0.5Ga0.5P buffer film, a layer of nanoscale
InP islands with nominal thickness of three and five mon
layers, and of a 50-nm thick In0.5Ga0.5P cap layer. To pro-
duce an array of nanosized InP islands, the structure
exposed to phosphine flow immediately after the InP la
had been grown. The growth rate of the In0.5Ga0.5P films was
four and two Å/s, respectively. The impurity content in th
layers was about 1015cm23. Figure 1 presents a TEM imag
of a part of the structure containing nominally three In
monolayers, which was obtained at an accelerating volt
of 120 kV. The photograph shows clearly bulk islands
about 700 Å in size, which are fairly uniform in dimension
and are distributed with a density of;33109 cm22.

The samples to be studied were placed at the center
superconducting coil~for measurements in strong field
,5 T!, or of an electromagnet~for weak-field measure-
ments,,2 kG!, in a liquid-helium cryostat. A He–Ne lase
beam (hn51.96 eV) directed along the growth axis of th
structure,zi@001#, produced photoexcitation. The light wa
focused onto the sample surface to a spot'0.5 mm in diam-
eter. A condenser collected the recombination radiation i
a parallel beam which, after passing through a polarizat
analyzer, was focused onto a double-grating spectromete
and detected with a PM tube at the spectrometer exit slit.
pump photon energyhn was less than the InGaP barrie
material gap (Eg'2.0 eV). At hn51.96 eV, the carriers are
excited both in the quantum well~the wetting layer! and in
the nanoislands, so that one produces here primarily nonr
nant excitation of excitons in InP islands. The polarizati
was measured in the regime where the sign of the pump-l
circular polarization was alternated at the mechanic
resonance frequency~26.61 kHz! of a quartz modulator, and
the luminescence polarization was analyzed with a quar
wave phase plate and a linear polarizer. Experiments
formed in this geometry are free of the effects associa
with dynamic polarization of the semiconductor nuclei.9 We
measured the effective degree of circular polarization at
ferent points within the recombination-emission band of
nanoislands,rc5(I s1

s12I s1
s2)/(I s1

s11I s1
s2). Here I s1

s1 and
I s1

s2 are thes1 luminescence intensities unders1 and s2

pumping, respectively. In this caserc may be considered a
7 © 1998 American Institute of Physics
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1588 Phys. Solid State 40 (9), September 1998 Dzhioev et al.
the conventional Stokes parameter, which characterizes
circular polarization of luminescence due to that of the pu
light.

Figure 2 shows an exciton luminescence spectrum fr
InP islands illuminated bys1 light with photon energy
hn51.96 eV and intensityI 52.5 W/cm2. The degree of cir-
cular polarizationrc was measured at the line maximum.
the absence of magnetic field,rc,0. This means that the
laser light reflected from the sample and the luminesce
analyzed in reflection geometry have opposite signs of cir
lar polarization.1! Magnetic field applied perpendicular to th
pump beam causes depolarization of the radiation~the Hanle
effect, depicted in Fig. 3!. As seen from the figure,rc van-
ishes in fieldsH''100 G, reverses sign from negative
positive, and saturates at a levelrc'10.6%. Figures 4 and
5 display the results obtained on the optical orientation
excitons in a longitudinal magnetic field~Faraday geometry!.
We readily see that the degree of circular polarizationrc first
slightly decreases from20.6 to 22.1% ~in fields of 0–1.3
kG!, to subsequently increase from22.1 to 20.1% ~in the
1.3–50-kG range!. Within the experimental accuracy, th
rc(B) dependence is symmetrical with respect to sign rev
sal of the fieldB. In principle, rc may become negative
under resonant excitation of light-hole 1e–1lh excitons be-
cause of the change of selection rules for light absorptio11

FIG. 1. TEM image of a part of a structure containing nominally three
monolayers, obtained at an accelerating voltage of 120 kV.

FIG. 2. Exciton luminescence spectrum from InP islands obtained u
illumination with hn51.96-eV photons at an intensityI 52.5 W/cm2.
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This can hardly account, however, for the polarization s
reversal in the Hanle effect, as well as for the magnetic-fi
dependence ofrc in the Faraday geometry. We are going
show that the negative sign of the luminescence polariza
observed in zero field, the sign reversal of polarization in
Hanle effect, and therc(B) dependence in Faraday geomet
can be explained through participation of an ‘‘exciton on
neutral donor’’ ~or of trions, i.e., negatively charged exc
tons! in radiative recombination.

2. DISCUSSION OF RESULTS

We attribute both the sign reversal of the luminescen
polarization and the magnetic-field dependence ofrc to a
contribution of optically inactive excitons to the lumine
cence polarization, which is made possible by the format
of a bound complex of two electrons and a hole. Because

er

FIG. 3. Radiation depolarization in a transverse magnetic field~the Hanle
effect!. Excitation: s1 light with hn51.96 eV at an intensity
I 52.5 W/cm2. Solid line: a Lorentzian with a halfwidth of 100 G.

FIG. 4. Degree of circular polarization of luminescence in longitudinal m
netic field ~Faraday geometry! unders1 excitation. Solid line is a plot of
Eq. ~4! with the fitting parametersa520.69%, b52.14%, and
c51.43%.
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samples under study contain donors not only in the InP na
sized islands but in the InGaP barrier material as well, t
possibilities can be conceived in this connection. First
there are neutral donors in the InP islands, photoexcited
citons can be trapped by them to form an exciton–neut
donor complex (D0X). Second, electrons can transfer fro
donors in the barrier material to the InP islands. This m
result in the formation of the trion, a negatively charg
complex of two electrons and a hole. For definiteness, we
going to consider subsequently optical orientation ofD0X
complexes and bear in mind that most of the results obta
is directly applicable to the optical orientation of trions
well. We shall turn back to this point at the end of th
Section.

One of the most remarkable results is the unus
magnetic-field dependence ofrc in the Faraday geometr
~Figs. 4 and 5!. We may recall thatrc grows monotonically,
as a rule, with magnetic field, which is assigned either
suppression of carrier spin relaxation9 or to the Zeeman split-
ting becoming larger than the exciton-level exchan
splitting4,12. In our experiments, however, one observes
nonmonotonic behavior of the degree of polarizatio
namely, it first falls off slightly with increasing field, to
eventually grow in fairly strong fields (B.1 kG). Moreover,
as seen from Figs. 4 and 5,rc,0, i.e., the luminescence an
pump-light polarizations have opposite signs.

We shall first show how the luminescence polarizat
can reverse its sign in the course of exciton recombinatio
the D0X complex, and then turn to a qualitative descripti
of the rc(B) relation. We assume the ground state of t
complex to be the state where the electron spins are ant
allel to form a singlet. We shall neglect for some time t
exchange coupling between the electron and the hole in
exciton. In this case, the exciton ground state in quantu
well structures is fourfold degenerate, and the projection
the total momentum on thezi@001# direction is M5s1 j
561,62 ~heres561/2 is the electron-spin projection, an
j 563/2 is the hole momentum projection!. Nonresonant ex-
citation by circularly polarized light produces optical orie
tation of excitons as a result of the spin-polarized elect
and hole becoming bound to form an exciton. For instan

FIG. 5. Decrease ofrc in a longitudinal magnetic field caused by a cont
bution of optically inactive excitons to the polarization of the radiation. T
solid curve was calculated using the parameters of Fig. 4.
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under illumination withs1 light the photoelectron spin is
directed predominantly antiparallel to thez axis, whereas the
holes are primarily oriented along the latter. To simplify o
reasoning, we assume the spins of all photoelectrons to
antiparallel to thez axis, and the holes to be unpolarized. A
a result, half of the excitons will have a momentum proje
tion M511 ~optically active excitons!, while for the other
half M522 ~optically inactive excitons!. The M511 ex-
citon recombines by emitting as1 photon, which means tha
the sign of circular polarization of the radiation coincid
with that of the pump light. Optically inactive excitons d
not contribute to the radiation. The situation changes ess
tially if neutral donors (D0 centers! are present in the quan
tum well. In this case there is a possibility for optically in
active excitons withM522 to recombine. Indeed, if an
M522 exciton is bound in the exciton–neutral-donor co
plex (D0X), the projection of the total momentum of th
complex is determined by that of the hole momentum and
23/2 ~with two electrons forming a singlet!. Recombination
of a hole with an electron@with spin projection (11/2)] is
accompanied by emission of as2 photon, thus producing
negative circular polarization of the luminescence. On
other hand, binding of optically active excitons wit
M511 in theD0X complex~with total-momentum projec-
tion of 13/2) producess1-polarized luminescence, as in th
case of free-exciton recombination. We have been consi
ing a limiting case of the spins of all photoelectrons bei
antiparallel to thez axis, and of unpolarized holes, whic
results in formation of excitons with the momentum proje
tions M511 andM522. In a general case there are al
excitons withM521 andM512 ~because of carrier-spin
relaxation!, so that the polarization of active and inactiv
excitons is less than 100%. Under these conditions, howe
one can also maintain that the contribution of optically ina
tive excitons to the resultant circular polarization of theD0X
complex is negative if the degree of their orientationP2

5(N22N22)/(N21N22),0 ~hereN2 is the number of op-
tically inactive excitons with the momentum projectionM
512, andN22, that with M522). At the same time the
contribution of optically active excitons is positive and
determined by the degree of orientationP15(N1

2N21)/(N11N21).0 (N1 and N21 are the numbers
of excitons with the momentum projectionsM511 and
M521, respectively!. If for some reason optically active
and optically inactive excitons provide different contrib
tions to the recombination radiation, the resultant degree
circular polarization of the luminescencerc can be either
positive or negative, depending on which of the contributio
is dominant. This difference in the contributions may resu
for instance, from the fine structure of exciton levels in lo
dimensional systems. It is due to the electron–hole excha
coupling in the exciton, which has until now been neglec
here. We are going to show next that the exchange split
of the spin levels of optically active and inactive excito
can qualitatively account for the magnetic-field depende
of rc ~see Figs. 4 and 5!.

Figure 6 shows the structure of the exciton sp
sublevels.12 The d2 levels of M561 excitons split already
in zero magnetic field into a pair of optically active state
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which are linearly polarized in two orthogonal directions. A
a result of this splitting, excitation with circularly polarize
light does not orient the optically active excitons, i.e., th
degree of orientationP150. In a longitudinal magnetic field
the linearly polarized states become circularly polarized, t
increasing the degree of orientation of optically active ex
tons. This will bring about an increase in the degree of c
cular polarization of the luminescence, because the contr
tion of optically active excitons to the radiation polarizatio
is positive. As seen from Fig. 4, in fieldsB.1 kG the degree
of circular polarization grows with increasing contribution
optically active excitons to the luminescence polarizati
The characteristic field in whichrc begins to grow is'15
kG. The characteristic magnetic fieldB2 required to restore
the optical orientation of excitons can be evaluated by eq
ing the exchange splittingd2 to the Zeeman splitting of op
tically active states,mBugi

e2gi
huB2 ~heregi

e and gi
h are the

longitudinalg factors of the electron and the hole!. The val-
ues of d2 for excitons localized in type-I low-dimensiona
systems are typically 10–100meV.2,12 Assuming
d25100meV, gi

e51.6 andgi
h52.9,13 we come to an esti-

mateB2513 kG, which is in agreement with experiment.
Let us turn now to the weak magnetic-field doma

B,1 kG ~Figs. 4 and 5!. Hererc decreases with increasin
magnetic field. We attribute this to an increasing contribut
of optically inactive excitons to luminescence polarizatio
Indeed, as follows from the foregoing consideration, pol
ized optically inactive excitons can recombine only wh
bound in aD0X complex, with the circular polarization hav
ing negative sign. It appears natural to explain the beha
of rc in weak magnetic fields as due to a fine structure of
optically inactive states~see Fig. 6!, similarly to the case of
optically active excitons. A pair of optically inactive state
represents actually a superposition of theM512 and
M522 states taken with equal weights but different phas
If the time required for a donor to capture an inactive ex
ton, t2, is long enough (t2@\/d1), then they will not be
optically oriented in zero magnetic field,P250. Application
of a magnetic field transforms optically inactive states in
two pure states withM512 and M522, which makes
possible their orientation. Because their contribution to
polarization is negative,rc should decrease with increasin

FIG. 6. Fine structure of the spin levels of thee1 –hh1 exciton in zero
magnetic field.
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magnetic field, a situation observed experimentally. T
characteristic fieldB1 in which rc decreases is'80 G.
Thence one can estimate the splittingd1 using the relation
d15mBugi

e1gi
huB1'2.1meV, which is substantially less

than the exchange splitting of optically active states. T
value of the energy splittingd1 imposes a serious constrain
on the lifetimet2 of optically inactive excitons against the
binding in theD0X complex. In order for the splitting of
inactive states to become experimentally observable,
condition t2@\/d1'0.25 ns should be satisfied. Such lon
trapping times~of the order of the radiative-recombinatio
time t>0.5 ns in the structures under study, Ref. 14! are, in
principle, conceivable, if the dimensiond of the islands lo-
calizing the excitons significantly exceeds the Bohr radius
the excitonax and that of the donor-bound electronad . In
this case an exciton will need a certain time to encounte
D0 center. Besides, at low temperatures the exciton can
calize at thickness fluctuations of the nanoislands, with
subsequent tunneling to a neutral donor, which likew
would require an additional time. It should be stressed t
this model itself is valid only ifd@ax , ad , i.e., when the
exciton and electron at a donor may be considered as in
pendent quasi-particles. In the samples under studyd
'700 Å, andax ,ad;100 Å, so that this conditions is up
held ~otherwise one should consider from the very beginn
spin interactions of three particles on an equal footing, wi
out separating them into an exciton and aD0 center!.

Thus excitons appearing under nonresonant excita
form through binding of optically oriented electrons wi
holes. After a timet2*0.25 ns, optically inactive exciton
are trapped by neutral donors to formD0X complexes. Re-
combination of an exciton bound in a complex is accom
nied by the emission of photons, with their circular polariz
tion being opposite in sign to the pump-light polarization. A
for the optically active excitons, the time of their trapping b
a neutral donor,t1, should not differ much from that o
inactive excitons,t2, and therefore one can sett1't2

.0.25 ns. Note that optically active excitons can recomb
in two ways. If their radiative-recombination timet is much
shorter than the trapping time by a donor,t1, optically active
excitons will recombine before becoming bound in aD0X
complex. In the other limiting case (t@t1) they recombine
through theD0X complex. The radiative-recombination tim
of active excitons in such structurest>0.5 ns.14 Therefore,
both possibilities are realizable in principle. This will no
change in any way a qualitative description of the behav
of rc with magnetic field. Indeed, after the formation of
complex a hole will recombine only with its9own9 electron,
because its spin is parallel to that of the donor-bound e
tron. Therefore the degree of circular polarization of the
minescence of a complex formed by trapping optically act
excitons will be determined by the degree of their spin p
larization, similar to the case of free-exciton recombinatio
A quantitative consideration of the problem will, howeve
reveal a difference. We believe that optically active excito
in the samples under study likewise recombine through
D0X complex, i.e., thatt.t1 ~the lifetime of excitons is
dominated by their trapping time by a donor!. As a matter of
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fact, optical polarization of excitons in undoped quantu
dots is accompanied by optical alignment and/or convers
from optical orientation to optical alignment.7 This is due to
the electron and hole spins in the exciton being correla
There is no such correlation, however, in theD0X complex,
and therefore there should be no linear polarization of
radiation associated with the exciton alignment. Opti
alignment of excitons was observed in the samples un
study neither under nonresonant excitation (hn51.96 eV)
nor under quasi-resonant excitation (hn51.83 eV) of exci-
tons. This implies that the main recombination channel
both optically active and inactive excitons involves theD0X
complex.

The model we have considered provides a qualita
explanation both for the sign reversal of the luminesce
polarization and for the dependence ofrc on magnetic field.
In zero magnetic field, excitons are not oriented becaus
the exchange splitting of both active and inactive sta
Therefore the recombination radiation does not contain a
cularly polarized component~provided the electrons at th
donors are not polarized!. In the magnetic field of Farada
geometry, first the splitting of optically inactive states disa
pears, which restores the optical orientation of these st
and reduces the degree of circular polarization of the ra
tion @with rc decreasing fromrc (B50)'20.6% torc (B
5500 G)'22.1%, see Figs. 4 and 5#. In strong magnetic
fields, Zeeman splitting becomes larger than the splitting
optically active states in zero field, thus giving rise to orie
tation of active excitons. This accounts for the increase orc

in strong magnetic fields fromrc (B5500 G)'22.1% to
rc (B55 T) '20.1% ~Fig. 4!. This process can be pre
sented schematically as follows:

s1photon→e% h→M51→D0X→s1photon ,

s1photon→e% h→M52→D0X→s2photon .

Absorption of s1 light creates electrons and holes, whi
subsequently combine to form excitons. After this, excito
are trapped by a neutral donor. Recombination of the co
plex produced by trapping of optically active excitons is a
companied by emission of a photon of the same polariza
(s1), whereas binding of inactive excitons gives rise
emission of an oppositely polarized (s2) photon.

Note that, in this model, the luminescence must be
polarized in zero magnetic field~if the electrons at donors ar
not polarized!. As evident from Figs. 3–5, however,rc(0)
'20.6%. Besides,rc(0) depends on the pump light inten
sity, namely, under weak pumpingrc(0)510.6%, then it
decreases with increasing intensity, and saturates at a lev
22%. This implies that the donor-bound electrons are o
cally oriented. Optical orientation of electrons bound to d
nors in n-type bulk materials was studied in detail.9 It was
established that the spin polarization of donor electrons
creases with the intensity of circularly polarized light, a
that at high intensities the halfwidth of the luminescen
magnetic-depolarization curve increases too. The same
ation is observed in our case. It appears therefore reason
to attribute the behavior ofrc(0) as a function of pump-ligh
intensity to polarization of donor-bound equilibrium ele
n
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trons. We are going to show subsequently that the polar
tion of the radiation emitted by theD0X complex should
contain a contribution due to the polarization of the don
bound electrons,Pd , even if the excitons bound in a com
plex are unpolarized. Two questions may arise in this c
nection, however. First, if in zero field the excitons a
unpolarized, what process will produce spin polarization
equilibrium electrons at donors? And second, whyrc in a
transverse field does not vanish~the excitons are unpolarize
because of the electron–hole exchange interaction, and
electrons at donors are depolarized because of the Hanl
fect in a transverse magnetic field! but reaches instead a leve
of 10.6% ~Fig. 3!? Similarly, as the light intensity is re
duced,rc in zero magnetic field, rather than vanishing~in the
weak-pumping limit the donor-bound electrons are a
depolarized9!, attains the same level of10.6% as in the
presence of a transverse magnetic field. The answer to t
questions lies in the existence, besides the above, of o
mechanisms ofD0X formation as well, which produce po
larization of electrons at the donors and account for the p
ence of the ‘‘residual’’ positive polarizationrc510.6%.
For instance, first a photoelectron is trapped by a neu
donor to form aD2 center, after which it is joined by a
photoexcited hole to produce theD0X complex:

s1photon→D0
% e% h→D2

% h→D0X→s1photon .

Because the hole is polarized alongzi@001#, after its capture
by the D2 center the degree of circular polarization of th
complex radiation will be determined only by the hole sp
polarization, so thatrc.0. The contribution of this proces
to total luminescence provides an explanation for the
sidual positive polarization and for its insensitivity to tran
verse magnetic field~the transverseg factor of holes is close
to zero!.

As for the optical pumping of donor-bound electrons,
will occur, for example, as a result of equilibrium electro
being replaced by optically oriented photoelectrons; inde
equilibrium electrons recombine to be replaced by sp
polarized photoelectrons. If the spin relaxation of electron
donors is not a very fast process, their polarization will p
sist until the creation of the next electron–hole pair, and
steady-state conditions the donor-bound electrons will be
larized, with the sign of their polarizationPd being deter-
mined by the polarization of the photoelectrons.

In principle, all the above processes may contribute
some extent to the magnetic-field dependence of the lu
nescence polarization. At present, however, we are not
to isolate each of them experimentally. Therefore, in the
merical calculations, we are going to restrict ourselves to
first of the above-mentioned processes, i.e., to the forma
of an exciton with its subsequent trapping by a donor and
recombination. As for the spin polarizationPd of the donor-
bound electrons, we shall consider it as a phenomenolog
parameter which does not depend on magnetic field.

We calculate first the degree of circular polarizationrc

of the luminescence as a function of polarization of optica
active, P1, and optically inactive,P2, excitons and of the
polarization of donor-bound electronsPd . Two cases can be
conceived for optically active excitons: 1! Exciton with the
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momentum projectionM511 (s521/2, j 513/2) is cap-
tured by a neutral donor whose electron spin is aligned w
the z axis (sd511/2). Recombination of such a complex
accompanied by emission of as1 photon, with the intensity
being proportional both to the number ofM511 excitons
and to the number of electronsNd↑ , i.e., I s1}N11Nd↑ ; 2!
Exciton with the momentum projectionM521 (s
511/2, j 523/2) is captured by a donor whose electr
spin is antiparallel to thez axis (sd521/2). This produces
s2 luminescence withI s2}N21Nd↓ . For the contribution
of these processes to the luminescence polarization
readily obtainsr1c5P11Pd ~here Pd5(Nd↑2Nd↓)/(Nd↑
1Nd↓), and it is assumed thatP1Pd!1). A similar analysis
performed for the optically inactive excitons yields for the
contribution to the radiation polarizationr2c5P22Pd . If
the numbers of optically active and inactive excitons are
the ratioW/(12W), whereWP@0,1# presents the contribu
tion of M51 excitons to the total intensity, the resulta
degree of circular polarization of the luminescence will ta
on the form

rc5W~P11Pd!1~12W!~P22Pd! . ~1!

Neglecting the spin relaxation, the degree of orientationP1

of optically active excitons in a longitudinal magnetic field
given by the expression12

P15P1
0 11~V1t1!2

11~V1t1!21~v2t1!2
. ~2!

Here\V15mBugi
e2gi

huB is the Zeeman splitting of optically
active excitons,\v25d2 is the splitting of radiative states i
zero magnetic field,t1 is the lifetime of optically active ex-
citons, andP1

0 is the degree of orientation at the instant
exciton creation. When independent electrons and holes
duce an exciton,P15Ph2Pe @the degree of orientation o
photoelectronsPe5(N↑2N↓)/(N↑1N↓), and that of photo-
excited holesPh5(N13/22N23/2)/(N13/21N23/2)]. Note
that unders1 excitationPh.0,Pe,0, andP1

0.0. The de-
gree of orientation of optically inactive excitons,P2, is de-
termined by a similar expression

P25P2
0 11~V2t2!2

11~V2t2!21~v1t2!2
, ~3!

where\V25mBugi
e1gi

huB, \v15d1, P2
05Ph1Pe , andt2

is the lifetime of optically inactive excitons. If the excito
lifetime is long enough, i.e., ifv2t1 , v1t2@1, Eqs.~2! and
~3! can be simplified. Substituting under these conditions~2!
and~3! into Eq. ~1! yields the final equation, which we sha
use in discussing the experimental data

rc5a1b
B2

B21B2
2

2c
B2

B21B1
2

~4!

with the parametersa5(2W21)Pd , b5W(Ph2Pe),
c52(12W)(Ph1Pe), B25d2 /(mBugi

e2gi
hu), and B1

5d1 /(mBugi
e1gi

hu). The first term in Eq.~4! describes the
contribution of the spin relaxation of equilibrium electrons
the polarized luminescence of theD0X complex, the second
h

ne

n

o-

corresponds to that of optically active excitons, and the th
term relates to the spin orientation of optically inactive ex
tons bound in theD0X complex.

The solid lines in Figs. 4 and 5 are plots of Eq.~4!
calculated with the fitting parametersa5(20.6960.06)%,
b5(2.1460.08)%, c5(1.4360.06)%, B15(8267) G,
and B25(1861) G. Theory is observed to agree with th
experiment. Let us discuss the results obtained. Consider
parametersa, b, and c, which determine therc(B) depen-
dence in Figs. 4 and 5. The fact that parametersb, c.0 is in
accord with the above statement thatPh.0,Pe,0 unders1

excitation. Further, becausea,0, two possibilities are con-
ceivable: eitherW.1/2 ~i.e., optically active excitons are
dominant in recombination! and Pd,0 ~the donor-bound
electrons are polarized by photoelectrons!, or W,1/2 and
Pd.0 ~the polarizations of the donor-bound electrons and
the holes are of the same sign!. We shall not analyze thes
cases in great detail because the model used in data treat
is too simple. A more rigorous consideration should inclu
all the above mechanisms ofD0X complex formation. Be-
sides, the degree of polarization of the donor-bound electr
Pd may itself depend on magnetic field, because the opt
orientation of excitons is restored by magnetic field and th
will affect, in their turn, the polarizationPd . Let us turn now
to parametersB1 andB2 determining the behavior ofrc(B)
in Figs. 4 and 5. If the electron and holeg factors are known,
one can find parametersd1 andd2 characterizing the exciton
fine structure. Using for theg factors the valuesgi

e51.6 and
gi

h52.9,13 we come tod1'2.1meV andd2'130meV. Note
that the simplified model used in describing our experim
does not take into account the spin relaxation of carriers
the exciton. A theory of optical orientation of excitons in th
presence of spin relaxation was developed.4 It was shown
that inclusion of spin relaxation makes the characteris
magnetic field restoring the optical orientation of excito
dependent not only ond2 but on the ratio of the exciton
optical-orientation and optical-alignment relaxation times
well. Therefore the true value ofd2 may turn out to be
smaller. Taking into account the spin relaxation can a
change somewhat the value ofd1 obtained within the simple
model ~see Appendix A in Ref. 4!.

We have been considering the optical orientation of
exciton–neutral-donor complexes in nanosized islan
whose transverse dimension exceeds by far both the B
exciton radius and the radius of the donor-bound electr
The samples we studied contain donors, however, not onl
the InP islands but in the InGaP barriers as well. Theref
part of the electrons from the barriers can become locali
in InP layers. In such cases it would be more appropriate
speak about the optical orientation of trions, i.e., qua
particles consisting of two electrons and a hole. The ab
model is applicable also to the optical orientation of trions
nanosized islands. It can be employed also in the cas
optical orientation of trions in quantum wells with two
dimensional electron gas, where the mean separations am
electrons exceed by far the exciton Bohr radius (nsaB!1,
wherens is the surface density of the electron gas!. Finally,
this model can be readily generalized to the case of excit
bound to neutral acceptors in low-dimensional systems.
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1!The phenomenon of sign reversal of the radiation in zero magnetic
was observed in bulk samples as well.10
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Energy spectra and quantum crystallization in two-electron quantum dots
in a magnetic field
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Quantum crystallization of electrons in a quantum dot~QD! subjected to an external magnetic
field is considered. Two-electron QDs with two-dimensional~2D! parabolic confining
potential in an external transverse magnetic field are calculated. The Hamiltonian is numerically
diagonalized in the basis of one-particle functions to find the energy spectra and wave
functions for the relative motion of electrons with inclusion of electron–electron interaction for a
broad range of the confining-potential steepness (a) and external magnetic fields (B). The
region of the external parameters (a, B) within which a gradual transition to quantum crystalline
order occurs is numerically determined. In contrast to a 2D unbounded system, a magnetic
field acts nonmonotonically on ‘‘crystallization’’ in a quantum dot with several electrons because
of a competition between two effects taking place with increasingB, namely, decreasing
spread of the electron wave functions and increasing effective steepness of the confining potential,
which reduces the average separation between electrons. ©1998 American Institute of
Physics.@S1063-7834~98!03909-4#
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Quantum dots~QD! as quasi-zero-dimensional system
are extremely interesting low-dimensional systems. They
of importance not only as a possible component base
nanoelectronics, but also as model objects for basic rese
namely, as giant artificial atoms with controllable para
eters, such as the type and steepness of the confining p
tial, the number of particles, and characteristic size of
confinement region. The type of the confining potential
determined by the actual method used to prepare the
Among the most commonly used are the ‘‘rigid wall’’ an
the parabolic confining-potential models.1–7 The model of
the parabolic lateral confining potential was confirmed
self-consistent calculations8 and is applicable to not very
large QDs. The excitation spectra of many-electron QDs
be calculated within various approximations. It was prov
in particular,9 that the generalized Hartree–Fock approxim
tion is adequate to many-electron QDs in strong magn
fields within a certain region of the confining-potential stee
ness.

One of the most interesting problems in the physics
two-dimensional electron systems is the crystallization
electrons predicted for three-dimensional systems
Wigner10 and considered theoretically11–15 for two-
dimensional systems~see also reviews Refs. 16 and 17!.
Calculation of the two-dimensional electron-g
crystallization15,18 yields results which agree well with
numerical19,20 and physical21 experiments. The crystalliza
tion of electrons in quantum dots was considered22 for the
classical case by molecular-dynamics simulation~see also
Ref. 23 and references therein!, and for a quantum-confine
region, by the quantum Monte-Carlo method24. As predicted
in Ref. 13, a strong magnetic field expands the region of
crystal existence~see also Refs. 14, 15, and 17 and ref
1591063-7834/98/40(9)/6/$15.00
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ences therein!. It appears of interest to consider also the
fect of magnetic field on the onset of ‘‘crystalline’’ order i
a quantum dot. As will be shown below, its influence on t
appearance of crystalline order within a certain region of
control parameters~magnetic field and the steepness of t
confining potential! is nonmonotonic because of the comp
tition between two mechanisms, the localizing action of t
magnetic field~reduced spread of the wave function! and
compression of the system as a whole because of the g
ing effectivesteepness of the confining potential and the
sociated decrease of the average electron separation.

This work considers the problem of a two-dimension
QD with two electrons within a broad range of transver
magnetic fields. The model used is the parabolic confin
potential U(r )5ar 2, although the results obtained can b
readily generalized to other types of the potential as well.
cover a large range of magnetic fieldsB and of the steepnes
parameters of the confining-potentiala, we used in looking
for the energy spectrum and wave functions numerical
agonalization of the Hamiltonian in the basis of one-parti
eigenfunctions.

We are going to consider in this work quantum cryst
lization in a two-electron, two-dimensional QD in a tran
verse magnetic field.

1. ENERGY SPECTRUM AND WAVE FUNCTIONS OF THE
RELATIVE MOTION OF ELECTRONS WITH INCLUSION
OF ELECTRON-ELECTRON INTERACTION

Consider two electrons in an external potential well
the formU5ar 2 ~parabolic lateral potential! in a transverse
magnetic fieldB.

Because of the problem being axially symmetric, w
4 © 1998 American Institute of Physics
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may conveniently use symmetric gauge of the vector po

tial A: A5
1
2

@B3r #.

The Hamiltonian of the system can be written

Ĥ5

S 2 i¹12 eA

c D 2

2m*
1

S 2 i¹22eA

c D 2

2m*

1
e2

~«ur12r2u!
1a~r 1

21r 2
2! , ~1!

wherem* is the effective electron mass,« is the dielectric
permittivity, anda is the steepness parameter of the con
ing potential.

We next make the quantities involved dimensionless
introducing the following units of distance, energ
confining-potential steepness, and magnetic field:

a05
\2«

2m* e2
, E05

2m* e4

\2«2
,

a05
E0

a0
2

, B05
~2m* !2e3c

\3«2
, ~2!

wherea0 and E0 are the radius and binding energy of th
two-dimensional exciton.

After this, the Schro¨dinger equation takes on the form

FD r1
1D r2

1
ivc

4 S ]

]u1
1

]

]u2
D1E2S a1S vc

4 D 2D
3~r 1

21r 2
2!2

1

ur22r1uGc50 , ~3!

wherevc is the cyclotron frequency.
The distinctive feature of an external parabolic poten

is the possibility of separating the center-of-mass- from re
tive motion of particles. After replacing the coordinat
R5r11r2 andr5r12r2, we obtain coupled equations cha
acterizing the center-of-mass motion and relative motion

]2cR

]R2
1

1

R

]cR

]R
1

1

R2

]2cR

]u2
1 i

vc

4

]cR

]uR

1S ER2
b2

2
R2DcR50 , ~4!

]2c r

]r 2
1

1

r

]c r

]r
1

1

r 2

]2c r

]u2
1 i

vc

4

]c r

]u r

1S Er2
b2

2
r 22

1

ur u Dc r50 , ~5!

E5ER1Er . ~6!

Here b5@(vc/4)21a#1/2 is a parameter characterizing th
effectivesteepness of the confining potential in a magne
field, which grows with the field.

The total wave function should be antisymmetric w
respect to electron permutation. Because the wave func
characterizing the center-of-mass motion,cR , is symmetric
n-

-

y

l
-

c

on

under permutation ofr1 andr2, spinS50 should correspond
to even wave functions of the electron relative motionc r ,
andS51, to odd ones.

Equation~4! allows an analytical solution; one can thu
determine the center-of-mass energiesER ~the Darwin–Fock
energies! and the eigenfunctionscR :

ERnm
523/2bS n1

umu11

2 D1
vc

4
m , ~7!

cnm~R!5S n!

p~ umu1n!! S b

A2
D umu11D 1/2

Rumu

3exp~2bR2/2A2!Ln
umuS bR2

A2
D exp~ imu! , ~8!

whereLn
umu is the associated Laguerre polynomial.

The equation for relative motion~5! differs from that for
the center of mass only in including the electron–elect
interaction. In accordance with the symmetry of the proble
the wave function of relative motion can be written
c r(r )5 f m(r ) exp (imu), wherem50,61, . . . , and theradial
function f m(r ) satisfies the equation

]2f

]r 2
1

1

r

] f

]r
1S Erm8 2

b2

2
r 22

1

ur u
2

m2

r 2 D f 50 , ~9!

whereErm8 5Er2mvc/4.
Equation~9! contains the only control parameter of th

problem, namely, the effective potential steepnessb, which
determines the wave-function structure and the eigenva
Erm8 .

Expandf m(r ) in the basis of eigenfunctions of the prob
lem without the Coulombic interaction among the electro

f nm5S n!

p~ umu1n!! S b

A2
D umu11D 1/2

r umu

3exp~2br 2/2A2!Ln
umuS b

A2
r 2D , ~10!

f m5(
n

Cnmf nm . ~11!

The solution to Eq.~9! will be found by numerical di-
agonalization of the Hamiltonian in the basis of these fu
tions. The eigenfunctions of energy are determined from
equation

det$Vnm
n8m1dn,n8~«nm2Er !%50 , ~12!

where

Vnm
n8m5S n!n8!

~n1umu!! ~n81umu!!

b

A2
D 1/2

3(
i 50

n

(
j 50

n8

~21! i 1 j S n1umu
n2 i D

3S n81umu
n82 j DGS i 1 j 1umu1

1

2D , ~13!
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andG is Euler’s gamma function.
The energy and length can be conveniently normali

as

E85
E

vc
, r 85rAvc . ~14!

Now the eigenenergies and the eigenfunctions charac
izing the basis functions~in which diagonalization is done!
depend on the dimensionless parameterg5b/vc

5Aa/vc
211/16. The center-of-mass energy can be writte

ERnm
8 5 2A2gS n1

umu11

2 D1
m

4
. ~15!

Figure 1 presents the dependences of the lower-leve
ergiesEr8 on parameterg derived from the solution of Eq
~12!. The positions of the energy levels increase monoto
cally with g ~for a fixedvc). States with the same quantu
numberm exhibit quasi-crossing of energy levels. For sta
with different symmetry, i.e., with different quantum num
bers m, one observes level crossing. These crossings
quasi-crossings are more clearly pronounced forg;1,
where all factors~confining potential, magnetic field, Cou
lomb interaction! produce comparable effects.

If parameterg is large enough~the case of strong mag
netic fields!, the electron–electron interaction is small com
pared to the other parameters, and therefore the rela
motion energiesEr approach asymptoticallyER ~7!, i.e., they
are linear ing. This is seen clearly from Fig. 1.

We considered also the dependence of the energy l
positions Er separately on the steepness of the confin
potential a and on magnetic fieldB. The dependence
of the lower energy levels on the steepnessa are presented
in Fig. 2a. The energies outside the level quasi-crossing
gion increase monotonically witha.

The level quasi-crossings are more clearly pronoun
in Fig. 2b showing the dependence of the lower level en

FIG. 1. Energies of the lower levelsEr8 vs parameterg5b/vc .
b5@(vc/4)21a#1/2 is the effective steepness of the quantum-dot confin
potential in a magnetic field,a is the confining-potential steepness para
eter.
d

r-

n-

i-

s

nd

-
e-

el
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e-

d
r-

gies on magnetic fieldB. The energies of the levels grow
with B. Quasi-crossing of levels with the same symmetry
accompanied by the appearance of energy gaps. The v
tion of the plots in curvature reflects combined action of
factors, namely, the magnetic fieldB, confining potentiala,
and the Coulombic electron interaction. This is most p
nounced for not too largea andB, i.e., in the region where
all factors produce comparable effects.

It appears of interest to compare the energiesEr ob-
tained by numerical diagonalization of the Hamiltonian w
the results following from the perturbative theory
electron–electron interaction. It was found that perturbat
theory yields fairly good results forg*1 ~the relative error
decreases with increasingg). This is similar to application of
perturbation theory (1/Z expansion! to atoms with a small
number of electrons, despite the absence of an explicit sm
dimensionless parameter of the problem.

The applicability of perturbation theory to this case
demonstrated by Fig. 3 comparing the calculated position

FIG. 2. Energies of the lower levelsEr vs. ~a! confining- potential steepnes
parametera in magnetic fieldB510 @in units ofB05(2m* )2e3c/\3«2] and
~b! magnetic fieldB for the confining-potential parametera53 @in units of
a05(2m* )3e8/\6«4].
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the lower energy levelEr with quantum numberm50 with
the results obtained by perturbation theory.

To obtain the wave functions of corresponding electr
motion, we find coefficientsCnm from the equation

(
n

Cnm~«nm2Er1Vnm
n8m!50 . ~16!

In this way one determines the wave functions of cor
sponding motionf m(r ). The squares of the wave function
f m(r ) are plotted in Fig. 4 for some values of the confinin
potential parametera and magnetic fieldB.

The energy spectrum of QDs can be studied experim
tally by spectroscopic methods. In the case of a parab
confining potential, however, IR spectroscopy permits obs
vation only of the excitations associated with center-of-m
motion. Nevertheless, excitations related to correspond
motion of electrons can be observed, for instance, in e
tronic transitions from the valence to conduction band.

2. EXPANSION IN THE BASIS OF HARMONIC-OSCILLATOR
FUNCTIONS

In the region of the values ofa and B where the elec-
trons are strongly correlated their wave functions should
close not to the one-particle wave functions~10!, as in the
opposite case of weak correlation, but rather to the harmo
oscillator functions localized at centers of classical elect
crystallization~see Ref. 22!. It appears therefore reasonab
to solve Eq.~9! by expanding the solutions on the basis
harmonic-oscillator functions as well

f nm8 ~x!5~am/21/4/~2nn!Ap!!1/2

3exp~2x2Aam/2/2!Hn~~am/2!1/4x! , ~17!

where x5r 2r 0, r 0 is the average distance between ele
trons,am5b212/r 0

316m2/r 0
4,

FIG. 3. Comparison of calculated dependences of the lower-level ene
Er8 on parameterg obtained by~1! diagonalization of Hamiltonian and~2! a
perturbative approach. Curve3 corresponds to the case where electro
electron interaction is neglected.
n

-

-

n-
ic
r-
s
g

c-

e

c-
n

f

-

f m8 5(
n

Cnmf nm8 . ~18!

The results obtained by diagonalization on the basis
harmonic-oscillator functions differ in the region of interm
diate values ofa andB only by a few fractions of one per
cent from those obtained by numerical diagonalization of

ies

FIG. 4. Squared wave functionf 2(r ) for m50. Confining potential steep-
nessa50.01, magnetic fieldB50.1. m: ~a! 0, ~b! 1, and~c! 2.
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Hamiltonian on the basis of one-particle functions, whi
evidences a high accuracy of the calculations.

3. EFFECT OF MAGNETIC FIELD AND THE STEEPNESS
PARAMETER OF THE CONFINING POTENTIAL ON
QUANTUM CRYSTALLIZATION OF AN ELECTRONIC
CLUSTER

The electron localization induced by Coulomb repulsi
will be estimated from the halfwidth of the peak of th
square of the wave function calculated by us~the probability
regarding!. This will permit a conclusion regarding the re
gion of the external parameters~confining-potential steep
nessa and magnetic fieldB) within which quantum ‘‘crys-
tallization’’ of electrons takes place. Thus we shall obtain
kind of phase diagram of electron states in the (a, B) plane.

In the case of a two-electron QD we can deal natura
only with formation of a two-electron cluster involving th
onset of short-range order. The appearance of short-ra
order in an extended system can be judged from the pres
of a maximum in the structure form factorS(k).19 An
extended electron system can be characterized by a dim
sionless parameterG corresponding to the ratio of characte
istic potential to kinetic energies. In the classic
case, G5e2/(akBT), a5(pn)21/2, where n is the two-
dimensional density, andkB is the Boltzmann constant. Melt
ing of two-dimensional crystals in a classical system w
studied by molecular dynamics simulation.20 For a Coulom-
bic system one obtained the critical value of parameterGcr

cl

;140 at which long-range order sets in in the system. At
same time the calculations20 showed that clearly pronounce
clusters, i.e. regions with short-range order, exist within
fairly broad interval ofG, even after the melting. The peak
S(k) associated with short-range order persists up toGso

;10 @in this region, the dielectric function«(k),0]. The
characteristic value ofG for a quantum system is

G5@e2/~«r !#@\2/~m* r 2!#215r /aB5r s

@where aB5\2«/(m* e2) is the effective Bohr radius (aB

52a0), r 5(pn)21/2 is the average radius of the circle o
cupied by one electron#.

The value of parameterGq at which quantum crystalli-
zation of extended systems occurs is smaller than the cla
cal value ofG ~the critical valuesGcr

q derived from theoreti-
cal calculations22 and simulation23 range from 102 to 30!. For
the purpose of estimation one can accept that the regio
the values ofGso

q at which a region with short-range orde
appears in a quantum system by crossover is alsoGso

q ;10,
which corresponds tor s* ;10. ForT50, the Lindemann pa-
rameterg5A^r 2&/ r̄;r s

23/4, where^r 2& is the rms deviation
of the electron from the center of the wave-function localiz
tion ~compare with Ref. 15!. In the region where short-rang
order sets in (Gso

q ;10) we havegso;1023/4;0.2 @in place
of the critical valuegc;0.1 for the onset of long-range orde
in an extended system~cf., e.g., Refs. 15 and 20!#. Therefore
as a criterion for the onset of short-range order one can
the following rule: the ratio of the halfwidth of the wav
function of electron relative motion to the average distan
a

y

ge
ce

n-

l

s

e

a

si-

of

-

se

e

between electrons should be 1/2, so thatgso51/4 ~which
agrees fairly well with the above value ofgso).

The parameter determining quantum crystallization
electrons~i.e. the control parameter of the problem! is b,
which characterizes the effective steepness of the confin
potential in a magnetic field. Forg51/4 calculations yield
for the critical value of this parameter, at which crystalliz
tion takes place in a two-electron quantum dot,bcr50.005.
Figure 5 shows a conventional boundary of the elect
quantum-crystallization region for the ground state (m50)
in the plane of the control parameters (a, B) determined in
accordance with the above criterion. An increase of either
steepness of the confining potential or of the magnetic fi
gives rise to an increase of the effective steepness of
potential in a magnetic field and, accordingly, to a decre

FIG. 6. Halfwidth of the peak of the squared radial wave functionD
and average distance between electronsr 0 vs magnetic fieldB plotted
for a constant confining-potential steepness parametera51025. m50 ~a!,
m51 ~b!.

FIG. 5. Conventional boundary of the electron quantum-crystallizat
region.
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of the average separation among electrons and to their
tive delocalization. It should be stressed that magnetic fi
acts in two ways in a quantum dot, namely, it reduces
spread of the electron wave functions while at the same t
reducing the average characteristic electron–electron
tance, which increases the wave-function overlap. Figur
plots the halfwidth of the peak of the squared wave funct
D and the average separation between electrons,r 0, vs mag-
netic fieldB. Shown graphically in Fig. 7 are the ratios of th
halfwidth of the peak of the squared wave function to t
average distance between electrons,D/r 0, as functions of
magnetic fieldB calculated for states withm50 and 1 at a
constanta. One readily sees that in them50 case the mag
netic field initially favors relative localization of electron
although the wave-function overlap is too large to speak w
confidence about quantum crystallization here. At the sa
time strong magnetic field favors relative delocalizatio

FIG. 7. Ratio ofD to the average distance between electronsr 0 vs magnetic
field B plotted for a constant confining-potential steepness param
a51025. m50 ~a!, m51 ~b!.
la-
ld
e
e

is-
6
n

e

h
e
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Thus a magnetic field can act nonmonotonically on quant
crystallization because of the competition between two
fects with increasing magnetic field, namely, the decre
not only of the wave-function spread but of the electro
electron separation as well.
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Electric field dependence of the magnetic spin effect in the photoproduction of charge
carriers in polydiacetylene
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It is shown that the external-electric-field dependence of the magnitude of the magnetic spin
effect in the photoproduction of charge carriers in polydiacetylene films external-electric-field is
attributable to a distribution of weakly bound electron-hole pairs with respect to the initial
pair separations, within which the pair lifetimes compete with the characteristic times of evolution
and relaxation of the spins of the paired partners. ©1998 American Institute of Physics.
@S1063-7834~98!04009-X#
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Magnetic spin effects in the photoproduction of noneq
librium charge carries are caused by the dependence o
recombination efficiency of light-induced, weakly boun
electron-hole pairs on the spin state of these pairs.1,2 On the
other hand, the photoproduction of carriers in molecu
crystals and polymers containing conjugate multiple bond
described by the Onsager mechanism of dissociation o
bound pair.3 This process establishes favorable conditio
for extracting additional information about the photocondu
tion mechanism of such metals by investigating the influe
of the electric field, temperature, and energy of the stimu
ing light on the magnitude of the magnetic effect.

As a rule, the photocurrent has served as the meas
quantity in previous studies of magnetic spin effects in
photoconduction of several polymers.4–6 Photocurrent mea
surements may be warranted under certain conditions,
this practice can often give rise to an erroneous interpreta
of experimental data bearing on the carrier product
mechanism. The problem is, as shown in Ref. 7, that
carrier mobility is also governed by spin-dependent tra
port, which can be controlled by an external magnetic fie

In this light we have investigated the influence of
external magnetic field on the quantum efficiency of carr
photoproduction in polydiacetylene-polydiphenyldiacetyle
~PDPDA! films as determined by an electrophotograp
method. This method permits the quantum efficiency of c
rier production to be determined directly from the decay
netics of the potential of an illuminated ionic contact form
on the surface of the polymer.

We have investigated samples of PDPDA prepared
the thermal polymerization of diphenyldiacetylene at a te
perature of 400 K in a vacuum of 1021 Pa with subsequen
solution in benzene and precipitation in methanol. PDP
films of thickness 3–4mm were obtained by precipitating th
polymer from solution in CCl4 onto a copper substrate wit
subsequent evacuation and 4-h drying at a pressure of 0.
The ion contact was formed by means of a corona discha
1601063-7834/98/40(9)/2/$15.00
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at a potential up to 80–100 V. The films were illuminated
a DKsSH-500 xenon lamp using light filters.

The optical absorption spectra and quantum efficiency
photoproductionh in a PDPDA film reveal coincidence o
the absorption and production thresholds around 650
The electric field dependence ofh in the interval
104– 107 V/m conforms to the Onsager pair recombinati
mechanism and is described by the equation3

h5h0S 11
e3E

8p««0k2T2Dexp~2r c /r 0!, ~1!

where h0 is the initial quantum efficiency, r c

5e2/4p««0kT is the Coulomb radius, which has a valu
.200 Å for PDPDA, andr 0 is the radius of initial separation
in the pairs.

The initial spin state of the light-induced bound ion pa
is a singlet state, and its subsequent separation or rev
recombination will no longer depend only on the temperat
and the electric field, but also on the external magnetic fie
which produces mixing of singlet~S! and triplet~T! states of
the pairs:

@M #→
hn

1@M 1e2#→1,3@M 1...e2#.

The dependence of the relative variation of the quant
efficiency of photoproduction, defined asd5@h(H)
2h(0)#/h(0), on themagnetic field at various stimulatin
light wavelengths, is characteristic of a mixing mechani
based on hyperfine interaction8 ~Fig. 1!.

The positive sign of the magnetic spin effect indicat
that the main contribution to carrier photoproduction is fro
the dissociation of pairs existing in the singlet state. Figur
shows the dependence ofd on the electric field applied to the
sample at various light wavelengths. Clearly, atl5600 nm
the magnitude of the effect increases monotonically as
electric field is increased, whereas atl5390 nm thed(E)
curve has a maximum at 83106 V/m.
0 © 1998 American Institute of Physics
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This nature of the electric field dependence of the m
netic effect can be explained by competition of the lifetim
of an ion pair with the characteristic spin evolution timete

5\/gba ~a is the hyperfine interaction constant, andb is the
Bohr magnetron! and the spin-relaxation time of particles
the pair.2,8 The problem is that a necessary condition
carrier photoproduction to be magnetically sensitive is
requirement that the pair lifetimet be long enough to allow
for the S–T evolution of spins in the magnetic field; on th
other hand,t must be shorter than the spin-lattice relaxati
time, so that the spin states of the partners will not have t
to relax. For the investigated polymers these two conditi
correspond to the interval 1028,t,1026 s.

Obviously, the stated condition actually reduces to
interval of values of the initial separation in the pairs^r 0&
such as to ensure the given range of pair lifetimes. The
tance ^r 0& can be estimated from the following conside
ations.

The initial pair separation̂r 0& is determined by the re
lation between the average rate of separationv1 of the pairs
at the distancêr 0& and the electron velocityv between elas-
tic collisions9:

FIG. 1. Dependence of relative variation in the quantum efficiency of p
toproduction in PDPDA on the external magnetic field at different lig
wavelengths.1! l5600 nm;2! l5390 nm.

FIG. 2. Dependence of the magnetic spin-effect magnitude in PDPDA
the external electric field at different light wavelengths.1! l5600 nm; 2!
l5390 nm.
-

r
e

e
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e

s-

^r 0&5
3

2

v1

v
r c . ~2!

Inasmuch asv1 depends on the electron drift,v15mE,
and the electron velocity between collisions isv5^r 0&/t,
Eq. ~2! can be rewritten in the form

^r 0&5S 3

2
mEtr cD 1/2

. ~3!

Making use of the fact that for PDPDA with the electr
fields used in our work, 106– 107 V/m, m53
31029 m2/V•s, we find that carrier photoproduction will b
magnetically sensitive for pairs having an initial separat
in the interval 9.5–300 Å. This means that for values^r 0&
,9.5 Å, owing to the high probability of reverse recomb
nation, an ion pair has a low probability ofS–T evolution,
whereas for̂ r 0&300 Å the pair dissociates into states wi
uncorrelated spins. In reality, the interval of initial separati
of radii is much narrower, because extreme values ofE andt
have been chosen for the estimation of^r 0&. The values of
^r 0& calculated from Eq.~1! lie in the interval 15–120 Å,
depending on the wavelength, the temperature, and the e
tric field.

Based on these considerations, the plots of the elec
field as a function of the magnetic effect of photoproducti
at various stimulation wavelengths can be substantiated
the fact that the probability of avoiding reverse recombin
tion in pairs having a small separation^r 0& (l5600 nm)
recombination increases as the electric field is increased
the condition for complete dissociation is never attained
the indicated interval of electric fields. However, whe
stimulation takes place in the short-wavelength range, so
pairs having a large separation are formed, the probability
avoiding recombination increases asE is increased, but the
probability of pair dissociation into a state with uncorrelat
spins increases at the same time, imparting the observed
tremal behavior to the electric field dependence of the m
netic spin effect in the carrier photoproduction in PDPDA

1E. L. Frankevich, inElectronic Processes in Organic Molecular Crystals
Transport, Capture, and Spin Effects@in Russian#, edited by É. A. Silin’sh
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