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Structural evolution of the amorphous alloy,/j#l0,4P,q has been studied by x-ray diffraction,

and by following transmission and high-resolution electron microscopy annealing both

above and below the glass-transition temperature. When annealed above this temperature, the
amorphous phase undergoes segregation into regions about 100 nm in size having

different chemical composition. Diffraction from such samples produces diffuse rings, and the
scattering vector corresponding to the maximum intensity varies from point to point

within the interval of 4.88 to 4.78 niit. When occurring between the glass-transition and
crystallization temperatures, crystallization produces groups of nanocrystals, 2030 nm in size,
which are in direct contact with one another and form a polymorphic mechanism. The
crystallization mechanism changes when the annealing temperature is brought below the glass-
transition point. At these temperatures the amorphous matrix crystallizes entectically with
formation of eutectic colonies. @998 American Institute of Physids$1063-78348)00109-9

Considerable interest is focused presently on bulk amori. EXPERIMENTAL TECHNIQUES

phous alloys, a new class of mate_rié?s.These alloys The amorphous alloy MiMosoP,, was obtained in the
(mostly Zr basefihave a complex chemical composition and ¢ of 4 ribbon by quenching the melt onto a rapidly spin-
possess a number of remarkable properties, in particular, Ring disc. The ribbon was 1 mm wide and 4fn thick. The

high elastic deformation energy, a large Young's moduluSgtycture was studied by diffraction techniques with a Si-
and so on. This particular interest stems also from the facdmens D-500 diffractometefwith CuKa radiation and

that these materials can be obtained in bulk state, thus offegEM-100 CX and JEOL-4000 EX electron microscopes. The
ing a possibility of realizing such attractive characteristics insamples for the electron microscope studies were prepared
a large volume. The glass-transition temperaffigeand the by ion milling. The thermal properties were investigated with
crystallization temperatur&, of these alloys differ consid- a Perkin-Elmer differential scanning calorimeter. The
erably. Thus there exists a comparatively broad temperaturgamples were heat treated in a resistance furnace and in the
interval within which they remain in the state of supercooledcalorimeter, thus making it possible to measure the fraction
liquid, but where their properties vary sharply. It is difficult of the transformation occurring during a heating or anneal.
to understand what occurs with a bulk amorphous alloyMicrodiffraction measurements in the JEOL-4000 EX micro-
within the temperature interval;<T<T,, because these SCOpe were performed under conditions where the examined
alloys are multicomponent. At the same time there exist alf€gion did not exceed 15 nm in size. A more detailed de-
loys with AT=T,—T,>0 of a simpler chemical composi- fscr|pt|0n. of the experiment will be given in the correspond-
tion, which have not yet been obtained in bulk state. Amondnd Sections.

such alloys is NigMo,¢P,q, Which has a high thermal stabil-

ity for Ty<T<T,, as well as a good corrosion resistadce. 2. EXPERIMENTAL RESULTS

This work uses a Ni-Mo-P alloy in an attempt to follow As follows from the thermogram in Fig. 1, the glass-

the .evolut|on of the amorphous_ state_ dgnng_heatlng, W'ﬂ'{ransition temperaturd, of the NixgMogPy alloy under
particular emphasis placed on its variations in Tie- Ty gdy is lower than the crystallization temperatdie The
interval. Investigation of the transformations occurring for measurements were performed at a sample heating rate of 20
Ty<T<T, is useful not only for understanding the transi- k/min. The temperatureT, is 430°C, andT,=457°C.

tions in bulk amorphous alloys but also provide new infor-whjle the difference between the glass-transition and crys-
mation on the processes taking place in the structure of agllization temperatures is not large, it is sufficient to carry
amorphous alloy in the interval between the glass transitiomut heat treatments for subsequent studies of the structure of
and crystallization temperatures. Besides, they can shed ligltie samples annealed in this temperature interval.

on the mechanism of crystallization, as well as on the struc- The samples were annealed for different times at tem-
ture and morphology of the forming crystal phases. peratures both below and above the glass-transition point.
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FIG. 1. Thermogram of the BNiMo,oP,, alloy.

Special attempts were made at studying the structure of
The structure of the sample annealed at 400 °C for one hoype sample with spotty contrast. It should be pointed out that
is shown in Fig. 2. After this heat treatment the alloy is g ch contrast appeared always in samples annealed in the
partially crystalline and contains an amorphous phase a”d;mperature interval betwedh, and T,.. The structure was
crystalline eutectic colonies consisting of two phases. Theydied using the microdiffraction patterns obtained from the
amorphous matrix is seen in the photomicrograph to haV%ampIe regions with spotty contrast. The region of the
uniform contrast without any features. Figure 3 presents th%ample responsible for the pattern was 15 nm in size. A
structure of a sample following a 20-min anneal at 435 °C. Inseries of patterns was obtained in identical diffraction condi-
contrast to the preceding case, this structure exhibits a clearfypns. which were carefully monitored. The patterns thus pro-

pronounced spotty contrast. One cannot exclude naturally thg,ced were subsequently digitized. The scattefuigrac-
possibility that most of the contrast is due here to variations

in the thickness of the sample, and that the thinner regions
appear lighter. A question may arise, however, why after
annealing in this temperature interval, the samples prepare
for electron microscope measurements under exactly the
same conditions should become thinned nonuniformly. Ong
may suggest that this is due to different chemical composi-
tion of the milled regions.

The alloy begins to crystallize in the regions looking
lighter in the photomicrographs. Here fcc crystals of the
solid solution of Mo in Ni form, 20 to 30 nm in size. A
characteristic feature of this structure is that these nanocrys
tals are in direct contact with one another, with no
amorphous-phase zone in between. Figure 4a and 4b prese
images of such regions obtained with small magnification
and high resolution. Note that the crystallization occurred
here before the sample thinning, and therefore the nonuni
form distribution of crystals in the early stages of crystalli-
zation, namely, their appearance in the light regions, is not ygsg
connected in any way with the sample thickness.

FIG. 4. Sample microstructure in the initial stages of crystallizatian
FIG. 2. Photomicrograph of a sample annealed at 400 °C for one hour. bright-field image, b high-resolution image
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FIG. 5. X-ray diffraction patterns dfl) the initial sample an€2) the sample  FIG. 6. X-ray diffraction patterns dfl) the initial sample an¢?) the sample
annealed at 435 °C. annealed at 435 °C for 55 min.

S=4.78nm1). The lattice parameter of the Ni-based solid

tion) vector corresponding to the maximum intensity of theSOIUtIon Is 0.358 nm.

main diffuse ring was measured using special image-
processing computer codes. 3. DISCUSSION

It was found that the scattering vector corresponding to  The nature of the processes occurring in amorphous al-
the maximum intensity of the diffuse halo from the amor-loys within the T,— T, temperature interval is fairly com-
phous phase varied from one region of the sample to anotheplex. It is known that physical properties change dramati-
The maximum change of the scattering vectSr (S cally between the glass-transition and crystallization
=2 siné/\, where ¢ is the scattering angle, and is the  temperatures, viz. the viscosity decreases, and the diffusion-
wavelength was 0.1 nm*. Unfortunately, we cannot estab- controlled processes are intensified. We shdWwibe Ni—
lish a one-to-one correspondence between a given value dlo—P alloy to be very stable within this temperature inter-
the scattering vector and the contrast, because in some cased. The crystallization activation energy is about 1000
the different regions overlapped, and the scattering vectorsJ/mole? which is higher than the corresponding figures for
had a continuous distribution. One can be certain, howevemost amorphous alloys, 145-250 kJ/md@Ref. 5. Hence
that the scattering vectors corresponding to the maxima isome processes resulting in a decrease of the free energy of
the diffuse ring intensity change in going from one region ofthe alloy take place in it within this temperature interval. One
the amorphous sample to another. of them could be segregation within the amorphous state into

X-ray diffraction studies of the sample structure revealedregions with different chemical composition and/or short-
similar changes in the diffraction pattern. Figure 5 shows theange order. This argument is supported by the following
first diffuse maxima for the originalcurve 1) and annealed experimental data.
(curve 2) samples. The position of the diffuse maximum of 1) There are some processes within this temperature in-
the original amorphous sample correspondsi$00.205nm  terval which give rise to the formation of regions about 100
(S=4.88nm1). Annealing distorts the shape of the diffuse nm in size producing different contrast in electron micro-
maximum. An analysis of the shape of the maximum ob-scope imagesFig. 2. The scattering vector changes from
tained on an annealed sample shows that it can be fitted yne point on the sample to another from 4.88 to 4.78 fim
two Gaussians, although one can see that the observed dif- 2) In some regions, annealing above the glass-transition
fraction pattern can be better described by a larger number aémperature results in crystallizatigwith formation of Ni
Gaussians, which implies that the sample can be charactenanocrystals These regions look lighter in electron micro-
ized by a set of coordination spheres with continuously varyscope images. There is no transition amorphous-phase re-
ing radii. This variation is revealed still better in the initial gions between the nanocryst@lsg. 4b. Usually, the grains
stages of crystallizationiFig. 6). Curve 1 in Fig. 6 is the  of the nanophase produced in nanocrystallization are distrib-
same as in Fig. 5. Curv@ in Fig. 6 was obtained for a uted uniformly throughout the amorphous matrix, and nanoc-
sample annealed at 435 °C for 55 min. As the heat treatmemystals are separated by regions with amorphous strutture.
becomes longer, the accuracy of fitting a maximum withThe existence of these amorphous regions is usually related
only two Gaussians increases, and these maxima shift in opje a change in their chemical composition in the course of
posite directions. crystallization and, thus, to an increase of their thermal

Crystallization starts with segregation of fcc crystalsstability.” The concentration redistribution may take place
of the solid solution of Mo in Ni. As the fraction of the before the crystallization within the amorphous state, as well
crystalline phase increases in the course of annealing, thes as a result of the primary crystallization, where the com-
shift of the left-hand diffuse maximum increasésp to  position of the as-formed crystals differs from that of the
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matrix. Crystallization by the primary mechanism changes Thus heat treatment of the amorphousgNio, P, alloy
the composition of the remaining amorphous matrix. Onewithin the temperature interval between the glass-transition
may expect that the composition of the “light” regions cor- and crystallization temperatures produces segregation into
responds to the solid solution of Mo in Ni, because while weregions about 100 nm in size having different chemical com-
witness here formation of several crystals, there is no amorpositions. Crystallization within thd,— T interval starts
phous matrix between the grains, and the nanocrystals comvith the formation of groups of nanocrystals of the Ni-based
tact directly one another. Obviously enough, these regionsolid solution. These groups appear in regions which, after
crystallize by the polymorphic mechanism, i.e. without anysample milling, look lighter in photomicrographs. The
change in the chemical composition. Phosphorus practicallpanocrystals do not have amorphous-phase interfaces and are
does not dissolve in nick&land therefore it can be expected in direct contact with one another. These regions crystallize
that crystallization of an fcc Ni-based solid solution will con- by polymorphic transitions. Annealing a sample below the
centrate nearly all of the phosphorus in the amorphous maglass-transition temperature results in a change of the crys-
trix (outside the light regions Estimation of the solid- tallization mechanism and proceeds by the eutectic mecha-
solution composition from the lattice parameter of the fccnism.
phase by Vegard's law yields-12at. % Mo in Ni. This The authors are grateful to V. V. Molokanov for prepar-
value corresponds to the equilibrium solubility of Mo in Ni ing the ribbons of the amorphous alloy.
at the annealing temperature. As for the excess phosphorus, Support of the Russian Fund for Fundamental Research
it most likely becomes redistributed within ttidark’ con-  (Grants 96-02-19582 and 97-02-17753 gratefully ac-
trast region before the onset of crystallization; knowledged.

3) The mechanism of crystallization below the glass-
transition temperature is different, namely, it involves eutec-
tic crystallization with formation of colonies. In this case 1 Q. Xing and P. Ochina, Mater. Le80, 283 (1997.
redistribution of components before the crystallization is in- 2w. H. wang, Q. Wei, and H. Y. Bai, Appl. Phys. Left4, 58 (1997).
Significant or does not occur at all; 3V. V. Molokanov, A. I. Shcherbakov, M. I. Petrzhik, T. N. Mikhailova,

; ; ; ; - ; _A.S. Aronin, and T. E. Andreeva, Prot. Met&8, 127 (1997).
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The temperature dependence of the Young's modHlo$ paramagnetic lutetium has been
studied. It has been shown that an important reason for the deper@éncés thermal expansion

of the crystal lattice, which also leads to a change in the Debye tempefaturbe effect

of this factor is also revealed in the thermodynamic properties of metals. In particular, we have
shown that there is another contribution to variation of the total specific heat of lutetium,
associated with th®(T) dependence and comparable with the electronic contribution19@8
American Institute of Physic§S1063-783@8)00209-3

Rare-earth # metals (REM) are distinguished by the For a theoretical description of the isothermal Young's
anomalously strong effect of temperature and magnetic ormodulusE; we employed the well-known thermodynamic
dering on the elastic moduli of their crystal lattt@How-  relatior™®
ever, the reasons for this dependence have not yet been elu-
cidated. The temperature dependence of the elastic moduli of E.=(gp/au);, (1)
paramagnetic rare-earth metals have not been sufficiently ex-

amined. As a c.onsehquence, a geperally aﬁcepted m?thOd(\)/\llhere the pressurng caused by the uniaxial deformation is
ogy for separating the nonmagnetic from the magnetic CONaxpressed in terms of the derivative of the free energy of the

tributions to the elastic moduli of rare-earth metals has ”OErystaI lattice with respect to the volume
yet been worked out.

Among the elements of the rare-earth series, paramag-
netic lutetium possesses a completely filled shell in contrast
to scandium and yttrium, where it is absent, and lanthanum,
in which it is empty. Therefore, the paramagnetic state ofnd the uniaxial deformation defines the relative change in
lutetium is most similar to the paramagnetic phase of thdhe volume.
magnetically ordered rare-earttf 4netals. The free energy of the crystal lattice for one mode in the

Ultrasound studies of the elastic constants of high-purityP€Pye approximation has the foPm
lutetium were reported in Ref. 3. On the basis of the data
obtained there, calculations were performed, which made it
possible to determine indirectly the average values of
Young’s modulus, the shear modulus, and the bulk modulus.
However, reliable direct measurements of the elastic moduli
of this metal are still lacking. The temperature dependence of Ertoc
the elastic moduli and related lattice characteristidsbye 80
temperature, lattice specific heat, gtisas not yet been es-
tablished.

In the present paper we report direct measurements olg

p=(dF/dV)+, 2

the temperature dependence of Young’'s mod(s) in "ﬁﬁp 184

polycrystalline lutetium in the temperature interval 4.2—

370K. The measurements used the method of free bending 182
vibrations of the sample, a thin rod, at frequencies in the L L .

. . 0 100 200 300T,K
acoustic range 1 kHz). The measurement technique and

preliminary results were described earlier in Ref. 4. The 70
present measurements of the elastic modulus are shown i . . .
Fig. 1. The values of Young’s modulus we measured exceed 0 100 200 oo T,K

he val ined in Ref. roughly 10%, which i m-

the aues. obta . ed . .e 3 by roug y 0%, chis (.;O FIG. 1. Temperature dependence of Young's modu($) of lutetium.
parable with their variation over the entire temperature INtersolid line — theoretical calculation. Inset shows temperature dependence of
val measured. the Debye temperatul®(T) of lutetium.

1063-7834/98/40(9)/3/$15.00 1433 © 1998 American Institute of Physics
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F(V,T)=Fy(V)+(9/8)ROy+3RTH(T/O)+(1/2){T?, Ye=(dIngldInV).

) @ However, estimates show that in the case of paramagnetic
where®,=0(T=0) is the value of the Debye temperature |ytetjum this contribution is negligibly small in comparison
near absolute zerd7o(V) is the temperature-independent with the effect of thermal expansion. Indeed, comparing
part of F, Riis the gas constant is the coefficient of the  these two contributions we find that we can neglect the elec-
electronic specific heat, tronic component of the elastic modulus providg€t/ (3R)

f(x)=In(1—expx))—(1/3)D(X), (4) <2D(_xg(y/3:ez). Fo[llutetium and (7)Ertl)er rare-earth metals,
. ) o {~10"°J-K™“-mol™*, andy/y.~1.""" As the temperature
D(x) is the tabulated Debye function. Finding the pressurgg lowered,D(x) falls abruptly, and already at the tempera-

with the help of expressiof@) and then expanding the ex- yre of liquid helium the given contributions to the elastic
pression so obtained near the equilibrium volu¥ein the  ,54ulus become comparable.

small variations of the volume associated with the additional  The traditional treatment of the Debye model of a solid
elastic deformatiom, we obtain an expression for the lattice body (see, e.g., Ref. )5is based on a temperature-

part of the isothermal Young’s modulus in the form independent Debye temperature. However, as a consequence
Er=Eo—[3Rpy(1-20)/M]TD(T/0). (5)  of thermal expansion this assumption quickly comes into
contradiction both with the very definition of the Debye tem-
perature(which is a function of the volume and, in a certain
sense, the average speed of sGuaad with the experimen-
tally determined fact of the constancy of the Geisen pa-
rameter{see Eq.(6)]. As will be shown below, although the
temperature dependen@V(T)) for lutetium is compara-
y=—(dInO/dInV) (6) tively weak, the contribution to the specific heat of the metal

- N ssociated with the depender@éV(T)) is comparable with
and reflects the degree of a.nharmomcn'y of the v@raﬂpns Othe electronic contribution and therefore should also be taken
the atoms of the crystal lattice. For typical metajslies in into account

the _|(;1terval frorfn_ otne to ;Ihr?etand IS etsgegé‘rglallydponftirrl]t Vel The temperature dependence of the Debye temperature
a wide range of intermediate temperaturewcording o the - ¢, paramagnetic lutetium arising as a result of thermal ex-

ulirasound o_laté,y IS e_ssent|a||y constar:)t for Iutet|um_ and pansion can be determined directly from the definition of the
equal to unity to within better than 10% accuracy in theGr'uneisen constant6), which it is convenient to rewrite in
temperature interval from 30 to 300 K. the form

Thus, neglecting the very weak temperature dependence
of p, 7, and o, the temperature-dependent part of Young’'s  d0/@=—y(dV/V).
modulus of paramagnetic lutetium turns out to be propor- . . .
tional to TD(T/®), i.e., it is proportional to the Debye en- Hence we immediately obtain that
ergy of the crystal lattice. This fact, as was indicated eaflier, T
allows us within the limits of Debye model to indirectly ®:08X’< _fo yBdT
interrelate two independently measured sets of physical char-
acteristics of a given material: the thermodynamic and elastithere 3= 3(T) is the bulk thermal expansion coefficient .
characteristics. Note also that the expres$opressior(8)]  The argument of the exponential in EJ) is usually small,
for the isothermal Young’s modulus, which we obtainedso that the explicit form of the depender@€V(T)) can be
from general thermodynamic relations, has a form analogoukepresented in a form convenient for rough calculations

In expression(5) we have introduced the following notation:
Eo=E+ (T=0) for the low-temperature limit of the Young'’s
modulus, p for the density of the metaly for Poisson’s
coefficient, andM for the molar masgatomic weight. The
Gruneisen constany is equal to

: )

to the expression obtained in Ref. 9 on the basis of the model

0=0(1-yAVIV], 8
of a solid body as a one-dimensional quantum ensemble of o177 ] ®
anharmonic oscillators. whereAV(T)/V(T) is the relative increment of the volume

The temperature dependence of the Young's modulus off the body when it is heated to the temperatlreThe
lutetium, calculated on the basis of expressin(neglect- so-calculated temperature dependence of the Debye tempera-
ing the difference between the isothermal and adiabatic elagure of lutetium is shown in the inset to Fig. 1. The quantity
tic moduli), is plotted in Fig. 1 by the solid line. In the ©, and the thermal expansion data were taken from Ref. 3,
low-temperature region, almost up to 200K, there is goodvhich, however, did not calculate the depende@¢d). Ac-
agreement between the calculated and experimental valuesnrding to our calculations, the Debye temperature of lute-
This agreement breaks down with further increase in thdium decreases monotonically from 184.5 to 182.5K as the
temperature. This is attributable, as was shown in Ref. 4, tsample is heated from helium temperatures to room tempera-
the presence of gaseous impurities in the metal. ture and beyond.

It should also be noted that the existence of the elec- On the basis of expressig8) for the free energy as well
tronic contributionE, to the elastic modulus follows for- as the familiar thermodynamic relations it is also possible to
mally from relation(3) arrive at an expression for the molar specific heat of the

metal [with the dependenc® (V(T)) taken into account

Ee=(112[pye(1-20)/M](T, This expression, taking the electronic contribution into ac-
where the electronic Gneisen parameter count, has the form
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For comparison, the dashed line in Fig. 2 plots the tem-

ok . perature dependence of the standard constant-volume Debye

specific heatCy(T) for @=0,=184.5K (Ref. 3. The

2__; lower part of Fig. 2 plots the temperature dependence of the
electronic specific heat of IlutetiumCy(T)=¢(T (for

(=3.26 mJK 2-mol %, Ref. 10 and also the contribution

r 3 AC(T) to the total specific heat of lutetium due to thermal

d’, expansion. The latter is calculated as the difference

- -
- ——
-

AC(T)=Cp(T) = Cyo(T) — Ce(T). (11)

0 Thus, thermal expansion, due to the anharmonicity of the
crystal lattice, has a noticeable effect on the elastic and ther-
FIG. 2. Temperature dependence of the specific heat of lutetium. Points -modynamic properties of paramagnetic rare-earth metals.
experimental values of the isobaric specific h€a{T) (Ref. 11: Solid ; ; ; ; ;
lines are calculated curvelor ®=O(T)]: 1 — Cp(T) for 7= 9.5m] Taking this effgct into account is of fundamental |mportance-
-K~2.mol" according to Ref. 112 — Cn(T) according to Ref. 13 — for understanding the temperature dependence of the elastic
electronic specific heaE(T). For curves2 and 3 we adopted the value moduli not only for lutetium, but, obviously, also of other
¢=83.26mJK"?.mol *. 4 — the contribution to the specific heat associ- yare-earth metals in their paramagnetic phases. The effect of
ated with thermal expansioM\C(T). The dashed lines (for ® =0, hi h .. h b d th h
—184.5K) is the specific heat at constant volunt,(T). this an armon_lcny ont e Debye temperature an thus on _t e
thermodynamic properties of rare-earth metals is also an im-
portant factor. As the treatment of the contributions to the
specific heat of lutetium given here shows, this effect in the
paramagnetic region can be comparable with the electronic
contribution(Fig. 2). In the magnetically ordered region it is
necessary to take this latter effect into account in order to

Cy(x)=3R[4D(x)— (3/x)/(exp(1/x)—1)]. (10 correctly separate out the magnetic contribution to anomalies

Note that expressiofL0) formally coincides with the expres- ©f the thermodynamic properties of rare-earth metals.
sion for the constant-volume Debye specific heat, which as-  This work was partly supported by a grant from the Con-
sumes® = @ ,= const. course Center for Fundamental Natural Sciences of the Rus-
Results of calculations of the specific he@g(T) ac-  sian Ministry of General and Professional EducatiProject
cording to relation9) are plotted in Fig. 2 by the solid lines No. 95-0-7.2-16%
and compared with experimental measuremé&htsis nec-
essary to point out that the authors of Ref. 11 found a sub-
stantially different value than that given in Ref. 10 for the
electronic specific heat:=3.26 mJ K~2 . mol™! (Ref. 10,
[=9.5mJ- K~2- mol~! (Ref. 1J). Such a discrepancy can- K. P. Belov, Magnetostrictive Phenomena and Their Technological
not be explained by experimental errors and is connected inApplications[in Russiar, Nauka, Scienc€1987), 242 pp.
an essential way with the procedure for separating out thezK' A. Gschneidner, Jr. and L. R. Eyringhysics and Chemistry of Rare
different contributions to the specific heat of the metal. This 3§a;th?o\;;’:éi’ '\K"e;mz(s'zﬁ::i;g'rag?' gz]jt"f“:_?”; 19%2?” 1. Aol Phvs
discrepancy again emphasizes the importance of taking a,, '3275(197’]) o U SHep 9 - APRL FIYS.
correct account of the effect of anharmonicity and, in par-4y_ yy. goryakov, Candidate’s Dissertation, Moscow State U895,
ticular, thermal expansion on the thermodynamic properties 202 pp.
of materials. The solid lines plottinGp(T) thus correspond  5L. D. Landau and E. M. LifshitzStatistical Physics3rd ed.[Pergamon
to two values off: those from Ref. 10 and Ref. 11. It can be _Press, Oxford, 1980; Nauka, Moscow, 1976, Ch. 1, 584. pp.
seen that for temperatures above 100K the experimentai'-- D. Landau and E. M. LifshitzTheory of Elasticity2nd ed.(Pergamon
points lie between the calculated curves. For temperaturesz'rels's’N%tﬁi;%;%%rmzrk;;(ggss?gr‘]”‘;gzzliigg'pghssiaﬂy Nauka.
below 100 K the experimental points lie somewhat above the ;ocow (1974, 202 pp.
calculated curves. Nevertheless, the agreement between thg_ vy. Bodriakov, Solid State Commus3, 1053(1992.
calculated and experimental data is completely satisfactory?s. C. Lakkad, J. Appl. Physi2, 4277(1971).
considering that the calculated curves were constructed withoV. E. Zinov’ev., ThermaI-PhysicaI Properties of Metals at High Tempera-
out benefit of any additional information about the specific_tureslin Russiad, Metallurgiya, Moscow(1989, 384 pp.
heat of lutetium. We may add that the authors of Ref. 11 L. D. Jennings, R. E. Miller, and F. H. Spedding, J. Chem. PB$s1849
: ) 1960.
obtained a value of the Debye temperat@rg= 166 K sig- (1960
nificantly different from the resulfsve used. Translated by Paul F. Schippnick
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The diffraction patterns of amorphous solids prepared in the traditional way and by fast neutron
bombardment are systematized. It is found that the diffraction patterns of these two classes

of materials are different. In the case of a single crystal of titanium nickelide we have demonstrated
here for the first time that these radiation-modified solids belong to the class of amorphous
materials of distortion type. €1998 American Institute of Physids$§1063-783@8)00309-§

The first papers on the amorphization of solids by fast It is specifically the absence of universality in the dif-
neutrons appeared more than ten years'ddn.these works ~fraction patterns of solids amorphized by fast neutrons
it was found that the ferrogarnet;i¥e;0,, and the interme- (Table )) that constitutes their distinguishing feature. A de-
tallic compound \Zr with C-15 structure after bombard- termination of the specifics of the structural state of amor-
ment by fast neutrons with a fluence =2 x10?°cm 2 phous materials of the given class is the main goal of the
lose their translational symmetry and go over to the amorpresent work.
phous state. To solve this problem, we chose a single crystal of the

In the last 15 years, several types of materials amorerdered binary alloy with a simple cubic lattic@; TisgNis; .
phized by fast neutrons have become kndwhAs an ex-  The structural state of irradiated titanium nickelide and in-
ample, Figs. 1b and 1c display x-ray and neutron diffractiorformation about its point defects were obtained from resis-
patterns of an irradiated single crystal of titanium nickelide
(P =2.5x10%cm™?, T;,=340K), measured at 300 KRef.

5). The scattering vectors (i=1,2,3) corresponding to the
peak intensities of the diffraction maxima in Fig. 1c are
listed in Table I.

Table | also lists the experimental valueskpffor other
amorphous materials of this class. It is noteworthy that the
values ofk; for different materials differ substantially. This
indicates a difference in the irradiated materials of the posi- -
tional short-range order, which largely determines the dif-
fraction pattern.

One particular feature of these diffraction patterns is dis-
tinctly revealed by comparing them with well-known x-ray
diffraction patterns of amorphous materials in the literature,
obtained by quenching from the liquid phase. In this regard,
Fig. 1a shows the x-ray diffraction pattern of amorphous
titanium nickelide amorphized in this wdyThe diffuse
peaks in this figure correspond to the scattering vector

k;=3A"1 k,=5A"1 (1) 2 ey T T AN WU SN S N SR

As follows from Figs. 1la—1c, the experimental situation
depends strongly on the means of preparation of the amor- 3t § c
phous material.

It was noted long ago that this scattering vector is uni- éj

versal. This can be seen, for example, from Table II, which - ﬁ
lists the scattering vectors of the diffuse maxima in the dif- w W%
f_raction patternssof amorphous materials prepared by tradi- P A
tional method$- 1 2 4 6
The diffraction patterns of classical amorphous materials k,A !
have been quite reliably interpreted. It was found that their o o o
universal character is largely due to the similarity of the™'C: 1. @ — X-ray diffraction pattern of amorphous titanium nickelide
. . . repared by quenching from the liquid phase; b,c — x-ray and neutron
atomic ghort-range order of these materials in the amorphmﬁ?ﬁraction patterns of amorphous titanium nickelide prepared by fast neu-
and liquid state$. tron bombardment.

+ N

I,arb. units
[
¥ T
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TABLE I. Scattering vectors of the diffuse maxima in the diffraction pat- TABLE Il. Scattering vectors of the diffuse maxima in the diffraction pat-

terns of solids amorphized by fast neutrons. terns of materials amorphized by quenching from the liquid phase.
Initial Initial

Compound phase ki, A™!  k,, A7l k3, A1 Material phase ky, A7t k,, A7t

V,Zr, Ref. 2 C-15 25 3.6 4.2 Fe, Ref. 7 A2 3 5

Mo,Si, Ref. 3 A-15 2.9 45 NiTi, Ref. 6 B2 3 5

GdGa0,,, Ref. 4 Garnet 2.2 3.8 NigoNbg, Ref. 8 R 3 5

TisoNis;, Ref. 5 B2 1.9 3.0 35

differently, it is an indication that the arrangement of the
Qtoms in the radiation-modified alloy is more uniform. In
view of this, let us turn now to the radial distribution func-

First, let us properly consider the structure of amorphoudion Of the atoms in such an alloy. o
titanium nickelide, and then special features of amorphiza. FOF isotropic systems the reduced radial distribution
tion of solids by fast neutrons. function has the for?

The most characteristic feature of titanium nickelide )
amorphized by fast neutrons is that annealing of the irradi- g(r)—1=Q/(2N7r2r)f [1(k)—1]sin(kr)kdk. )
ated alloy regenerates not only the initial crystal structure . . )
but also the degree of perfection of the initial single crystal.xrhe functiong(r) is proportional to the mean number of
This can be seen from Fig. 2, where the empty circles angt0ms in & spherical shell with inner and outer radand
dark squares represent respectively (&0 intensities of ' dr- The quantityN/Q in Eq. (2) is equal to the mean
the Bragg reflection in the neutron diffraction patterns of the®t0mic density of the amorphous alloy, ar() is a struc-
initial  and annealed (after fast-neutron bombardment tgre fagtor, which aftgr subtrac_tmg qut well-known correc-
sampled This fact is fundamental because it means that thdions gives the experimental diffraction pattern. Results of
positional near-range order of the amorphous phase has %' calculation ofg(r) are shoyvn by th_e S,Ol'd curye |n. Fig.
direct relation to the82 crystal phas€CP). In other words, a 4. As can be seen from this flgure,_wnh mcreasmg'dlstance
structural transition to the amorphous ph&&®) occurs un- fr.om the centrgl atomr(=0) modulations of the atomic den-
der the action of fast neutrons according to the direct schemalty decay rapidly and above=6 A g(r) becomes constant
CP—AP, not in the sequence GRLP—AP, as in the case of a_lnd _equa_l to_ its own mean value._ For comparison, th_e dashed
quenching from the liquid phas&P). line in this figure plots the functiog(r) of titanium nick-

In this light, let us turn our attention to the neutron dif- e
fraction pattern of titanium nickelide in the amorphous state
and compare it with the neutron diffraction patterns of poly- -
crystalline TiogNis;. The necessary data are contained in
Figs. 3a and 3b. As can be seen from these figures, the an-
gular positions of the diffuse maxima approximately coin-
cide with the Bragg reflectiond 00, (110), and(111) of the
startingB2 phase. Here, the first and third maxima in Fig. 3a
as well as the Bragg reflectiofs00) and(111) in Fig. 3b are
superstructural. The origin of this superstructure is connected
to the preservation in the amorphous phase of titanium nick-
elide of chemical short-range order. It is logical to assume
that the intensities of the superstructure diffuse maxima in
the diffraction pattern are proportional to the difference of
the atomic scattering factors of nickel and titaniunfiy;(
—f1)2. Thus, in the case of diffraction of thermal neutrons
the superstructure should be clearly visible since the nuclear
scattering amplitudes of nickel and titanium have different
signs, and should be absent in the diffraction pattern since
the atomic factors of Ni and Ti are positive and close to
unity. This accords well with experimeffigs. 1b and 1k

Thus, only one diffuse maximum in Figs. 1b and 1c
corresponding tok=2.9A~! characterizes the positional
short-range order in irradiated ;§Nis; . This constitutes one 41 43 45 46
more special feature of the diffraction pattern of amorphous 26,deg
.tltan.lum kaeh.de amorph.lzed. by fast n(?Utrons' T?e absencl(—EIG. 2. Structural reflectioi110) in the neutron diffraction pattern of tita-
in Fig. 1b of diffuse maxima in the regiok>3 A% is an  nium 1 pefore bombardmeng — after annealing a sample of the alloy
indication of compact positional short-range order or, saithmorphized by fast neutrons.

tivity data. Detailed information about the samples and th
technique is contained in Ref. 9.

lide quenched from the liquid pha%é.can be seen that the

Intensity, imp /s
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FIG. 3. Neutron diffraction patterns of titanium nickelide amorphized by

fast neutronda), and of polycrystalline titanium nickelidé). FIG. 5. Atomic filling functions of nearest coordination spheres dfca

lattice () and afcc lattice (b).

modulations of the dashed curve extend out+ol0A, i.e., ) o o
the short-range order in the classical amorphous alloy idhe dashed line, it is necessary to use atomic distances of
more extended. close-packed lattices such fs.

One more important difference between these two func- ~ The coordination numbers fdscc and fcc lattices are
tions in Fig. 4 is worthy of note. It shows up most distinctly 9iven in Figs. 5a and Sb, respectively. This figure plots the
in the structure of the second large modulation ggf), atomic dlstanges an_d coordl_natlon ngmbgrs wh|9h we believe
which includes within itself two maxim&.Their positions form the maximum in question. Their ratio qualitatively ex-
are marked by the arrows labeled andL} for the dashed p[alns the magnitudes of the corresponding partial maxima in
curve andL, and L, for the solid curve. It is logical to Flg- 4- _ _
assume that the heights of these maxima are proportional to L€t Us summarize the first result of the present work
the coordination numbers of crystalline lattices of the typeP€rtaining to the structure of titanium nickelide amorphized
responsible for the short-range order in the specific amorPy fast neutrons. First, thls_ is that its positional short-range
phous material. In the case in question, comparison must B&der corresponds to the initiB2 phase and not to a densely
made with the characteristic atomic distances béalattice, ~Packed crystal structur@s is the case in an amorphous alloy

whereas to analyze the functigr) plotted in the figure by ~obtained by t.he traditional .mea)n§econd, chemical short- .
range order is preserved in the amorphous phase. And fi-

nally, the positional short-range order of radiation-modified
titanium nickelide is more compact.

soF Let us turn now to a discussion of the origin of the
2 r amorphization effect in irradiated titanium nickelide. Earlier
3 20E it was shown! that the reason for amorphization is radiation
A defects which give rise to random displacements of the at-
i - oms from sites of the original cubic lattice. Let us consider
8 20 here in more detail a qualitative model of fast-neutron-
:‘:: " bombarded titanium nickelide, whose structure is stable over
A a wide temperature range.
0 - In the case under consideration, radiation damage occurs

L according to the scheme®—PDA— CAC, wheren® is a
fast neutron; PDA is an atom knocked out of a lattice site by
the fast neutron and which it is customary to call a primary
FIG. 4. Radial distribution functions of atoms in amorphous titanium nick- displaced atom; and CAC is the cascade of atomic collisions
elide. 1 — after quenching?2 — after bombardment by fast neutrons. created by the PDA as it brakes in the crystal. Cross sections




Phys. Solid State 40 (9), September 1998 Dubinin et al. 1439

of the indicated reactions are discussed in detail in Ref. 12a sphere not greater than 5A in radius. It is logical to as-
According to experiment it may be surmised that the sume that the atomic-substitution distortions about the de-
amorphous phase is formed at the site of origination of thdectsU 5 follow the same scheme. Distortions in the given
CAC in bulk TisgNis;. In connection with this, let us deter- case arise out of the 10% difference between the atomic radii
mine the mean volume of the CAC micro-regidéh The  of nickel and titanium. According to our estimates, the maxi-
relationship betweel and the fraction of amorphous phase mum amplitude of the atomic displacemef(rative to their
C in the sample T;y=80K, ®=1.5x10"%cn?, C=0.42, ideal positions in @2 lattice in the micro-region damaged
Ref. 11 is given by the well-known formuld by the CAC does not exceed=Upp+Uxs=0.2A. The
_ need for atomic disordering in the amorphization mechanism
C=1-exp~VNod), © of titanium nickelide is not limited to just the considerable
whereN and o are well-known parametef$. Assuming the  contribution to the total magnitude of the atomic displace-
shape of the amorphous cluster to be spherical, we find itments. The need for it is apparently also connected with the
diameter to be equal to 70 A. Thus, the component parts ofact that a higher concentration of point defects can be
the amorphous material are of quite small size. Let us delinreached in a disordered alloy than in an ordered alloy.
eate the circumstances associated with this fact. The critical number of vacanciesensuring amorphiza-
As is well known}? the PDA transfers energy to the tion of the micro-region damaged by the CAC can be esti-
CAC micro-region in the amount of several tens of keV.mated byn=uv/w, wherew is the volume of the zone dis-
Since the relaxation time of the CAC is very smalt ( torted by an individual vacancy. This formula assumes that
=10 1-10 1%, Ref. 12, it may be expected that after the the zonesw fill up the entire micro-region. The critical value
passage of the CAC in this region of the crystal the posiof n is found to be 150. This amounts to about 1% of the
tional disorder will be fixed and similar to the structure of thetotal number of atoms in the CAC.
liguid phase. However, the experimental situation does not The estimated values df and n are, in our opinion,
correspond to such a simple physical scheme. In fact, typgshysically reasonable; however, more direct and reliable
of multicomponent solids are know@and here we are not methods for determining them are needed.
speaking about pure metalwhich are in general not amor- To summarize, in this paper we have constructed a
phized by fast neutrons at 80 hese include, for example, model of the structural state of amorphous titanium nick-
spinels* and FeNiCr alloy¥), but are only atomically dis- elide, prepared by fast-neutron bombardment. According to
ordered. this model, the amorphization that takes place in radiation-
In our view, in the construction of a realistic picture of modified TigNis; is not the classical kind, but the so-called
radiation effects it is necessary to take account of the facamorphization of distortion type. Here we are speaking of
that the CAC micro-region is small; consequently, the latticedistortions of the initial crystal on the scale of the unit cell.
region surrounding it should block amorphization of this re-  The centers of atomic displacements in the crystal are
gion at the relaxation stage. Within the framework of ourradiation defects, specifically atomic substitution deféttte
model, restoration of the atomic periodicity in the CAC re- atomic radii of titanium and nickel differ by 10p@and point
gion can be held up by substitutional defects and pointlefects(most probably, these are vacangida order for an
defects? if they cause sufficiently large local deformations amorphization effect to exist in a metallic alloy over a wide
of the crystal and their number exceeds some critical I€vel. temperature interval, a certain number of point defects must
Unfortunately, a correct determination of the amplitudebe present in the crystal, capable of causing strong distor-
of the atomic displacements and concentration of point detions of the crystal lattice.
fects is difficult to wring out of diffraction experiments. According to our estimates, the maximum amplitude of
Therefore we will estimate these quantities from indirect datahe atomic displacements in modified titanium nickelide is
and by calculation. around 7% of the initial lattice parameter, and the critical
A point defect may be considered as a center giving ris&oncentration of vacancies is equal to 1%. It is entirely natu-
to atomic displacements in its vicinity. For calculational pur-ral that the atomic packing and the characteristics distances
poses, we shall assume the medium surrounding the poimi such an amorphous phase should not differ greatly from
defect to be an isotropic, elastic continuum. In this model, ahe values of these parameters in the starting crystal. It is
displacement of an atom located a distan¢em the defect  specifically for this reason that the macroscopic structure of
takes place in the radial direction and is equaf to the single crystal is regenerated after annealing an amor-
Upp=c/r2 4) phous sample of titanium nick(_elide.

' To elucidate the universality of the proposed model of
wherec is a constant characterizing the “strength” of the amorphization of solids by fast neutrons, it is necessary to
defect. Since vacancies in an irradiated alloy exist over dest this model for a large number of cases. Experiments on
wide temperature range, in what follows we will take only single-crystal samples are needed. Unfortunately, of the
this type of point defect into account. In the case of vacanworks cited™ only in Ref. 4 was an experiment conducted
cies the atomic displacements are directed toward the defeon a single crystal sample, specifically a sample of gallium—
and the constant has the value 0.033 wherev is the gadolinium garnet. That the crystal belonged to the class of
atomic volume. We shall give the calculated valuedJgf,  amorphous structures of distortion type was demonstrated by
for r=2 and 5A. They are respectively 0.1 and 0.01A.the result of an isochronous anneal of irradiated gallium—
Thus, the zone of local distortions due to a given vacancy igjadolinium oxide. After the anneal of the amorphous oxide
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Extended fine structur€EFS of secondary electrofSE) spectra has been detected beyond the
high-energy 720 and~840 eV) LVV Auger lines in iron and nickel. Two mechanisms

of its formation are considered) Hirect transitions of electrons to the final stataccording to
Fermi’s “golden rule” and 2 second-order processes of auto-ionization type, passing
through excitation of a core electron to an intermediate sjatBthe continuum with subsequent
filling of the hole formed during this process by a valence electron and transition of the
electron from the intermediate stajeo the final statep. Interference of the direct wave with
the wave reflected from neighboring atoms generates the EFS both in thepfjrahd

in the intermediated) state with two different periods determined by the wave numpeasd

g. Comparison of calculated extended fine structures with the experimentally observed
ones leads to the conclusion that the structure is formed by second-order auto-ionization processes.
© 1998 American Institute of PhysifS1063-78348)00409-2

Electron, x-ray, and optical spectroscopy are basesbserved maxima. Moreover, the calculation generally does
on electron transitions from initial states to final ones, whichnot reproduce the last three experimental peaks.
are usually described by Fermi's “golden rule.” In tradi- An alternative mechanism explaining the features of the
tional spectroscopy such an approach is well recommendedecondary-electron spectrum beyond M&V Auger lines
However, new experimental techniques have recently apin transition metals was proposed by Bag¢ml!! in 1983
peared which do not fit into the usual theoretical schemesand applied in 1986 by DeCrescetial >*3to interpret the
and require the development of new approaches for theioscillations in the secondary-electron spectrum. As the
mathematical description. These include studies of the exmechanism forming the EFS, Badetral. proposed EXAFS-
tended fine structuréEFS arising in the secondary-electron like scattering of electrons in an intermediate state which
(SE) spectra beyond the Auger lines in a solid body. Theparticipates in an auto-ionization process. The auto-
extended fine structure consists of oscillations in the intenionization mechanism affords a qualitative explanation of the
sity of SE emission with a period on the order of tens oflocation of the EFS on the high-energy side of tké/V
electron-voltgeV) and an extent of hundreds of eV, lying on Auger line of Co, Ni, and Cu, since the given process has an
the high-energy side of th€VV Auger line (transitions in  energy threshold coinciding with the position of the corre-
which a core levelC and two valence\() electrons partici- sponding Auger line. In 1992 Grebennikov and Sokdfov
pate. Such a structure was first observed by Chester andeveloped a theoretical description of this process allowing
Pritchard and Jenkins and Chuhdn 1971. As the mecha- for scattering of an electron by the surrounding atoms both in
nism of its formation, MacDonnedt al2 in 1973 proposed the intermediate and in the final state, which leads to the
coherent scattering of the experimentally recorded electronappearance of two structural terms in the spectrum.
by the crystal potential of the sample. The secondary- Within the context of a cluster calculation, Vedrinski
electron emission mechanism proposed in Ref. 3 is not eneet al® in 1995 estimated the intensities of various processes
getically coupled with the Auger transition. This approachin the vicinity of theMVV Auger line of copper. They con-
was developed further by a number of authbisThe most  cluded that the spectrum is formed mainly as a result of
complete results within the framework of this approach weredirect emission of electrons from the valence states, and that
obtained in 1992 by Aebietall® They calculated the the intensity of the auto-ionization process amounts to
secondary-electron spectrum of copper and established a r&0— 15%. Unfortunately, they did not calculate the copper
lationship between the calculated and experimentally obspectrum itself, rather its so-called Fourier filtration, which
served spectral features for kinetic energies between 150 ambntains contributions only from the first coordinate sphere if
250 eV. The calculated maxima turned out to be noticeablyt is assumed that the signal is formed by oscillations of only
shifted toward higher energies in comparison with theone type. Their calculation reproduces the period of the os-

1063-7834/98/40(9)/6/$15.00 1441 © 1998 American Institute of Physics
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a b c d an electron from a core levélvhich, with a view to experi-
T * * » & e ments which will be discussed presently, we denote by the
symbolL) and from the valence bargito some final statp
Lwv with energy varying from zero to 1 keV, which is measured
by a detector. These standard transitions are described by
first-order perturbation theory.
The transition in second-order theory to the same final
T g statep is depicted by Fig. (). It is realized in two steps:
first, the core electron transitions to some intermediate state
1 . 1 g, and the hole thus formed at the levels then filled by a
et /‘3 valence electrorB, and the intermediary electrom transi-
tions to the final state. There also exists a corresponding
exchange proceg&ig. 1(d)]. The transitions shown in Figs.
1(c) and 1d), are strongly reminiscent of the well-known
auto-ionization proced$ with the difference that its first
Y v, step, auto-ionization, takes place in the given case not from a
localized low-energy resonance state, but from the giate
FIG. 1. Diagram of electron transitions. a, b — direct transitions from a corebelonging to the continuum. Not forgetting this difference,

level L or valence bang3 to the final statep; ¢, d — second-order auto- we will also use the same term—auto-ionization—for the
ionization transitions through an intermediate stte the same final state second-order transitions.

; € —LVV Auger transition, defining the energy threshold of processes ¢ . . .
Qnd d. g 9 ¥ P The amplitude of the second-order transition contains an

integral over all possible intermediate statesiowever, the

well-known resonance denominator causes the contribution
cillations of the Fourier filtration, but differs noticeably from from the excited states to predominate. However, the energy
it in amplitude. Analytical estimates for arbitrary energies ofof these states, to within their widiiin our case +2 eV),
the inner levels and kinetic energies of the contributionssatisfies the energy conservation I&herefore we may set
from the various processes forming the secondary-electrofi,—Eq~|Ez—E_|. Hence, it follows in particular that the
emission spectra, based on model wave functions, werauto-ionization transitionfFigs. 1c) and 1d)] have an en-
made in Ref. 15, where it was shown that under certain conergy threshold equal to the energy of the corresponding Au-
ditions the intensity of the auto-ionization process can beger line[Fig. 1(e)] while the direct transitiongFigs. 1(a) and
comparable with the intensity of the direct transitions. Wel(b)] begin from zero kinetic energy of the secondary elec-
may also mention the polemics of the proponents of the twdrons.

extreme views of the given problem by Woodfuffind The experimental signal is equal to the sum of contribu-
De Crescenzi® which is being carried on among researcherstions from all processes shown in Fig(dnd also from tran-
in this field"1%16-2%0 this present day. sitions from other levels which are left out of the figure

Summarizing the above discussion, it can definitely beTwo paths are available in order to figure out which of these
said that at present there is no established set of ideas abce the most important. The first is to carry out theoretical
the physical mechanism responsible for the formation of thestimates of the probabilities of all the transitions in the solid
EFS in secondary electron spectra, and that such a situatidthe EFS is formed as a result of scattering of electrons by
may lead to a loss of interest among experimenters in thighe surrounding atomsThe second is to attempt to identify
method of spectroscopy. This is cause for regret since EFgualitative differences between the intermediate stpéad
can be a very useful tool for investigating the local atomicfinal statep and, if any are found, determine the role of the
structure of a surface. Among its advantages are its energgecond-order processes by comparing the characteristic fea-
selectivity, allowing one to determine the environment oftures of the experimental signal with the theoretically pre-
atoms of specific chemical elements and, what is also impordicted features.
tant, the easy availability and simplicity of the experimental ~ Since both the intermediate stajeand the final stat@
apparatus necessary for its realization: all one needs is dvelong to the continuum, at first glance it may seem that
off-the-shelf Auger analyzer. there is no fundamental difference between them. In an atom

The aim of the present paper is to set up and carry ousuch is indeed the case. However, in condensed matter the
special experiments, which together with a theoretical interwave functions are distorted due to elastic scattering of
pretation of their results would make it possible to determinevaves by the immediate environment of the ionizeentra)
the physical mechanism of the EFS in secondary electroatom, which leads to the appearance of the EFS, as in EX-
spectra. AFS spectroscop$’~2’ The reason for its appearance is the
interference of waves. Figure 2 shows two waves: the direct
wave, traveling in the direction of the detector, and a wave
resulting from reflection by a neighboring atom. These

Let us consider processes of secondary electron creatiomaves have a phase difference which is determined by the
during inelastic scattering of high-energy electro(&-  geometrical path differencé=R(1—cos6f) and the wave
10 keV). Figures 1a) and Xb) show the direct transitions of numberp, whereR is the distance to the atom amdis the

1. THEORETICAL DESCRIPTION
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1 r In the EFS beyond the low-enerdyVV (~60eV) Auger
lines in 3d metals, which are the usual object of study here,
the coefficientA(p) is larger than the coefficienB(p).
However, because of their different energy dependence,
separate spectral regions can exist, in which this relation is
reversed. Taking into account the two different Debye—
Waller factorswW(p?) andW(qg?) which govern the intensi-

8 . . L
\ P ties of the terms this can lead to anomalies in the temperature
0 ). > behavior of the EFS spectta,as are observed in iron and
nickel.

FIG. 2. Interference of the direct electron wave and the electron wave re-  Nevertheless, when low-energy levels are excited, the
flected from a neighboring atom, leading to the appearance of the extendegifference between the wave numbers in the final and inter-
fine structureEFS. mediate states is small; therefore the periods of the oscilla-
tions x(p) and x(q) differ only insignificantly, which does
not allow them to be clearly distinguished.
scattering angle. The phase factor émf)(leads to intensity In order to make this difference apparent, we decided to
oscillations in response to variations of the wave nunpber 100k at the EFS above the high-energy andV Auger lines
of the electror(or its energyE,=%2p?/2m). In Refs. 25 and  in iron and nickel.
26 it was shown that for angular averagiqgder the con-
ditions of the experiment or, for example, in a polycrystal
amorphous material, ejcthe main contribution to the vari-
able signal comes from backscattering=(7) with the The experiment was performed on a JAMP-10E0L)
boundary value of the wave path difference 2R. Wave  Auger spectrometer with a cylindrical-mirror energy ana-
interference takes place both in the final statand in the lyzer (AE/E=0.35% in backscattering geometry with a
intermediate state; therefore the emission current contains vacuum of 107 Pa or better. We examined a polycrystalline

'2. EXPERIMENT

two oscillating terms Fe sampl€99.99 and a Ni(200 single crystal(99.99. The
surfaces of the sample were pre-cleaned in an ultrasound
J(p)=Jdxp)| 1+ Re; [A(P)x(p)+2B(p)x(a)]], bath of pure alcohol and acetone. In the analytic chamber of

the device the surfaces of the samples were cleaned by ion
1) etching (Ar, 1kV) with a subsequent cyclic recrystalliza-
where tion anneal at 800 K(Ref. 32. During the course of the
. _ . . experiment the chemical purity of the surface was monitored
X(p)=f(p, M(ipR) *W(pH)exli2(p+i)R). (2 by Auger electron spectroscopy, where the amount of impu-
Equation(1) contains a sum over the atomef the environ-  rity atoms, namely argon and carbon, in the investigated re-
ment of the central atom. The contribution from the interme-gion did not exceed altogether one atomic percent.

diate stateq is also given by Eq(2) with p replaced byg. The secondary electron spectra of iron and nickel were
The wave numbers are related by the law of conservation ofecorded in 1-eV steps. The final spectrum was obtained by
energy summing 1000 scans, where each scan was obtained with a

29— q%/2=E 3) statistic of 1000 counts at each point of the energy scale,
P q L- with the ratio of the EFS signal to noise ratio wasl/10.
Here E, is the binding energy of the core levéh atomic  The EFS of theLVV spectrum of iron was obtained by inte-
units), Eg=0, J,(p) is the atomic currentf(p, ) is the  gration, and the EFS of theVV spectrum of nickel was
backscattering amplitude of thj¢h atom, located a distance made in the first-derivative regimenodulation amplitude
R; from the centery is the inverse attenuation length of the p—p 5V). Both experiments were performed with the
wave in the materialW(p?) is the Debye—Waller factor, samples at room temperature. In the process of accumulating
which depends on the temperature and the square of the mtite spectra the investigated surfaces were cleaned by soft ion
mentum transfer and, finallyA andB are weighting factors, etching (Ar, 500V) for 30s after every 10 scans
which assign the transition probabilities and also the scattert-~20 min). Intermediate etching of the surfaces by a soft
ing phases of the central atom. ion beam allowed us to keep the amount of impurity atoms to
The oscillating factorsy(p) and x(q) have the same a minimum during the course of the experiment. Although,
form as in the theory of x-ray absorptigdEXAFS).?” The for the purposes of this study, the type of surface structure
quantity B is entirely determined by second-order processefias no fundamental importan¢enly the distance between
while the quantityA is determined mainly by first-order neighboring atoms is importgntit may be noted that, ac-
transitions?®~30 cording to numerous studi¢see, e.g., Ref. 33ion beams of
Thus, the EFS of the secondary electron spectrum differsuch energies leave the single-crystal character of the surface
from the x-ray absorptiofEXAFS) by an additional oscil- essentially untouched. The oscillating parts of the EFS were
lating term x(q), which depends on, the wave number of extracted from the experimental results by subtracting out
the electron in the intermediate stdia the resonance ap- the non-oscillatory component, which was approximated by
proximation this term follows from conservation of enexgy a spline. The final nickel spectrum was obtained by numeri-
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Kinetic energy, eV The extent of the fine structure of thé/V spectra is not

844 900 950 7000 great(around 100 eYin comparison with théVVV spectra.
LJW{ WL ' LWy ' v This is due to the small excitation cross section of the deep
2 LMy Ni levels and decreased level of coherent scattering for electrons

with large kinetic energy. The iron and nickel spectra contain
almost the same oscillations, on which are the well-
expressed_,VV Auger lines are superimposed. Two more
lines—;M;V andL;M,;V—are located in the given en-
ergy interval. Their contribution, along with the contribution
of other Auger lines of possible impurity atoms, is discussed
in detail below. We will show that their intensity is negligi-
bly small. Therefore, let us first consider effects associated
with coherent scattering in the intermediate and final states.
We base the analysis on the energy conservation 3w

d d 1‘?0 2.50 establishing a connection between the observed elecfrons

1 1 i 1
Energy from L,VV Auger-line, eV and the intermediate resonance stafe$he structural terms
LW LW LM VLYY x(g) and x(p) lead to oscillations in the spectrufd) in
voLmy ' 33" {1 Fe response to variation of the momentynor energyE,, of the
observed electrons. It is not hard to obtain a simple relation-
x60 ship between the periods of the oscillations originating from
the intermediate state and the final state

Ty/Tp=0/p=V1—E_/E,. (4)

Since the binding energlf, (~720eV in Fe and~870eV
in Ni) and the kinetic energies, of the recorded electrons
in the case of the.VV spectra are quite similar over the

q entire existence interval of the EFS, the peridgdsand T,
differ greatly, one from the othefby roughly a factor of
three.

The interference terms Bgp) and Rex(q) (in arbi-

p trary unit9 are also plotted in Fig. 3. The functiongq) in
nickel and iron coincide since the distance to neighboring
atoms is the same in therR=2.48 A. The functionsy(p),

1 1 1 [] . . .
200 750 200 850 generally speaking, are different, but t.hese'dlfferencgs are
Kinetic energy , eV not large; therefore only one of theffor iron) is shown in
the figure. Comparison of the experimental and calculated
FIG. 3. Secondary electron spectrum of iron and nickel abovel i data clearly indicates that the observed extended fine struc-
Auger Iine;, and their oscillat?ng parts. The arrows _show t_he energ‘ies of aljres originate in the coherent scattering in the intermediate
the Auger lines. Calculated signals from scattering in the intermediate state . . LT
(q) (identical for Fe and Niand from scattering in the final statp)(for Fe. s;ates which take part in the aUto'Iomzathn proces_s. Some
difference between the phase of the experimental signal and
that of the calculated functioy(q) in the region of the
cally integrating the raw spectrum obtained in the first-L1VV Auger line may be due to the influence of this line and
derivative regime. possible inaccuracies associated with it in the subtraction of
the background—the non-oscillatory part of the spectrum.
The almost complete coincidence of the oscillations in the
iron and nickel spectra has as its origin the identical energies
The EFS of the secondary electron spectra of iron anaf the intermediate resonance states for the chosen manner of
nickel are shown in Fig. 3. The kinetic energies of the secimeasuring the kinetic energi€®r identical interatomic dis-
ondary electrons for iron and nickel are plotted along thetance$. Interference in the final states leads to periods com-
upper and lower horizontal axis, respectively. Both spectrgletely different from those observed.
are plotted against the same energy scale, withLtf\éV Note that a comparison of the periods of the two types of
Auger lines of both elements lined up with the origin of this oscillations calculated according to E@) with the experi-
common scale. The energy measured fromltkéV Auger  mental results of De Crescenet al!® for the EFS of the
peak is indicated on the middle axihe common sca)e If M, sVV lines of silver(energy~350 e\ leads to analogous
we takeEz~0, then this is the energy of the intermediate results and conclusions.
resonance stateS;. Recall that the nickel spectrum was The question now arises, why is the second-order pertur-
recorded in the first-derivative regime with subsequent intebation theory, which one would naturally assume to be
gration; therefore it contains less noise than the iron speoweaker, suddenly stronger than the first-order theory? Of
trum. course, we are not dealing here with atomic probabilities:

3. RESULTS AND DISCUSSION
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A(p)>B(p) in Eqg. (1). The reasons have to do with the region. We propose the following interpretation. Coherent,
physics of the solid state and consist in the significantlyelastic scattering in final states with such energy is wad
greater probability of coherent elastic scattering of the low-backscattering amplitudes and the Debye—Waller factor are
energyq electron by neighboring atoms in comparison with small and the auto-ionization channel is practically excluded
the high-energy electrom (Ref. 3)). In Eq.(2) the amplitude since the most probabl@esonanceenergy of the interme-
f(q, m)>f(p, ), but the decisive contribution comes from diate statesE,~E,—E <0 lies in the region of occupied

the Debye—Waller factor states. This channel is opened when the energy of the sec-
2 ondary electrons exceeds the energy of the Auger line.
W(p2) =exy{ — Zp¥A R2>> (5 To summarize, we hfive shown thepretically and experi-
3 mentally that extended fine structures in secondary electron

spectra above the high-energy Auger lirit/se L, 3VV lines

of iron and nickel are a new physical phenomenon, which is
not encompassed within the framework of Fermi's standard
“golden rule.” It has its origin in a threshold auto-ionization

and the analogous Debye—Waller factd(qg?), the argu-
ment of the exponential in both of which is proportional to
the corresponding energ¥,, or E,, as a result of which

W(g%)>W(p?). It is specifically for this reason that the os- hich dd coh lasti g of
cillations formed by scattering in the intermediate states exProcess, to which we must add coherent, elastic scattering o

ceed the analogous oscillations due to scattering in the ﬁnalectrons of intermediate states by the immediate environ-

states. The relative intensity of the signals from the intermeMeNt of the central atom.

diate (@) state and final§) state is given by
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We present here for the first time polarized reflection spectra and optical conductivity spectra of
single crystals of the newly deuterated organic conductDs-BEDT-TTH,[Hg(SCN),Br]

at room temperature. The spectral region investigated is-A0000cm . We examined the
effect of deuteration on electronic and electron—vibrational transitions observed in the

spectra. The observed shift of the electron “dimer” transition in the infrared toward lower
frequencies upon deuteration is linked with an increase in the interaction between neighboring,
mutually perpendicular dimers in the structure of the deuterated crystal. A lowering of the
symmetry of the BEDT—TTF molecule is demonstrated in crystals simil&r 8EDT-TTP),
[Hg(SCN),Br], relative to the symmetr{,, of the free molecule. We refine the

assignment of the spectral features determined by the interaction of electrons with the fully-
symmetric intramolecular vibrations of the=(C, C-S, and C—-C-Hbonds of the BEDT-TTF
molecule. ©1998 American Institute of Physid$$1063-783%8)00509-7

As of the present time, a large number of highly con-spectra of a bromine-containing salt in which the BEDT—
ducting, low-dimensional organic compounds based on doTTF molecule was modified by isotopic substitution of deu-
nor and acceptor molecules have been synthesized, manifegerium for hydrogen: k-(Dg-BEDT—TTF);[Hg(SCN),Br].
ing a wide variety in their chemical composition, The effect of isotopic substitution in the BEDT-TTF mol-
stoichiometry, crystal structure, and other propertiddon- ~ ecule on its optical properties was investigated for the super-
radical salts based on the tEthylenedithigtetrathi- conductorsk-(BEDT-TTH,[CUSCN),] (Refs. 6-8 and
afulvalene (BEDT—TTP molecule occupy a central place K-(BEDT—TTF),CUN(CN),|Br (Refs. 9 and 10 The goal
among these compounds since they include superconductc% these studies was to examine the electron—vibrational in-

with the highest superconducting transition temperatures foieraction(EVI) characteristic of these objects and the relation
organic compoundsT,> 10 K)2 and conductors that un- between its features manifested in the infrared spectra and

dergo transiion to the insulating state at Iowerthe shape of the vibrations. A study of the crystal structure
temperatures® Compounds of both types often have very and electrical conductivity of the deuterated conductor

similar crystal structures, packing of the BEDT-TTF mol- l;'l(DﬁBEDTTITT?{ZEE.Q(SS':)ZBG was dpr_esent(tadh in Ref'th
ecules in conducting layers, and band filling. - 'he results of this study are used in part here in the

Recently, we carried out optical studies on the eIectronicdISCuSSIon of the resuilts of the present study.
structure and electron—vibrational interaction of a new group
of isostructural organic conductors having metal—insulatof. EXPERIMENT

transition, based on this moleculek-(BEDT-TTP), The crystals ok-(Dg—BEDT—-TTH,[Hg(SCN),Br] (the
[Hg(SCN)2Br], k-(BEDT-TTPH;[HY(SCNCl,] (Ref. 4, and a1t for short and k-(Hg—BEDT—TTH,[Hg(SCN),Br]

k-(BEDT-TTP,[HY(SCN.CI] (Ref. 5. These studies (e 1y salp are isostructural and belong to the monoclinic

showed that the chemical modification of the anion taki“gsystemBZ/b Z=4. The main crystallographic parameters of
place in this series of compounds leads to considerable quagye D, salt are: a=37.044, b=8.307, c=11.721A,

titative differences in their optical properties. Thus, for ex- 3—g89.30°, V=3607A3, and of the K salt are: a
ample, a substantial difference in the oscillator strengths ok 37,039 b=8.321,c=11.713A, 3=89.66°,V=3610 A3
the electronic and electron-vibrational transitions in the in(Ref. 11 (the notation of the crystallographic parameters is
frared is observed in the indicated series of salts, along witlhat used in Ref. 12
a corresponding difference in the effective mass of the quasi- The crystal structure of both salts consists of two-
two-dimensional valence electrons and, apparently a differeimensional layers of the cation—radicals BEDT—TTF paral-
ence in the electron—electron interaction. lel to the (100) plane which alternate along tteeaxis with

In the course of these studies we investigated the opticdayers of the polymeric aniofHg(SCN),Br]~. The cation—

1063-7834/98/40(9)/4/$15.00 1447 © 1998 American Institute of Physics
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radical layers consist of the dime(BEDT-TTP, packed
orthogonally, one with respect to the oth#ne k phase. In R
the structure of the cation layer there are two shortened in-
termolecular contactS...S in thedimers and six shortened g4
intermolecular contacts between the dimers. Important dif-
ferences in the structure of the cation layer are observed onl

in the interplanar distances between the molecules forming
the dimers(3.51 A in the H salt and 3.58 A in the psaly &3
and in the values of the angles between the centralCC
bond of the BEDT-TTF molecule and tleeaxis (87.21° in
the H salt and 91.05° in the Psaly. The anions form  ,,
chains extending along theaxis.

The crystals are thin, black, shiny, not completely
formed rhombic platelets with the most develog&@0) face
having typical dimensions 0:60.5X 0.05 mm. Thec andb 0.1
axes are directed parallel and perpendicular to the long diag
onal of the rhombus, respectively. Theaxis is perpendicu-
lar to the most developed face.

Polarized reflection spectid(w) for almost normal in-
cidence of the incoming light on the various faces of the
crystals were measured at room temperature on a Bruke
IFS-88 infrared Fourier spectrometer constructed from anin- L1 I L1 1ot I 1
frared microscope and a KRS-5 polarizer, in the spectral 10° 10*
range 706-5500cm ! and on a double-beam microspec- w/Z2mc, om
troreflectometer developed at GQtate Optical Instituje FIG. 1. Reflection spectra dt-(DyBEDT—TTR,[Hy(SCN,Br] (1) and
with a Glen— Thompson prism as the polarizer in the Spectra}_ _gepT_TTH,{Hg(SCN),Br] (2) single crystals from thé100) face in
range 9006-40000cm *. The diameter of the light probes E|b polarization. The inset displays the low-frequency part (72600
of the two instruments was 75 and 2B, respectively. The cm” 1) of the spectrum, in which the structural features of the electron—
absolute value of the reflection coefficidRivas determined Vvibrational interaction are located.
from ratios to an aluminum mirror and two standard refer-
ence mirrors made out of SiC and quartz. The reflection
spectra in the spectral range 708500 cmi * were recorded  spectra forE||b andE||c, are shown in Figs. 3 and 4, respec-
in the regime of extended accumulation of interferogramdively. The general form of the spectra and their anisotropy
(up to 10000 scanswhich allowed us to achieve a high are typical of conducting BEDT—TTF salts in thkgphase. A
(>20) signal-to-noise ratio for such small crystals. The abwide maximum in the o(w) spectra is observed at
solute measurement error in the second spectral range wa400- 2400 cm ! for E|b and at 2608- 2800 cm * for E|c,
1.5%. Reflection was measured from the natural growth facevhich, according to the data of Ref. 5, is determined chiefly
of the crystal4100), where we chose the most specular seg-by charge transport between BEDT—TTF molecules in the
ment of the surface for the measurements. The crystals werimer. The low-frequency side of this electronic maximum
oriented in the light wave field along the long diagonal of thehas characteristic vibrational structure, due, as is well
rhombusc: E|c andEL c(||b). known, to interaction of the electrons with the fully symmet-

Optical conduction spectra(w) were obtained from the ric, intramolecular vibrationsA,) of the BEDT-TTF mol-
reflection spectra by means of the Kramers—Kronig relationsecule. It can be seen from Figs. 3 and 4 that upon deuteration
The technique used in the calculations for extrapolating théhe maximum undergoes a weak shfif approximately
reflection spectra to lower and higher frequencies, and als@00 cm %) toward lower frequencies. A calculation of the
into the region 5508 9000 cm %, is described in our earlier o(w) spectra based on a clustéitetrameric”) theory of
papers:® optical properties developed fde-phase salts in Ref. 13
showed that the shift of the electronic maximum toward
lower frequencies results from taking the interaction between
neighboring, mutually perpendicular dimers into account.

Figures 1 and 2 display reflection spectra fromth@0  Therefore, the observed shift of the electronic maximum in
face of k-(Dg-BEDT-TTP,[Hg(SCN),Br] in the spectral the spectra is apparently evidence of an increase in this in-
range 706-40 000 cm !, the polarizations without the elec- teraction caused by deuteration. It may be conjectured that
tric vector of the light waveE parallel to theb andc axes, the increase in the role of the interaction between neighbor-
respectively. For comparison, the corresponding reflectioiing dimers in charge transport is due to the above-indicated
spectra ofk-(Hg-BEDT-TTH,[Hg(SCN),Br] from our pre- increase in the distance between BEDT—TTF molecules in
vious paper(Ref. 4 are also shown. the dimer upon deuteratiofwithout any change in the cor-

Optical conductivity spectra(w) of the Dy and H; salts  responding distances between dimers
in the range 808 5500cm !, obtained from the reflection Figures 3 and 4 show that the largest change in the deu-
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FIG. 2. Reflection spectra dt-(Dg-BEDT—TTP,[Hg(SCN),Br] (1) and 10 2-10 3
k-(Hg-BEDT-TTPH,[Hg(SCN),Br] (2) single crystals from th€100) face in w/2%c, 10" ¢cm

the E|c polarization. The inset displays the low-frequency part (700

—1500cmY) of the spectrum, in which the structural features of the FIG. 3. Optical conductivity spectra of crystals &f(Dg-BEDT-TTH),

electron—vibrational interaction are located. [Hg(SCN),Br] (1) andk-(Hg-BEDT-TTP,[Hg(SCN),Br] (2) for E||b. The
numbers next to the curves give the positions of the maximem™?) of the
main features of the electron—vibrational interaction.

terated o(w) spectra occurs in the region of electron—

vibrational structure 850-1350cm1). It can be seen

that the intense electron—vibrational bands observed in thecule, which isD,,, assign the feature at 1174 cito vi-
spectra of the Kisalt at 1295 and 1164 crh for E|b and at  brations with symmetrB, or Bog-

1305 and 1174 cmt for E|c in the spectra of the Psalt are It can be seen from Figs. 3 and 4 that the intense, wide
absent. In their place new, weaker bands appear at lowdeature at 1204 cm' (E|b) and 1257 cm?! (E|c) in the
frequencies: 1114 and 1024ch (E[|b), 1115 and spectrum of the klsalt, which, as we represented it in Ref. 4,
1024cm?! (E|lc). The assignment of the electron— is the Ayv, vibration due to an interaction of the electrons
vibrational features observed in the spectra can be made awith the valence vibrations of the centra=C bond, (ob-
suming eitheiD,,, symmetry(as in Ref. 14or D, symmetry  served value 1494 cnt, calculated value 1549 cm, Ref.

(as in Ref. 15 of the ET molecule. In the first case, there are15) is shifted insignificantly upon deuteration. The inset to
12 fully symmetric, intramolecular vibrations while in the Fig. 1 shows that the features due to the interaction of the
second case there are 19 fully symmetric vibrations.-or  electrons with the vibrationd,ve and Ayv; appear in the
symmetry there are two vibrations of the isolated BEDT—reflection spectrum foE||b in the form of dips in this wide
TTF molecule in the indicated region which include motionsband. Such a form is evidence of interference of the three
of the hydrogen atoms—the deformational vibrations of theindicated electron—vibrational states. In fEc polarization
C-C—-HgroupsAgyvg and Ayv; (observed values 1281 and this fact is not so clearly noticeable. It should be noted that
1147 cm'!, calculated values 1289 and 1195¢mrespec- the participation of the deformational vibrations of the H—
tively, Ref. 15. For D,, symmetry in this region there is C-H bonds Agvs, 1421 cml) in the electron—vibrational
only one such vibration at 1290 c¢rh(Ref. 14. The shift of  interaction(EVI) remains unclear.

the two vibrational features toward lower frequencies ob- We assign the sharp peak at 877¢m(E||b) and
served upon deuteration points to a lowering of the symme881cmi® (E|c) to valence vibrations of the C—S groups
try of the BEDT-TTF molecule in a crystal relative to the (Agvyo, 876 cm'1). It can be seen that this band undergoes
D,, symmetry of the isolated molecule and confirms oura weak positive shift 5 cm ™ for E|b and +7 cm™ ! for
earlier assignmefif to the vibrationsAgvg and Agv;. The  E|c) upon deuteration. A theoretical calculation of the fun-
authors of Ref. 9, departing from the symmetry of the mol-damental vibrations, including the C-S bonds, for isolated
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ol polymeric anion. It can be seen that this band is identical in
shape and position for both these salts, i.e., it is insensitive to
| the changes in the configuration of the SCN groups observed
in Ref. 11 upon deuteration.
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of the infrared reflection spectra.
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We present results of an experimental study of the effect of magnetic scattering ¢aitiesd

in the insulator componerituprous oxidg of the composite HTSECu; _,Ni, O on its

transport properties. A suppression of the superconducting properties of this system is observed
to take place with increasing nickel content. The results are analyzed within the framework

of the model of strong electron correlations. 1®98 American Institute of Physics.
[S1063-783%8)00609-1

Weak bonds in materials based on HTSC's are presentljude larger than the resistivity of the HTS€for this reason
under intense study, both theoretically and experimentallyCuO can be taken to be an insulator in our case. Doping of
motivated by the fact that they display most strikingly CuO by isovalent nickel should not, in our opinion, lead to
carrier-pairing regularitieS A study of the transport proper- the induction of valence and the appearance of impurity car-
ties of two-component composite samples, one whose congiers in contrast to nonisovalent doping of CuO by Li
ponents is a HTSC and the other is either an insuldfpof  (CuO:Li), which gives rise to a substantial growth in the
semiconductor$m) or normal metal ), is tantamount to a  conductivity and even a change in its character with increas-
study of the transport properties of an artificially created neting concentration of impurity carriefs.® In Refs. 16-18 it
work of weak bonds of given typeSt-1—S, S—Sm-S, S Wwas theoretically shown that magnetic impurities introduced
—N-S, whereS is a superconductpf8 Despite the fact into the insulting barrier also suppress the Josephson super-
that the weak bonds in such composites are distributed raffUrTent. The present paper reports an experimental study of
domly with respect to geometrical dimensions, the transport€ influence of a nickel impurity in @ CuO matrix on the
characteristic§temperature dependence of the critical cur-Tesistive properties of HTS€Cu, -Ni,O composites.
rentJ.(T) and resistanc®(T), current—voltage characteris-
tics (CVC)] reflect the primary regularities of supercurrent
flow through an effective contact of the corresponding typel. EXPERIMENT
We prepared composites based on the classical HTSC

9 .
Y 51dU1/4B8,CLs0; and CuO:® We showed that such a sys HTSC+Cu,_,Ni,O were prepared in the following way.

tem is an example of a network of weak bondsSefl — S . o .
. ) . First, the initial components of the composite to be prepared
type. Current—voltage characteristics of quasitunneling type

and thermally activated phase slippa@@\PS) are charac- - orc synthesized: Ly a8%Cu0; and Cy NI, O. The

- .~ standard ceramic technique was used to synthesize
teristic of such a system beloW, (Ref. 10. When CuO is Y4y BaCl0,. Cu_ Ni,O was prepared by the ce-

transformed by lithium doping into a superconductor, COM- 2 mic technique from CuO and NiO at 950 °C. The synthesis
posites based on it manifest the characteristics of a networ{ﬁne was~40 h with several intermediate grindings.

of weak S—Snm—S bonds — specifically, we are looking A Debyegram of the sample with the largest
here a_lt a transformation of the CVC from qu_asnu_nnellng tox—Cuo,94Ni0_06O (samples withx<0.06 were not investi-
metallic and the appearance of a plateawiiT) in the  gateq since the standard x-ray technique does not give reli-
low-temperature region as a result of increased carrier conype results in this cage-revealed the presence of two crys-
centration in the superconductor constituetitA study of  tajiographic phases in which a solid solution the system
HTSC+BaPbQ composites with paramagnetic impurities (CuQ), _(NiO), can exist. These results are in full agree-
introduced in the normal metal BaPp(Ref. 12 motivated  ment with the conclusions of Ref. 19. Magnetic measure-
us to examine the influence of magnetic scattering centergients were performed in the components of the composite
introduced in the insulator component of the HTFSCuO Cu,_Ni,O with x=0, 0.01, 0.03, 0.06 using a vibrating
composite. The choice of CuO is based on the experimentghagnetomete?® Figure 1 plots the magnetization depen-
observation of an absence of chemical interaction betweegience on the temperature of the samples in the interval 4.2
the HTSC with -2— 3 structure and the cuprous oxide, as — 300 K, measured in a fielti =5 kOe. A monotonic in-
was shown by electron microscdpyand x-ray diffraction crease of the absolute value of the magnetization with in-
studies®® Although CuO is a semiconductor, at tempera-crease of the nickel content is evident in the samples, as well
tures below 100 K its resistivityg) is 15 orders of magni- as a decrease of the Bleeemperature with increase ®f(for

Composite samples having the formula

1063-7834/98/40(9)/5/$15.00 1451 © 1998 American Institute of Physics
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FIG. 1. Temperature dependence of the magnetizddlaof Cu, _,Ni,O as a function ok. x=0, 0.01, 0.03, 0.06. Isotherms are drawnhnét 5 K step.
Arrows indicate the Nel temperature.

CuO Ty is ~250 K, which is in qualitative agreement with ciated with possible impurities and variations in their stoichi-
the data of Refs. 14 and R1Although this value is some- ometry and particulars of their preparation.
what larger than the value measured by other authors and is Figure 2 plots the resistivity of samples of the composite
probably due to impurities and a possible oxygen nonstoichiHTSC+Cuy, _,Ni,O as a function of temperature and com-
ometry, what is more important in the given case is the relaposition, normalized t@ (93.5 K) for x=0, 0.01, 0.03, 0.06.
tive variation of the Nel temperature with doping of CuO The absolute values gf (93.5K) of the composites were
with nickel. Measurements of the magnetizativh(H) of  0.055Q-cm for x=0, 0.069%)-cm for x=0.01, 0.061}
the components of the composites were performed in fieldscm for x=0.03, and 0.059) -cm for x=0.06, i.e., within
up to 60 kOe alT=4.2 K. All of the dependences turned out the limits of measurement error the values of the resistivity
to be linear, their slopes increasing monotonically withat 93.5K [p (93.5K)] for all samples of the composite
growth ofx. Analysis of these measurements showed that th&iTSC+Cu, _,Ni,O can be taken to be identical. Hence we
magnetization is additive in the nickel concentration. On theconclude that nickel is not an additional scattering center for
basis of magnetic measurements and x-ray diffraction studsrdinary current carriers as they tunnel through the insulating
ies, we can describe the CyNi,O system as an antiferro- interlayer. The form of the(T) curves is the same as for
magnetic CuO matrix in which copper atoms are randomlyHTSC+ CuO composite samplds:ithey have a quasi-
replaced by nickel atoms. These atoms can enter as addiemiconductor character up to the superconducting transition
tional magnetic scattering centers for carriers of the superemperature of the HTSC grairi83.5 K) (not shown in Fig.
conducting current in a network of we&k-| —Sbonds with  2), which is followed by an abrupt decrease in the resistance
a barrier formed from such material. corresponding to transition to the superconducting state of
The mixture of powdered components of the compositehe HTSC graingthe invariance of this temperature for all
to be formed, taken in the required proportio@s vol%  and its equality toT, of the starting HTSC point to an ab-
HTSC and 15 vol% Cu ,Ni,O), were pressed into pellets sence of nickel diffusion into the HTSCand they have a
which were then loaded into the working zone of a furnacesmooth “tail” reflecting the transition to the superconduct-
heated to 910 °C. The pellets were kept at this temperaturiag state of the weak bonds. This part of the dependence for
for 2 min and then loaded into a second furnace at 350 °Cx=0 has been attributed to thermal fluctuatieg®&P9® in
where they were kept for 3 h, after which they were alloweda network of Josephson junctiofis.
to cool in the furnace. All of the samples investigated in this It is explicitly clear from Fig. 2 that the temperature of
work were prepared from a single series of initial ingredientsthe transition to the state of zero resistance falls as the nickel
to avoid random deviations of their physical properties assoeontent in the insulator component of the composite is in-
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FIG. 2. Temperature dependence of the normalized electrical resisRfitgR (93.5 K) as a function ofx for composite samples 85 vol.%
Y 314LU1,.B3Cus0;+ 15 vol%Cy _,Ni,O. x=0, 0.01, 0.03, 0.06.

creased. Since the volume fraction of CuNi,O in all the 12) = Uo| p°d1%°) —vo(|p8d®p®) + | p°d®p®)) /2, (1)
composite samples was the safhb vol%), and likewise the
particulars of their preparation, the decrease in the temperavhere the coefficientsi, and v, are determined by such
ture at which the resistance vanishes can be explained onfyarameters of the Hamiltonian of the—d model as the
by an additionalbesides TAPSmagnetic scattering of the charge transfer energy, the copper—oxygen Coulomb interac-
supercurrent carriers in the insulating interlayer. tion, and the energies of theandd levels in the crystal field.
Thus, because of covalency effects the nickel ion is found in
the diamagnetic sta@'® with probabilityu and in the state
d® with spin s=1/2 with probabilityv3. The weight of the
According to the phase diagram of the systemconfigurationd® with spins=1 is small (~1%); therefore it
Cu;_,Ni,O (Ref. 19, for x<0.05 a solid solution with can be neglected. All these conclusions are valid only for
monoclinic CuO structure exists, i.e., the substitution Culow concentrations of the substituent atoms, i.e.,Xerl.
— Ni can be considered as isostructural. Changes in the elec- Let us apply these ideas to an analysis of the magnetic
tronic structure and magnetic properties caused by such @nd electrical properties of the composites described above.
substitution were treated for the system,Ca; _,Ni,O in  In an antiferromagnetic CuO matrix, according to E#),
Ref. 22 with the aid of exact diagonalization of the micro- the substitution Cu~ Ni with probability v3 conserves the
electronic Hamiltonian of thgg—d model for CuQ and s=1/2 spin, and with probabilitwg leads to diamagnetic
CuG; clusters. Since the immediate environment of the copdilution. The suppression of antiferromagnetism can be ex-
per and nickel atoms in Gu,Ni,O is almost the same, the plained by diamagnetic dilution, where the falloff ®f; is
calculated results of Ref. 22 can also be applied to this sysproportional to the concentration of diamagnetic centers,
tem. dTN/dx~u§x. From the data of Fig. 1, for Gu,Ni,O we
According to Ref. 22, the substitution GuNi in oxides  havedTy/dx=—5 K/at. %, which is quite close to the value
does not result in the formation of the bivalent configurationd Ty /dx= —5.5K/at. % in the system L&u, ,Ni,O (Ref.
Ni2*(d®) with spin s=1, which is energetically unfavored 23).
because of the strong intra-atomic electron correlations of the The electrical properties of the system;CiNi,O are
3d electrons. It is more favorable for the two holgslative  configured by the fact that with the appearance of the two-
to the filled 311 shel) not to be localized in the & state, hole stateg1), deep impurity levels are formed in the one-
but to be partly “smeared” over the nearest neighbors, thaelectron spectrurfit which by virtue of their large depth
is, oxygen ions, so that the wave function of the two-hole(~1 eV) do not affect the carrier concentratigat room
state can be written as a superposition of th#’l3 and  temperature and belgwwhich is determined by the intrinsic
3d%%2 configurations defects in CuO. Therefore, the resistance Tor T, of the

2. DISCUSSION
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Fig. 2 appearing below; with growth ofx can be compared
to an analogous salient point in th&(T) curves

50 in  YBa,CusO;/Prp ;S sMnOz/Ag  and  YBaCuwO4/

Pry 7Sy sMn0O5;/YBa,CusO; sandwiches with a ferromag-

netic barrier layef® Apparently, scattering by the magnetic

moments in the magnetically ordered barrier layer is respon-
ot sible for the indicated salient points.

30, In high-temperature superconductors, phase layering is
often observed® where the non-conducting and supercon-
ducting phases can form ordered one-dimensional
superstructure"%o.*31 The composite systems HTSCuO

mr

” that we have investigated can be considered as artificially
| 410 created systems with phase layering where, in contrast to
natural layering, we have the possibility of intentionally in-
, , troducing magnetic impurities into the non-conducting layers
“50 0.02 0.04 a_oso and studying their effect on the tunneling of Cooper pairs.

z In the system ¥%,Lu;,BaCu;0O;+Cu; _,Ni,O we dis-
FIG. 3. Concentration dependence of the antiferromagnetic correlatiot’?overed three important experimental factsiridependence
length &, for Cu,_,Ni,O (solid line) and the temperature at which the re- Of the transition temperatufg. and the resistance above the
sistance of the HTS€Cu, _Ni,O composites goes to zeffilled circles. transition temperature of the level of nickel doping, 2
lowering of the temperature at which the resistance vanishes
with growth in the nickel concentration, and the appear-
HTSC, i.e., for ordinary carriers in the composite ance of special features in tiR{T) curves belowT, . All of
HTSC+Cu 4Ni,O, is not a function of nickel doping. Nor these facts are qualitatively explained by peculiarities in the
is the onset point of the transitioh,, which is determined electronic structure of CuO and changes in it wrought by
by the superconducting transition inside the HTSC grainssubstitution of nickel for copper. The appearance of mag-
since the probability of nickel diffusion into the HTSC grains netic moments in the insulating interlayer is caused not only
is exceedingly small in view of the short annealing time ofpy the states Ni" (3d®) with spins=1, which have a very
the composite. As for the depression of the temperature diigh energy due to effects of strong electron correlations, but
the transition to zero resistance in the sample, it is necessaglso by the diamagnetic configuratiod4’L2. The uncom-
to consider tunneling in a composite with antiferromagneticpensatedness of the CuO antiferromagnetic sublattices in the
insulating interlayers. vicinity of the diamagnetic spin hole also gives a magnetic
Since even in optimally doped HTSC'’s, antiferromag- moment with effective spin<1/2 per impurity atom. The
netic correlations exist on scalég larger than the coherence reduction of the superconducting properties  of
length of a Cooper pair§s, motion of such a pair takes HTSC+Cu, _,Ni,O composites with increasing correlates
place, as it were, against a background of antiferromagnetigith the decrease in the antiferromagnetic correlation length
order. Therefore, for tunneling in the system HTSCuUO,  in Cy,_,Ni,O, where the latter fulfills the role of a tunneling
the presence of antiferromagnetic order in CuO will scarcelyinterlayer in the network 06— — S bonds of these compos-
lead to additional breaking of Cooper pairs. A different situ-jtes.
ation arises in the case of CuNi,O, where the antiferro-
magnetic structure contaimi®? diamagnetic centers. We thank A. D. Balaev for assistance in carrying out the
It is well known that in an antiferromagnet containing Magnetic measurements, A. D. Vasil'ev for performing x-ray
diamagnetic substitutions, because of the nonequivalency éfiffraction studies of the samples, and K. S. Aleksandrov for
one of the sublattices, an uncompensated moment appearsyfeful discussions.
the vicinity of the diamagnetic impurity. Such moments were ~ This work was carried out with the partial financial sup-
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ity in La,Cu, A, O4, A=Zn, Ga, Al(Refs. 23 and 26and  the Russian Academy of Sciences.
from NMR data in YBa(Cu, _,Zn,)30; (Ref. 2. Scatter-
ing by such impurity magnetic moments suppresses super; _
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conductivity in the usual way according to BC$ theory. Flgj 23, J. Calabrese, M. A. Dubson, and J. C. Garland, J. Appl. Fi%y£958
ure 3 plots the dependence of the antiferromagnetic (1992.
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Characteristic features of the low-temperature thermal conductivity of highly-enriched
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Experimental data on the thermal conductiityT) of natural and highly enriche(®9.99%)

Ge'? crystals with ground and polished surfaces are analyzed in the temperature interval
~2—8K. In all samples, the boundary scattering mechanism predominates in the interval from
2 to 4.0 K. As temperature increases, in highly enriched saniplesocesses start to

contribute to phonon transport and the behavioK¢T) corresponds to viscous Poiseuille flow

of a phonon gas. The isotopic scattering mechanism plays a large role in isotopically

nonideal samples. €1998 American Institute of Physids$51063-783@8)00709-4

Recently, V. I. Ozhogin’s group synthesized chemically 1/TN>NwT4- U~ w?T3
pure, perfect and highly enriched Berystals(with 99.99% ]
enrichmenk A study of different properties of these crystals (S€€, for example, Refs. 4 and. §-or this reason, for the
was initiated. An experimental investigation of the thermalC0rresponding mean-free paths there exist, as is well known,
conductivity K(T) both in a highly enriched sample and in @ temperature interval such that
Ge'° samples with 96% enrichment and a natural sample in Iy<d<ly,
wide temperature intervals has been already been ) - ) o
performed-? Corresponding data have been obtained botHNhered is the characteristic sample size. In the indicated
for crystals with fine polishing of the surface and for crystals'merval’ in the case of very perfect_ mon(_)lso'_toplc crystals,
with a more coarsely worketjround surface(see details in the effect of statistical defects and isotopic disorder on the

Ref. 2. As a result, we have unique experimental data forStructure of the nonequilibrium distribution function is veiled

studying in greater detail kinetic processes in regular systemfdy N Processes. The only resistive processes is scattering by
and the role of isotopic disorder in kinetics. the walls of the sample. However, because the nonresistive

In the present paper we analyze the experimental data grocesses are more frequept the phzonon transport mean-free
Refs. 1 and 2, obtained for the range of liquid-helium tem_pathlength increases effectively asd”/I, (Ref. 3; see also

peratures from 2 to 8 K. First, the effect of the degree ofRefs. 4-6. )

working of the sample surfaces and the possible role of L- P- Mezhov-Deglin has performed measurements of
strong dispersion of the acoustic phonon spectrum of germa{he thermal cqnductmty in very perfect and r_n0_n0|sot0p|c
nium are studied in natural Ge samples. Second, for the caS@&Mples of solid Heand observed the characteristic features,
of highly enriched and perfect samples, the possibility of thePrédicted by R. N. Gurzhi, in the temperature behavior of
manifestation of an effect predicted by R. N. Gurzhi is dis-K(T) in the region to the left of the maximuiiRef. 7; see
cussed. The essence of this effect is that quasiparticle di&/SC Ref. 8. But, except for solid helium, as far as we know,
placements occurring in a phonon flux can be regarded undéf€ hydrodynamic region has not been reliably identified in
certain conditions as a random walimilar to a Poiseuille Other materials.

flow of a fluid).>* The point is that, at very low temperatures,

for an acoustic phonon mode with frequeneyand polariza-

tion j, the relaxation rate due to anharmonic Umklapp pro-1. GENERAL RELATIONS

cesses (), in which short-wavelength phonons with large

momenta participate directly, is exponentially small: We shall express the thermal conductivityof the lat-
_ tice in the standard fort
Ut} ~ w?Texp - B;/T). . , .
kB kBT 2D,
At the same time the relaxation rates for longitudihaind K(T=2> — . f dzrj(2) ———. (@)
1=1 47%; 0 (e’—1)

transverset modes on account of normadl-processes, in
which any phonons can participate, including only long-Herez, ;=k0;/kgT andr;(z) are, respectively, the reduced
wavelength phonons, are described by power-law temperd3ebye temperature and the relaxation time of the phonon
ture dependences mode with polarization indekand group velocity; .

1063-7834/98/40(9)/4/$15.00 1456 © 1998 American Institute of Physics
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We shall consider only the boundary scattering pro-TABLE |. Geometric dimensions,, |,, andl, of the samples and the
cesses(i.e., the region of very low temperatujesn this  Values of the parametey in the Ziman—Soffer theory.
situationr is a relaxation time determined by boundary scat-

- A ] Sample I, Iy, I, mm nA

tering. For the case of diffuse boundary scattering and an
infinitely long sampler{®®=1./v;, wherel. is the mean- n(s) 2:33x2.3x40.7 65
) n(p) 2.4x2.35x40.8 36

free pathlength of the phonon mod@r the Casimir h(s) 2 %2 5x40.4 65-75
length®). For samples with cross sectid® the Casimir h(p) 2 44%2.13x40 4 o8

length IS given by‘.C: 1'1.2\/§.' N Note: The isotopic disorder parametgifor natural(n) and highly enriched
The effect qf fine polishing as well as grmdn@(lpe case (h) samples equals, respectively, 5870 * and 8.18& 1078. The symbols
of coarser workingof the surface on the temperature depen-s andp denote ground and polished samples, respectively.

dence of the thermal conductivity can be studied qualita-
tively in the Ziman—Soffer theory!! This theory contains

the relaxation time of the surface by grinding? Thus, there are four sets of
T ) experimental curves. The isotopic disorder parameter
T =T o
! Uj l—P(k],¢) ECiMiz_(ECiMi)z
g:
P(k; ,#)=exd — (2k;ncog ¢))?]. 2 (2ciM;)?

Here P is the specularity factor, which for thth mode (wherec; andM; are the concentration and mass of the iso-
depends on the phonon wave veckgrand its orientation, tope of the kindi) equals, respectively, 5.8710 4 and
i.e., the anglep; 7 is a parameter characterizing the degree8.18x 107 8.

of polishing of the surface. We note th&t=w/v; and The only adjustable parameter in the theoryzis The
¢=m/2—0O, where ® is the angle made by the phonon standard values were taken for the group velocities of the
wave vector and a unit vector in the direction of the temperatransverse and longitudinal acoustic phonong=3.16

ture gradient. X 10° cm/s andy;=5.21X 10° cm/s. To determine the Ca-
Let us substitute the expressi@) into Eq.(1). Taking  simir lengthl. and the parametar, the specific parameters
account of what we have said above, we obtain of the samples were usgdee Refs. 1 and)2The corre-
Sl (KaT) 2 sponding values are presented in Table I.
K(T)= 2 B'c (i) The computed theoretical curves for different values of
j=1 27-rzvj2 h the parameter,, characterizing the degree of working of the

" surface, and the experimental data in the form of points for
y JZD'jdX z'e fldyyzcothz-(y) 3 four samples are presented in Figs. 1 and 2.
0 (e>~1)%Jo o We shall comment on Figs. 1 and 2. It is immediately
_ i evident that the factor; decreases considerably as the degree
The factorZ; is defined as of working of the surface increases. In the case of fine pol-

é ishing, »=36 and 28 for natural and highly enriched
?Z2T?(1-y)?, cothZ(y)=r,
Zi(y)= 2Vj2h27’ 1=y . (4)
ry2, cothz;(y)>r. 60
%*

Herey= cod9; the parameter =1 ./l., wherel ., is the
linear size of the sample.

We call attention to the fact tha; is not only sensitive
to the degree of polishing of the surface of the sample, i.e.,

the quantityz, but it also depends on the temperatliteNe x 40
also note that ify~1, i.e., the phonons “move” parallel to E
the sample axis, then the integral oyediverges. In reality, §
the sample length is finite. This is taken into account in the
Ziman-Soffer theory. WheR(y) = cothZ;(y)>r, F(y) is re- =

8

U0 LA ENLORLLILEN BRLJLONLIN S LI A A L B

placed byry?.

2. RESULTS AND DISCUSSION

In the present work, using relatio3) and(4), we ana- 2 4 6 8
lyzed the low-temperature experimental data for the thermal T,K
conductivity of natural and isotopically highly enriched ) ) )
FIG. 1. K versusT. The case of highly enriched crystals. The theoretical

samples(with 99.99% enrichmentin the interval T~2 . :
. X curves correspond to samples with polistigdand ground2, 3) surfaces.
—8 K. As mentioned above, the data were obtained for thene specularity parameter equals 28(1), 65 (2), and 75(3). The experi-

cases of fine polishing of the surface and for coarser workingnental points were taken from Ref. 2.
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lowest temperaturesT(< 0.6 K) in helium the phonon mean
free path determined by anharmonic collisions is found to be
shorter than the diameter of the sample. THe&fT)~C,
~T3. In the interval 0.6—1 Ky<d andlgly>d?, wherely

g

X

= andl i are the mean-free pathlengths corresponding to nor-
E mal and resistive processes. Hége=0.1d%/1 .

} In this situation, according to experiment and simple the-
:“ 20 oret{!cal estimates, to the left of the maximu¢{T)~C,ly

= ~T°.

We also note that criteria under which the motion of a
phonon gas under the action of an applied temperature gra-
dient can be interpreted as viscous Poiseuille flow were es-
4 | tablished in Ref. 7. It is required that

T,K Ir/IN=10°  d/1=30.

FIG. 2. K versusT. The case of natural samples. The theoretical curves On this basis it is possible to explain qualitatively the
correspond to samples with polishédd and ground?) surfaces. The specu-  SPecific “positive” deviation of the experimental values of
larity parametery equals 36(1) and 65(2). The experimental points were K (T) from the theoretical values at temperatufies4 K in
It;e:]l;en from Ref. 2. For the ground surface they are connected by a dashqd70 55 the result of the appearance of a hydrodynamic re-
' gime in perfect, highly enriched samples. We note that de-
gree of surface workingnot discussed in Ref.)influences
the temperature dependence of the thermal conductivity to a
samples, respectively. For samples whose surface wasertain extent. Specific estimates require knowing the mean-
worked by grinding, the values of the parameigare also free pathlengths determined by normal anharmonic pro-

N
™
3
[~

close, buty~65 (see Table)l cesses. Moreover, effects associated with the phonon focus-
We note that the agreement between theory and expering must also be taken into accout.
ment for natural samples is reasonable in the intefval Next, according to Ref. 5, for crystals with the natural

—4 K. But for T=4 K the computed curves lie above the isotopic composition
experimental pointgsee also Refs. 12—14For highly en-

riched samples agreement between theory and experiment K(T)wEC (T)v2r®
also obtains in the temperature interval — 4 K. However, 377

as temperature increaseb~4— 8 K) the theoretical values . . . . .
P A ) where () is the relaxation time due to isotopic disorder.

are found to fall below the experimental values. H that the * tive” deviati T) at
Let us now discuss these results. In the simplest approxi- ence one can see that the “negative” deviationKgfT) a

temperature§ =4 K is due to the fact that our analysis ne-

. #b)
Ais) ]’

mation . . .
glected the strong isotopic phonon scattering due to soft
1 _ : modes(see also Refs. 5 and.6
——— 2 1_ (-1
K(T) 3C“(T)v Ts» s EI (=) 5) Let us now summarize. In the temperature range 2—4 K

the change in the behavior of the thermal conductivity as a
) ; ° ) function of the measure of specularity of the surface can be
velocity, andrs is the total relaxation time. described qualitatively on the basis of the Ziman—Soffer

— ~(b,c) i i ) .
At very low temperaturess=7"" for highly enriched 041y n perfect, highly-enriched samples at temperatures
samples. Next, we take into consideration the fact that fofr~ 4k 4 deviation is observed from Knudsen flow of the

germanium the effective Debye temperat@€T) has a pro-  phonons, when most collisions occur with the walls. The

nounced minimum at 25 Ksee, for example, Refs. 10 and eyjiations that arise can be explained by the fact that a vis-

11) and cous Poiseuille regime materializes. In natural Ge samples,
C,(T)~073(T). (6)  at temperature§ =4 K, isotopic scattering starts to play a

. . . considerable role.
Then, according to Eqs5) and(6), the specific behavior of We note that, under conditions of Poiseuille flow, the

K(TI). (“_polsitive”bdgviagon for -Ir;>4 K) can be efxplafitned existence of second sound—oscillations in the density of
qualitatively as being due to the appearance of SOft ran§y o, excitations—becomes possible. This effect has been

verse modes. However, specific estimates using the resultsg served in heliunisee, for example, Ref.)8It would be
Refs. 15 and 16 do not permit describing, even roughly: ’ ’ '

T - Interesting to investigate second sound in Ge also.
quantitatively, the observed deviation.
As noted above, the question of the hydrodynamic flow
regime of phonons is being discussed in the literature. If thistv. I. Ozhogin, A. V. Inyushkin, A. N. Toldenkov, G..EPopov, E. Haller,
regime materializes, then it leads to a substantial increase inand K. |t0h,IJETP Lett. 6k3, 498(1996- | . A
f ; M. Asen-Palmer, K. Bartkowsky, E. Gmelin, M. Cardona, A. P. Zhernov,
the t_hermal conductivity on Fhe left side _of the temperatu_re AV, Inuishkin, A. V. Taldenkov, V. I. Oghogin, K. M. Itoh, and E. E.
maximum. At_ present _there is one experlmgr_ltal observation pajier, Phys. Rev, 56, 9431(1997).
of such a regime in solid-helium crystdiSpecifically, at the  3R. N. Gurzhi, zh. ksp. Teor. Fiz46, 719 (1964 [Sov. Phys. JETRO,

HereC, is the phonon specific heat,is the average phonon
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The sign inversion point of the rotatory power of the gyrotropic crystaiiNiSO,-6H,0
(N\y=503 nm at 300 K has been established. The topology of the gyration surface varies
greatly in the vicinity of\,. We have demonstrated the possibility of using this method of
spectrophotometric polarimetry for precise monitoring of the mounting of a gyrotropic
crystal in the system “polarizer—crystal—-analyzer.” 98 American Institute of Physics.
[S1063-783%8)00809-7

The phenomenon of sign inversion of the rotatory power  The transmission spectra of the PCA system were writ-
of gyrotropic crystals has been observed so far only in inditen for .. = w/2+| 8| (Fig. 1)
vidual casek? and for this reason has been insufficiently _ , _
studied so far. It is of both theoretical and experimental in- T.g(\)=cos[e(\) — m/2%|Bl]=sif[e(\) F| BI].
terest. 2)
In this paper we present results of spectropolarimetricThe difference spectrum
studies of uniaxial negative crystals of nickel sulfate hexahy-
drate, aNiSO,- 6H,0, which are tetragonal polymorphs of AT =T_g(\) =T, g(N)=siM2e(N)]sin28|, (3
the corresponding compounds. The space groups of its ena

Hence the specific rotatory power
tiomorphic modifications ar®4,22 (D3) andP4,22 (DY). P yp

The appearance of gyrotropy in the electronic transitions in I AT(N)

this crystal in the wavelength range 202500 nm is due p(\)= Sgaresin W} 4
entirely to intracomplex interactions in the octahedral

[Ni(H,0)6]?" clusters deformed by the crystal field. In a It can be seen from Ed4) that the sign of the rotatory
solution, NiSQ loses its rotatory powe. power is uniquely determined by the sign of the transmission

Measurements of the dispersion of the rotatory power oflifference. The curve3 , z(\) andT_4(\) intersect at the
aNiSQ,-6H,0 were performed in the direction of the optic inversion point of the rotatory poweiEN) (Fig. 2). The
axis near the inversion point=X\,. The polarimetric setup position of the intersection point does not depend gn
was based on the KSVU-12 automated serial spectrometer.

The light transmission function of the system
“polarizer—optically active crystal—analyze(PCA) has the

form
2
ag . a |
I =1g| cose cosy+ TSIH@(SIn(ﬂ——zSIr‘(Zﬁ-Hﬂ) 1
p
a 2
+ asingo cog26— w)} . (1)
w n+—ﬂ_
where <p=z(n+—n,)d:kd 5 p=1n,+1/n_;

|=|1/n,—1/n_|; |y and| is the light intensity at entrance
and exit from the system, respectivetyjs the thickness of
the sample;y is the angle between the directions of the
vibrations in the polarizer and the analyzér;is the angle
between the principal directions of the polarizer and of the
crystal; ag is a scalar parameter characterizing the optical
activity of the crystal;a is a parameter characterizing the
linear anisotropy of the crystal, andn_ are the refractive
indices for the right- and left-circular polarizations of the
light waves. FIG. 1. Principal vectors of the PCA system.

1063-7834/98/40(9)/2/$15.00 1460 © 1998 American Institute of Physics
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FIG. 4. Shifting of theAT(\) curves for insignificant deviations of the

crystal from the orientatiok|c, y=0' (1), 6’ (2), 11’ (3).

A,nm

FIG. 2. Transmission spectra of anNiSO,-6H,0 crystal in a PCA sys-

tem fork|jc, B==*20° (1,2 and =10° (3, 4). T=300 K. . . L . . .
Ie. 2 @2 @9 surface ofaNiSO,-6H,0 in the vicinities of sign inversion

of the rotatory power(Fig. 3 since G33=0 for A=\,

As can be seen from Fig. 2, at 300K in the geometryG4;>0 for A<\, andG33<O for A>\,.
a=0, ag=1#0 (Kk|c) for a crystal ofaNiSO,-6H,0, X\, In conclusion, note that the spectrophotometric polarim-
=503 nm. etery method is extremely sensitive to variationsyiriFig.

The dependence of the dispersion of the rotatory powet). Thus, for a deviation of the direction of a ray relative to
of nickel sulfate hexahydrate is governed by the structure ofhe optical axis by a few angular minutes, the intersection
the circular dichroism spectrum and in the spectral rang@oint of the T, g(\) and T_g(\) curves shifts noticeably
400- 750 nm is mainly determined by the transitio?’l%zgI (Fig. 4). This is due to the influence of ellipticity
—>3T1g, which, allowing for the symmetry selection rules,
become possible, thanks to the configurational interactions o ()
the corresponding components of the spin—orbit splitting.

By varying the geometry of the experiment and taking
advantage of computerized spectropolarimetry, it is possible
to track the qualitative variation of the shape of the gyration

Qo . .
= —sin 2¢ sin23]

2a
| 22

|22

P

a
1——2cos2t9
p

2

. . . Qg 2
X sir? ¢ sin2[sin 26| | 1+ — | acos 20— g |-
p

®

6y5>0,6,,<0 It follows from the last relation that the conditiohT=0
leads to two solutions. The first is the trivial solutigr=0,
which corresponds to the inversion pointyat 0. The sec-

100

ond solution
a 26 acos 29 ©
50 @=arccol—:sin ag—
- Ip? ®  ay(1—alp?cos )
S
= gives the complicated dependence of the transmission differ-
o ence functiomM T(\) on the parameters of linear and circular
birefrigence.
~50

1ya. O. Dovhyj, Phys. Status Solidi BS, 2, 77 (1966.

2S. Hirotsu, J. Phys. C: Solid State Ph@s.12 (1975.

~100 1 3V. A. Kizel' and V. I. Burkov, Gyrotropy of Crystal§in Russian, Nauka,
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First studies of the structure of the valence region in the conversion spectrum of the 1.56-keV
(M1+E2) transition in?®’Hg have been carried out. Physicochemical environment has

been found to affect substantially the local electron density of impurity mercury atoms. The
mechanisms responsible for the electronic-structure rearrangement are discussed.
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Progress in experimental techniques and theoretical COMprry °
cepts broadens the range of nuclear phenomena being a?ﬂbs;el
plied to investigation of the properties of matter. It was
shown(see Ref. 1 and references thejeimat such a classi- istics of the transition. The objective of this work was to

cal method of nuclear physics as gonvers_lon-electron SP€4solate and measure the signal due to the valence-band elec-
troscopy can be usgd to advaqtage in studies of the glectronfpons against the intense Auger-electron backgrétiaaid to
structure of matter if a resolution ot 1 eV can be attained. ogimate the nature of the changes in the structure of the
Indeed, the electron shells of an atom participate directly i zjence-band conversion-electron spectrum of this transition
the conversion of a nuclear multipole and, therefore, rear, samples prepared by different technologiesferred to
rangement of electron shells caused by a change in the phy%!ubsequently as different sampleas well as in samples

cochemical environment of an atom should become manifeg{oth irradiated and unirradiated by an external x-ray source.
in conversion spectra. Conversion spectroscopy applied to

the investigation of the electronic structure of matter is called
conversion-electror(CE) spectroscopy. The characteristic 1. EXPERIMENTAL PART
feature of this method consists in that conversion occurs in

the immediate vicinity of the converting atoffor all transi-
tion multipolarities butt1, Refs. 2 and 8 so that CE spec-
troscopy measures the local density of electronic states ne
an isomeric nucleus.

201Hg decay? was measured for the internal
I3 and the total conversion spectrum, in Ref. 14.
The above studies dealt primarily with the nuclear character-

The spectra were obtained on an HP 5950A x-ray pho-
toelectron spectromet@rproviding vacuum in the operating
gpamber of<2x10 °Torr and an electron binding-energy
measurement accuracy of 0.2 eV. The spectrometer resolu-

. . tion in the conversion-electron measurement mode deduced
The influence of the nature of surrounding atoms on th

) .F]om the experimental linewidths is-1.1eV for a source
structure of valence-band conversion spectra measured wi

) . . . size of 15 mn?.
a high resolution(1-2 eV) was studied earlier for th&3 .
Th h les RS
transition in%®™Tc (transition energy about 2.2 ke¥° E3 e isotope used to prepare the samples wds

P, I 1o (manufactured by 1IZOTOPIn the form of an aqueous
transition in*="U (tran3|t|or.1.ene.rg7); about 0'9,77 kg?™ thallium-chloride solution. The samples were made by elec-
as well as for theE2 transition in"“Ge (transition energy

, trolytic deposition of?°*T| from the solution on platinum
about 13.3 keV, Ref. 11 Applying CE spectroscopy 10 @ g hstrates. The main details of the sample preparation tech-

broad range of elements of the Periodic Table appears a topjjqye (including the voltage, current, duration of electroly-
cal problem. o sig) are described elsewhet?.

This work reports a similar study of the 1.56-keWI{ The technique developed in this work enabled one to
+E2) transition in®*Hg. Mercury was chosen from the optain samples in different chemical states. The chemical
following considerations. Investigation of high:- supercon-  state was established by x-ray photoelectron spectroscopy.
dUCtOfS(HTSC), in particular, of those containing thallium Three different Samp|es were prepared_ Based on the
and mercury, as offering the most promise, is attracting presechnique used, it was expected that sample | is a Pt-Au-
ently considerable interest. Our studies of the electroni¢ig-Tl solid solution (with possible presence of hydrogen
structure of impurity mercury atoms in a number of simpleproduced by diffusing®*T! into a specially prepared multi-
compounds were regarded as a preliminary stage to applyingpmponent solid solution, sample Il - thallium oxide on a
CE spectroscopy to HTSC research on thallium- andplatinum substrate, and sample IlI - thallium sulffteetallic
mercury-containing materials. thallium on a platinum substrate subjected to #8, solu-

A conversion-electron spectrum produced in the 1.564ion (6x10 *mol/l)]. The chemical shifts of the internal
keV (M1+E2) transition in2°Hg and observed in the lines in x-ray photoelectron spectra provide supportive evi-

1063-7834/98/40(9)/5/$15.00 1462 © 1998 American Institute of Physics
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dence for this assumption. In particular, the fHdlectron  version spectrum, and that the conversion probability ratios
lines exhibit a shift of+1.4eV in the oxide relative to the for valence subshells are related througtbds,)/ w(5ds/,)
solid solution. =1.16 andw(5ds,)/ w(6s)=0.171320

It is known that radiation can affect the state and com-  The electronic configuration of a free mercury atom is
position of the surface of a solid. Therefore in order to study{Xe}4f'%5d'%s?. Solid metallic mercury was showh??to
the effect of x-ray irradiation on the physicochemical state ofhave a broad9.25 eV) sp band including partially the &,
samples the valence-band conversion spectra of samplessuibshell, which accounts for its broadening. The spreadout
and Il were measured twice. The first measurement wasf the s-electron density in the broasip region should re-
made before the irradiatiofwith the samples retaining their duce significantly thesp-band conversion amplitude to the
numbers, | and I), and the second, after irradiation by extent where it becomes, by our estimates, of the order of the
X rays with a photon energy of 1486.6 éW¥ese samples will amplitude due to the Hgbelectrons. Therefore the valence

be labeleda and llla). conversion spectra of our samples consist primarily of the
The experimental method and conversion-spectrunpeaks due to the mercurydSelectrons and of a broaslp
treatment was described in Ref. 4. band. In contrast to the conversion spectrum, in an x-ray

The binding-energy scale of the instrument was cali-photoelectron spectrum tigandp states are much less pro-
brated against x-ray photoelectron lines reckoned from th@ounced(see, e.g., Fig. 1f taken from Ref. 22
Fermi level position. The conversion-electron binding ener-  Table | lists the electron binding energies corresponding

gies were derived from the expression to the different valence-band maxingkig. 1), the binding

energies of 8 electrons for metallic mercu’??® the

gc=eytTAE, weighted mean of thesp-band electron enerd®?, and the
binding energy of the oxygen @Relectroné*.

whereg, is the binding energy of conversion electroag,is An analysis of conversion spectf&ig. 1) and of the

the position of a conversion line on the standard x-raydata presented in Table | reveals a structural similarity be-
photoelectron-energy scale, add=78.2eV is the energy tween the spectra in Fig. 1a and (samples | andd, re-
difference between the conversion and x-ray photoelectrogpectively, except for the features associated with the
lines for the same Hgdy, subshell(Ref. 14. clearly seen splitting of peak§ and G (Fig. 13 into two
The spectrum processiritpast-squares fittin,'" peak-  components following x-ray irradiation. Pedkundergoes a
position determinationwas performed using the SPRO pro- similar, although less pronounced, change. Péalsd| in
gram packag¥. both figures are close in position to the Hd4» line of
metallic mercury, and peak, to the Hg Sis,,-electron line.
On the whole, the valence-band spectra of mercury in the
2 RESULTS AND DISCUSSION Pt-Au-Hg-TI solid solution exhibit a complex structure de-
termined by a mixture of electronic states. The irradiation-
Figure la—e displays mercury valence-band conversiomduced changes in the valence-band structure associated
spectra obtained in different samples before and after irradiawith the splitting of the peaks into components are possibly
tion with soft (1486.6 eV x-rays. It is known® that outer due to a transition of the sample from the amorphous to a
and inner valence molecular orbitals can form in the electronrmore ordered state. In particular, Ref. 25 discusses this point
binding-energy regions below 15 eV and within the 15-—by invoking experimental spectra of silicon, germanium, and
50-eV interval, which gives rise to a fine structure in theother elements. The splitting of the Hagl5,-electron line of
electron spectra. An additional fine structure in the convermercury by the crystal field has been studied both experi-
sion spectra can appear in connection with characteristimentally and theoreticall$?
losses, Auger transitions, etc. Because Auger peaks in the The spectrum in Fig. 1c is actually a spectrum of mer-
energy range of interest to us here are actually smooth broaziry formed by electron capture at the thallium site in
maximal*they do not interfere with an analysis of the struc- sample Ill. X-ray irradiation of sample Ill produces strong
ture of conversion spectra, which consist of narrow lines. changes in the valence conversion spectrigee Fig. 1d,
The spectra in Fig. 1la, 1d, and le are normalized irsample Ilr) making it similar to a certain extent to that of
intensity to the inner line of the Hgy, electrons. This line  mercury in the Pt-Au-Hg-TI solid solution. It may be conjec-
was measured simultaneously with the valence-band spetudred that irradiation initiates a reducing reaction in sample
trum, thus making possible this normalization. The normaldll, so that the conversion spectrum in Fig. 1d is actually due
ization of the spectra permits estimation of the relative conto mercury surrounded by metallic thallium on the Pt sub-
tributions of various electronic states to the valence-bandtrate(sample IIg). PeakH (Fig. 10 is close in position to
spectrum. the Hg 55,-electron line, and pedk approaches in binding
As seen from Fig. 1, there is a substantial differenceenergy the Hg 85, line. Similar to sample |, one observes
between the valence-band structures of different samples, agaksG andK to split into components following x-ray ir-
well as of a sample before and after x-ray irradiation. radiation of sample Ill. Note also the remarkable feature of
Note that the conversion probabilities for a given transi-the spectrum in Fig. 1¢sample Il) associated with the ab-
tion [for a multipolarity ratio in the mixtures?(E2/M1) sence of any significant electron density in the
=2.1x10"4, Ref. 14 are of the same order of magnitude Hg 5d-electron region(peak H) and its presence in the
for s andp states, which sets them off in intensity in a con- Hg 5ds;, region (peakK). This feature may be due to the
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FIG. 1. (a—f) Conversion valence-electron spectra of the 1.56-kiM ¢ E2) transition in?**Hg for samples{a) | (before x-ray irradiatiop (b) la (after
irradiation of sample)t (c) Il (before irradiation (d) Illa (after irradiation of sample IJ| (e) sample II,(f) x-ray photoelectron spectrum of metallic
mercun?? shown for comparison. Speciaa d, ande are normalized in intensity against the inner Hgg5-electron line. The maxima in the figure are labeled

in accordance with the notation in Table I.
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TABLE |. Energy positions of maxima in the valence-band electron spectrum iFgV 1) and data of Refs. 22—24. The maxima in the Table are labeled
as in Fig. 1.

Notation of maxima

Sample A B C D E F G H [ J K L M N o) P Q
[ 173 161 151 13.4 118 103 97 8.1 65 5.4 33 13
la* 175 160 152 144 136 127 114 102 97 87 79 71 65 55 40 3.1

Il 142 13.0 120 104 93 82 68 59 43 32 13
I a* 165 150 145 133 123 117 10.3 85 75 63 54 44 25

[ 15.0 128 11.0 9.3 6.8 5.2 35 21
Shell

Hg 5d, 6s*** 9.8 7.8 3.7

Hg Sox+* 9.6 7.8

Ozp***** 7

* After x-ray irridation of sample I.

** After x-ray irradiation of sample III.

*** Ref. 22, the value of 3.7 corresponds to the weighted mean for vepdband.
% Ref. 23.

I Ref. 24.

formation in sample lll of a molecular orbital involving the equate calculations which would take into account the actual
Hg 5ds;, electrons and to their substantial delocalization.chemical environment of mercury atoms, similar to the ones
This is what causes the decrease in this line intensity in theerformed23-33for technetium and uranium compounds.
conversion spectrum. Thus the atomic-orbital system is re- The authors express their gratitude to Yu. A. Teterin for
placed in the spectrum of sample Il by a system of newlyvaluable comments and to S. K. Lisin for fruitful discussions
formed molecular orbitals. on the experimental techniques.

The spectrum in Fig. le reflects the structure of the va-
lence band of mercury formed at the site of a thallium atom

. . . . 1 H
in its oxide (sample 1). As seen from Table I, the difference \1’-7(’;‘5- (‘i‘gg%s'mo" and V. M. Kulakov, Izv. Akad. Nauk SSSR, Ser.54z

in the elec.tron binding energy bet‘{veen. p_e@kandl in this 2|, M. Band, L. A. Sliv, and M. B. Trzhaskovskaya, Nucl. Phys186, 170
spectrum is close to the spin-orbit splitting of the mercury (1979.

Hg 5d lines. It should be pointed out that in,0, for in- 3D. P. Grechukhin and A. A. Soldatov, Vopr. At. Nauki Tekh., Ser.: Yad.
stance, the distance between the oxygen and metal atoms L%O”S‘amyz(%)' 36 (1984).

. S . N. Gerasimov and V. M. Kulakoffect of Chemical Environment on
26
2.15 A®1Itis known that at such atomic distances molecular the Conversion Process. Conversion Electron Spectroscopy of Technetium

orbitals can form effectively in the valence band. The very cCompounds: a Reviefin Russiad, TsNIl atominf., Moscow(1989,
strong peakM in this figure is close in binding energy to the 571 Pp- ok . el

i : V. N. Gerasimov, A. G. Zelenkov, V. M. Kulakov, V. A. Pchelin, M. V.
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A study is made of the dynamics of self-consistent motion and growth of spherical new-phase
nuclei from a eutectic melt. The growth rate of nuclei is shown to be proportional to
supersaturation in both components. Motion of a single nucleus in a concentration-gradient field
and of a pair of nuclei in a self-consistent concentration field is investigated. The velocity

of motion of the nucleus as a whole has been established to depend on the key parameters of the
problem, namely, supersaturation, radii of the nuclei, and their separation. The force of

mutual attraction between nuclei is estimated, and it is shown to be inversely proportional to the
fifth power of their separation. €998 American Institute of Physid§1063-78348)01009-7

Investigation of the early stages in crystallization of eu-controlled by diffusion transport of the components. Assum-
tectic melts has recently been starlédinterest in these ing the growth of the nuclei to proceed sufficiently slowly,
problems is motivated primarily by the extreme diversity of we have to solve the Dirichlet problem in quasi-steady-state
the structures produced in solidification of such mélthere  approximation for the melt:
is still no clear understanding of the observatidhat the V2C. =0 )
final structure of the solid phase produced in solidification of ! '
melts of the same composition but under different coolingwhereC;=C,, Cg are the concentrations of componeats
conditions may be radically different. Indeed, in some con-andB in the melt, respectively. The concentrations of com-
ditions these may be layered periodic structures, with layerponentsA andB at infinity and at the surface of the spheres
of one component alternating with those of the othercan be writtenFig. 1):
whereas if produced under other conditions the solid phase

will consist of small crystals. A, =Ce. Cg =1-Ce,
The approach developed by us eaftfeand continued in 5

the present work consists essentially in calculating the inter- ¢, =C,+ w_10'1:él< Ce,

action among grains of the new phase in eutectic melts. A Ry

It was showA that in late crystallization stages of eutec- 200
tic melts a peculiar interaction arises among grains of the CBsB=(1—Cz)+ R2 2
new phase, which brings about a common universal distribu- 2
tion of grains of different composition by size. It was also The notation here is as follow€g is the concentration
shown? on the other hand, that grains forming in early stagessf component A corresponding to the eutectic composition,
in eutectic melts interact with one another to form singularr,(t) are the radii of the nuclei, &o;/R; is the excess
systems which resemble in many respects electric dipolesoncentration of components above the surface of spherical
called in Ref. 2 “diffusion dipoles”. It was found that a particles resulting from the Gibbs-Thomson effegt,is the
common critical size sets in in the melt. surface-tension coefficient, ang), and w, are, respectively,

volumes perA andB atom in new-phase nuclei.
Introducing a new variable

=1-C,<1-Cg. 2

1. SELF-CONSISTENT GROWTH RATE OF NUCLEI
IN A EUTECTIC MELT Ca—Ce

= , 3

We are considering here self-consistent growth of two ¢ Ce ©
spherical nuclei of composition and B separated by a fi- one reduces Eq1) with boundary conditions for component
nite distance from one another, in contrast to the growth of & tg the form
eutectic nucleusassumed to consist of two hemispheres of
different composition. It is assumed that the heat conductiv- VZp=0, 4
ity of the melt is infinite(hence that the temperature is con-
stant throughout the volumethat componentéd andB have
the same diffusion coefficients, and that thermodynamic  Because the problem is linear, it can be divided into two
equilibrium obtains between the phases on the surface of thgith the following boundary conditions
nuclei.

Under these assumptions, the growth of the nuclei is oW =ea, @'=0, (6)

?:=0, @5,=0p<0, @5, =¢g>0. ®
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2. MOTION AND GROWTH OF NUCLEI
T IN A CONCENTRATION-GRADIENT FIELD
T A. Motion of a single nucleus in a uniform concentration
4 field
It was showft® that if the nucleus of a new phase is in a
T < field with a uniform concentration gradient of the form
~
ya ~
L S A Ea S Ca(n)=Co+rVC., (10)
7 | ! .
| I ' it can move as a whole.
I } ! For times longer than the relaxation time
| 1 )
c C C R2
¢t ! "o (11)
FIG. 1. Phase diagram of a eutectic system.
the growth of the nucleus and its motion as a whole in the
melt reach a quasi-steady-state regfhie.these conditions,
the concentration distribution in the melt is described by the
(20 (2) = 7) i
P =Y, B T P8 Laplace equation
where condition$6) and(7) correspond to melt supersatura- AC=0 (12

tion in the corresponding component only at one of the two _ -~
nuclei. The general solution can now be obtained by superSubject to the following boundary conditions for r—c,

position condition(11), 2) at the surface of a nucleus
B 20w
o=pW+o@, ® Cs= Co( 1+ R—kT> ' 49

As seen from Eqs(4) and (5), this problem suggests an
intimate analogy with the problem of finding the electrostatic ) 8 ) ] )
concentration gradient of such a kind. The velocity of this

field of two spheres charged to potentiglg and ¢z, and ; : , ;
therefore we shall use for its solution the image method and'0tion can be calculated by making a few manipulations

dropping intermediate operations, write out only the mainWith the equations Qerived in Rgf. 5. For the velocity of the
results. To do this, we first find some dimensionless fictitiou<S€nter-of-mass motion we obtain

charges similar to real charges in electrostatics and use the

Similarly, a grain will move in a binary melt with a

: s
Gauss theorem to calculate the vector fluxes, from which one  V=3_—=DVC... (14
can subsequently derive the growth rate of grains ofAhe :
and B compositions. In eutectic melts

Let R, andRg be, respectively, the radii of the nuclei of B .
compositionsA andB, andh, separation between thefig. Ca(r)=Co+rVC.~Ce (15
2), with h>R,+Rg . Then an approximate expression yieldsthe rate of growth of a nucleu$or w,~ w¢) will be
for the growth rate of a nucleus of compositién

dR b C:—Cs DAC

da - R R (16

dRA_ 1 Wg

Tt = R @ PLCeCDCH (& -CaiGl, (9

Equation (16) coincides with the expression for the

where growth rate with zero concentration gradient. The effect of
VC.. on the growth of a nucleus manifests itself only in
different supersaturationrAC of componentA in different

' parts of the melt.

RaRs

RaRs Rs
“h| T h-Rr-R2

G1:1+—, Gz—
h?—R3 h

D is the diffusion coefficient, an@ds andw, are the volumes
per molecule in the solid and liquid states, respectively. g \otion of a pair of nuclei in a self-consistent
concentration field

Because the sum of component concentrations in a eu-
R R tectic melt is equal to one, the growth of a nucleus of one
composition, e.g.A, results in its absorbing substanée
from the melt, and in the corresponding increase of the con-
! k H centration ofB in the melt. This, in its turn, increases the
! ! growth rate of the nucleus of compositi@n Besides, a con-
centration gradient sets in, which should give rise to a certain
FIG. 2. Schematic position of interacting nuclei. "attractiori of nuclei to one another and, accordingly, to their
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motion in a self-consistent concentration field. Let us study For
this process in a quantitative way. Consider a binary melt of

eutectic composition containing a nucleus of composifion

having radiusR, and aB nucleus of radiuskg, which are

RA"‘h, RA<RB' (CB_Coo)/(Coo_CA)Nl

separated by a distanbgFig. 2). Restricting ourselves to an e have

approximate solution of the problei) and (2), we retain

only the first three terms in the image method, which yields

the following expression for the diffusion flu¥ to an ele-
ment of aread S on the surface of nucleus:

P (C.—Ca)+(Cg—C )Rf‘RB h—2—1 n
S_RAC() ®© A B ) r3 Ri .
17

The notation in Eq(17) is as follows:C.., C5, andCg
are the concentrations of componehtfar away from the
nuclei and at the surface of nucleiandB, respectively, and
r is the distance from the center of nucldgigo an element
dS on theA surface.

Taking into account that the velocityg of the element
of surface areaS s related talg through

Vsz - (,UJS y

and the velocityV of the center of mass of nucledsrela-
tive to the melt is given bysee, e.g., Ref.)6

1
Vc=v ésrs(vs,dS), (19

On the other hand, if the radii of the nuclB,~Rg
~h/3, thenV /Ry~ /4, so that the rate of growth and the
velocity of motion of a nucleus are comparable.

The expressions we have derived permit one to estimate
the force of mutual attraction of nuclei. As follows from Eq.
(21), for <1, V.~h~2. One can readily show that the force
of interaction between nucléi is of a short-range nature and
falls off inversely proportional to the fifth power of distance
between them:

F~h—°. (23

3. DISCUSSION OF RESULTS

An analysis of the dynamics of self-consistent motion
and growth of spherical nuclei in a eutectic melt has shown
that the growth rates of nuclei are determined by the melt
supersaturation in both components. This implies, in particu-
lar, that self-consistent growth of nuclei in a binary melt

wherers is the position vector of a point on the surface gccurs faster than the corresponding diffusion-controlled

reckoned from the center of mass, we obtain\fgrthe fol-
lowing relation

h? )

— -1

RA

RiRs

(C.—Cp)+(Cg—Cu)—sm ds.
r

D
VC:v Sn

(19

growth of nuclei in one-component systems. The growth rate
of grains in a diffusion-dominated regime is inversely pro-
portional to their dimensions, which is in agreement with
published experimental data.

Our study has shown also that, in the course of growth,
nuclei are attracted to one another, which results in their
concerted motion as a whole. The attracting force falls off

The problem being axially symmetric, the velocity of the rapidly with distance, however, so that the motion of nuclei
center of mass is directed along the line connecting the nihas to be taken into account only at later stages in the melt

clei and can be written

VC:_ e H<__ 1) 5152(CB_C03)

™ cos®do
X f (20

0 (1-268,c080 + &2)

whered,=Ra/h and §,=Rg/h.
Evaluation ofV, for §;<1 yields

_977w5c c DRg -
C_T;l( B™ oc)?- (21)

A comparison of Eq(21) with the rate of growttR,(t)
of the radius of nucleus [see Eq.9)] shows that

V. 97 RaARg Cg—C.,
Ve 97 RaRs Ca=Co @2
Ra 4 h? Cu—Cy

crystallization.
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Pulsed EPR spectroscopy of the Vi, center in CaF ,:Na

T. A. Gavasheli, D. M. Daraseliya, D. L. Dzhaparidze, R. I. Mirianashvili,
and T. |. Sanadze

Thilissi State University, 380028 Thilissi, Georgia
(Submitted January 12, 1998; resubmitted March 3, 1998
Fiz. Tverd. Tela(St. Petersbun0, 1619-1622September 1998

An EPR study of the self-trapped hole cent¥i g centey in Na-doped single-crystal Cafs

reported. A five-component hyperfine-interaction tensor was used for the first time to

describe EPR spectra adequately. The parameters of the electron spin HamiltoniaVgf the
center, the tensors of ligand hyperfine interaction with all nearest-neighbor nuclei, and
constants of quadrupole interaction with the Na nucleus have been determined. The structure of
the center has been unambiguously established from the results obtained, and the
mechanisms of its formation are discussed. 1898 American Institute of Physics.
[S1063-783%08)01109-5

The defects produced in single crystals by ionizing ra-ing one EPR spectrum with a substantially lower intensity.
diation at low temperatures are of considerable interest folhe samples irradiated by rays at a high temperatuf&70
the physics of solid state and are being studied actively b¥) exhibited the same EPR spectrum as after the heating, and
various techniques, including the magnetic-resonancés intensity was an order of magnitude higher. We shall
method. In particular, EPR and ENDOR spectra of the holgeturn to the thermal transformation of EPR spectra later.
centers involving the molecular ion, Fn single-crystal Caf The samples used in the study were irradiated at 170 K.
were investigated? The superhyperfiné€SHF) interaction studies of th€, cen-

Investigation of these crystals doped by univalent alkaliter in Cak:Na reported below support the model presented
metals could shed light on the mechanisms responsible fdn Fig. 1. Using the coordinate frame of this figure, the elec-
the formation and thermal dynamics of radiation-induced detron spin Hamiltonian of orthorhombic symmetry describing
fects. Our previous publications reported some of the resultthe EPR spectrum of the molecular iop Ean be written
obtained in a study of EPR spectra and of hyperfine interac- _
tions of the holeV, center in Na-doped CaP* The Hepr= BSGBH S(Tal1H Tol2) = geA(11H+12)B, @
present work summarizes the final results of these studieghereB is the external magnetic fiel& is the electron spin
and, in particular, offers a new interpretation of the EPRoperator 6=1/2), g is the electrorg factor,|; andl, are the
spectra.

1. EXPERIMENT o @ O
Nat catt

The experiments were carried out on a 3-cm EPR super-
heterodyne spectrometer at 4.2 K. An additional pulsed satu-
rating klystron was employed to obtain spectra of discrete 2 [700]
saturation(DS) and rf discrete saturatioRFDS. The DS

X

and RFDS technique, which is actually a pulsed analog of Y 8 /0
ENDOR, is described in detail elsewhér€aFk, samples /’
contained 0.1% Na and were irradiated by a®Cgamma ' B,/

\ % /'A

N 4

-

source to an integrated dose of 10 Mrad. A special device
permitted irradiation at a controlled temperature within the
77-200 K interval. The sample was subsequently transferred

c"
AN
B'
2. EPR STUDY OF THE Vg4 CENTER IN CaF,:Na //:/ O
c'
0'

sisted of two blocks turned through)ZThis "blocK’ pattern
disappeared after the samples were heated above 170 K leaue. 1. Model of theVi, center in Cak:Na.

without any intermediate warm-up to a cryostat and cooled / 0 ‘/‘B
to liquid-helium temperature for taking EPR and RFDS ,
spectra. B 7 B

We showed that samples subjectedytaradiation at 77 Z 5 /,"
K produce two identical EPR spectra shifted by approxi-
mately 2° with respect to one anoth@s if the crystal con- B’ r

1063-7834/98/40(9)/4/$15.00 1470 © 1998 American Institute of Physics
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8,° TABLE I. Calculated parameters of the molecular-ion spin Hamiltonian.

0 The HF interaction constants are given in Mkénd in G in the parenthe-
ses.

30 Ox gy 9; Txx Tyy Tzz sz

2.0199 2.0188 2.0015 7B 43*+8 2572+1 73t1
+0.0002 +0.0004 *+0.0002 (25+1) (15+3) (918.2:0.4 (25.8+0.4

60

S0

L 1 i exp_ ptheoy 2 L
i an o TR ST 3 (BPP—B"%)?, Whgre the Slﬂhr?or:]atlon is performed over all
5,10% well-resolved EPR lines, ar8,"="' was calculated by precise
diagonalization of the 8 8 complex matrix of Hamiltonian
FIG. 2. Angular dependence of the EPR spectrum of six inequivalgat (1), The variance was found to be only weakly sensitive to
centers in Caf:Na obtained with the magnetic field swept in tfEO0) the difference between the parametdrs, and T and
plane of the crystal. The parameters of spin Hamiltonianwere taken . . . zx
from Table |. therefore in our final calculations we had to assuig
=T,.. The calculated parameters of the electron spin Hamil-
tonian are presented in Table I. Figure 2 displays the total
nuclear spin operators of the fluorine nuclei 1 and 2 in theangular dependence of the EPR spectrumVgf, centers
molecular ion, andl; and T, are, respectively, the corre- derived from these parameters for the magnetic field swept in
sponding hyperfine interaction tensors. From general symthe (100 plane.
metry considerationgthe presence of the reflection plane The difference of the parameters listed in Table | from
XZ), tensorT, has the form our previous dathis accounted for by the fact that our earlier

study made use of the traditional diagonal form of the HF

T 00 T interaction tensor, and, accordingly, one could not correctly
T,={ 0 Ty O], (2)  identify the EPR lines.
TZX O TZZ

Tensor T, has the same form, the only difference being3' SUPERHYPERFINE INTERACTIONS

that the termsT,, and T,, are negative, because reflection  The preliminary investigatichof SHF interaction in the
in the XY plane sends nucleus 2 of the molecular ion intoy, , center by the DS technique was followed by a more
nucleus 1. comprehensive RFDS study. The angular dependence of
It should be pointed out that the description of the hy-RFDS spectra was measured on an EPR line having small
perfine (HF) structure in EPR spectra uses here for the firstanisotropy. Also, for this lind=0, M=0, and there is no
time a five-component HF interaction tensor. We measured|ectronic-state mixing by strong hyperfine interaction.
the angular dependence of EPR spectra by sweeping theherefore one can describe the SHF coupling of therfel-
magnetic field in th¢100) plane of the crystal. Because there ecule to the nearest-neighbor nuclei by a spin Hamiltonian
are three possible mutually-perpendicular orientations of theontaining only nuclear interactions and s®t1/2. The
F, molecular ion and two possible positions of the'Nan  Hamiltonians of the nuclei surrounding the molecular ign F
relative to ;' in each of these orientations, there must be sixyere constructed in the coordinate frame shown in Fig. 1.
inequivalent types of th¥ 5 center. Each center produces a , _ _ )
strongly anisotropic spectrum consisting of four EPR lines/\ ntéraction with sodium nuclei
hence, in a general case, there must be 24 lines altogether. The nuclear spin Hamiltonian of sodium can be written
With the magnetic field swept in thel00 plane, there re-
main in only 16 lines a general case, with some of them Hia™ OnaBnIB + SAIFIPL, )
completely, and many lines strongly overlappisge Fig. 2. whereS=1/2,1=3/2, A andP are the SHF- and quadrupole-
Adequate description of an EPR spectrum for ortho-interaction tensorgy, is the nucleag factor of Na, andsy
rhombic symmetry requires measurements in two planes. Wis the nuclear magneton. The presence of two mutually per-
chose from the total angular dependence of the EPR spegpendicular reflection planes makes these tensors diagonal,
trum for all six inequivalentVx, centers the dependences and beside®,,+P,+P,,=0.
obtained for one of the centers measured in two mutually- The angular dependence of RFDS frequencies is pre-
perpendicular planes. sented in Ref. 4. The parameters of spin Hamiltonian
The parameters of spin Hamiltonigh) were determined were found by the variance minimization procedure de-
by a computer code for the minimization of variance,scribed above in connection with EPR spectra, which in-

TABLE Il. Components of the SHF and quadrupole interaction for sodium nuclefHz).

Axx Ayy Az Pyx Pyy P22

—1.801+0.003 —4.714+0.003 —4.089+0.007 —0.153£0.002 —0.149:0.003  0.004:0.004
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FIG. 3. Angular dependence of the RFDS spectrum of §fesorine nu-  FIG. 4. Angular dependence of the RFDS spectrum of @pféorine nu-
clei measured in théd01) plane of the crystal. The figures at the curves and clei measured in th€001) plane of the crystalC refers to thel—2 nuclei,
in the model label particular fluorine nuclés=8 for type B, and1-4 for 34, to C’ nuclei, ands—8, to C" nuclei. TheC” lines are actually doublets
typeB’. The* signs at the curves refer to the 1/2) and| - 1/2) electronic  wjth a maximum splitting of 30 kHz due to the A, components of the
states. The solid lines are plots of H§) with the parameters taken from  SHE interaction tensor. The solid lines are plots of &y.with the param-

Table Il eters taken from Table IIl.

cludes precise diagonalization of the complex® matrix of , 1o —

Hamiltonian(3). The results of the calculations are given in ve="\/ Vgt ZAZIAVF, 6)
Table Il. The mean deviation between the theoretical and

experimental points is 3 kHz. where the+ sign refers to the two electronic states?

= agiagkApiApk; A= Ckgria{kAik T ,k,p:X,y,Z; Apry= IX s

o ) ayy=ly, anda;,=1, are the direction cosines of the ex-
The nuclear Hamiltonian of theth fluorine nucleus near  terna| magnetic field; the electron spin is quantized along the

a molecular ion § can be written { axis with the direction cosines 4= (gy/9)!\; and v is
H,=—grBnl B+ SA, . (4)  the nuclear Zeeman frequency. The calculated components

of the HF interaction tensors for the nearest-neighbor nuclei

are given in Table lIl.

B. Interaction with fluorine nuclei

The fluorine nuclei surrounding thé,, center can be
divided into three groups denoted usually AyB, andC.?
The strongest HF interaction is observed for thenuclei
located alongZ, which is the molecular-ion axis. These nu-
clei are responsible for the allowed HF structure in the EPR It is well known that the growth of fluorites doped by
lines observed in thd&|Z orientation. As follows from ex- alkali metals is accompanied by the formation of the so-
periments, in contrast to th¥, centef, nuclei B can be called impurity-vacancy dipolesin Na-doped Caf; it is the
divided into two inequivalent group® andB’, located at Na* —fluorine-vacancy dipole. An electron knocked out from
Na" and C&*, respectively. Similarly, in place of the two a fluorine ion byy rays at 77 K is trapped by a vacancy to
types of C nuclei for theVy center, theV, center can be form anF, center, and the ion which has lost the electron
associated with three groups, nameg,C’, andC”. The  combines with a neighboring fluorine ion into a molecular
angular dependences of RFDS spectr&oindC-type nu-  ion F, . Based on the dynamics of evolution of EPR spectra

4 DISCUSSION OF RESULTS

clei are displayed in Figs. 3 and 4. with temperature observed in our case, we believe that the
The resonant frequencies of fluorine nuclei were detervacancies occupied the sites denotedcin Fig. 1. Accord-
mined from the expressions ingly, after they irradiation anF, center forms at one of

TABLE IlIl. Components of SHF interaction tensors for nearest-neighbor fluorine niicib®Hz).

Nucleus type Ay Ayy A, Ay Ay, Ay,
A 2.25+0.02 0.38:0.04 36.470.03 0 0.2%0.07 0
B +0.63£0.01 0.22£0.02 -—-2.61+0.01 4.06-0.01 0.28:0.03 0.09-0.03
B’ —1.10+0.01 0.040.02 —2.90+0.01 3.65:0.01 0.23:0.03 0.070.03
C 1.60+0.01 —0.94+0.03 —0.99+0.02 0 0.56:0.05 0
C’ 1.36£0.01 —1.13£0.03 —0.55£0.03 0 0.270.05 0

c’ —1.04+0.01 1.62-0.04 —0.68+0.02 0.04:0.01 0.06:0.06 0.55-0.10
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these sites and will perturb slightly the EPR spectrum of the'w. Hayes and J. W. Twidell, Proc. Phys. Soc. Lond@ 1295(1962).
Via center. Heating this sample may result either in migra-°R. W. Marzke and R. I. Mieher, Phys. Rei82 453 (1969.
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If a sample is irradiated at an elevated tempera(ﬂﬂ@ Fiz. Tverd. Tela(St. Petersbung36, 1787 (1994 [Phys. Solid State6,
K), the recombinedvy, centers may appear again under 979 (1994].
irradiation, which will give rise to their build-up in the °Ts.I. Sanadze and G. R. Khutsishvitoblems in Magnetic Resonance
sample. [in Russian, Nauka(1978, 206 pp. i
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Acoustic emission in the chalcogenide glass Ge  (18AS.285€0.54
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The effect of structural relaxations, which are caused by a temperature change as well as induced
by external ultrasonic loading, on the velocity of elastic waves and on the acoustic noise
spectrum in the chalcogenide glass,@Asy »e5& 54 iS investigated. The acoustically stimulated
“softening” of the glass, observed for the first time, and acoustic emission signals, also

observed for the first time, suggest that this method can be used to study structural changes in
glass-like materials. ©1998 American Institute of Physids$$1063-78348)01209-X]

It is well known that chalcogenide glasses are promisinghe appearance of AE is that the action of the source must be
acoustooptic materials with high radiation and beam hardlocal.
ness and chemical resistance. By its very nature glass, being It is also possible in solids that there exists acoustically
in a supercooled state at low temperatures, is characteriz&dimulated AE, caused by defect formation under intense US
by internal thermodynamic equilibrium, while it is meta- loading®’ The existence of medium-range order in glass in
stable with respect to the crystalline state and, in principlethis sense makes glass similar to crystals. A substantial in-
different structural configurations of the same compositiorC'€@s€ in the correlation length for medmm-raznge order is
can materializé. The number of possible states increzaxsesObserVed for GaAsSe compositions wftim) =2.6!
substantially for multicomponeriternary and higher ordgr
compositions. For example, in the case of the chalcogenide
glass(CG) system GgAs,Se _,_,, which we investigated, 1. EXPERIMENTAL SAMPLES AND PROCEDURE

for most compositions, together with polymer chains, two- The choice of samples and composition of the CG sys-
and three-dimensional structural groups are also realize,

! ' ) S Em GeAs,Sg .y for solving the problem posed was de-
simultaneously?. This means that there exists a possibility of termined by the minimal activation energy of structural
their undergoing a phase transformation, including as a fungyansformation processes that is required for observing AE
tion of external factors. experimentally under conditions of US loading.

In addition to the known structure-sensitive methods for It has been shownin an investigation of the effect of
investigating glas$ measurements of the acoustic characterstructural changes associated with variation of the chemical
istics in wide temperature and frequency intervals are alsgomposition in the CG Gé&s,Sg _,_, (0<x<0.3, 0.Ky
found to be effectivé* Since acoustic emissiofAE) sig- <0.4) on its elastic properties that for compositions with
nals, as far as we know, have not been previously observen)=[2+2x+y] in the interval 2.4(m)<2.78 the equi-
in glassy materials, AE methods, being especially sensitivébrium physicochemical parameters studigensity, spe-
to structural changes in solids in general, also appear to b@fic molecular volume, elastic moduistabilize and become
very promising for CGs in particular. composition-independent. However, the dynamical charac-

In this connection the objective of the present work is toteristics(thermal expansion coefficients and sound spéed
determine the fundamental possibility of using the AECT€ase indicating indirectly that the degree of connectedness

method to study structural relaxations in CGs in the proces8f the glass network decreaseAs a result, for these com-
of varying the temperature and external ultrasdhis) load- positions more favorable conditions for structural relaxation

ing on a sample and to compare these data with the results 8f¢ reall_zed and a percolation phase.transmon IS obsqr_ved.
. An important factor for choosing the composition
acoustic measurements.

) - L G was the presence of temperaturd
Acoustic emission from solids in a prefracture state has €.16A50.265% 54 P p (

b . . d auite th B lids. diff =300 K) anomalies of the acoustic characteristiegy. 1).
een investigated quite thoroughliyn solids, different ex-  rpege gnomalies confirm that the material is predisposed to

ternal factors increase the internal stresses, which in SOM&ctural transformations even at room temperatures
regions of the sample reach limiting values and resultin the  The samples were prepared in the form oK@

formation or rearrangement of defects. A portion of the en-x 10 mm parallelepipeds. Indium was deposited on the sur-
ergy released as a result of structural transformations goggce of the sample on all sides to obtain an electrical contact
into elastic waves, which propagate in the form of AE in thewith the US transducerE1 andT2. A definite feature of the
experimental sample. A local change of the specific volumexperiment was the possibility of measuring simultaneously
and a density jumps are characteristic for all known mechathe propagation velocity of US waves and AE signals accom-
nisms of AE in crystals. Hence the necessary condition fopanying a change in the temperature of the sample as well as

1063-7834/98/40(9)/4/$15.00 1474 © 1998 American Institute of Physics
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FIG. 1. g Diagram illustrating the mounting of the sample in the cryostat c

(K). S— Sample,B — buffer plate consisting of fused quarfel — US
transducers K,=13.2 MHz) for measuring the velocity of ultrasound,
T2 — US transducerR,=0.7 MHz) for measuring the AE signal¥3 —
US transduceri ;= 3.2 MHz) for US loading. bTemperature dependences
of vg In Gey16ASy 285&) 54 (lONgitudinal wavesf;=13.2 MHz). US inten-
sity Ws=0. 1 — Increasing temperatur@,— decreasing temperature. Rate
of temperature change — 0.4 K/min) 8pectrum of AE signals during
heating of the sample.

under U_S loading. The temperature of the sample was mO_nEIG. 2. Amplitude (as a function ofW;) dependences afs during two
tored with a copper-constantan thermocouple. The mounting,ccessive cycles of US loadifi, 2) and unloadind1’,2') respectively(a)
scheme of the sample is shown in Fig. la. of the AE parameters: amplitud@g' (3) and relaxation timer, (4) (b). c —
The US velocityvs was measured by a pulse-phaseSpectra of AE signals under US loading, the numbers in the upper right-
metho& using piezoelectric transducersT1 (Fl Qéagnq corner of the oscillograms of AE are the voltage on the US transducer
. . . (in V). Inset — AE parameters.
=13.5 MHz), and the intensity of the AE signal, was
measured with thér2 transducer K,=0.7 MHz) and an
AF-15 apparatus. The temperature measurements ahd
N. were performed in a dynamic range with a constant rate
of change of temperature and with automatic plotting. Ultra-perature(curve 2). Figure 1c showg(t) with W;=0. One
sonic loading of the sample was accomplished with the transzan see that)lin the temperature intervdl T=30-40°C a
ducerT3 (F;=3.2 MHz) through a buffer platB, required characteristic nonmonotonic section appears in the tempera-
for thermal and electrical decoupling. We note that theture dependencey(T) in the form of a broadened multi-
choice of the experimental geometry — mutual orthogonalitymode peak. When the sample is heated above 50°C, the
of the arrangement of the transduc@s—T3, operating on  temperature coefficienTvs=(1/vs)dv/dT approximately
longitudinal waves in different frequency ranges — essendoubles; 2 hysteresis of the shape, position, and amplitude
tially excluded direct deformational or an electromagneticof the peak invg(T) with slow (hourg relaxation to the
effect of one on the other. A control experiment on a neutrainitial position is observed as a function of the direction of
germanium sample confirmed this. variation of the temperature; heat cycling results in suppres-
Since relaxation of the sound velocityelaxation time  sion of the peak; BAE signals are not observed with heating
7,=1—10s) was observed when a sufficiently intense USor cooling of the sample, including with the heating rate
loadW; was applied, the measurements)gfas a function of  varied from 0.4 to 2 K/min.
W, were performed in a steady-state regime. The error in  Figure 2 shows the US velocity, as a function of the
determiningAvs/vs did not exceed 0.05%. amplitude of the US deformatiofas a function oW;) (a),
the amplitudesAy' and relaxation times,, of the AE pulses
(b), and the temporal AE spectta). Generalizing these re-
sults, we note the following:)1A multithreshold amplitude-
Figure 1b shows the results of thermal measurements afependent decrease ©f is observed, where both the value
v With increasing temperatufeurvel) and decreasing tem- of the threshold of the US intensitWs=0.4—0.8 W/cnt

2. RESULTS AND DISCUSSION
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and the slope of the curve of versusWg depend on the past Assuming that the US interaction effect leads to a formal
history of the sample — in subsequent cycles of US loadinglecrease olJ,, by means of acoustic deformation of the
(curves2 and2') W¢, Avg/vg and the slope of(W;) de-  potential
crease; 2 amplitude hysteresis af(Ws) is observed as a U= (U' — oW @)
function of the direction of variation of the US load on the b= (Up=7sWs),
sample, relaxation of the elastic properties to the initial statevhile 7= 7,(W,), we find from Fig. 2b, taking account of
is very slow (tens of hours and incomplete; and,)3AE  relations (1) and (2), U,=0.05 eV, y,=2x10 %1 cm®. s,
signals were detected with an increasing l68g>Wg The  7,=0.1 s. The value obtainet),,=0.05 eV, is an activation
temporal process of development of AE is characterized bgnergy and, according to the relaxation mechanistist
two stages. First, wheW, is switched on, the amplitude of probably corresponds to fine-scale deformations of the net-
the AE pulses grows rapidly7 0.2 s) up to a maximum work due to the segmental mobility of the structure in re-
valueA' (curve3) and AE develops over a prolonged period gions of local disordering. When the US load is removed, the
of time (7,=0.3—0.5 s) at constanfg' (curve 4). This is  glass structure relaxes very slowly into the initial state. How-
followed by a slow dropoff — to the noise leval,, which  ever, under cyclic loading the system “stabilizes” and the
is virtually independent of bothVg and time. Subsequently, dependence afs on the US load decreases sharply. The AE
rare single bursts of AE are observed against a backgrourgignals are observed only at the initial stages of the US load-
of the continuous noise spectrufy . ing. The absence of AE in temperature measuremgits
Let us consider a possible mechanism for the observedc), within the limits of sensitivity of the apparatus em-
structural changes in GgsAsy .65 4. Preceding investiga- Ployed (10uV), can be explained, in our view, by the dif-
tions of this system showed that for compositions close tduseness of the temperature region of phase transformations
the composition studied in this work coexistence of planadn glass I —20 K) and the definite randomness of the struc-
clusters AsSe, and GeSe,, “joined” transversely by Se tural transformation events in time and space. At the same
bridge atomg*“soft network”) and Ge bridge atom@rigid time_, us deformation. not only induces such t_ransformations
network”), is characteristic. As the coordination numier) but it also “synchronizes” them over the entire volume of
increases in connection with an increase in the relative frache sample. _
tion Ge atoms, the stiffness of the framework increases and [N conclusion, we note that we have observed AE signals
T decreasé™* at room temperature under U$ loading conditions on d'lffer-
On the basis of the experimental results presented abov&Nt samples of this system wittm)>2.5, for example, in
the opposite situation can be conjectured: As a result of thef.2AS0.325& .46, @S Well as in @ number of cases with low-
mal and acoustically stimulated structural transformations, &mperaturg¢100—-200 K anomalies of the acoustic charac-

shift in the distribution of all possible structural units in the feristics. o o
direction of the composition of the glass of the present sys- " summary, a method of comprehensive investigation of
tem with a lower value ofm) and a shift of the phase the acoustic characteristics and AE in chalcogenide glasses,

equilibrium in the direction of As and Se occur. Apparently, including also under US loading, has been developed.
the effective coordination numbém) is not constant for a Acoustic emission and the effect of US loading on the

given composition of the glass, but rather it depends on thglastic properties of chalcogenide glasses have been ob-

specific structure of the glass under definite external condiS€rved for the first time for glassy materials. The temporal
tions. spectrum of AE was investigated. It consists of two compo-

Under US loading neaF=T, such a shift should inten- nents: a pulsed component, “explosive” emission, and con-
sify and the contribution of As—As and/or Se—Se bonddinuous noise. It is believed that the “explosive” component
should increase. The fact that the decreasegimnder US Is due to reorientatiofrupture and “joining) of some weak .
loading (>2%) is greater than under temperature IOadingmolecular bonds between layered structural fragments, while

; . “the noise component is due to diffusion and healing of bro-
(0.8% (compare Figs. 1 and)Zan be taken as an experi- .
mental confirmation of this conclusion. Breaking and/or for-ken bonds. The amplitude dependenc&Ws) and, espe-

mation of bonds can be accompanied by a release of energ ally, the AE observed n the ghalcogemde glass
which goes to generation of AE signals. For example, 3 €.16S0.265@ .54 Under US loading definitely confirm that

kJ/mole is released as a result of the reaction 2 Gelhe structure of the chalcogenide glass system investigated is

Se- Ge—Get Se—Se! The condition for the AE process to highly stable even at room temperature.

. . . . A mechanism of acoustically stimulated structural trans-
continue after the stage of acoustically stimulated exhaustio : . : o )
. . X 7= . o ormations in glassy materials, consisting of a decrease in the
of reactions with closest bonds in a timgis their prelimi-

e . otential barriers on account of configurational reorienta-
nary diffusion. The study of the temperature and amphtudeﬁons was proposed. It was shown that the AE method can be
characteristics of AE should shed light on this question. ' prop ;

X : . used to determine the activation energy of the relaxational
Indeed, relaxation of the structure in glass into a new rocess. However, the available experimental data do not
state, separated from the initial state by a bartikgy, is P ' ’ P

described by the equatibn make it possible to determir_le unequivocally the mechanism
and character of the relaxation processes.
This work was supported by the Fund for Fundamental
Research of the Ukrainian State Committee on Science and
7= 710X (—Up)/KT]. (1)  Technology.
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DEFECTS. DISLOCATIONS. PHYSICS OF STRENGTH

Spatial distribution, build-up, and annealing of radiation defects in silicon implanted
by high-energy krypton and xenon ions
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(Submitted January 20, 1998
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An x-ray diffraction study of defect formation in silicon irradiated by'K{10 MeV, 8x 102
—3x10%cm 2) and Xe" (5.6 BeV, 5< 10— 5x103cm™?) ions is reported. It has

been established that irradiation produces a defect structure in the bulk of silicon, which consists
of ion tracks whose density of material is lower than that of the host. The specific features

of defect formation are discussed taking into account the channeling of part of the ions along the
previously formed tracks and the dominant role of electron losses suffered by the high-

energy ions. It is shown that the efficiency of incorporation of stable defects by irradiation with
high-energy ions is lower than that reached by implanting medium-mass ions with energies

of a few hundred keV. ©1998 American Institute of Physid$1063-783498)01309-4

The current interest in high-energy ion implantation method used is sensitive to defects only starting with depths
stems from the possibility of its use in fabrication of buried of about 600um. For both Ki* and Xe", the positions of the
layers and multi-layer structures in semiconductors. Frommaxima in the distribution of distortions agree satisfactorily
the scientific standpoint, of major interest are the specifiawith the calculations made using the TRIM-90 code. We
features of defect formation, the spatial distribution of de-shall dwell on this point in more detail later. As seen from
fects, and their annealing in crystals subjected to high-energkig. 1, a buried tail appears in the distribution with increas-
ion irradiation. This work studies these problems using sili-ing dose(curve2), and an additional maximum at a depth of
con implanted with Kt ions having an energy of 210 MeV ~31um forms at still higher dose&urves3 and4). At a

and Xe' ions of 5.6-BeV energy. Kr* dose of 3x 10 cm™? this maximum exceeds in height
the main peak.
1. EXPERIMENTAL TECHNIQUES Curve 1 in Fig. 3 shows in arbitrary units the total

The study was carried out on a two-crystal x-ray spec_bwld-up of radiation-induced defectthe areas bounded by

trometer using CiKa, radiation in fourth order of111) curvesl—4 in Fig. 1) with increasing dose of Krions. The
reflection. The implantation-induced change in the silicon-
lattice period was determined to within1x 10 ®nm. The
defect concentration was estimated from the measured
lattice-period change based on the fact that the atomic dis-
placements in prevailing defects are about 0.01'rifine
spatial distribution of distortions was studied by layer-by-
layer removal of silicon with micron-grade diamond paste.
The accuracy of sample thickness determination was
+0.5um. Isochronous annealing of the implanted structures
was carried out in evacuated quartz ampoules. The tempera-
ture was maintained to withirt2 °C. To exclude channeling

in the course of implantation, the samples were mounted in
the position where the angle between the surface normal and
the beam axis was 5°.

da,nm

2. RESULTS AND DISCUSSION

Figure 1 shows depth profiles of the lattice-period
changeAa in silicon irradiated to various doses of 210-MeV
Kr I(,)ns‘ _The depth distribution Of distortions ia in sili- FIG. 1. Spatial distribution of the lattice-period changye in silicon irra-
con irradiated by 5.6-BeV Xe ions to a dose of 5 iated by 210-MeV Kf ions to a dose (cif): 1 — 8x 1012 2 —
x10%cm™2 is displayed in Fig. 2. In the latter case, the 4x 10" 3 — 1x 10" and4 — 3x 10

Depth, pm
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FIG. 2. Spatial distribution of the lattice-period changya in silicon irra-

diated by 5.68-BeV Xé ions to a dose of & 10 cm2 FIG. 3. Dose dependence of radiation-induced defects in silicon irradiated

by 210-MeV Kr* ions: 1 — at sample surface, — at a depth of 15um.

defect build-up in the same samples at theutB-depth is  This areas is actually the characteristic size of the track
illustrated by curve? in Fig. 3. The deviation from linearity cross section with a lower density compared to the host ma-
in the defect build-up in this case is still more pronounced. terial. FunctionP(N-s) is shown graphically in Fig. 5 for
Curvel in Fig. 4 displays the profile of 210-MeV Kr  n=1,2,3,4,5. The numerical valuesB{N - s) are the rela-
elastic energy losses calculated by the TRIM-90 code. Curvéve areas occupied by nonoverlapping tragksrve 1), dou-
2 in the same figure shows the product of the elastic andbly overlapping trackgcurve2), and so on. The experimen-
inelastic loss curves. Also presented are experimental deptal data of Fig. 1 offer an estimate ef3x 10'3cm™2 for the
profiles of the implanted layer for Krions measured for a ion dose at which tracks start to overlap. We can now match
dose of 8<10*?cm™?, just before the formation of a buried the horizontal axis of th&®(N-s) dependences with the ion
distorted layer. The good agreement of the experimental dadose axis. This permits one to estimate the dimensions of a
with curve 2 demonstrates the effect of electronic losses orlower-density track produced by a 210-MeV Kion. Its
defect formation. This suggests also, however, that the eleacliameter is of the order of 1 nm. The dimensions of the
tronic losses do not play a major role in defect formation. Iftracks of the heavier Xeions are larger, and they start to
the electronic losses were an independent source of defecyerlap at lower doses. The additional maximum is clearly
the experimental curve would be dominated by the sum oseen already at a Xedose of 5<10"3cm™2 (Fig. 2.
the elastic and inelastic ion-energy losses. The increase in the The deviation from linearity in the integrated build-up of
number of displacements is most likely due to a decrease idefects(curvel in Fig. 3 results from annihilation of newly
the threshold energy required to displace an atom from #orming mobile vacancies and Si interstitials by stable de-
lattice site at a high level of target-atom ionization. Indeed fects incorporated earlier. The still more pronounced sublin-
the ionization losses of 5.6-BeV Xeions are very high at earity in the defect build-up at the depth of 48n (curve2
the beginning of the ion path, but because the ion energy
losses to elastic interactions here are not high, the defect
concentration is too low to be detectable by the technique
employed. 1.5
Under the experimental conditions used, the appearanci
of a buried defect maximum cannot be accounted for by & -
crystallographic channeling. We assign the onset of the seCuf"
ond defect-concentration maximum to the traversal by Kr '& 10}
ions of the tracks produced by previous ions. TRIM-90 cal- oy
culations show that the experimentally observed seconc N |

(dE/dz), ,(dEfdx), (AEfdT), ,arb.units

maximum of defects at a depth 6f31.m should appear if Z

the density of material in the ion track or, at least, inits core 0.5 0.2

is less by~10% than the crystal density. N ions are inci- L : T ) L :

dent on a unit surface ar&of the crystal, the probability for 10 & 20 25

nions (h=1,2,3,...) tostrike a given surface areaan be Depth, pm

described by the Poisson distribution FIG. 4. Spatial distribution of1) nuclear losseg2) product of nuclear and

(N . S)n electronic losses of 210-MeV Krions, and(3) experimentally measured
radiation-defect concentration in silicon irradiated by 210-MeV kans to

P(N,s,n)=exp(—N-s) n a dose of & 102 cm 2.
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Nes The lattice period recovers in two main stages, namely,
107’ 1 10 within the 100—280 and 380-600 °C intervals. The same an-
UL UL AL nealing stages are observed also for silicon irradiated by
medium-mass ions of comparatively low energiés in-
stance, by 200-keV $iions).? In the first stage, it is diva-
cancies that anneal predominanthnnealed in the second
stage are more complex structures, for example, five-vacancy
(Si-P1) centers and other, not yet identified complekes.
These complex defects form in the course of heat treatment
of irradiated samples as a result of a structural rearrangement
£ of the defects present in the cluster core. The defects located
720" ] 0" in the periphery of a cluster region and beyond it anneal in
Dose , cm ¢ the first stage. It was pointed 4dtthat formation of com-
plex radiation-defect structures during annealing is character-
istic only of irradiation by heavy particlegeutrons, ions
generating displacement cascades. The second stage is not
observed in the case of light iotimcluding Lit) with ener-

in Fig. 3 is caused by the decrease in the energy losses 0qfies of tens and hundreds of ké\Also annealed in the first
g y gy Stage are interstitial complexes of the type of Si-@6

the ions traveling along the previously formed tracks. Th|5120c,c).6 Type Si-B3 interstitial complexes anneal at

energy is subsequently expended in creating the buried dis- o7 . . I
torted layer. At the ion dose of810%cm 2, the second 560°. It was established that the concentrations of inter

: . . . L §titial complexes are comparable with those of divacancies, a
maximum exceeds in height the main peak. This implies tha .
vacancy-type defect stable at room temperature and prevail-

the number of ions traveling along primary tracks at th|sing in implanted silicor?®

dose is larger than that of the ions that produced them. As As evident from Fia. 6. both annealing staces are ob-

seen from thé®(N- s) distributions in Fig. 5, at the Kr dose 9- 5 g stag

of 3% 104cm-2 the total number of doublv. triplv. and qua- served at the surface and at the depth of the distorted layer
Y, oY, q (curvesl-3). The fractions of the defects annealed in stages

g:s(la):joglr?ergapplng tracks is larger than that of the NONOVET and 2 are the same for different depths of the distorted

It is of interest to discover what defects are incorporatecJa.yer' This implies formation of identical defect-cluster re-

at various depths of their distribution, in particular, Whetherﬂggzl tggl;%??:ﬁszzfs d\;\fﬁ:&”g?g'aéscgzgén?o tge c;hﬁr;?ic?al
defect-cluster regions or isolated point defects dominate in__ : ' . P k
the near-surface layer. This question may be convenientlconS'St of a divacancy core, with the outer shell made up of

answered by studying defect annealing. Figure 6 presen gterstmal defects. The track produced by high-energy ions

. . . . - IS axially symmetric, with a divacancy core and an outer
graphically the lattice-period recovery of Kimplanted sili- 2 : ) .

. . N shell consisting predominantly of interstitial-type defects.
con in the course of isochronous annealing in the near- :

One could expect the second defect maximum to
surface layefcurvel), at a depth of 15um (curve2), and at : o T
25 wm from the surfacécurve3). Curved in the same figure broaden in depth with increasing ion dose as a result of mul-
K ) 9 tiple track overlapping. This is not observed, howe&n.

plots defect annealing in Xeirradiated silicon at the depth . o

) : . e 1), because the overlap is not perfect, and mixing takes place
corresponding to the maximum in their distribution. ; .

in the region where the denser track shell meets the less
dense core. In the case of ideal superposition of two tracks,
the density of material in its core would be still lower than it
is in the primary track. Under these conditions, the third ion
traversing the doubly overlapped track would move a longer
distance than the second one. Ideal track superposition, how-
ever, is too rare an event to be observable experimentally.
The mean free path of Krions is 10% longer because
the density of material at the track core is 10% lower than
that of the host. At the same time, the second maximum for
the Xe" ions is downshifted by about 3—4% relative to the
main peak. This is not connected apparently with the higher
oL density of the Xé ion track. From the viewpoint of elastic
400 600 losses, silicon is quasi-transparent in the initial part of the
7,°C trajectory of a 5.6-BeV X& ion. Therefore the ion can only
produce a track starting from a certain depth.

FIG. 6. Recovery of lattice periafia in the course of isochronous anneal in It should be pointed out that EPR studies of samples
L T ) , PRSRCD A o _ _ _
silicon irradiated by 210-MeV K ions to a dose of X 10 cm™2 (1 —in irradiated by hlgh-energy Rr and Xe" ions did not reveal
near-surface laye, — at a depth of 15um, 3 — at a depth of 25.m), and . Lo . 011 .
irradiated by 5.68-BeV X ions to a dose of & 102cm 2 (4 — at the the anisotropic line with they factor of 2.0055% This
depth of the maximum in radiation-defect distribution suggests that irradiated silicon layers do not contain amor-

T llllll}

Ll Ll

FIG. 5. Poisson distribution fofl) nonoverlapping and2-5) n-fold over-
lapped tracks.
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phous inclusions. This seems somewhat unexpected, becauBeis results in formation of an additional buried distorted
at the end of the path, where the energy losses may be &msyer. It has been established that the inelastic ion energy
high as a few hundred keV, ions should produce amorphoulesses increase the number of displaced lattice atoms, which
inclusions. It is known that at low energi¢®ens and hun- is assigned to the decrease of the threshold energy required
dreds of keV the tracks of K and X&' heavy ions are to knock an atom out of its site. As for the efficiency of

amorphous? production of stable defects, it is lower under implantation of
The defect concentration at the distribution maximum inhigh-energy ions than it is with low-energy medium-mass

silicon irradiated by Kf ions at a dose of 810"2cm 2,  ions.

which was calculated based dra, is 1.6<10*°cm 3. For The authors are grateful to A. Yu. Didyk and V. A.

the number of primary displacements determifidtbm the  Skuratov for high-energy irradiation of samples by krypton

elastic losses with a threshold energy=12.6 eV we ob- ions, and to N. M. Kazyuchits for fruitful discussions.

tained 1. 107 cm™ 3. Whence it follows, even disregarding Partial support of the INTAS PrografGrant 94-198p

the change in the threshold displacement en&gythat the is gratefully acknowledged.
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The development of plastic instability in the initial deformation stages of irradiated materials is
studied. The dependence of the fraction of dislocations which overcome obstacles in the
dynamic regimgdislocation “channeling’} on the degree of radiation hardenitigadiation dosg
and the dislocation velocity is analyzed. It is shown that this effect plays a role in radiation
embrittlement of reactor materials. @998 American Institute of Physics.
[S1063-78348)01409-9

The investigation of radiation hardening and, as a ruledislocation ensemble which is characterized by a dislocation
the associated embrittlement is one of the most practical isdistribution function that depends on the radius vectand
sues in reactor materials science. Radiation hardening of maime t.
terials appears not only as an increase in the yield stress and However, since the plastic deformation of a material is
decrease of the rate of hardening of materials but also in thassociated with mobile defects, it is natural to assume that
formation of a “creep tooth” and a creep plateau on thethe dislocation distribution function depends not only on the
strain curves of the Chernov-tars type-? According to  radius vector and timet but also on the dislocation velocity
modern ideas, the existence of these effects indicates plasticand its orientation in space. In the present paper we study
instability in materials, which could be the cause of the sharghe dislocation distribution functions averaged over orienta-
decrease in the plasticity. tions of dislocation lines in space. The dislocations in an
Figure 1 shows typical strain curves for reactor steels aensemble themselves can be treated as a collection of seg-
test temperatures below 0.3 (T, — melting temperatuje ~ ments of dislocation linetsee Ref. 10.
Our analysid showed that strain curves of this tyfmirve2) In the present work we investigated the development of
are observed in many materials even at irradiation doseglastic instability in an irradiated material taking account of
<10 2-10"! dpa(displacement per atomThe minimum the dependences of the velocity distribution function of dis-
or the plateau in the curv@ is due to plastic instability locations in an ensemble.
effects — dislocation channeling: destruction of obstacles by
moving dislocations and localization of glide in given vol-
umes of the material followed by deformatibftor the sub-
sequent analysis, it is especially important that the material The subject of the description are mobile dislocations
leaves the plastic instability regime mainly as a result of thewhich interact with fixed obstacles of different nature but are
development of transverse glide of screw dislocations. Anot held back(do not “hang up’) on them. For example,
higher irradiation doses=1—10 dpa, curved) the stage they move in a channeling regimeThis situation corre-
corresponding to the plateau in curepasses directly into sponds, for example, to the typical case of the initial stages
the fracture stage of the material. of deformation of an irradiated material when the dislocation
The modern approach to plastic deformation, as a collecensembles formed “intersect” obstacles, consisting of small
tive dislocation process, is to describe the localization andlusters, loops, and micropores. It is obvious that such a
self-organization of dislocations based on a study of the evaosituation can occur in the presence of both a wide spectrum
lution of dislocation ensembles in the deformed materials. Irof dislocation velocitiegenergies and different mechanisms
Refs. 4 —7 the kinetics of a dislocation ensemble were studef interaction of dislocations with obstacles.
ied in detail theoretically in a synergetic approach and mod-  Two other important points should be noted concerning:
els making it possible to explain not only the evolution of thea) interdislocation interaction and) mechanisms by which
local density of dislocations in unirradiated materials butdislocations leave the regime under study.
also the formation of defect-free channels and localization of &) According to Ref. 11 , the contribution of interdislo-
deformation in irradiated materials. cation interaction must be estimated by comparing it with the
There also exist moddighat study the appearance of external appliedand acting on a dislocatiorstressf ¢. In
plastic instability and localization of plastic deformation an unirradiated material the interdislocation interaction
based on a description of the behavior of single dislocationsshould be taken into account by “starting from the end of the
Other models(see, for example, Ref. 9 proceed from a section of strain hardening” where the dislocation density

1. MODEL

1063-7834/98/40(9)/4/$15.00 1482 © 1998 American Institute of Physics
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wherea is the acceleration of a dislocation under an external
load F; (1/7) is an operator corresponding to the reciprocal

of the relaxation time, which we assume to be determined by
the expression

™ X

i) V™1 f 40 , )
2= \7. v(rv', t)—n(rv,t) |. (23
P Hered(),, is an element of solid angle in velocity space. The

proposed structure of the operai@a) of the reciprocal re-
FIG. 1. Typical strain curveso — load, s — deformation for reactor |5y ation time signifies that the frequency of collisions with
steels at test temperatures belowTQ,3 T, — melting temperatuge 1 — . . . . .
Initial (unirradiatedd material, 2 — material irradiated to “low” doses obstacles for a dislocation moving with velocity equals
(10"2-10"* dpa), 3 — material irradiated to doses above 1 dpa. [V|™A (we assume below thabh< —1), whereA is a con-
stant which takes account of the presence of stops of differ-
ent nature and the concentratiowe note that, evidently,
) o ) ) depending on the parameta; the dimension oA in differ-
p(e) in the material is large, the distances between dislocagnt cases will be differentThe expressiof2a) presupposes,
tions (r~p~'? are short, and the interdislocation interac-,, analogy with classical mechanics, that a dislocation,
tion forces are comparable to the external applied stress. (raated as a quasiparticle, is scattered elastically in the poten-
In our case of an irradiated material conditions are realy;;) field of an obstaclér| ¢ (k>0). It is known that in this
ized such that the external stress acting on a dislocation igyge the effective differential cross section for elastic scatter-
high (practically the maximum possible strggsrovided that ing (and therefore the collision frequency alse propor-
fche sharp drop in_the rate pf stra?n harder_ﬂﬁg_;. Distaken  tional to lv|™ with m=—4/k (see Ref. 12). On the other
into account, while the dislocation density in an ensemblg,5nq it is also know that moving dislocations can interact
(initial stages of the formation of a localized deformajids with obstacles according to the law1/r, wherer is the
still not so high that conditionf=fe,(1/2m)Gb?p(£)"  gistance from an obstacle to the dislocation atias hap-
where f is the interdislocation interaction forc& is the pens, for example, for an edge dislocation in the case of a
shear modulus, anld is Burgers vector, would be satisfied. cqtirel impurity atmospher# In this casem=—4 <—1.
This allows us to neglect the interdislocation interaction inj, \vhat follows we shall develop this model for the general
the ensemble for the time being when studying the interaczjgem< — 1.
tion with fixed obstacles — radiation defects — at the initial We note that the spatiotemporal distribution function
stages of deformation. , _ , f(r,t) of dislocations can be expressed in terms@f,v,t)
b) To describe the interaction of a dislocation ensembleOy means of the formula
with obstacles, we study the most likely case where some
dislocations will pass through an obstacle without changing 1
their direction of motion, while other dislocations will be f(r’t):EJ’ dvn(r,v,b).
“scattered,” changing their direction of motion, as can hap-
pen, for example, in the case of screw dislocations. As al- The condition of balance fof(r,t) follows from the
ready noted above, this corresponds to the case of the defdtinetic equation(2). In the present modelno interactions
mation of an irradiated material, when the system leaves thbetween dislocationst has the form
channeling regime as a result of the motion of screw dislo-
cations and subsequent development of multiple glide. of(r,t)
To characterize the dislocation structure of a crystal at
guantitatively it is necessary to give the distribution function
n(r,v,t) of the dislocations over their coordinatesnd ve-  \herej= ifdvvn(r,v,t).
locities v and timet so that 4m

+divj=0,

We shall study the spatially uniform case

Ptotalzz f dan(r,v,t) oy an(r,v,t)
| a0 )
is the total density of all dislocations with arbitrary orienta-
tions and moving with velocity, andd() is an element of The latter relation means thAt=n;—n,<ad (d — average
solid angle in coordinate space. distance between stops,— coefficient of order 1 with di-
In the case that the dislocations interact with certainmension of length i.e. the distribution function of a dislo-
fixed obstacles, we shall investigate the development of plagzation ensemble remains practically unchanged over a dis-
tic deformation on the basis of a general kinetic equation fotance of the order of the distance between stops. Then the

n(r,v,t) of the following form: kinetic equation2) will have the form
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an(v,t) +a_an(v,t) :(1> v @

at EY, I
To Eq. (4) we add the initial condition
n(v,0;vp) = 6(V—Vo), 5

signifying that at timet=0 the dislocation velocity is close
to vg.

We now introduce the parameterp* (vq,t;m) , L I 1 ! i
= pact! Protal» Wherep,. is the density of dislocations which o 0.2 0.6 1.0 14 s
have passed “through” an obstacle. The parametek|g 2. Fraction of dislocations overcoming obstacles in the dynamic re-
p* (vp,t;m) denotes the relative fraction of dislocations in an gime versus the initial dislocation velocity;, d,, qs, andg, correspond
ensemble which have passed “through” an obstacle. Fronto the following values of the density of obstacles; =10 ‘%, p,_
the physical meaning of the distribution functiov,t;vo) tTO%]O %, p3=10""%, andp,=10""%, increasing as a result of iradia-
as the probability density of dislocations moving with veloc-
ity vo, we can establish the integral equation

n(v,t—t";vg)=p*(vp,t;m)s(at+vy—Vv . . . . . .
( 0)=p"(Vo )& 0o~ V) this fraction tends to 1, i.e., as their velocitgnergy in-

t 9 1 creases, dislocations start to “slip past” obstacles without
_fodt’yp*(Vo-t';m)E stopping.
The dependence of the fraction of dislocations which
overcome an obstacle in the dynamic regime on the disloca-
X f dQyun(v,it—t";wlat’+vol),  (6)  tion velocity is illustrated qualitatively in Fig. 2.
For this, for example, we seh= —3/2, which corre-
wherew is a unit vector (w|=1) in an arbitrary direction. In sponds to a dislocation—obstacle interaction taw 3. In
Eqg. (6) the first term is the fraction of dislocations which ,qer for a dislocation to acquire acceleration |a|, accord-
have passed through an obstacle and acquired in time ing to Newton’s second law=F/m*, a forceF>F,/l (per
v_elocity §t+v0._The second term_takes accoun_t of t_he frac-y it length of the dislocationmust be applied, wherg, is
tion of dislocations whose velocity changed direction as gne maximum dislocation restraining force developed by one
result of the first collisions with obstacles and acquired aryefect and | is the distance between defedts, m*
arbitrary direction w. Ob_vjously, _these directipn; are — (dp2/4)In(Rir,) is a known expressidfifor the effective
knocked out of the probability density(v,t;vo), as is indi-  mass per unit length of a dislocatiahis the mass density of
cated by the minus sign in front of the second term. the metal,b is the magnitude of Burgers vector. Setting
I =n"3and|v,|=us, wheren; is the number of defects per
unit volume(specifically, irradiation produced defecendu
2. DISLOCATION GLIDE is the velocity of sound, we transform E() to a form

i . . . L convenient for plottin
Substituting the integral equatiof6) into the kinetic P ¢

equation(2), we obtain an equation fg@* q=exp—1/Q),
at+vg|™ =2A|m+ 1|(Fodmn3)/(db?In(R/r
2 ot oty + 20 g om0 @ QT2AImEI(Fodmn /(b n(RIro)

X u\m+l|p1/33\m+1|,

wherep is the defect density andlis the density of atoms of
0=<p*(vp,t;m)<1, p*(vg;m)=1. the main material. To obtain a clear picture, we choose the
following values of the parameter§,=1.6X10 *dynes,
u=3.3x10* cm/s, d=8 glcnt, In(RIrg)=8,n=8
X 10?2 cm 3, b=3x10"8 cm, andA=10 6 2.cm %2
For these values the functiag(s) has the form shown in
. N [Vol ™" 1= (|alt+|vo|)™ L Fig. 2. The quantitys is plotted along the abscissa. Accord-
p* (Vo,t;m) =ex 2[aA(m+1) ' ®  ing to our data and the data of other authdrs, relative
. . . increase in the yield stress of a material by a factor of 4-20
with mi_—l. F_orm<—1 the asymptotic representation of is observed in most model and reactor materials even at
the solution(8) is expressed by the formula doses 102—10 'dpa. Moreover, one can see that under
otherwise equal conditions, the fraction of dislocations in
: ©) irradiated materials which have overcome obstacles in the
dynamic regime now becomes substanticording to Ref.
This is the fraction of dislocations which have the initial 8 , the criterion of the dynamic or “pseudorelativistic” re-
velocity and pass through an obstacle. | —0 this frac- gime is that dislocations reach velocitie.1 of the veloc-
tion becomes infinitesimal. Als/g|—< (or as|al increases ity of the soundl

The functionp* must satisfy the relations

We shall assume that the direction of the initial velocity
Vo is the same as the vector of the applied load The
solution of Eq.(7) has the form

|V0|m+1
_ * . = T AT Al — AT
g=Ilimp*(vg,t;m+1) exr{ 2|a|Ajm+1]

t—oo
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Figure 2 also shows that the dynanfiseudorelativistic 1. M. Neklyudov and N. V. Kamyshanchenko, Structure of and Radia-
deformation regime is reached in irradiated materials at tion Damage in Construction Materiafsn Russiaf, Metallurgiya, Mos-
lower dislocation velocities. cow (199, p. 168.

As investigations by Popov ShOWédfOl’ dislocation 2A. V. Volobuev, L. S. Ozhigov, and A. A. Parkhomenko, Vop. Atom.
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densities ~10'° cm™2 pseudorelativistic effects must be materialovedenici(64), 3 (1996.
taken into account to describe the evolution of dislocation®. M. Neklyudov, L. S. Ozhigov, A. A. Parkhomenko, and V. D. Zabo-
structures, i.e., the dislocation velocities can approach thelotnyi, in Proceedings of the 2nd Scientific Conference on Physical Phe-
sound Velocity ?0 1u) In the case of. for example irradi- nomena in Solidgin Russian, Khar'’kov University, Khar'’kov(1995, p.
ated nickel and vessel steel, such a dislocation density corsg A Malygin, Fiz. Tverd. TeldLeningrad 33, 1069(1991 [Sov. Phys.
responds to stresses100 MPa, and hence such effects can Solid State33, 606 (1991)].
appear even at the initial stages of deformation, which cor-"G. A. Malygin, Fiz. Tverd. TelgLeningrad 33, 1855(199)) [Sov. Phys.
B - Solid State33, 1042(1991)].
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of the Chernov—Lders plastic instabilit)}’.z 8L. E. Popov, L. Ya. Pudan, S. N. Kolupaeva, V. S. Kobytev, and V. A.

] ; . - StarenchenkoMathematical Modeling of Plastic Deformatidin Rus-
The model presented in this work, in our opinion, MAY " sian, Tomsk University Press, Tomgt990, 184 pp.
be dwectl_y relgted to, for e_xam_ple, the problem of the brittle- ssh kh. Khannakov, Fiz. Met. Metallove@s, 31 (1994.
ness of irradiated materials in reactor vessels. The late$tG. A. Malygin, Fiz. Tverd. TelaSt. Petersburg38, 2418 (1996 [Phys.
investigation® show that deformation and fracture pro- ,Solid State38, 1329(1996]. _ ,
cesses in vessel steels are accompanied by dynamic disloc% V. Rybin, Large Plastic Deformations and Fracture of Metdm
. h l d “d ion” by disl : f ussian, Metallurgiya, Moscow(1986), 268 pp.
tion channe 'n_g an eStrUCt'_on y dislocations o very. 2|, D. Landau and E. M. LifshitzMechanics[Pergamon Press, N. Y.;
small defects in the form of micropores, loops, and precipi- Nauka, Moscow, 1965, 204 dp.
tates in vessel steels. Localized-deformation channels, entR. L. Fleischer, Acta Metall10, 835 (1962; J. Appl. Phys.33, 3504
countering interfaces, could be responsible for the sharp,(1962:

stress concentration, proportional to the total dislocation V. 1. Viadimirov, Physical Nature of Fracture of Metalen Russia)
» Prop Metallurgiya, Moscow, 1984.

“charge,” and give rise to microcracks. 150. A. Troitskii and V. G. Shténberg,Radiation Physics of the Strength of
In summary, in the model presented above, the develop- Metallic Crystals[in Russiai, Atomizdat, Moscow(1969, 79 pp.
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was shown that a sharp increase in the fraction of disloca- Radiation Damage in Material§in Russia, Naukova Dumka, Kiev

tions which overcome obstacles in the dynamic regime can (1979, 330 pp. o

be observed in these materials. As the degree of hardening¥- Groke, J. Bomert, and H. W. Viehrig, J. Nucl. Matee1l, 177

(concentration of defects arising under irradiajiorcreases, (1994,

this effect can be reached at lower deformation velocities. Translated by M. E. Alferieff
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Activation parameters of stepped deformation of polymers
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Creep rates on short deformation base lines before and after a change in temperature and stresses
were measured by interferometry to determine the activation energies and activation

volumes of the process. It is shown that the activation parameters of polymer creep vary not

only at a macroscopic level but also within the micron-size deformation steps. The largest potential
barrier corresponds to the lowest rate in a step and plays the role of a “physical node.”

The results confirm the supposition that micron-size jurtgbsps of polymer deformation are

caused by the nonmonotonic nature of intermolecular interactions in microvolumes of

this level. © 1998 American Institute of PhysidsS$1063-783®8)01509-3

The intent of activation analysis’ is to determine the netic coefficients as a function of the strdffig. 2) and the
activation energyQ, and the activation volumer of the  temperaturd® As follows from what we have said above,
process leading to the transition of kinetic units through ahe method of jumps makes it possible to take account of the
barrierQ=Q,— a7 — the activation enthalpys{— tangen-  macroscopic nonmonotonicity of the rate.
tial stress, equal to half the axial compressive of tensile stress It is shown in Refs. 6 and 7 that the creep rate varies
o applied to the sampjeThe quantitieQ, and« are ordi- nonmonotonically on a meso level also, reflecting the
narily determined by using probabilistic equations of thestepped character of micron-size deformation in the form of

type oscillations of the rate about an average value. The variation
of the rate over the length of a deformation step suggests that

. Qo—ar activation barriers differ within microvolumes of a deforma-
=80 &XY ~ 7 ) (1) tion, and these differences are actually the cause of the

stepped increments. The present work is concerned with the

wheres is the experimentally measured average rate of th@roblem of measuring the values of the coefficie@isand
process in the steady statg,= 102 s is a rate factorTis ¢ Eq. (1), corresponding to the highest and lowest rates
the temperaturéin K), andR is the gas constant. This rela- within a single deformation step, for unoriented glassy poly-

tion reflects the physical nature of the deformation and corMers-
responds to a process with one relaxation time, i.e., with
constant parametei®, and « with = and T varying. The
expressior(1) describes a fan of straight lines converging at
a single point (loge,=12). The conditions of applicability Glassy polymers having a pronounced nonmonotonic
indicated for Eq(1) reflect the invariability of the structural rate of micron-size deformation increments at 290 K were
kinetics during deformation, and they can be satisfied in rea¢hosen for the experiments: styrene copolymer with meth-
polymers only within narrow temperature, stress, and strai@crylic acid (PS + 16% MAA), polyvinyl chloride (PVC),
intervals. In most cases the rate in a creep proesecially and a variant of epoxy resifeD-388). Polymers in the form
in the case of nonoriented polymgmhanges continuously 0f 3 mm in diameter and 6 mm high cylindrical samples
even with constant andT,*® as shown in Fig. 1, displaying Were tested in a creep regime under uniaxial compression
the variability of the paramete@, and« in large deforma- (o =const). A laser interferometer was used to record the
tion sections. In the conventional coordinatesset to Fig. deformation per unit tim&.The interferogram consists of a
1), the same creep sectidfrom 5 to 8% corresponds to a Sequence of beatgig. 3, each of which corresponds to a
process with a constant strain rate. deformation increment by 0.8m (0.005%, while the beat
The methodological technique of small jumdS and frequency v determines the creep raﬁe=)w/2|0, where
A7 with a high accuracy of rate measurements by am =0.63 um is the wavelength of the laser radiation dgds
interferometeh® makes it possible to narrow the parameterthe initial length of the sample. The trace of the deformation
measurement section to hundreths of a percent of the defo(Fig. 3) makes it possible to measure the rate of the process
mation, i.e., to a “point” with a negligible change in struc- on half a beaf0.15 um) and to determine the changes in the
ture, and to approach the condition of applicability of therate on deformation increments of fractions of a micron.
expression(1) with constant parameters in each measure- The accuracy of the method makes it possible to esti-
ment of Q, anda. The parameters are measured at differentmate the parameter®, and « at different “stages” of a
points of the creep curve independently and they are assingle deformation jumpgthe periodL in Fig. 3). To calcu-
sumed to be functions of the strain. The method of juhps late the parameters differing most from one another, the
and A 7 has revealed regularities in the variation of the ki-smallest and largest values of the rate in the course of a

1. MATERIALS AND PROCEDURE

1063-7834/98/40(9)/3/$15.00 1486 © 1998 American Institute of Physics
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FIG. 1. Computerized measurement and construction of the dependence of

the rates versus the straie neare,=6.5% for polycarbonate. Each point
corresponds to a deformation increment of 8 (0.005%, the variance of
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FIG. 3. Scheme of the change in rate in a deformation dtep1(.2 m) in
the case of a change in stress or temperature.

where V is the volume of a monomer unit of a polymer
molecule. In the present papeglis estimated for two stages
of a jumpL (Fig. 3).

2. RESULTS AND DISCUSSION

In previous worké® regularities were obtained that led
to the conclusion that deformation jumps exist on different

the rate reflects the jump-like development of deformation. Inset: Apparentevels and are caused by the nonuniformity of the structure

stationary creep in the coordinates strasr-time t,
=291 K.

period L before ¢,, ;) and after €,, s5) a change in
temperature or stresA\{=3—-5K, Ar=2 MPa) were de-

o=70 MPa, T

and potential fields of nonchemical origin which are over-
come in the process of displacement events. The stronger
nonchemical interactions between molecular groups are
commonly termed “physical bonds” which alternate with
weak bonds between sections of different molecules in the
slip plane. A displacement in a plane with small barriers

termined. The coefficients were determined from the formusShould correspond to high rates in a deformation jump

las

RTIN(e5/e4)
CTTTAr o xoT

RIn(g,/e4)
1T,—-1/m,

It was shown in Ref. 5 tha andQ, are cooperative quan-
tities, related to one another. The quantity characterizing the
intermolecular interaction is the specific enermgper mono-

mer unit

a

3
a,A

S
T

T
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T
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FIG. 2. Activation energy,, activation volumer, and specific activation
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)

N
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(Fig. 3), and correspondingly the overcoming of large poten-
tial barriers(bonds is associated with long relaxation times

and slow rates:]. The dislocation—disclination models of
deformation that were developed for polym@iske account

of the heterogeneity of the structure and the localized char-
acter of defects, and they imply that displacements of defects
&re jump-like. The qualitative model of physical bonds is
consistent with the specific mechanisms of the theories and is
confirmed well by experiments. Table | gives the activational
characteristics of deformation jumps for three polymers. It
follows from this table that the high rates in a jump corre-
spond to larger values af and lower values of), andq
compared to the values of these quantities for slow rates in a
period L. The difference between the rates is most clearly
reflected in the values of. Values ofq; that are much
higher thang, correspond to a bond.

Therefore activational analysis has shown that potential
barriers in the creep process change not only on a
macrolevel but also on a mesolevel, within micron-size de-
formations. Experiments show that the jump-like character
of creep is due to the nonmonotonicity of the activation en-
ergy of the process within a single step.

Table | gives the values af; obtained withe> ¢, by the
same method but for average rates over the lehgtli the
jumps®® As shown earlief, the values ofy; equal the acti-
vation energies of the viscous flow of a hypothetical fluid in
which the kinetic unit is a monomer unit; = E../3, where
E.onis the cohesion energy for a monomer unit of a polymer.
One can see from the table thgt for a macroprocess is

energyq; versus strain for PS- 16% MAA. The dashed line shows the closest in value to the specific activation energy for the stage

change in the creep rate

of easiest slip with high rates in a junip An analogy can be
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TABLE |. Activation parameters within a single deformation step

o 9
Material, o, &, v, A3 L, um £,,10°%s? £;,10%s71 ag, A3 a;y, A3 Q Q £, % a1 q; ai
P5+16%mAA
30 40
=90 MPa 166 1.05 0.07 0.04 2360 1730 45 51 8.0 3.2 4.8 3.0
£,=6.5%
PVC
11 15.8
=60 MPa 725 0.6 2.5 2.0 940 750 19 223 27 1.4 2.1 1.0
ay:5%
ED
31 37
=87 MPa 1300 3.6 5.0 4.0 2440 1400 45 46 25 25 43 20
sy’=“5%

Note: The value ofg; was calculated using Eq3), where Q, and a« were determined neglecting the nonmonotonicity of the rate. The indices in the
designations correspond to Fig. 3. The valueQgf Q, andq are given in kcalmole 2.

drawn between the change in the param@tiera microjump  !Ya. I. Frenkel’, Introduction to the Theory of Metalén Russiaf, Mos-
of a deformation(see Table)land in a macrojump which is  cow (1958, 368 pp. ,

observed after the deformaticﬁﬁig. 2). Indeed, a minimum 2V.R. Regel', A. |. Slutsjer, and EE. Tomashevski The Kinetic Nature of
of the rate in Fig. 2 corresponds to onset of destruction of th%i‘e:t}r(ength of iogdir_‘ _R“SS']f‘ﬁ' M?S"Ol‘é‘f(lf_m’[’\fio 8%‘75) 208
L . .. Kr n . EIrnn rm n Kin Y. .
initial system of intermolecular bonds and accelerated flow,.;" St::zioi N L;;ﬁlzssk:y: ané :E/Kif Shman Stength sr’? g’
of the_ materiaf:° The |OW€S'.[ rate at the 90“85/ is related FO Relaxation Phenomena in Solifia Russian, Leningrad(1984, 245 pp.
the h'QheSt value ofj;, while agcgleratlon of deformat|0n SN. N. Peschanskaya and V. A. Stepanov, Fiz. Tverd. Tleémingrad 20,
results in a lower value df; . A similar phenomenon is also  2005(1978 [Sov. Phys. Solid Stat0, 1157(1978].

observed within the microdeformation of the jumps: °®N. N. Peschanskaya, Vysokomolekulyarnye Soedineniys1A 1181
Acceleration of creep corresponds to a decrease in the valug1989.

of q (see Table)l ’N. N. Peschanskaya, Fiz. Tverd. Te8t. Petersbuig35, 3019 (1993

The results show a similarity in the mechanism of dis- 4. "vS: Solid Statés, 1484(1993]. .
. . .. - N. N. Peschanskaya, G. S. Pugachev, and P. N. Yakushev, Mekhanika
placemerjt processes on different scales. Large |rreverS|bIePo“mer0vy No. 2, 3571977).
deformationss > ¢, which change the shape of the sample, 9. N. peschanskaya, P. N. Yakushev, L. P. Myasnikova, V. A. Marikhin,
are created from microdisplacments, which probably distort A. B. Sinani, and M. Yakobs, Fiz. Tverd. Te(8t. Petersbuig3s, 2582
the shape of ordered micron-level formations in the polymer (1996 [Phys. Solid Stat@8, 1416(1996].
structure. The data make it possible to associate the conce]itV- A Pertsev, Prog. Colloid Polym. S@2, 52 (1993.
of “levels” not only to structure and deformation but also to

activation parameters. Translated by M. E. Alferieff
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The influence of Zr@ particles on the low-temperature deformation of nanocrystalline copper
produced by strong plastic deformation is investigated using equichannel angular pressing.

A comparison is made between the deformation characteristics in tension and compression in the
temperature range 4.2—400 K, measured for copper and the composite Cu:0.3 vol,% ZrO

It is shown that within 4.2—200 K the yield poimat;m of the composite is higher than that for
copper, attaining 680 MPa at 4.2 K, then the yield points are close in value up to room
temperature, and diverge again as the temperature is raised. Possible causes of the dissimilar
influence of an impurity on the strength and plasticity characteristics of nanocrystalline copper in
various temperature intervals are discussed.198 American Institute of Physics.
[S1063-783%8)01609-9

A factor of utmost interest in the investigation of nanoc- from lattice distortions, where the relative variation of the
rystalline materials is the way in which their properties arelattice parameteAa/a due to internal stresses had a value of
affected by impurities that can improve significantly the ther-about 2.5¢ 10" 3.
mal stability of the undoped structural state. It has been Bars approximately 50 mm in length with transverse di-
showrt? that a small addition of ZrQor HfO, nanoparticles mensions~14x 14 mm were obtained after ECAP. The
preserves the high level of the yield point of ultrafine-grainedsamples for mechanical testing were cut along the length of
copper up to a temperature500 °C. It is also important to the bar and had the following dimensions: height 6 mm for
study the influence of impurities with a view toward under- compression, length of the working section 15 mm for ten-
standing the nature of the plastic deformation of nanocryssion, and a diameter of 3 mm in both cases. The samples
tals. We have previouslyinvestigated the low-temperature were deformed in an Instron 1342 universal testing machine
deformation of copper and nickel prepared by equichanneh the temperature range 4.2—-400 K. The low-temperature
angular pressingeCAP), the onset of deformation inhomo- tests were carried out in an Oxford Instruments helium cry-
geneity, the temperature dependence of the flow stresses, aostat. The sample was cooled =77 K; in addition,
the sensitivity of the latter to the sign of the load. In theliquid-nitrogen precooling was used for tests in the tempera-
present study we demonstrate the influence of an ultrafingure interval 4.2-77 K. Liquid helium was admitted to
grain stabilizing impurity on the low-temperature deforma-the cryostat by means of two pumps, which created a slight
tion of copper. rarefaction in the cryostat. The rate of deformation was

4x10 4 st

1. EXPERIMENTAL PROCEDURE

. 2. EXPERIMENTAL RESULTS AND DISCUSSION
The experiments were performed on p(98.98% cop-

per and a Cu:Zr@composite. The latter was prepared from As an example, Fig. 1 shows tension and compression
Cu-0.15 wt.% Zr solid solution by internal oxidattband  diagrams of the Cu:Zr@composite at various temperatures
contained 0.3 vol. % Zr@in the form of nanoparticles ap- (the copper data are given in Ref), &nd Tables | and Il
proximately 10 nm in diameter. An ultrafine-grained struc-show the main characteristics of plastic deformation: the
ture was obtained by repeatéap to 16 times ECAP with  yield point o at various temperatures in tension and com-
90° rotation of the bar after each cyGlé Electron micro-  pression; the maximum tensile stresg; the total relative
scope examinations showed that the grain size did not exceedlongation at the instant of fractu® the necking downy

200 nm in either material. An x-ray examination establishedor pure copper and the composite; the work-hardening co-
that the main factor contributing to line broadening for theefficient in compression. It is evident that the plasticity and
pure copper was the smallness of the coherent scattering retrength characteristics of the copper and the composite dif-
gions(about 50 nni the linewidth was larger in the compos- fer only slightly at room temperature. At helium temperature
ite, with broadening contributions of close magnitude fromthe strength and the yield point are higher for the composite,
the size of the coherent scattering regiqass5 nm) and  and the work-hardening coefficient in compression is lower

1063-7834/98/40(9)/3/$15.00 1489 © 1998 American Institute of Physics
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L TABLE Il. Mechanical properties of the deformation of Cu and Cu:ZrO
a nanocrystals in tension.

800

| 1 Copper Cu:ZrQ composite

T, K 4.2 290 42 290
400k os, MPa 448 382 637 398
2 on. MPa 550 435 698 431

5 % 15 10 18 10
3 W, % 57 77 33 64

6, MPa

jump models based on local hot spots, because in alternative

models attributing the jumps in the diagrams to avalanches
L of dislocations breaking away from obstructions there would

b have to be some evidence of dislocation pinning by ZrO

particles.
B Figure 2 shows the temperature dependence of the yield
point in compression for copper and for the composite, mea-
800t sured by successive loading at a constant strain rate at step-
1 incremented temperatures. Here the increments of the flow
stresses in each step have been determined and subsequently
scaled to variations of the yield point. Three distinct tem-
perature intervals are discernible from Fig. 2: belo®00 K
and above~-300 K, where the yield point of the composite is
higher than for copper; the intermediate interval 200—300 K,
where the values of-s for Cu and Cu:ZrQ practically coin-
cide. On the basis of this behavior we can state that the
presence of Zr@ particles is manifested both in the high-
FIG. 1. Stress-strain curves of Cu:Zr@anocrystalgstresso versus strain ~ temperature regiotprobably owing to their influence on re-
&) in tension(a) and in compressiofb). 1) T=4.2K; 2) T=290 K. crystallization and the concomitant thermal stability of the
nanocrystalline state of the compo$jteand in the low-

) _temperature region, where direct dislocation drag or twin-
than for the pure copper. As the temperature is lowered iing of 7O, particles is possible in the initial deformation
tension, the uniform part of the deformation increases, Whl|%tage_ However, the work-hardening coefficient of copper at
the localized deformatiorinecking down decreases. The 45 ¢ is higher than for the composite, so that the flow
previously obgervédgmsot_ropy_wnh respect to the sign of gyresses come closer together in further deformation. In the
the load(the yield point being higher in compression than inj,iermediate temperature interval the Zn@anoparticles ob-
tension in nanocrystalline copper and nickel also occurs forviously do not contribute significantly to the hardening pro-

our composite(Tables | and I. As in pure metals, the an- q,ced by the grain boundaries in the low-deformation range

isotropy increases as the temperature is lowered, but the dis-

parity is smaller in the composite than in the pure copper. If

this phenomenon is actually associated with strong possibili- 790l

ties for local relaxation during the earliest stages of deforma- ..o,

tion in tensior? it is not surprising that Zr@should be ca- - %o

pable of inhibiting relaxation. n °o1
The plastic deformation of the Cu:Zg@omposite be- N o

comes unstable at liquid helium temperature: Sudden jumps "E‘--"\'\\‘

are observed, but their amplitude is not too large. No appre- B 500 °

ciable difference in the deformation jump kinetics is noted % B \\

between copper and the composite. From our point of view, §P~
this result corroborates the helium-temperature deformation N

1200

6, MPa
)

4001

TABLE I. Characteristics of the deformation of Cu and Cu:Zr@nocrys- Joa - \\
tals in compression. B N

Copper Cu:ZrQ composite 200 1 1 1 1
pp Q p 0 200

T, K 4.2 77 290 4.2 290 T, K

os, MPa 578 570 402 680 412

do/de, MPa 3473 2737 1123 2078 1275 FIG. 2. Yield point versus temperature fdy: Cu:ZrO, 2) Cu (from data in

Ref. 3.

1
400
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MAGNETISM AND FERROELECTRICITY

Complex magnetic susceptibility of uniaxial superparamagnetic particles in a strong
static magnetic field

Yu. P. Kalmykov and S. V. Titov

Institute of Radio Engineering and Electronics, Russian Academy of Sciences, 141120 Fryazino, Moscow
Region, Russia

(Submitted October 17, 1997

Fiz. Tverd. Tela(St. Petersbund0, 1642—1649September 1998

The magnetic relaxation of a system of single-domain ferromagnetic particles in the presence of
a strong static magnetic field directed at an arbitrary angle relative to the particle anisotropy

axis is investigated. A system of linear difference-differential equations for the moitesetsaged
spherical harmonigss derived without recourse to the Fokker—Planck equation by

averaging Gilbert’'s equations with a fluctuating field. An exact solufiorterms of matrix
continuous fractionsis found for this system. The relaxation times and spectra of the complex
magnetic susceptibility are calculated. 98 American Institute of Physics.
[S1063-783%8)01709-2

1. Uniaxially anisotropic, single-domain ferromagnetic V=—K cog 9—(M-Hy), )

particles are characterized by an internal potential having _ ) )

two stable equilibria separated by a potential barrier betweelWhereK is the anisotropy constant, aritlis the polar angle.
them. If the particles are smafnd, accordingly, the poten- This problem, formulated by het* and by Stoner and
tial barrier is low, the magnetization vectdvl can change Wohlifahrt,” has been analyzed, for example, in Refs. 12—
its orientation through the barrier as a result of thermaf22- However, to simplify the mathematical calculations, in
fluctuations! The thermal instability of the magnetization MOSt caseswith the exception of a few papers, e.g., Refs.
produces so-called superparamagnefidmecause each par- 23-20 it has been assumed that the fiel is directed
ticle behaves like a huge magnet having a magnetic momerong the anisotropy axis of the particle. Previously the com-

~10*— 10° Bohr magnetons. Research on the thermal flucPlex magnetic susceptibility could be calculated only under

tuations and relaxation of the magnetization of single-INiS assumption.

domain particles is of major interest these days with regard N the general statement of the problem, with the field
to improving the characteristics of magnetic charge car"riersHOIO”e”t?d in an arbitrary direction rellatlve to the magneti-
and in relation to paleomagnetis”m. zation axis, the Eokker—PIgnqk eguatlon can be solvgd for-
The dynamics of the magnetization of single-domain fer-Mally by expanding the distribution functiow/({uj,t) in
romagnetic particles is described by the Landau-LifshitzSPherical harmonics. This operation reduces the problem to
equatior? Gilberf has proposed a similar equation. Brdwn the solutlon of an |nf|n|te—.d|men5|onal system of Ime.ar
has used these equations to describe the magnetization _fferenpe-dlfferentlal equations for the averaged spherical
namics of an individual particle, relying on the Langevin armonics(moment (Refs. 25 and 26
equation approach from the theory of Brownian movement.
In the role of the Langevin equation, Brown used Gilbert's at X(t)=AX(t), 2
equation with a fluctuating field to describe the thermal fluc-
tuations of the magnetization of an individual particle. UsingwhereA is the infinite-dimensional system matrix, aXdt)
the method of Wang and Uhlenb&cln conjunction with  is a column vector formed by the momeritee system for
Stratonovich’s approaétto the averaging of stochastic dif- the momentg2) can also be obtained by averaging Gilbert's
ferential equations, Brown then derived a Fokker-Planckequation directly without using the Fokker—Planck
equation for the probability density functioW({M},t) of  equatio’?8. A numerical solution of Eq(2) (by finding the
the magnetizatioM. A theory of magnetic relaxation in an eigenvalues and eigenvectors of the system matan be
ensemble of single-domain particles has been formulated obtained, in principle, by successively increasing the number
on the basis of the Fokker—Planck equation. of equation by a finite numbeN until convergence is
In the basic model used to study relaxation processes iachieved. Unfortunately, it is difficult to employ this ap-
superparamagnets, the free-energy den¥itypf a single- proach in practice, because the given problem requires cal-
domain magnetic particlewith uniaxial anisotropyin a ho-  culations for N~10°—10*, which can only be done on
mogeneous external magnetic figi of arbitrary strength  supercomputer® However, the problem can be simplified
has the forny'®11 considerably by applying the method of matrix continuous

1063-7834/98/40(9)/8/$15.00 1492 © 1998 American Institute of Physics
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fraction$®?° developed in Ref. 28 for the solution of infinite
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Writing Eq. (5) in terms of components in laboratory

systems of recursion formulas for the moments. AlthoughCartesian coordinates, we have
this approach has already been used in the investigation of

analogous problems in the theory of the Kerr effect, dielec-

30,31
1

tric relaxation, and magnetic relaxatib it cannot be

applied to our problem directly, because here the recursion

formula contains two variable indicé$2® So far no one has
proposed a simple algorithm for this ca@eg., it has been
suggestet that infinite-dimensional matrix fractions be used
in the solution of two-index recursion formu)aso that fur-
ther elaboration of the method is required.

The main objective of the present study is to calculate
the longitudinal component of the magnetic susceptibility

xi(w) of a system of noninteracting, single-domain ferro-

1 d N 2 -1
Rt dt (D=1 WO IO~ e u()

+uy(t)uy(t) Thy(t) +[ e~ tuy(t)
— U (1)U, (1) Th,(t) +[ 1= uZ(t) TH, (1)
—[a™tu,(t) + u(Huy(H) JH (1)

+Ha () —u (DU D IHLAL), (D)

v uy () =L u,(t) —u,(t)uy(t)Thy(t)

magnetic particles in a strong static magnetic field of arbi-

trary orientation relative to the easy axis of a patrticle.

2. Gilbert's equation for the magnetizatioll of a
single-domain particle with allowance for thermal fluctua-
tions has the form®

d .
gt MO=2IMOX[HO)+h() = 7M(V)]], ©)

where vy is the gyromagnetic ratio, ang is the friction co-

efficient; the total magnetic field can consist of external ap-

plied fields plus the effective magnetic anisotropy fiéddl
denoted byH) and a random fieldh(t) exhibiting the prop-
erties of white noise:

2kTn
hi()=0, hi(t)hj(tz)=—— 6(t1—t2), (4)

where v is the particle volume, and the overbar signifies

+[1-ug(t)Jhy(t) —[a tuy(t)
+uy(Hu () Th(t) +[a"tuy(t)
— Uy () Uy () TH () +[ 1= ud(t) JH, (1)
—[a™tu () +uy(Hu(HIHLL), (8

1 d B

ML dt U0 = ~La Uy (O + U u D Ihy(b)

+La” tu () —uy(t)ut) Thy(t)

+[1-uZ(t)]h(t) —[a tuy(t)

U UL THL (1) + [ tuy(t)

— Uy (DU (D) THy (1) + [ 1= uZ(D) TH(1).
9

statistical averaging over the ensemble of particles having

the identical magnetizatiohl at timet.

If V({M},t) is the free energy per unit volume, ex-
pressed in terms of the componentdvbf then the fieldH is
given by the equation

d
H=— -5 V({M}),

where
J d N d e d
— =]
TV NPTV TV I

M, = Mg sin J cose=Md,,
andM,= Mg cosI=My,.

Gilbert's equation (3) can be transformed to the
Landau—Lifshitz equatiotf-?2

My=Mg sin 9 sin =M, ,

d
M(t)=Msg'[M(t) X[H(t)+h(t)]]

dt
+hIMOX[HO+hOIXMB],  (6)
where
[ ’y [ ’ya — !
V=Traamy M aram, 9 ©

and = ynyMg is a dimensionless damping factor.

For a single-domain particle with the magnetic anisot-
ropy potentiai®8924

V=—Ku?=—-K co¢ 4, (10)

whered is the angle between the vectdr and thez axis; in

the presence of a strong static magnetic fléjdapplied at an
arbitrary angle relative to theaxis, the total fieldH has the
form

2K

Mg

H=y1Hoi+ y2Hoj +{ vsHo+ uz)k, (1)
where y,=sin¥ cos®, y,=sin¥ sin®, and y;=cosW¥
are the direction cosines of the vectdy (¥ and® are the
polar angle azimuth angles, respectiyely

The stochastic nonlinear differential equatioi@$—(9),
which contain multiplicative noise termgu;h,, need to be
averagedsee, e.g., Refs. 28 and)2%Ve recall that stochas-

tic differential equations of general form iN variables

180} =1¢1.62,-- 6N}

dg(t)
—gr ~ hid&D}D +ey{&D}1HDT;(D)

(12
with T;()=0 and Ti(t)l;(t)=2D38;8(t;—tz), i,]

=1,...,N, averaged by Stratonovich’s rafe¢°at timet, have
the form
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dXi T gi(t_l_ T)_Xi _ . . m—1 dmpn(uz)
E—JLI’T:) f—hi({x},t) lm(ux+|uy) —du;”
J adMIP(uy)
+Dgyj({x},t) X gi;({x},1), (13 (uxtiuy) At

where§&(t+7) (7>0) are the solutions of Eq§12) subject ~respectively, and then sum them. After averaging, therefore,
to the initial conditions¢;(t)=x; [summation over the re- We can obtain a system of equations for the averaged spheri-
peated indice$ andk is understood in Eq¥12) and (13)].  cal harmonicsthe details of the derivation are given in Refs.
The second term on the right-hand side of Exp) is called 22 and 27:
the noise-induced drift coefficieAt:?° A proof of Eq.(13) is

d n(n+1) ivyzém
given, for example, in Ref. 2@p. 54-55. N =5 Com(t) + ( ) + R
In the same way it can be proved that the averaged equa- dt 2 20
tion for an arbitrary differentiable functiofi({&}) has the n(n+1)—3m?
form?230 —0 ——————[Ch (1)
(2n—1)(2n+3)| ™M
df({x}) J +1)(n+m)(n+m—1
=hi({xht) 5 XD +Dgi({xh,) _ oMt Dn+m)nt m—1)
dt ! (9Xi J g (zn_l)(2n+ 1) Cn—2,m(t)
J J
X— | g (It t) — fF(4xh) |, 14 _n(n—m+1)(n—m+2)

X 9ij(ix} )5Xi () a9 (2n+1)(2n+3) n+2m(t)
where again summation over the repeated indices.K is (n+m) n+1 imo
understood. t ot |73 5 )Cnl,m(t)

Stratonovich’s approaéfi?® must be used in averaging
the stochastic differential equatiorig)—(9) because, from (n—m+1) n imo
the physical point of view, the investigated magnetic relax- T T on+1 v3é §+ "o Ch+1m(t)
ation processes are best modeled within the framework of _
this approach. In particular, the preliminary modification of E(y1tiva) D) (n—
Egs.(7)—(9) to an equivalent form of the ltequations is not 4(2n+1) [n(n=m+1)(n—m
required in this case, and ordinary methods of analysis are R
app|icab|e. +2)Cn+1’m,1(t)+la (2n+ 1)(n_m+ 1)

For the investigation of magnetic relaxation it is conve- X (N+m)cy m_1(t)+(n+1)(n+m—1)(n
nient to use spherical harmoni¥s,,, defined as ’ _
§(y1—iv2)

Xnm=€M*PM(cos 9), +M)Cho1m-1(t)]— a2n+1) [NCht1m+a(t)
Xn—m:(_l)m (n_m)l ’r'](m! mEO, _ia_l(2n+1)Cn,m+l(t)+(n+l)cn—l,m+l(t)]1
(n+m)! (15)

where P'(x) denotes associated Legendre functithhe  where
spherical harmonic¥X,,,, are written as follows in the vari-

ablesuy, uy, Uy: _vK_ YMdH v
TTKkT kT "™NT2kTh (16)
NI d"Py(u,)
nm_(ux IUy) durz“ ' Cn,m(t):<xnm>(t)_<xnm>0- (17)
where P, (x) denote Legendre polynomials. Making use 0fthe angle bracket$) signify ordinary statistical averaging,
the fact that ()o denotes the equilibrium average, defined as
27 (7
d e 9TPR(Uy) A:f fAﬁ Wo( 8, ¢)sin 9ddd
a Xnm: m(ux+|uy)m 1 dlrl;n Z (ux+|uy) < >O o 0 ( !(p) O( 1<P) P,
dm+lP u ) _ 1 .
+(ux+iuy)m du++(12) u,, Wy( 9, ¢)= Z exd o cos 9+ &(y, cose sin 9

4

we can obtain an equation for the spherical harmoXiggif 72 Sin ¢ Sin 9+ y3 cos V)]

we multiply Eqgs.(7)-(9) by is the equilibrium distribution function, and is a normal-
dP (1) ization constant. The systef@5) has been derived with al-
1 Y lowance for the fact that the equilibrium average§m)o

m(u,+iu,)™" )
o duy’ satisfy the recursion formula
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n(n+1)—3m?
7 2n=1)(2n+1)

VMSNO

(Xnmdo Xn:H—1 (73C1,(0) + Re{(y1—i7v2)c14(0)})

—-n(n+1)

2imo | n+m n—m+1 is the static susceptibility, andy is the number of particles
o1 Kn-1mot —7— Knvamo per unit volume. Moreover, the relaxation timg defined as

the area under th€,(t) curve:

o
(n+1L)(n+m)(n+m—1) x >
(2n—1)(2n+1) n-2m/o 7'H=f0 C|\(t)dt:a||(0), (23

n(n—m+21)(n—m+2)
T (ntD2n+3)  Kesamo

o

can be measured in experiments and calculated from Egs.
(20) and (22).

(n+1)(n+m) R Equations(21) and (23) are valid for a system of par-
+&ys T on+1 (Xn-1mdo—ia™ " M(Xamo ticles with their easy axes oriented at the same angle relative
) to the direction of the static magnetic field. If the easy
~n(n—m+1) X N E(y1tiya) axes of the particles are randomly distributed in space, Egs.
2n+1 {Xn-1mbo 2(2n+1) (21) and(23) must be averaged over the angiBsand ® to

calculate the dynamic susceptibility and the relaxation time.

_ _ i1
X[n(n=m+1)(n=m+2)(Xn-1m-1)o+ie 3. A formal approach to the solution of recursion formu-

X (2n+1)(n—m+21)(n+m)(Xpm-1)o+ (N+1) las of the type(15) with two variable indices has been pro-
. posed earlief’ However, it is very difficult to implement
E(y1—iy2) this approach in practice, because it is neceskasyin the

X (n+m— + e )o]—
(n+m=1)(n+m){Xs—1m-1)o] 2(2n+1) basic equatior{2)] to work with infinite-dimensional matri-

o ces. We now propose a refined method for the solution of Eq.
XXt amendo=ia (20 1){Xnms 1)o (15), where the analytical problem can be reduced to opera-
+(N+21){(Xn_1m+1)0]=0. (18  tions involving finite-dimensional matrices.

) ) We introduce the B8-element vectoC,(t):
The systems of equatior{d5) and (18) can also be derived

from the corresponding Fokker—Planck equation Can,—2n(t)
CZn,—2.n+1(t)

) W 1 af N aV 1 oV :
N T_ sin & % sin ﬁ % a sin & ﬁ Con 2n(t)
Ch()= ’ t (24)
OW 1 9 [v [1oV Con-1,-2n+1(1)
WSS T sino ag kT (E% Can-1-2n+2(t)
1 9V 1 W '
+ = w+ — 1 (19) Con-1,n-1(1)
sin ¥ d¢ sind dg¢

Equation(15) can then be transformed to a three-term
According to linear response thediythe decay of the matrix difference-differential equation of the form

magnetization M )(t) of a system of noninteracting, single-

domaln fe.rromagnetlc particles gfter the ms?antaneous appli- 7 m Ch(t)=Q, Ch_1(t) + Q,Cp(t)

cation at timet=0 of a weak static external field, parallel

to Hg [¥(M-H;)/kT<1 andHglIH,] has the form +Q/ Chiq(t), n=1,23,.... (25)
(M) =(Mpo=xH1Cy(1), The matrices in this equation are defined as follows:
whereC(t) is the normalized relaxation function of the lon- Xon W,
gitudinal component of the magnetization, agds the static Qn= ( v X ) )
magnetic susceptibility. The longitudinal normalized relax- 2n-1 “2n-1
ation functionC,(t) and the magnetic susceptibility;(w) Zon  Yon Vo
are expressed in terms of (t): Q*=< ) Q—( ) (26
" " 0 ZZn—l " W2n—l V2n—1
ciot)+R —i7yy)Cqq(t
Ci(t)= ¥3C1ot) &7 .72) 1,1( )} , (20) where
¥3C1,0(0) + Re{(y1—172)C1,1(0)} v
~ -_[ V2 _
XH(O)):Xﬁ(w)_i)(ﬁ/(w):Xu{l_iwcu(iw)}' (21) Ql _(Wl)’ Co(t) 0. (27)
where The matricesQ,, Q. , and Q,, have &1x8n, 8n
X8(n+1), and &1 X8(n—1) dimensions, respectively. In
E”(iw):fmcn(t)e—iwtdt’ (22) turn, the matrice®,,, Q, , gnd Q, cpnsis_t of submatric_es
0 X, Y., Z, V,, andW,, which are given in the Appendix.
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Invoking the general method for solving matrix recur-
sion formulas of the typ€25) (Ref. 28, we obtain an exact
solution for the Laplace transfor@,(s) in terms of matrix
continuous fractions:

Ci(s)=7n[7SI—Q1— Q7 Sy(9)] 7 *

X 01(0>+n§2 k[lz Qi 1l 7ns!—Qx
—Q;sm(s)]l)cn(m], (28)

wherel is the unit matrix, and

Su(8)=[7ns1—Qn—Qp Sh+1(5)]Qq (29

is a matrix continuous fraction.
The vectors of initial condition€,(0) can also be cal-

culated with the aid of continuous fractions by Risken’s

method?® specifically, in the lineafwith respect to the field
H,) approximation the initial conditions, (0) have the
form

Cn,m(o) == <Xnm>0

2@ (m
+f f Xnm(l(},(p)Wo(ﬁ,gD)
0 0

X egl(yl cos ¢ sin ¥+ vy, sin ¢ sin ¥+ y3 cos 1")sin 3d ﬁd‘P

27 (7
f J Wo(9,¢)
0 0

X egl(yl Cos ¢ sin 9+ y, sin ¢ sin ¥+ y3 cos )

X

-1
X sin 9ddde

i
~ 1[ nrlye {(n+m)(n+m—1)(Xn_1m-1)0

2(2n+1)
—(n=m+2)(n—=m+1){(Xq41m-1)0]

Y1~z
+ m[<xn+lm+l>0_ (Xn-1m+1)ol

Y3
2n+1

X{Xn+1mol = (Xnmol ¥3(X1000+ RE[(y1—172)

[(n+m)(Xp_1m)o+(N—m+1)

X(X1Dot]( (30
where
_VMSHJ_ (31)
S

Next we transform Eq(18) to the matrix recursion formula
Q R, 1+Q.R,+QRyy1=0, n=1,23,..., (32

where

Yu. P. Kalmykov and S. V. Titov

<X2n,—2n>0
<X2n,72n+1>0

<X2n,2n>0
<X2nf 1,-2n+ 1>O

<X2n—1,—2n+2>0

Rn= (33

<X2n—1,2n—1>0
The solution of Eq(32) has the form
Rn=Sh(0)Ry-1=5,(0)S,-1(0)...5,(0)S,(0), (34
where
$/(0)=[-Qn—Qn Sh+1(0)]'Q, . (35

With Egs.(30) and (34) taken into account, the initial con-
ditions C,,(0) have the form

Cn(0)= &K, +[Kp+ Ky Sh(0)]
X S,(0)]S,_1(0)...5,(0), n=1,23..., (36
where
C1(0)=&{K; +[K;+K{ S5(0)18,(0)}. (37)
Here the matrice&,,, K, , andK,, are defined as follows:

) _( Fan %)
; Ganl F2n,1 ,

0 G, 0 o0
Ki= K= (39
nlo o) "™ Dy, 0)
where
_ 0
Ki=lp,/

The matricesK,,, K., andK,, consist of submatriceB,,,
D,, andG,,, which are given in the Appendix.

The exact solution in terms of matrix continuous frac-
tions[see(28)] is well suited to numerical calculations. All
the matrix continuous fractions and the series converge very
rapidly, so that 10—-12 “downward” iterations for the com-
putation of these matrix fractions and 11-14 terms in the
series(28) are sufficient for attaining accuracy to at least six
significant figures in most cases. Here the maximum number
of dimensions of all the matrices required for the calculations
is of the order of 18, which falls within the capabilities of
an ordinary personal computer.

4. The behavior of the relaxation timeg as a function of
the angle¥ for ® =0, 0= 10, = 100(strong damping and
various values of the paramete+ £/20 is shown in Fig. 1.

It is evident from Fig. 1 thatr; has a deep minimum at
V=72 (the curve is symmetrical about this lindecause
the alternating fieldH, is perpendicular to the easy axis of
the particle, corresponding to the condition for the observa-
tion of ferromagnetic resonance, which is determined by the
transverse component of the dynamic susceptibility of the
particle. Accordingly, the low-frequencgactivation mode
associated with reorientation of the magnetization through
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¥, rad

FIG. 1. logo 7 /7y) as a function of the ang# for =10, =100, and
various values of the parameter ¢/20.

FIG. 3. logo(x|) as a function of logwy) and the angléel for h=0.1
ande=0.5.
the potential barrier does not contribute to the relaxation

time. As the strength of the static magnetic fiéld is in-

creased, the activation process is more and more suppressqthe second peak is attributable to the contribution of high-
and this process also tends to diminish the contribution of thgrequency modes and fof, o>1 occurs at a frequency
low-frequency relaxation mode tq . These effects are most ~ (20 + &)/ 7y (Ref. 21). A ferromagnetic resonance peak is
conspicuous in the spectra of the imaginary part of the susdistinctly visible at¥ ~ 7/2 in Figs. 2 and 3. The relaxation
ceptibility, x|/ (), which are shown in Figs. 2—@he calcu-  behavior of the spectrg](w) is observed for small anisot-
lations have been carried out fgf=1 and®=0). In these  ropy parameters and a weak figll o~0) or large damp-
figures two peaks are seen in the loss spectrum. The firstig. It is evident from Figs. 2—4 that the spectra depend
(low-frequency peak appears at frequencies of the order ofstrongly on the damping parameterMethods for obtaining
the average frequency of reorientation of the susceptibilityexperimental and theoretical estimatesiaire discussed, for
through the potential barrier. The characteristic frequency ogéxample, in Refs. 12, 17, and 32, but there do not appear to
this low-frequency mode is determined by the reciprocal othe any reliable experimental data. Theoretical estimates of
the lowest eigenvalue.; of the Fokker—Planck equation give values of the order of 0.01-0(Refs. 12 and 3@ Fig-
(19. For ¥~0 and o>1 this quantity is given by the yre 4 also graphically illustrates the suppression of the low-

equatiord frequency mode by the static field. This effect, first reported
32— o— 21402 5 in Ref. 15, is attributable to depletion of the population of the
= I 1— ——|| coshé— =— sinh ¢]. upper potential weltt and, especially, for values of the pa-
™ 4o 20 rameter h above a certain critical leve(=~0.166 for

(39 T~0; Ref. 21, it induces non-Arrhenius behavior on the

FIG. 2. logo(x;) as a function of log(wy) and the angle¥ for h FIG. 4. logo(x|) as a function of log(wy) and the angle¥ for h
=0.01 anda=0.1. =0.17 anda=1.
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part of the relaxation timer, i.e., it violates exponential z, [(21+ 1) x (21 + 5)]

growth of the relaxation time; as the height of the potential
barrier increases.

Thus, the longitudinal component of the magnetic sus:
ceptibility of a system of noninteracting, single-domain par-
ticles can be estimated from the exact equat@®). In ob-
taining these results, we have assumed that all the particle
are identical. To take polydispersity of the particles into ac-

count, it is also necessary to average the susceptibility over

appropriate distribution functiori@.g., over the particle vol- vy, [(21 +1) x (21 - 3)]

umes.

This work has received support from the Russian Func
for Fundamental Researc¢Brant 96-02-16762ja

APPENDIX

The submatrice¥, Y,, Z;, V|, andW, have the form

Xi[(21+1) x (21 +1)]

X1 X 0 0 0
xlj—~1+l X1, —1+1 x?,-—l+1 0 0
_ 0 XL—i+2  XI,—142 0 0
O 0 O xl,l—l x?,-l—l
0 0 0 ’xl_,l X1
(A1)
Yi[(21+ 1) x (21 + 3)]
V-1 Vil yff_, 0 0 0
0 Y1 Y-t 0 0 0
0 U R 0 0 0
0 0 0 Yii-1 y;:,_l 0
0 0 0 Yoo yu Yh
(A2)
Wi(21+ 1) x (20 = 1)]
Wi 0 0 0 0
Wi, —1+1 W,J’Z,JrI 0 0 0
wlj-—H—Z Wi —142 W?:_H_z 0 0
O 0 0 Wl’l_z WITI—2
0 0 0 Wiy Wii-1
0 0 0 0

Wi

(A3)

00 z_ 0 0 0 0 0
00 0 2z_4 0 0O 0 0
00 O 0 zg-1 0 0 0
00 0 0 0 z, 00
(A4)
0 0 0 0
0 0 0 0
Vi, 142 0 0 0
0 Vi, 141 0 0
= . E . E s l=2, 3,... .
0 0 Vii-1 0
0 0 0 Vi, 12
0 0 0 0
o 0 o o )
(A5)

The dimensions of the submatrices are indicated in
brackets. The elements of the submatri¥gs Y,, Z,, V,,
andW, are given by the expressions

_— E(yitiy)(I+m)(I—m+1)

Xim= 4o ’

Co(l(1+1)=3m?)  1(1+1)  méy,
mTTormn@2+3) 2 2a
X|me=i E(Yl_i')’Z)’

_ 1éntiv)(I-m+D(1-m+2)
hme 4(21+1) ’
l—m+1 _2om

Y|,m=—m [Eys+i T)

N 3 .
Y|,m:—m(71—lyz),

_ EI+ D)y iy (I+m)(1+m—1)
I, m— y

4(21+1)

B I+m I+1 ~2o0m
Wl,m_2(2|+1) 573( )_l o )

L &+ .
|,m——m(7rlyz),
B ol(l-m+2)(I-m+1)
Am=T T oIrn(20+3)

o(l+D)(I+m)(l+m—1)
VIm=

(2—1)(21+1)

The submatricef,, D,, andG,, in Egs.(38) have the form
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Fil(21+

1)X(21+1)]

= —Rg y3(X1 90t (v2—172) (X190l
Gi[(21+ 1) x (21 + 3)]

0
0
-1 0

81,—1 8i,-1 g?,-.l 0

- +
81,—1+1 8,—1+1 8141 - -+
0 & _ 142 8142 -
0 0 8 143 ---

0
0

(==}

D21 + 1) x (21 — 1))

d

where the elements of the submatrices are given by the ex;

( at, 0 0 0
i 0 0
dl?—l+2 di 112 df~z+2 0

— +
dl,-—l+3 di,—143 dl,—l+3

0 0 0 0
0 0 0
0 0 0

oo

(A6)
0 0O o0
0 0 0
0 0O 0
0 0 o0
?
8Li-1 &y 0
&1 8 8{1
(A7)
0 o \
0 0
0 0
0 0
diu-2 dfi_,
dyj_y di-
0 d;,
(A8)

pressions
T
_ (ytiy)(I=m+2)(I-m+1)
Lm™— 2(21+1) :
b gt _(r1—iy2) _ys(l+m)
Im= "= 50111y mT T2

dm=

(y+iy)(+my(+m-1)

2(21+1)

IL. Néel, Ann. Geophys(C.N.R.S) 5, 99 (1949.
2W. F. Brown, Jr., IEEE Trans. Magri5, 1196(1979.

Yu. P. Kalmykov and S. V. Titov 1499

3H. B. Braun and H. N. Bertram, J. Appl. Phy&5, 4609(1994.

4C. P. Bean and J. D. Livingston, J. Appl. Ph§, 1205(1959.

5L. D. Landau and E. M. Lifshitz, Phys. Z. Sowjetuni8n153 (1935.

5T. L. Gilbert, Phys. Rev100, 1243 (1956 [Abstract only; full report,
Armour Research Foundation Project, A059, Supplementary Report, May
1, 1956.

"W. F. Brown, Jr., Phys. Rev30, 1677(1963; J. Appl. Phys.30, 130S
(1959.

8M. C. Wang and G. E. Uhlenbeck, Rev. Mod. Phyg, 323 (1945.

°R. L. StratonovichConditional Markov Processes and Their Application
to the Theory of Optimal ContrgElsevier, New York, 1968

10A. Aharoni, Phys. Rev177, 763(1969.

1E. C. Stoner and E. P. Wohlfahrt, Philos. Trans. R. Soc. London, Ser. A
240, 599 (1948. )

12yu. L. Rakher and M. 1. Shliomis, Zh. Esp. Teor. Fiz67, 1060(1974
[Sov. Phys. JETRO0, 526 (1975)].

13R. S. Geknht, V. A. Ignatchenko, Yu. L. Rener, and M. I. Shliomis, Zh.
Eksp. Teor. Fiz70, 1300(1974 [Sov. Phys. JETR3, 677 (1974)].

14D. A. Garanin, V. V. Ishchenko, and L. V. Panina, Teor. Mat. B2,.242
(1990.

W, T. Coffey, D. S. F. Crothers, Yu. P. Kalmykov, and J. T. Waldron,
Phys. Rev. B51, 15 947(1995.

18W. T. Coffey, P. J. Cregg, and Yu. P. Kalmykov,Advances in Chemical
Physics Vol. 83, edited by I. Prigogine and S. A. Ri¢&/iley, New York,
1994, pp. 263—-464.

17Yu. L. Raikher and M. 1. Shliomis, i\dvances in Chemical Physjdgol.

87, edited by W. T. Coffey; series edited by I. Prigogine and S. A. Rice
(Wiley, New York, 1994, p. 595. 3

18yu. L. Raikher and V. I. Stepanov, Zh.K8p. Teor. Fiz102 1409(1992
[Sov. Phys. JETH5, 764 (1992)].

19M. I. Shliomis and V. I. Stepanov, iAdvances in Chemical Physjadgol.

87, edited by W. T. Coffey; series edited by I. Prigogine and S. A. Rice
(Wiley, New York, 1994, p. 1.

20F, K. Sadykov and A. G. Isavnin, Fiz. Tverd. Te{St. Petersbung3s,
2104(1996 [Phys. Solid Stat&8, 1160(1996].

21D, A. Garanin, Phys. Rev. B4, 3250(1996.

Yu. P. Kalmykov and W. T. Coffey, Phys. Rev. 3, 3325(1997).

Z3H. Pfeiffer, Phys. Status Solidi B18 295 (1990.

24H, Pfeiffer, Phys. Status Solidi B22 377 (1990.

W, T. Coffey, D. S. F. Crothers, J. L. Dorman, L. J. Geoghegan, Yu. P.
Kalmykov, J. T. Waldron, and W. W. Wickstead, Phys. Re\eB15 951
(1995.

2. T. Coffey, D. S. F. Crothers, J. L. Dorman, L. J. Geoghegan, and E. C.
Kennedy, Phys. Rev. Bn press.

27Yu. P. Kalmykov, J. Mol. Liq.69, 117 (1996.

W, T. Coffey, Yu. P. Kalmykov, and J. T. Waldrofihe Langevin Equa-
tion (World Scientific, Singapore, 1996

294, Risken,The Fokker-Planck Equatio(Springer-Verlag, Berlin, 1999

30w, T. Coffey, J.-L. Dgardin, Yu. P. Kalmykov, and S. V. Titov, Phys.
Rev. E54, 6462(1996.

31J.-L. Ddardin, P.-M. Dgardin, and Yu. P. Kalmykov, J. Chem. Phy€7,
508 (1997).

32|, Klik and L. Gunther, J. Stat. Phy80, 473(1990.

Translated by James S. Wood



PHYSICS OF THE SOLID STATE VOLUME 40, NUMBER 9 SEPTEMBER 1998

Temperature evolution of frustrated spin states in the system with competing exchange
interactions (FeggsNig35)1—xMn, (x=0, 0.024, 0.034)

N. N. Delyagin, A. L. Erzinkyan, V. P. Parfenova, and S. I. Reiman

Scientific-Research Institute of Nuclear Physics at M. V. Lomonosov Moscow State University,
119899 Moscow, Russia

G. M. Gurevich

Institute of Nuclear Research, Russian Academy of Sciences, Moscow, Russia

Ya. Dupak

Institute of Scientific Instruments, Czech Academy of Science, Brno, Czech Republic
(Submitted January 16, 1998
Fiz. Tverd. Tela(St. Petersbund0, 1650—1655September 1998

The influence of temperature on the distribution functitB;) of the magnetic hyperfine fields

for 5Fe in (Fg gNig 391 xMn, alloys (x=0, 0.024, 0.03%are investigated by Mesbauer
spectroscopy. The Misbauer absorption spectra are measured in the temperature interval

5-300 K; in the interval 5—80 K the measurements are performed in a magnetic field of 0.2 T.
Anomalies are found in the temperature curves of the intensity of the principal maximum

of the functionsP(B)[Br=30—-38 T] and the total(integrated intensities of the low-field
componentg Bs=(4-13) T]. The detected anomalies in the behavior of the total

intensities are interpreted as resulting from a change in the balance of competing exchange
interactions due to the thermal annihilation of antiferromagnetic Fe—Fe exchange interaction. The
emergence of strong satellite lines in the interBgl=20—29 T in Mn-doped alloys is

attributed to reorientation of the spins of Fe atoms under the influence of strong antiferromagnetic
Mn-Fe exchange interaction. @398 American Institute of Physid&§1063-783%8)01809-7

Iron-nickel Invar alloys having a face-centered cubicmagnetic field has shown that spins having a sufficiently
structure are an example of magnetic systems with competigh manganese concentration at low temperatures goes over
ing exchange interactions. According to data obtained byo the spin glass state.
neutron scattering Ni—Ni and Ni—Fe exchange interactions Macroscopic investigations are capable of providing
are ferromagnetic; their interaction constants are approxienly indirect data on the spin configurations and the mag-
mately equal to 600 K and 450 K. These interactions deternetic structure of the alloys. Deeper insight into the problem
mine the ferromagnetic structure of the alloys as a whole andan be achieved by studying the spin states of Fe atoms at
the nominal Curie temperatures. The Fe—Fe exchange intethe microscopic level. Mgsbauer spectroscopy is the only
action is antiferromagnetic, and the corresponding interactechnique by which it is possible to implement such investi-
tion constant is close te-100 K. Competing exchange inter- gations of Fe—Ni—Mn alloys at various manganese concen-
actions of opposite sign endow the effective exchange fieldgations and over a wide range of temperatures. This tech-
with a strong spatial inhomogeneity and create conditions fonique can be used to detect directly various types of
the onset of local instability of the ferromagnetic spin con-perturbed spin configurations and to classify these states by
figurations. The probability of spin reorientation of the Feanalyzing the distribution functions of magnetic hyperfine
atoms and spin frustration at sites having a weak resultarftelds P(Byy).
exchange field is very high in regions of high local iron In the present study Mssbauer spectroscopy is used to
concentration. Indications of the existence of perturbed spiinvestigate magnetic hyperfine interaction f8fFe in
configurations of these types have been obtained in exper{¥e, gNig351_xMn, alloys (x=0, 0.024, 0.034 The prin-
mental studies of the magnetic properties of Fe—Ni alloysipal objective is to obtain information about the states of Fe
(see, e.g., Refs. 2+8The admixture of Mn in the alloy atoms under conditions when direct interaction between im-
Fey 6sNig 35 lowers both the average magnetic moment andpurity Mn atoms is nonexistent or is weak, and transition to
the Curie temperature, events that can be associated with éime spin-glass state is not observed. A significant consider-
increase in the probability of the formation of perturbed spination from the methodological standpoint is the fact that the
configurations under the influence of antiferromagneticsatellite structure of the functiori®(By) at low manganese
Mn—Fe interaction. A detailed investigation of the depen-concentrations remains fairly well resolved, making it pos-
dence of the magnetic susceptibility of the systemsible to observe small effects associated with the temperature
(FeygNip 39 1-xMn, on the temperature and the external dynamics of “anomalous” spin states. Special attention is

1063-7834/98/40(9)/6/$15.00 1500 © 1998 American Institute of Physics
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given to the investigation of phenomena attributable to dight we can only assume that the onset of such a maximum
difference in the temperature dependences of competing exs attributable, for example, to surface effects, rolling-
change interactions of opposite sign. #sbauer spectros- induced defects, or other extraneous effects. We shall disre-
copy has been used previously to investigate Fe—Ni—Mn algard this maximum in the discussion that follows.

loys of various compositionssee Refs. 10-15, 17 and the

references cited therginbut there has never been a detailed

analysis of the function®(Byy) for Fe, gNigss and for al-  2- DISTRIBUTION FUNCTIONS P(Byy) AT 5 K

loys having a small manganese impurity. Figure 1 shows Mssbauer absorption spectra for

(FeyeaNig.391-_xMny alloys (x=0, 0.024, 0.03%4 measured
1. EXPERIMENTAL PROCEDURE at a temperature of 5 K, and the corresponding distribution
functions of the hyperfine field®(By;). It is important to

The investigated samples were prepared by alloyingall attention to the strong variation in the profile of the
metals of 99.9% purity or better; the ingots were roI.I.ed intofunction P(By,) in manganese-doped alloys, as manifested in
foil of thickness~10 um and rapidly quenched. The ®  the broadening and shift of the principal maximum of the
bauer absorption spectra were measured in the temperatudgstribution and the onset of satellites to the left of the prin-
range 5-300 K. In the interval 5-80 K, measurements wergjpal maximum. The total intensities of lines situated away
also performed in a magnetic field of 0.2 T applied in thefrom the principal maximum for alloys witk=0, 0.024 and
plane of the foil. Resonance detectors were used to enhangen34 are 8%, 28%, and 34%, respectively. On the other
the resonance absorption effect and the resolving power fajand, the intensity increases only very slightly in the range
the detection of 14.4-keV Mgsbauer radiation. of weak hyperfine fields. The influence of a small manganese

The distribution functions of the magnetic hyperfine impurity is also manifested in a decrease of the average mag-
fields P(Byy) were calculated from histograms; the details of netic hyperfine field By, which is equal to 32.60.3 T,
the procedure used to process the spectra are given in Refg 9+0.3 T, and 28.£0.3 T for x=0, 0.024, and 0.034,
16. The widths of the histogram intervals were chosen tgespectively. The average degrees of spin alignment of the Fe
slightly exceed the width of instrumental distortion of the atoms &5 K in anexternal magnetic field of 0.2 T are found
components of the initial magnetic sextets. This choice entg pe 0.950.3 T, 0.96-0.3 T, and 0.8%0.3 T for x=0,
abled us to use the direct method for minimization of #fe  0.024, and 0.034, respectively. These results evince a high
functional (by means of the FUMILI minimization routine  degree of collinearity of the Fe spins, which is also preserved
and to eliminate uncertainties associated with the applicatioth manganese-doped alloys despite the emergence of strong
of a smoothing procedure. In some cases, to analyze indisatellite lines.
vidual parts of the distribution functior3(By,), the range of The distribution functiorP(Byy) is relatively simple for
Brs was partitioned into intervals of unequal width. The pro-the alloy Fg ¢Nij 35 at 5 K. An intensity higher than 90%
cedure for minimizing they® functional had the following corresponds to the principal maximum, which is centered at
variable parameters: the components of the histogram of thg, . =34.5 T. The profile of the principal maximum of the
function P(Byy), the relative intensities of the second and distribution P(By) is interpreted on the assumption that the
fifth components of the magnetic sextets, the linewidths, angte and Ni atoms are randomly distributed among the lattice
the isomeric shift. The average degree of alignment of theites if the magnetic hyperfine field acting on the nucleus of

spins of the Fe Atoms in an external magnetic field wasan Fe atom in the given atomic configuration is described by
calculated by the standard technique from the relative intenthe well-known equation

sities of the second and fifth components of the magnetic

sextets. For the spectra measured without an external field Bhr=auret b Neettret (12— Nee il (2)

these intensities corresponded to random orientation of th@here ug, and uy; are the magnetic moments of the Fe and

spins in the sample. Inasmuch as the parameters of weaki ions, andng, is the number of nearest-neighbor Fe atoms.

satellite lines are determined with large errors, a procedur&he first term of this equation gives the contributionBg

based on the examination of totattegrated line intensities  from the intrinsic moment of the given atom, and the second

in selected intervals of variation @&, rather than the in- term represents the total contribution By; from nearest-

tensities of individual satellites, was used in analyzing theneighbor atoms. The following values of the coefficients

temperature dependences of the components of the functiohave been found fopre=2.5ug and wy;=0.6ug by com-

P(Bnp. This approach permitted statistically significant dataparing the observed profile of the principal maximum with

to be obtained on the temperature dependences of the satéte profile calculated from Eq1) (taking into account the

lite intensities in the range of small valuesRy, along with  binomial distribution of the different atomic species in the

data on the interrelationship between these intensities and thearest coordination sphere

intensity of the principal maximum of the functio®yByy)

at various temperatures. a=9.4 Tiug, =05 Tiug
For all three alloys we observed in the distribution func- (as seen in Fig. 1, the number of histogram intervals has been

tions P(By) a local maximum near the zeros Bf; with doubled in analyzing the profile of the principal maximum

approximately 3% relative intensityFig. 1). The position  The values obtained for the coefficiemtandb are typical of

and intensity of this maximum were found to be independenferromagnetic iron alloygsee, e.g., Ref. 12 The precise

of the temperature and the manganese concentration. In thiglues of the atomic magnetic moments in Invar are un-
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known, but variations ofur, and wy; Within the respective  among its nearest neighbors two to four Fe atoms with like-
intervals 2.4—2.85 and 0.6—0.85 merely alter slightly the oriented spins. The realignment of spins in the nearest-
values ofa andb, which is of minor consequence for subse- neighbor environment of the Mn atom can also influence the
quent analysis. The presence of weak satellite lines localizedlue of By for Fe atoms that do not interact directly with
outside the principal maximum implies that the competingMn, but are nearest neighbors of atoms having an antiferro-
exchange interactions induce local disruptions of the ferromagnetic spin orientation. This scenario could explain the
magnetic ordering as a result of spin reorientation. The maxionset of a stronger satellite with average hyperfine fiid
mum probability of the formation of perturbed spin configu- ~28 T. The given estimates @&y; have been obtained on
rations should be expected in regions having a high localhe assumption that the perturbed spin configurations are col-
iron concentration. According to the results of an analysis ofinear. This assumption is consistent with the observed high
the magnetic properties of the alloy Jz&Nig 35 on the basis degree of spin alignment of the Fe atoms in an external field;
of the molecular-field model, spin reorientation and the for-however, in none of the alloys does the degree of alignment
mation of frustrated spin states take place in atomic configuattain 100%. Not to be dismissed is the possibility of non-
rations withnge=10 (Ref. 2. collinearity of the spins of Fe atoms in certain perturbed
For thex=0.024 alloy 45 K we observe two satellites configurations, but any deviations from collinearity cannot
with average hyperfine fields of 28 T and 22 T and intensitiede very large.
of 15% and 7%, respectivelfFig. 1). The onset of strong
satellites with such values @, implies a high probability 3 TEMPERATURE DEPENDENCE OF THE COMPETITION
tha}t strong anuferromagnenc Mn—Fg |nterac_t|on will mduceOF EXCHANGE INTERACTIONS IN (Feg soNic sc)1 Mn,
spin reorientation of Fe atoms situated in the neares 3 LLOYS
neighbor environment of a Mn impurity atom. In an fcc lat-
tice every such Fe atom has four adjacent Fe atoms, which Figure 2 shows the distribution functio®yB,) for al-
are also nearest neighbors of the Mn atom. This arrangemetays with x=0 and 0.024 at various temperatures in the in-
creates conditions for the formation of configurations interval 60—220 K(because the data for alloys wik+ 0.024
which spin reorientation occurs for several adjacent Fe atand 0.034 are very similar, the results for ttve 0.034 alloy
oms. According to Eql), the fieldB,;=~22 T corresponds to  will not be discussed belowClearly, over a broad tempera-
configurations in which an Fe atom with reoriented spin hagure range, the structure of the functioR¢B;) does not
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undergo any radical qualitative changes. Even at temperaurves for two intervals: 30-38 T and 4-13 T. The first
tures close to 200 K, only a slight increase in the intensity isnterval corresponds to the principal maximum of the distri-
observed in the range of weak hyperfine fields. This result idution functionsP(By). For the interval 4-13 T the total
rather unexpected. A theoretical analysis of concentratethtensity 45 K is very low, establishing favorable conditions
magnetic systems with competing exchange interactionfor the reliable detection of possible intensity variations in
(see, e.g., Ref. Ipredicts the onset of frustrated states hav-the range of small values & as the temperature increases.
ing very weak exchange fields and the phenomenon of “tem- It is evident from Fig. 3(upper graphsthat for both
perature melting” of spingi.e., the transition of spins into alloys the intensity of the principal maximum is observed to
the paramagnetic state as the temperature increaléds decrease rapidlfalmost by a jumpin the temperature inter-
obvious that the spin-melting effeGivhich must be accom- val 50-70 K. When the temperature is further increaded
panied by an abrupt increase in the intensity in the vicinity ofl30 K), the intensity of the principal maximum for the
zeros of the hyperfine fielg)ss not observed in the given x=0 alloy remains essentially constant, while for the
situation. It will be shown below that this behavior of our x=0.024 alloy it is even observed to increase somewhat.
investigated alloys is attributable to the specific way inThis behavior correlates with the temperature dependence of
which temperature influences the competition of exchangehe total intensity in the interva,=4—13 T(Fig. 3, lower
interactions having opposite signs under conditions when thgraphg. For thex=0 alloy at 50-70 K we observe a well-
energy of one of these interactions is relatively low. defined intensity maximum, and at 100—130 K the total in-
To observe effects associated with the formation and detensity in this interval ofB,; decreases almost to zero. A
cay of frustrated states, we investigate the temperatursimilar (but flatte) maximum is also observed for the
curves of the total intensities of the components of the funcx=0.024 alloy.
tion P(By) in various intervals oB,. Figure 3 shows the These features of the temperature curves of the total in-
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tensities clearly indicate the existence of frustrated stategre, sNij 30);-,Mn, alloys are not really systems with com-
with weak (but not zer¢ exchange fields and a very strong peting exchange interactions.

temperature dependence Bf;. It was naturally expected The density of frustrated Fe sites at low temperatures
that the value oBy for these states would continue to de- can pe approximately estimated from the temperature depen-
crease with a further increase in the temperatl@® ob-  gence of the intensity of the principal maximuiig. 3 if
served, e.g., in the case of Fe atoms in AuFe spin glases \ye assume that the values Bf; for all such sites &5 K are
However, such was not the case; on the contrary, afycalized in the interval 30-38 T. In this approximation the
T_>.70 K the va}lugs oB¢ are ob.served to return to. the vi- density of frustrated states is5% in the alloy FgeNioss
cm|t.y of the principal maximunin the x=0 alloy this be- and ~10% in thex=0.024 alloy. The manganesé imburity
.haV|or. cancgls .OUt the “normal” temperature decreasg of th(?aises the density of frustrated states, an effect that can be
intensity while in thex=0.024 alloy it also causes the inten- regarded as a natural consequence of a local increase in the

sity of the principal maximum to increase somewnhétfol- competition of exchange interactions of opposite sign with
lows from the latter result that the effective exchange field P g P 9

begins to increase at>(60—70)K, and the states frustrated the activation of antiferromagnetic Mn—Fe interaction. It is

at low temperature are gradually transformed into states Witﬁgars]onable to gxpectf this trend to pr?rsr,:st n alrlloys hav:ng
a strong resultant exchange field. igh concentrations of manganese, which enter the spin glass

The anomalous behavior of the frustrated states can biate at low temperatures. It is entirely probable that a high
explained if one bears in mind the relatively low character-density of sites with weak exchange fields is responsible for
istic temperature of antiferromagnetic Fe—Fe exchange intef® formation of the spin glass phase in such alloys. In this
action. At low temperatures, where all exchange interaction§e9ard we call attention to the fact that the temperature in-
are close to saturation, the contribution of Fe—Fe interactioferval in which anomalies of the temperature curves of the
to the resultant exchange fields is substantial, creating coriotal intensities are observeHig. 3) coincides with the tem-
ditions conducive to the formation of Fe sites having a veryPeratures of transitions to the spin glass phase for
weak exchange field. The contribution of Fe—Fe interactior{ F&yesNio.391-xMny alloys, x>0.1 (Ref. 9. On the other
to the resultant exchange field decreases rapidly as the teiand, as mentioned above, the satellite structure acquired by
perature increases. The consequences of this behavior dfee functionP(By;) under the influence of the manganese
gradual diminution of the competition between exchange inimpurity in thex=0.024 alloy is stable over a wide range of
teractions of opposite sign and eradication of the conditionéemperatures. This means that the energy of antiferromag-
for the formation of frustrated states. At>100K ferro- netic Mn—Fe interaction is high, its absolute value exceeding
magnetic exchange interactions dominate, and th@00 K.



Phys. Solid State 40 (9), September 1998 Delyagin et al. 1505

This work has received partial support from the Russian®J. Hesse, C. Bottger, A. Wulfes, J. Sievert, and H. Ahlers, Phys. Status
Fund for Fundamental Resear@®rant No. 97-02-1647%9 Solidi A 135 343(1993.
10, Window, J. Phys. B, 329(1974.
113, B. Muller and J. Hesse, Z. Phys. B}, 43 (1983.

IM. Hatherly, K. Hirakawa, D. Lowder, J. F. Mallett, M. W. Stringfellow, 121, Shiga and Y. Nakamura, J. Magn. Magn. Maté®, 319 (1984

and V. N. Torrie, Proc. Phys. Soc. Lond84, 55 (1964).

13 _ ; S
23 B. Miller and J. Hesse, Z. Phys. B}, 35 (1987). métl(\a/lr. ;AzbdzéE?I,rpl%%Uéd, B. Schleede, and H. Micklitz, J. Magn. Magn.
3S. Komura, T. Takeda, and M. Roth, Phys. Lett62 365 (1977). ug Y -k ’ 13 H ) IM M Maiz8. 247 (198
“H. Maruyama, R. Pauthenet, J. Picoche, and O. Yamada, J. Phys. Soc. Jpg Hicx @nd J. Fesse, J. Magn. Magn. Vals, (1988.
55, 3218(1986. 16M. Fricke anc_j J. Hesse, Hyp_erflne Inter&_& 1537(1994.
5S. Hatta, M. Hayakawa, and S. Chikazumi, J. Phys. Soc. 48n451 N. N. Delyagin, G. M. Gurevich, A. L.‘ Erzinkyan, V. P. Earfenova, S. I
(1977. Reiman, S. V. Topalov, and M. Trkhlik, Zh.KSp. Teor. Fiz.109 1451
®M. Shiga, T. Satake, Y. Wada, and Y. Nakamura, J. Magn. Magn. Mater, (1996 [JETP82, 783(1996].
51, 123(1985. "W. W. Saslov and G. Parker, Phys. Rev. L&8, 1074(1986.

“T. Miyazaki, Y. Ando, and M. Takahashi, Phys. Rev3B 6334(1986.
8B. Huck and J. Hesse, J. Magn. Magn. Maf&d, 425 (1987). Translated by James S. Wood



PHYSICS OF THE SOLID STATE VOLUME 40, NUMBER 9 SEPTEMBER 1998

Resonance retardation of a domain wall by Winter magnons in orthoferrites
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Supersonic domain-wall dynamics is investigated in wafer samples of YRa@ng thicknesses

of 10 um, 35 um, 40 um, 120 um, and 125um, prepared by different methods, and in a

EuFeQ sample of thickness 62m at liquid-nitrogen temperature. Relations are established for

the occurrence of nonlinear segments in the form of constant-wall-velocity intervals in the
dependence of the wall velocity on the pulsed magnetic field amplitude. Qualitative agreement is
obtained between the experimental data and calculated values of the velocities and widths

of the constant-velocity intervals, on the assumption that the mechanism of resonance retardation
of the domain walls by parametrically excited Winterall as opposed to bulkmagnons is

operative at supersonic velocities. ©98 American Institute of Physics.
[S1063-783%08)01909-1

Investigations of the dynamics of domain walls in domain walls in orthoferrites have been generalized in a
orthoferrite$?> have showed the saturation ra8=20 survey and in a book
x10° m/s theoretically interpreted to be higher than the = However, none of the indicated mechanisms has pro-
transverse and longitudinal sound velocities, theoretically invided a systematic and complete explanation of the sum-total
terpreted in several papers, and is equal to the minimuref experimentally observed anomalies of the magnetic-field
phase velocity of spin waves along the linear part of theidependence of the wall velocity. In this paper we seek to
dispersion law. The high fields for reversal of the magneticcompare the experimental and theoretical results and to ex-
sublattices in these materials-80 k08, the supersonic ve- Plain the origin of the additional anomali¢ésver and above
locities of the moving domain walls, far exceeding the well- those at the velocitie¥;, V;, andC) within the framework
known Walker limit for ferromagnetic materials, allow ex- Of the model of resonance retardation of the domain walls by
amining the movement of the domain walls in terms of Winter magnons excited by the moving domain vvéﬂ%.
magnetization reversal. The field dependence of the domainN€ €xperimental data obtained in the study are in good
wall velocity V(H) in orthoferrites exhibits a very distinct agreement with theoretical conglusmns, attesting to the ad-
nonlinear behavior. In additon to the saturation rate,S943cY of the model proposed in Refs. 4 and 5. Our calcu-

magnetic-field intervald H, andAH, have been discovered lations of the velocities/, and the mter_vaIsAHn and_the
) . most prominent features of the behavior of a multidimen-
on theV(H) curve, characterized by constant velocities of

. . sional domain wall at supersonic velocities exhibit qualita-
4.2<10°m/s and 7.X10° ms, _respectlvely, which are tive agreement with the experimental results for orthoferrite
close to the transverse and longitudinal sound velocWies

. o wafers of various thicknesses and orientations grown by dif-
andV,. In theoretical studies it has been shown that thes‘?erent methods

anomalies of the curve are of magnetoelastic origin.

The refinement of experimental research techniques in
recent years has been conducive to a significant increase in PROCEDURE AND SAMPLES FOR THE INVESTIGATIONS
the accuracy of velocity measurements. This advancement | nonlinear, supersonic domain-wall dynamics in
has been fostered by the favorable combination of magnetigyihoferrites impose strict requirements on the accuracy of
and magnetooptical properties of orthoferrites and has thrusfe method chosen to measure velocity. Considerable
these materials to the forefront as a highly practical Objecbrogress in this sense occurs by switching over to pulsed
for investigations of magnetization reversal processes. Thgethods and high-speed photomicrography. The design of
high contrast of the domain structure permits the domainstrohoscopic apparatus using light pulses having a duration
wall dynamics to be investigated without the use of opticalof the order of 6 ns has significantly enhanced the accuracy
intensifiers. As a result, it has been possible to observe exf investigations:? This achievement has made it possible
perimentally a whole series of anomalous interva$i() in - for the first time to establish the multidimensional, transient
the V(H) curve, in addition to those mentioned above, forcharacter of the transition to supersonic motion. The latter
wall velocities in the interval fronV, to C. The formation of  consideration has created a demand for even substantially
these anomalies has been attributed to retardation of the dehorter light pulsesof 1-ns duration or legs Shigaet al®
main walls by optical phonons and by Lamb plane waveshave proposed a two-shot illumination technique. This was
excited in the domain walls. The main results of studies othe first method to utilize spatial separation of the laser beam
the supersonic nonlinear and multidimensional dynamics ointo two rays. A time delay between the differently polarized

1063-7834/98/40(9)/5/$15.00 1506 © 1998 American Institute of Physics
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FIG. 1. Field dependence of the domain-wall velocity in yttrium orthoferrite wafers of various thicknésses10 um; 2) 35 um; 3) 120 um.

rays was created by a system of variable-distance mirrorthe samples after preliminary chemical polishing. The
and could be varied from 1 ns to 15 ns. The synchronizatiosample of thickness 9@&m was specially embedded in an
of the light pulses with the magnetic field pulses did notamorphous mass of Canadian balsam between two thin
affect the accuracy of the velocity measurements. We werplates. The wall dynamics in the EuFg®@afer sample was
able to obtain high-contrast double-exposure photographs afivestigated af =4.2 K and 77 K in an optical helium cry-
the domain structures in real time. The distance traversed bgstat. All these samples were synthesized by the floating
the domain walls during the optical time delay was measured¢one method with optical heating. We also investigated wall
from the negatives on a UIM-23 microscope within Bt  motion in a wafer sample of thickness 128n grown by
error limits. All these factors ensured minimization of the hydrothermal synthesis. Almost all the investigations of the
error of our wall velocity measurements in orthoferrites; thewall dynamics were carried out by the two-shot illumination
error was less than 2%, had a significant dependence only dachnique in real time. The wall velocity measurements in
the wall velocity, and merely tended to smear the domairthe sample of thickness 10m were performed by a strobo-
walls within the duration of the light pulse. scopic technique.

The investigated samples were YFRe@afers having
thicknesses of 1Qum, 35 um, 90 um, and 120um and a  2- DESCRIPTION AND ANALYSIS OF EXPERIMENTAL

EuFeQ wafer of thickness 6Qum, cut perpendicular to the RESULTS
optical axis; we investigated the dynamics ofeNevalls in Figures 1 and 2 show experimental graphs obtained for
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FIG. 2. Field dependence of the domain-wall velocity in yttrium and europium orthofertiteg-eO,;, d=120um, [010] wall; 2) YFeO;, d=125um,
grown by hydrothermal synthesi8) EuFeQ, d=60um atT=77 K.
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the wall velocity as a function of the amplitude of the pulsedincreases and as the thickness of the wafer decreases.
magnetic fieldV(H), in all the investigated samples. Figure Figure 2 shows graphs of the field dependenfél)
1 shows theV(H) curves in wafers of various thicknesses obtained in a EuFepsample and in an YFeQOsample
(10 wm, 35um, and 120um), obtained at room temperature. growth by hydrothermal synthesis. The dynamics of a tilted
All the investigations were carried out in fields up to 2 kOe, Bloch wall, its plane perpendicular to tfi610] axis in the
while the sample of thickness 3bm was investigated in static situation, was investigated in a sample of thickness
fields up to 5 kOe. d=120um. The wall mobility in this sample is almost half
The field dependencé(H) for YFeO; samples of thick- the value for the graphs in Fig. 1. The width of the anomaly
ness 120um with Neel walls exhibits a sequence of at the longitudinal sound velocityy,, is equal to 220 Oe,
constant-velocity intervals AH,) with velocities V, whereas for a float-zoned samkgg. 1) it has a width of 90
=(10.6, 12, 13.8, 14.5, 15.5, 16.2, 17, 17.8, 18.4, 19.2, 19.80e. A comparison of the experimental values/dfl;, and
x 10° m/s. Altogether 11 of these anomalies are observedAH, on theV(H) graphs in Figs. 1 and 2 indicates agree-
We note in this regard thatH, for n=6(AHg) has a width ment with the conclusions of other authbf€ on the exis-
of 75 Oe, wheread H,=260 Oe. Asn increases, the width tence of a functional relation between the wall mobility and
of AH,, increases, and the differenc¥,(, ,—V,) decreases. the widths of the magnetoelastic anomalies of the velocity-
For the sample witld=10 um anomalies are observed on field curves. On the other hand, in Ref. 7 the interval of
the V(H) graph only for V,=16.2x10° m/s and 19.2 constant wall velocityAH, has been analyzed without regard
x10° m/s. The width of the anomalpH with V,=16.2  for the significant influence of the thickness of the investi-
X 10° m/s for this sample is 570 Oe, in contrast with 70 Oegated wafers.
for the width of the same interval for the sample of thickness  In addition to the magnetoelastic anomalies, prominent
120 um. TheV(H) graph behaves similarly for the sample features at velocitie¥,, are also observed on this graph of
of thicknessd= 35 um. In this case the number of anomalies V(H). The above-mentioned patterns in the distribution of
AH, is reduced to seven, and they occur fof, AH,, also occur here. However, the total numberAdd , is
=(10.4,12,14.5,16.2,17.0, 18.0, 19:0)0° m/s in fields somewhat lower. The domain wall is no longer plane at su-
up to 5 kOe. As a result of the considerable increase in thpersonic velocities. Its motion deviates considerably from
widths of the anomaliedH,,, the maximum wall velocitC ~ one-dimensional®® For an initially tilted domain wall in
is attained only in fields higher than 5 kOe, which are notfields above 1.9 kOe it was possible to attain the velocity
represented in Fig. 1. limit C, which is also equal to 2010° m/s. Consequently,
As mentioned in previous work? in all experiments the limiting velocities of two types of domain walls become
with yttrium orthoferrite wafers of small thickness, identical. It is also important to note the inference drawn
d=10um, 35um, and 40um, it is observed that the width from Ref. 9 that, for all types of domain walls, the plane of
of the magnetoelastic anomaly tends to increase at the trangie wall remains perpendicular to the plane of the samples at
verse sound velocitAH;. The intervalAH; has widths of these velocities.
370 Oe, 270 Oe, and 90 Oe for samples of thickness We have investigated the dependen¢éH) for an
d=10um, 35 um, and 120um, respectively; these results YFeO,; wafer of thickness 9@um set in Canadian balsam. An
were first indicated in Ref. 6. The tendency, noted forincrease in the widths of the magnetoelastic anomalids
samples of various thicknesses, toward a substantial increased AH, is observed under these conditions. The transition
in the width of the intervaAH,, as the thickness and mobil- to supersonic motion is a sudden, highly transient process
ity of the domain walls decrease is noted for samples ofind is accompanied by pronounced bending of the domain
various thicknesses is preserved in this case, as is evidemall. The wall mobility is 3000 cnis-Oe), whereas in the
from the graphical dependenw€H). The number of veloci- free state the wall mobility in this sample is 4500 ¢snDe).
tiesV,, is again found to depend on the sample thickness. FoFhe abrupt transition to supersonic wall motion observed in
example, we haven=2 for the sample of thickness this experiment can be attributed qualitatively to the instabil-
d=10um, n=7 for d=35um, and n=11 for d ity of its motion due to disruption of the boundary conditions
=120um. The dependences dfH; and AH,; on the wall in the plane perpendicular to the plane of a'eNe
mobility is consistent with Maxwell’s rule, whose validity configuration domain wall, as suggested in Ref. 10.
has been justified in a paper by Gomorenal’ Figure 2 also shows the dependent@l) for a sample
The field dependence¥(H) in Fig. 1 for YFeQ  of thickness 125um grown by hydrothermal synthesis. The
samples of various thicknesses can be used to establish thall mobility in this sample has been determined to be
following characteristic patterns in the formation of the in- 4500 cm({s-Oeg). The formation of magnetoelastic anomalies
tervalsAH,: 1) The formation of a discrete series of anoma-AH; andAH, is also observed on the experimental graph of
lies AH, is observed on th¥(H) graphs for the orthoferrite V(H) With a further increase in the driving field the wall
YFeQ; at velocitiesV,,<C distinct fromV,; andV,; 2) the velocity is observed to increase smoothly, for all practical
number of observed anomalies depends significantly on thpurposes, to 15810° m/s. Then as the magnetic field is
sample thickness and increases as the thickness of the invésereasedy/(H) exhibits the formation of anomaligsH,, at
tigated wafer increases) &s the wall velocity approaches velocities V,,=(17.1, 17.8, 18.8, 19.4, 19.8)10° m/s. The
the velocity limitC, the interval between the different values formation of these anomalies follows the previously indi-
of V, diminishes, and the difference/{,,—V,) tends to cated patterns.
zero; 4 the widths of the intervalsAH,, increases a¥/, It is evident from Fig. 2 that retardation of the domain
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TABLE |. Experimental and calculated values of the velocigsat which domain-wall retardation by Winter magnons is observed.

. . Order number and value of velociy,>V,, 10° m/s
Sample thickness/width

of inhomogeneitiesum 1 2 3 4 5 6 7 8 9 10 11

10 (exp) 16.2 19.2

30/10 (calc) 16.6 19.0 19.6 19.8

120 (exp) 10.6 12.0 13.8 145 155 16.2 17.0 17.8 18.4 19.2 19.8
30/120 (calc) 8.9 10.6 12.0 13.2 14.1 15.0 15.6 16.2 16.6 17.0 17.4

walls is observed for theV(H) graph obtained at planes are perpendicular to the optical axis, the growth bands

T=77K in EuFeQ at velocities of of the inhomogeneities are almost parallel to the domain
(3.5,5.8,7.5,12, 14, 15.5, 110° m/s in fields up to walls.

4 kOe and at velocities of (3.5, 5.8, 7.5, 14)10° m/s in The dimensions of the observed inhomogeneities deter-
fields up to 0.5 kOe. The transition to supersonic motion is anine the spatial frequencies of the periodic force acting on
transient, multidimensional process. the moving domain walls. When the natural frequency of the

wall magnons coincides with this spatial frequency, reso-
nance retardation of the walls takes place in orthoferrites.
3. DISCUSSION OF THE RESULTS This mechanism has been proposed in Ref. 4.

It has been mentioned above that the transition to super- To test the adequacy of the above-described physical

sonic motion is accompanied by transient behavior and dehechanism of the wall retardation by Winter magnons, we

parture from one-dimensionality. This behavior of the do-compare the expgrimental datq with the theoretical conclu-
main walls is especially conspicuous for the sample set irp!ons- The vel'ocmeS\/n at which the formatlon of the
Canadian balsam and for the sample of thicknesgm0The anomaliesAH,, is observed can be determined from the ex-

field interval in which the transition to a velocity,>V,  is pression

observed has a width less than 10 ®efs. 1 and 2 In this cn(L/2d)

interval the investigated field dependence of the motion ofa v =—————. )
domain wall from the beginning to the end of its transit V1+(nL/2d)?

through the sample is highly unstable. This factor makes ikccording t0 Eq(1), the set of values of , is determined by

!mpossmle to d_r—gtermme accurafcely th_e wall velocity a_t thethe ratio of the period of the inhomogeneitie$o the thick-
instant of transition to supersonic motion. As the amplitude

of the magnetic field is further increased, the domain waIIness of the wafed. Table | gives experimentally observed

. and theoretically calculated values of the velocifigs ob-
motion tends toyvard a}steady—gtate, stabl_e course. The (.j?p%'ined according t@l) under the assumption that the mecha-
ture from one-dimensional motion at the instant of transition

S i . ) ism of resonance retardation of the domain walls by wall
persists in this case. It is evident from the double—exposeg1 y

. : . agnons is operative. By the proper choice of the rhafid
photographs Of Qynam_lc domain structures in Refs. 1.’ 2, aNGle have succeeded in achieving qualitative agreement be-
9 that the multidimensional character of the wall motion re-

N LT . . tween these values of ,. The most complete correspon-
mains “self-similar” in transit through the sample in homo- dence is observed when an inhomogeneity period of:80
geneous magnetic fields.

A theoretical study of the anomalies of/(H) in the is assumed, consistent with the results of our measurements
> - : .. of the period of these inhomogeneities. The best agreement
form of constant-velocity intervals is based on the possibilit

of resonance retardation of the domain walls by Winﬁmll sstci)r?]z?iro\/: ((j)ff?hr evr?lz?sgfrya} HO Esffg\r;eg C;n(lt)h ;rgrv;ar\]f%rih (ﬁ n
as opposed to bulknagnons. The flexural modes of vibra- ferrite plate of thickness 1@m for L=30 um givesn=2

tion in a domain wall, corresponding to wall magnons, haveWhich agrees with the experimental data.

eigenfrequencies governed by the thickness of the investi- In the theoretical conclusiohsin analytical expression

gated wafer. The formation of a system of growth bands 150 has been proposed for the field dependaf(ee), con-

noted in single-crystal samples grown by the roating-zon«s,Eaining the experimentally observed anomaliedl,, at the

.. 11
Qe::]‘ggé In(;rri]sd(i)cplinnlﬁgn?(f) E:::gi;hsmilsazli.sstohc?a(tag:je\r/si(tar?clgca elocitiesV,,. The widths of these anomalous intervals are
p 9 aEiven by the relation

temperature fluctuations under the influence of a concentra~
tion supercooling mechanism. Temperature fluctuation dur- (CQep(d)2V,r 2492

ing the growth process produces inclusions with nonmag- A T I-(ValO ], (@
netic Fé* or F¢' ions and distortions in the octahedral 470

oxygen environment of Fé ions. The nonmagnetic inclu- where wg=10Q" is the Dzyaloshinskifield, £;=10"2 is the
sions are less transparent in transmitted light. They can bpercentage modulation of the spectrum of Winter magnons
visually observed therefore under a microscope as an alteby the spatial potential religfpatial frequency Q=10° is
nating system of dark bands. The period of these inhomogehe Winter magnon quality factor, an} is the width of the
neities is 20—30um on the average. For samples whosestatic domain wall. The quantitAH, is found to depend
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significantly on the wafer thickness. As the thickness detype Fé* and F&". We have also confirmed the possibility
creases, the constant-velocity intervaH, increases ap- that a mechanism of parametric resonance amplification at
proximately by the factor &. The experimental results certain velocitiesV, is operative under these conditions
shown in Figs. 1 and 2 also exhibit the same dependence. Aghen the maximum transfer of energy from a dynamic do-
an example, we compare the widths of the anomaliels at  main wall to Winter magnon modes is observed in a certain
the velocity V,=16.2x 10° m/s (observed for wafers with interval of velocities close t¥,,, causing multidimensional
d=120um, 20 um, and 10um): They are equal to 120 Oe, flexural formations to appear at the wall. We have verified
350 Oe, and 570 Oe, respectively. experimentally the adequacy of the given wall retardation
Equation(2) can be used in conjunction with the experi- model by determining the anomalies of the functional depen-

mental data ol\H,, to estimate the values of, and to test  denceV(H) from artificially created magnetic inhomogene-
whether conditions are satisfied for the validity of Zvezdinities.
and Popkov’s modé&lof resonance retardation of the domain . _ _
walls in orthoferrites by Winter wall magnons; according to X-lf(-l‘gggyg‘g\tla;ﬁy ?-J‘;?)ggvvsgg‘(’l'\gé;j Chetkin, Usp. Fiz. Nalk6,
. . . . 7 . . )y .

this m0de|,w.n.7'n>l. The estlmatlo_n Pf'n Q'Ves 10'"s, and 2y. G. Bar'yakhtar, M. V. Chetkin, B. A. Ivanov, and S. N. Gadetcky,
for the conditionw,,7,>1 to be satisfied, it must be assumed Dpynamics of Topological Magnetic SolitoriSpringer-Verlag, Berlin—
that the Winter magnons have a lower frequency threshold ogNew York, 1994,
10° Hz. For the final confirmation of the validity of the 41' "{'( \é\cgtzedri'np:gj'ARe;’li‘c‘;SZi(1Pgi2,?{1a 7h. Tekh. Fit0, 449 (1984
model it is necessary to test the stated condition for the ex- 5oy, Tech. phys. Lettl0, 188 (1984].
perimentally measured relaxation times of Winter magnons.sv. G. Bar'yakhtar, B. A. lvanov, and A. L. SukstankPis'ma zh. Tekh.

In summary, we have confirmed experimentally the pres- Fiz.5, 8E3 <k1979 [Sov. TdechkPhy& Lfgﬁ,k351(1939]- )

: ; :°M. V. Chetkin, S. N. Gadetski A. I. Akhutkina, and A. P. Kuz'menko,
ence Qf a resonance mechanlsm of retardation of the domalnyh. Fisp. Teor. Fiz86, 1411 (1984 [Sov. Phys. JETES, 825 (19821,
WE.3.||S in OrthOf?rmeS by Winter wall magnons. We have ob- 7S. V. Gomonov, A. K. Zvezdin, and M. V. Chetkin, Zhk&p. Teor. Fiz.
tained qualitative agreement between the experimental val-94(11), 133(1988 [Sov. Phys. JETB7, 2250(1988].
ues of the velocitie¥,, and the intervald\H,, in which they Sg K. i\r/]ezdlgEa}nF%Aé& (l\l/lgggl]n, Zh. Esp. Teor. Fiz.102 577 (1992
. [Sov. Phys. ) .
are constant, on the one hand, and the analytical values caby™y peiin yu. N. Kurbatova, and V. N. Filatov, JETP Le§, 797
culated on the basis of the model of resonance retardation of(1997
the domain walls by Winter magnons excited when the natui®N. Papanicolaou, Phys. Rev. 55, 12 290(1997.
. . . . 11 P

ral frequency of a wall mode coincides with the spatial fre- g- k'\rllli BalbaThov,AkA.d Y£~ ihservolf;%f;k'ilz g 1V9-7A“t°”°V' and V. E.
quency of the growth inhomogeneities, which for the domain Baknteuzov, 1zv. Akad. Nauk Ser. Fiz5, 1243(1971.

walls represent the potential relief of nonmagnetic ions of therranslated by James S. Wood
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The critical behavior of the specific heat of small magnetic particles of the real antiferromagnet
Cr,05 is investigated by the Monte-Carlo method. The critical indiees—0.17+0.03

and the ratio of the critical amplitudés’A’ =1.03+0.07 are calculated for particles containing
N=286 to 2502 spins. €1998 American Institute of PhysidsS1063-78348)02009-7

The investigation of the phase-transition characteristicelements, and many of their properties are attributable in
in three-dimensional systems based on microscopic Hamiltdarge part to the very presence of the surfate.our inves-
nians remains an important problem in the modern theory ofigated particles the fraction of surface spins varied from
phase transitions and critical phenoména. 46.8% for the smallest particle to 22.8% for a particle with

Studies of this kind are especially timely in relation to N=2502.
small particle$, where rigorous analytical calculations of the The temperature behavior of the specific heat is observed
magnetic and thermal characteristics are severely hampereming the expressién
both by the need to correctly incorporate strong interspin ) ) )
interactions into the theory and by the impossibility of uti- ~ C=(NK)(U%)=(U)*), @)
lizing transition to the thermodynamic limit in calculations. whereK =J, /kgT, kg is the Boltzmann constanh is the

Major difficulties are also encountered in the organization c_’fnumber of particlesy is the internal energy, and the angle

Iabolra;tzory fe;xperlrnerr:ts a:jnf‘:_ tf|1_e mterpk:etanon of t:‘_a'rbrackets signify averaging over the canonical ensemble. The
results In effect, all these difficulties can be surmounted iNyoneratyre curves of the specific heat for all the investi-

the hlr(lj\gftlgr?tlon ?}f dsr:na”b systemsd by I\/_Ilonte—Car(Ijo gated particles exhibit distinctly pronounced maxima in the
methods.” This method has been used primarily to study . iica) region. Figure 1 shows data on the temperature de-
simple ferromagnetic model systems involving interaction

. ) Lo , Ipendence of the specific heat for two particliis: 508 and
between nearest neighbors. The investigation of real antife 5170. It is evident from the figure that when the number of

romagnetic systems taking into account the specific CryStal[f)articles in the system is increased, the specific heat maxi-

lographic structure and other parameters is not nearly %hum increases and shifts toward higher temperatures; this

complete. ) ) _ behavior is a characteristic feature of small particles and is
We consider small particles of the real antn‘erromagnetconsistent with the data of other authdrs

Cr,0O5 having a rhombohedral lattice. Here spatial, exchange,
and other quantities all conform to real Og samples. The
Hamiltonian of the system can be writfen

To approximate the critical behavior of the specific heat,
we use the expressibn

A
1 1 = e X
H==5 3 dlmm)~ 5 3 Jlmam) ~DoS (i, O (DRI @
| =1 ) wheret=|T—Ty|/Ty, anda, A, andD are fitting parameters
: ' for T>Ty. The same quantities primed refer to the céise

where, according to experimental dit, is the interaction <Ty. The power exponentis set equal to 0.55, consistent
parameter of each spin with one nearest neighbor,Jarid  with the value obtained theoretically and experimentally for
the same for interaction with the next three nearest neighborthe Heisenberg modé&IMonte-Carlo processing of the data
(J,=0.45)4, J,<0, J,<0). Various relativistic interactions is implemented by a nonlinear least-squares method. The
are approximated here by an effective single-ion anisotropghoice of the fitting equatiofB) as one of several possible
Do>0, and the ratio between anisotropy and exchange it dictated by the fact that it provides the smallest mean-
assumed to be equal to 0.025. square deviation. The use of other fitting equations alters the

The calculations are carried out for spherical particles ofparametersy, A, andD slightly, but within the error limits
diameter d=(24.0, 28.4, 32.8, 34.8, 41.82, 46.4, 48.64) A, they siill agree with those obtained on the basis of @y,
and the number of spins in the particles &respectively  however, the computational error is somewhat higher for the
N=286, 508, 760, 908, 1602, 2170, 2502. Markov chains obther equations.
length ranging from X 10* to 10®> Monte-Carlo steps per For the optimal values o&, A, andD we use data that
spin are computer generated. minimize the mean-square deviation. The critical tempera-

One of the distinctive characteristics of small particles istures are determined from the specific heat maxima; the val-
the fact that they have a relatively high fraction of surfaceues of Ty are varied in the calculations. The temperature

1063-7834/98/40(9)/2/$15.00 1511 © 1998 American Institute of Physics
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In processing data corresponding to the low-temperature
phase on the basis of statistical scaling predictioitsis
assumed that’ = «, and then the quantitie&’ andD’ are

é’i chosen accordingly. The ratio between the critical ampli-
o tudes A and A’, determined by the indicated scheme for
g Z particles of all sizes, takes on the valdéA’'=1.03+0.07.
In the investigated temperature interval, therefore, the critical
g 8 behavior of the specific heat of ultrasmall,Og particles
° containingN = 286— 2502 spins is essentially independent of
the number of interacting spins and, hence, of their fraction
in the surface layer.

In our investigated temperature interval we do not detect
any crossover from Heisenberg to Ising critical behavior; ac-
cording to the Hamiltonian data, crossover is expected at
=t,~0.052. It has been establisRaHat the surface spins of
° small magnetic particles freely change orientation, even at

o temperatures well belowy. This behavior of the spins is

¢ more consistent with the Heisenberg model, and we postulate
e N=508 8 that this fact is conducive to broadening of the temperature
oN=2170 . interval of Heisenberg critical behavior and to a shift of the
crossover temperatutg, to the Nel point.

1.8
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FIG. 1. Specific heat dependence of small magnetigOCiparticles on

temperature. IA. Z. Patashinskiand V. L. Pokrovski Fluctuation Theory of Phase

Transitions[Pergamon Press, Oxford-New York, 1979; Nauka, Moscow,
1982
o ) 2Yu. I. Petrov,Physics of Small Particlefin Russian (Nauka, Moscow,
chosen forTy corresponds to minimum variance. On the 1982,

whole, the range of the normalized temperativehereina, 3K. Binder, Monte Carlo Methods in Statistical Physjcedited by
A, and D are determined lies between the limits;,=5 K. Binder (Springer Verlag, Berlin-New York, 1979 Mir, Moscow,
P . . 1982.
3 _
x10 _ .and.tmax—0.75. In this range the effective values of 4 ginder and D. W. Heermanryionte Carlo Simulation in Statistical
the critical indexa are approximately the same for all the Physics 3rd ed. [Springer Verlag, Berlin-New York, 1997; Nauka,
particles, being equal tae=—0.17+0.03. The theoretical _Moscow, 1993

. : SA. K. Murtazaev and I. A. Favorski Fiz. Nizk. Temp.19, 160 (1993
values of« for the Heisenberg model and Ising models are [Low Temp. Phys19, 113(1993].

equal tO—O.?I.ZG and 0-10_8_1 resPeCtiV_qu)Resuns of e)fperi- SE. J. Samuelsen, M. T. Hutchings, and G. Shirane, Phytltachy 48,
mental studies of the critical behavior of the specific heat 13 (1970.

with the calculated value of are also available for macro- 7&9230261& A. M. Ferrenberg, and D. P. Landau, Phys. Reig, 5087
scopic C50; samples. Here the critical indexvaries from o5 gcina0 b g, w. Geldart, and M. A. White, Phys. RewB14 247
a=0.14 to —0.12 for different authors and from data ob- (1903

tained by different measurement technigtfe®ve also note  °J. C. Le Guillio and J. Zinn-Justin, Phys. Rev. Let6, L137 (1985.

that according to our data, the indexvaries only within the 1OM. Marinelli, F. Mercuri, U. Zammit, R. Pizzoferrato, and F. Scudieri,
error limits and when the lower limit,,,, of the range is Phys. Rev. B49, 9523(1994.

dropped from 510 3 to 3x 10 2. Translated by James S. Wood
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The thermal expansion anomalies in Th)Que to the cooperative Jahn—Teller effect were

studied experimentally and theoretically. Characteristic magnetoelastic anomalies were observed in
the curves ofAa/a andAc/c of the cell parameters at<T.. Calculations of the

magnetoelastic contribution tha/a andAc/c from fully symmetrice“t and&“2 and low-

symmetrys® modes were performed using the general crystal-field formalism, and the values of
the magnetoelastic coefficieB were obtained from spectroscopic and spontaneous-

deformation data. It is shown that the thermal expansion of TpWoth the tetragonal and
orthorhombic phases can be described well on the basis of a general model based on a

single set of interaction parameters. 1®98 American Institute of Physics.
[S1063-78348)02109-1

1. Rare-earth oxide compounds having the zircon strucwith natural (100) crystal faces using10.00 (CuKg, 26
ture RXQ, (X =V, P, As; R — rare-eartiRE) ion) are  ~152°) and (008 (CuKa;, 26~154°) reflections. The
known to be characterized by substantial single-ion magnearthorhombic deformation wittB,, symmetry was investi-
toelastic and pair quadrupole interactions, which give rise tgated using single-crysta110» microsections (CKg,
large magnetoelastic effects and, in a number of case&00, 26~148°). The relative error in measuring the pa-
(TbVO,, DyVO,, and TmVQ), lead to spontaneous struc- rametersa and ¢ with respect to temperature wasa/a
tural transitiors — a cooperative Jahn—Teller effect. The pa-~ dc/c~cotd-Af~10"> (A §~0.003°). The accuracy of the
rameters of the magnetoelastic and quadrupole interactionseasurement of the orthorhombic deformation was equal to
for fully symmetric and low-symmetry modes have been de-~ 1074,
termined in detailed investigations of thermal expansion and 3. To calculate the RE contribution to the thermal expan-
magnetostriction anomalies in the tetragonal phase for REion we shall employ the Hamiltoniahlo=Hcg+Hgqr,
vanadates and phosphates, taking account of all characterighich includes the crystal-field Hamiltoniaidcr and the
tic features of the crystal fielti? To date, the low-symmetry total quadrupole Hamiltoniaii oy written in terms of the
phase has been described on the basis of a simplified psegduivalent Stevens operatddy (Pyy=3(Jxdy+Jydy)

dospin formalism, which though fully justified for low tem- Hep= aJBgOSwL,BJ(BgO?pL 5303)+ yJ(BgongBéOé),

peratures, makes it impossible to perform a systematic com- 1)
parison with a description of the high-temperature phase. For
this reason, in our view, it is certainly of interest to investi- Hot= — a3(GY09H 0%+ G5<ny) Pyy)- (2

gate magnetoelastic effects in the orthorhombic phase and

also for the purpose of constructing a self-consistent descriﬂ—n these expressions,, 3;, andy, are the Stevens param-

m : :
tion of the magnetoelastic beahvior of RE zircons in a wideeJ[erS’Bn are the crystal-field paramete(af which there are

) . : . five in the case of tetragonal symmetrand the total quad-
temperature interval and fields based on real interaction pa- S ra . o

) . . " Tupole constant$° (G%) contain contributions from both
rameters. For these purposes, the most suitable object, in oyt

. r o X «; Ra
view, is TbVQ,, which has the highest transition tempera- thg s|anigr;Ieulzgnznacl)glggei;?sgg(s::;gﬁlgt(eéa;‘():tl(aci(i él:stiz: Sgg_
ture T.~34 K (orthorhombic deformation witB,, symme- bairq P 0

. ._stan
try along the[110] axi and the strongest magnetoelastic )
effects® The present paper is devoted to an investigation of 5. s 5 (B%)? 5
this compound. G’=GCGyetK =T +Ke. ©)

2. The measurements were performed on single-crystal 0

samples grown by spontaneous crystallization from a fluxed We note that in the single-ion magnetoelastic contribu-
solution. The x-ray diffraction investigations of the para- tion G,‘f,,E RE zircons is, as a rule, the determining one, and
metersa andc of the tetragonal unit cell were performed on when the interaction via acoustic phonons predominate the
a Geigerfleks diffractometer with a CF-108 flow-through he-relation K#/G{;c=—1/3 (w=a,8) holds for each mode.
lium cryostat(Oxford Instrumentson single-crystal wafers The single-particle magnetoelastic Hamiltonian, which is lin-

1063-7834/98/40(9)/3/$15.00 1513 © 1998 American Institute of Physics
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ear in the strain tensor componeats(harmonic approxima- ~0.0008
tion), and the Hamiltonian of the pair quadrupole interaction
for a RE ion in a site having a tetragonal environment con-
tains, in the quadrupole approximation, each contain five in-
variants. In the full quadrupole Hamiltoniadg [see Eq. S
(2)] only the invariants which are important for the sponta- <
neous magnetoelastic effects we are studying are written out
explicitly. Terms similar t0a§65<ny) P,y for the y ande
modes are omitted, since in the absence of external actions
they make no contributions in the case of ThMO'he term
corresponding to deformation with symmetry 8,4 sym-
metry) is different from zero only in the presence of the
corresponding external actions, for example, a magnetic field
along the[110] axis, or in a low-symmetry phase. In the
latter case a spontaneous phase transition occurs, accompa™
nying by ordering of the quadrupole momen®,,). The
necessary conditions for the existence of such a quadrupole
ordering are, first of all, a sufficiently large total quadrupole
constantG° and also a favorable electronic structure of the . ) . \ ,
RE ion, for which the presence of low-lying “quadrupole” 0 40 80
levels is characteristic. These conditions are satisfied in T.K
ThbVO,. This means that for the total Hamiltoni&ty, there  FIG. 1. Experimentaldoty and computedcurves4, 5) of relative tempera-
exists a low-temperature solution with a nonzero quadrupol@ire variations of the parametets/a (bottom partandAc/c (top par} in
moment(PXy>¢0 that corresponds to the Iow-symmetry the TbVQ, unit gell _near a structural phase transition. The Iin(_es ;how the

. . . . computed contributions tda/a and Ac/c from the orthorhombic:? (3)
phase. This quaer_JpOI,e or'derlng Is accompanie by %nd fully symmetricet and £*3 deformations in the absencg, 6) and
Bag-type orthorhombic distortiow = a;BX ny)/Cg- presencd?, 5) of a structural transition.

The RE contribution to the thermal expansion can be

found in the conventional manner by minimizing the free
energy. Calculations similar to those performed in Ref. Imagnetoelastic nature and are due to the cooperative Jahn—
show that the contribution to thermal expansion in the dis-Teller effect, since the phonon contribution to thermal ex-
torted phase along the tetragonal axis is due only to fullypansion of the vanadate lattice below 40 K is quite small.

8
~
5]

-0.0010 |- _%_~, Tbv0, [100]

symmetric modesisotropic e“t and tetragonat “2), while The much larger magnitude of the anomaly along dhe
along the[100] axis there is also a contribution that is qua- axis is explained by the fact that a spontaneous orthorhombic
dratic in the orthorhombic deformatiasf: lattice deformation having,, symmetry makes a contribu-
A A 3 tion to it. Indeed, though the contribution to the measured
Cme — ame — S a82 value ofAa/a from the spontaneous orthorhombic deforma-
A1AQq, A2AQo+ £ ()%, @ . . 7
c 4 tion €° is quadratic[see Eq.(4)], it is comparable to the

magnetoelastic contribution on account of the large value of
the spontaneous deformatios’. Our measurements on
1 TbVO, crystals from the same batch gave at 5eR=(a’
Qo(T)=ay(0%) = a;7 2 |Ofliyexp(—E; /KgT), —b')/\2ay=1.63x10 2, wherea’ andb’ are the param-
eters of the orthorhombic cell in a coordinate system rotated
E; are the energy levels of the RE ion calculated on the basiby 45°. Thus, the contribution of orthorhombic deformation
of the full HamiltonianH,, andZ is the partition function. to Aa/a equals 1.9& 10 4.

where

The expressions for the coefficiemds and A, as functions 5. The HamiltonianHy=Hcg+Hqgr presented above
of the magnetoelastic and elastic coefficients have the santeakes it possible to describe, using a common set of inter-
form as in the tetragonal phase. action parameters, the characteristic features of the thermal

4. The experimental temperature dependences of the paxpansion of TbVQin both the tetragonal and orthorhombic
rametersa and c (Aa/a=a(T)/ap—1, Ac/c=c(T)/co—1, phases in the absence of external actions. The crystal field in
ap=2a(290 K), co=c(290 K)) for the TbVQ unit cell at TbVO, has not been established at present with adequate
low temperatures are displayed in Fig. 1. We note that beloweliability but, as our calculations show, the different sets of
T, for the a axis in the basal plane under the experimentalparameters available in the literatfirdead to virtually iden-
conditions, strictly speaking, the change in the interplanatical results. For our calculations we employed the magneto-
spacingAd;ge/digo and not the parametex itself is mea-  elastic coefficient®8“1 andB“2 for fully symmetric modes in
sured. One can see that characteristic anomalies are observEaVO,, determined from the thermal expansion anomalies
in both curvesAa/a andAc/c at T,~35K. The signs of the in the tetragonal phase, and the value of the elastic modulus
anomalies for these curves are opposite, and their magnegz 19.5x 10* K for HoVO,.® To determine the coefficient
tudes differ substantially —&(Aa/a)~3.5x10 4 amd B? we used spectroscopic data given in Ref. 7 for the ortho-
5(Aclc)~0.4x10 4, respectively. These anomalies are of arhombic phase. The structural phase transition is accompa-
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nied by a large change in the energy spectrum and the wawguantitative disagreement between theory and experiment
functions of the TB* ion. At temperature3>T, the TB*" could be due, at least partially, to a misalignment of the
ion in terbium vanadate has a singlet—doublet—singlesample and a systematic error beldw due to the appear-
scheme, whose levels are separated by distances of 0.9 aadce of Jahn—Teller domains in the distorted phase.
18 cm 1, respectively, and all other excited states are sepa- 6. In summary, in the present work the thermal expan-
rated by a substantial gap from the states enumerated. Belosion anomalies in TohV@due to the cooperative Jahn—Teller
T, the levels modify into two doublets, separated by a gap offfect were investigated experimentally and theoretically.
50 cm L. The computed curves describe experiment quite well, both in
First, the dependence of the phase-transition order pahe tetragonal and orthorhombic phases, on the basis of a
rameter (Py,), for which the critical temperatureT,  single set of interaction parameters. The values of the
=36 K, close to that observed exepriment%byas obtained &-symmetry magnetoelastic coefficient obtained on the basis
with the indicated parameters. This made it possible to calof two experimental methods are virtually identical and fall
culate the change in the spectrum and in the wave functionsetween the values of the this coefficient for ThP&nd
of the TB* ion below T, and then the temperature depen- HOVO, (14.4<10° and 24.3<10° K), found from compre-
dence of the quadrupole momeQ(T) in the experimental hensive investigations of magnetoelastic effects in the tetrag-
temperature range. The orthorhombic parameter of the cry$nal phase of the indicated zircoh$Characteristically, the
tal field B3=— a;G¥ P.y) equals 222 K, which, assuming coefficientB® for ThVO, is closer to its value for HovVQ
that the interaction via acoustic phonons predominates, leadghis confirms the conjecture that magnetoelastic coefficients
to a magnetoelastic constaBf’=20.4x 10° K. Using our  (normalized to the Stevens parametg) depend to a larger
experimental value of the orthorhombic distortiefi=1.63  degree on the matrix than on the RE ion. We emphasize that
X 1072, we obtain for this coefficient the very close value in the present work, in contrast to most works investigating
B%=20.3x10° K. the distorted phase in RE zircons, the calculations were per-
The magnetoelastic contribution to the thermal expanformed in a more general crystal-field model. Previously,
sion in the orthorhombic phase is determined by the temperanly the contribution of the dominant Jahn—Teller mode to
ture variation of the quadrupole moments of the*Thon  the thermal expansion of RE zircons with a cooperative
Qo= a3(0Y) and Quy=a;3(Pyy) [see Eq.(4)], for both of Jahn-Teller effect was studied, while the contribution from
which the computational procedure was described abovéhe fully symmetric modes was neglected. In so doing, it was
The coefficientsA; and A, for TbVO, in the tetragonal assumed that the cooperative Jahn—Teller effect is accompa-
phase were determined in Ref. 1 and equal=0.25 nied only by a deformation of the crystal in the basal plane
%1072 and A,=—0.34x 10"2. Viewing the orthorhombic ~and does not give rise to volume or tetragonal deformation.
phase of TbVQ, as a small £°~10"2) distortion of the Although the indicated contribution is appreciably smaller
tetragonal phase, as is ordinarily done, it is natural to use théan the first contribution by virtue of the hierarchy of mag-
same coefficients to calculate the magnetoelastic contribu?etoelastic and elastic coefficients, we found that it nonethe-
tion to the thermal expansion in the orthorhombic phase. Théess gives rise to the observed magnetoelastic effects. We
computed contributions to the thermal expansita/a, note that a calculation of this contribution, proportional to
which are due to the orthorhombic moeé (curve 3), the  the change in the quadrupole momed§, requires going
fu||y Symmetric modeg 41 ande %2 in the absence and in the beyond the pseudospin formalism and taking into account all
presence of a structural transiticcurvesl and?2), as well as features of the crystal field. In our view, it is of interest to
the total contribution(curve4) are shown in the figurébot-  investigate analogous magnetoelastic effects also for other
tom parl. One can see that the computed cudvdescribes RE zircons exhibiting a cooperative Jahn—Teller effect, for
quite well the experiment along theeaxis. It is also evident €xample, DyVQ, which exhibits a deformation belov,
from the figure that the temperature dependence®oflif-  havingBi, symmetry.
fer very strongly in the tetragonal phase, which would be  This work was supported in part by the Russian Fund for
present in the absence of a structural transit@mmvel), and ~ Fundamental Resear¢Brant 96-15-96429 in support of sci-
in the orthophasécurve 2). entific schoolg
To compare experiment and theory along the tetragonal
axis, it is necessary to take account of the phonon contribu1z A kazer and N. P. Kolmakova, Zh.I&p. Teor. Fiz109, 1687(1996
tion, which is comparable to or even larger than the magne- [J. Exp. Theor. Phys82, 909 (1996].
toelastic contribution above 40 K. In the figutep par} the zF’- Morin, J. Rouchy, and Z. Kazei, Phys. Rev5B 15103(1995.
computed curves for the tetra- and orthophases along the 15 & G201 A Cole Fep oo PR ALOTS.
axis include the phonon contribution calculated in the Debye (19g7.
model with the parameter§y=445K and a. =8.42 5V. R. Pekurovskiand S. I. Andronenko, Fiz. Tverd. Teleeningrad 26,
X 10" ®, obtained in Ref. 1 by extracting the magnetoelastic 3440(1984 [Sov. Phys. Solid State6, 2066(1984].
contribution in the tetragonal phase of ThyQOne can see 16163%05382 Tamaki, T. Fujimura, and H. Unoki, J. Phys. Soc. Ji.
that the theoretical curve describes the experiment qualitaii. a. Gehring, A. P. Malozemoff, W. Staude, and R. N. Tyte, Solid State
tively, though the computed anomaly is much larger than the Commun.9, 511 (1971).
experimentally observed anomaly. Thus, a quite good de-M- R- Well and R. D. Worswick, Phys. Lett. A2, 269 (1972.
scription of experiment was obtained in the indicated model ©- MM J- Rouchy, and Z. Kazei, Phys. Rev58 12 625(1994).
both along the tetragonal axis and in the basal plane. Theranslated by M. E. Alferieff
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LMTO-ASA nonempirical self-consistent method has been used to study the electron band
structure of the cubic antiperovskites;M'C (M=Mn, Fe; M'=Zn, Al, Ga, Sn in ferromagnetic
state, and to calculate the local atomic magnetic moments. The results obtained are
compared with previous calculations and available experimental datal998 American
Institute of Physicg.S1063-783#8)02209-9

The ternary carbide phases;M'C involving d metals and 2. We shall illustrate the electron density-of-states dis-
of the Vlla and Vllla subgroupgM) and nontransition ele- tributions obtained in these calculations by two phases, Fe
ments of the IIb-VIb subgroupéV’) of the Periodic Table and Mn aluminocarbideg-igs. 1 and 2 and compare them
have a simple antiperovskite-type cubic structtivéhile be-  with the electronic energy spectrufEES of these com-
ing Pauli paramagnets at elevated temperatures, a number pbunds calculatéd by the LMTO-ASA method in its non-
perovskite-like carbides undergo tetragonal lattice distortionsnagnetic version. The fact that the component atoms of
at low temperatures and exhibit magnetic properties, whiclirg;AIC are confined within the same density-of-stae©S)
suggest formation of several possible types of magneticegion(Fig. 2) argues for the formation of a common valence
structure$™’ band, whose lower edgavithin the interval from—0.61 to

The electronic and magnetic properties of some repre—0.36 Ry is dominated by the C2p states with an admixture
sentatives of these ternary carbides were studied by quantuai the Al s,p,d and Fe 3d functions. The Al 3p,3d states form
theory. A semiquantitative model of thesM’'C electronic  a subband~0.21 Ry wide, and the near-Fermi region con-
spectrum suggests the presence in the density-of-statégins predominantly contributions due to the Fe 3s,4s states.
(DOY) distribution of a well-pronounced resonance near EFThe valence states of MAIC are arranged in a similar order
dominated by p-symmetry functioisNumerical band- in energy(Fig. 1), and the differences in the extent of some
structure calculations were subsequently performed for somleybrid subbands are caused by the interatomic spacing in-
MnzM’C antiperovskitesM’ =Zn, Ga, In, SB° " MnzAIC  creasing from 3.78 A for RAIC to 3.86 A for M,AIC,
and FgAIC (Ref. 14. The spin polarization effects were also which is in accord with the pertinent results obtaittad the
considered for a number of crystdldn;GaC (Refs. 9 and nonmagnetic calculation. The electronic energy spectra of
13), Mn;InC and M, SnC(Ref. 12. A systematic investiga- the other antiperovskites considered by us are also in agree-
tion of the energy-band structure, charge distributions, andnent with nonmagnetic LMTO-ASA calculatior(see Ref.
the nature of interatomic interactions in ternary perovskite-15 which analyzes in detail the main trends in the depen-
like carbides of manganese and irosMIC (M=Mn, Fe; dence of the spectrum of ternary carbides on composition of
M’ =Zn, Al, Ga, Sn has recently been made within the self- the M and M’ sublattices
consistent linear muffin-tin-orbital method in the atomic- As follows from Figs. 1 and 2, taking into account fer-
sphere approximatioLMTO-ASA).2® The crystals were as- romagnetic ordering leads to energy splitting between the
sumed to be in the nonmagnetlugh-temperatunestate. An  two spin subsystems; it is seen most clearly in the high-
analysis of the composition of the near-Fermi bands withinenergy (near-Fermi region of delocalized transition-metal
the Stoner model showed that all the above carbigéth states and is also responsible for the pronounced differences
the exception of F&nC) can be stable ferromagnéts. between ferromagnetic spin order and nonmagnetic states ex-

The present communication reports band-structure calibited by their partial density-of-states distributions at the
culations of the MM’C cubic antiperovskite§M=Mn, Fe;  conduction-band bottori?.

M’ =Zn, Al, Ga, Sn in ferromagnetic state made by the Local atomic magnetic momenté MM ) for Mn;GaC
LMTO-ASA method. The structural constants and atomic-are compared in Table | with available calculations and ex-
sphere radii were those used by us eafliér the nonmag- perimental data on magnetic susceptibilignd are seen to
netic calculations. be in good agreement. Table Il lists LMMs for the compo-

The results are displayed in Tables | and Il and Figs. Inent atoms of all the ternary antiperovskites considered here.

1063-7834/98/40(9)/4/$15.00 1516 © 1998 American Institute of Physics
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TABLE I. Magnetic momentsin ug) on Mn,GaC atoms in ferromagnetic state: calculation and experiment.

Mn Ga C Method

1.36 —0.061 —0.106 LMTO-ASA (our calculation

1.38 —0.008 —-0.12 APW (Ref. 10

1.39 - - LMTO-ASA (Ref. 13
1.3+0.1 — — Experiment (Ref. 3

*Augmented plane-wave approximation.

TABLE Il. Magnetic momentsin ug) on atoms of MM’'C antiperovskites in ferromagnetic state: LMTO-
ASA calculations.

Compound Mn M C Compound Fe M C
Mn;ZnC 1.163 —0.051 —0.054 FgzZnC 0.943 —0.001 —0.003
MnzAIC 0.952 —0.044 —0.085 FgAIC 0.156 —0.001 —0.002
Mn;GaC 1.361 —-0.061 —0.106 FgGaC Nonmagnetic

Fe;SnC Nonmagnetic

4.0

Mn,ZnC | Mnr

| I |

LIS S S S | N M |

DOS, states/(eV-atom)

8
Y

D0S, states/(eV.atom)
o
D08, states/(sV. atom)

T T T 17

£, Ry

FIG. 1. Local densities of spin states of the cubic antiperovskitesZd, Mn;AIC, and MrsGacC in ferromagnetic state.

We readily see that the LMMs vary within a broad range andpend on the phase compositidthe presence of inclusions
cannot be interpreted in terms of the simplified rigid-bandand vacancies crystal distortionginvolved, e.g., in struc-
modef which includes only the degree of subband filling tural phase transitions occurring in a number of antiperovs-
(i.e., electron concentratipnand that the shape of the spin kites within certain temperature regiotsee a review in Ref.
DOS distribution and the magnitude of LMMs are deter-16)], be determined by competition in energy among various
mined in each particular case by the actual type of outetypes of spin ordering, as well as respond to external factors
wave-function hybridization of the centers making up the(for instance, to thermal treatment or pres$ure

crystal. Band-structure calculations of antiperovskite ternary car-
It should be stressed that our calculations determine thbides with various magnetic-order patterns are presently un-
ferromagnetic state of ideal cubic systems. The results older way.

tained can be used as a basis for further nonempirical studies Support of the Russian Fund for Fundamental Research
of possible transformations of the spin order, which can de{Grant 96-03-3203)is gratefully acknowledged.
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FIG. 2. Local densities of spin states of the cubic antiperovskitg8ris FAIC, Fe;GaC, and Fg5aC, and F¢SnC in ferromagnetic state.
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The temperature dependence of the longitudinal magnetostriction of a GusBefle crystal

is measured within the temperature range 4.2—20 K in a magnetic field of 10 T. As the temperature
is raised above 4.2 K, the magnetostriction at first increases from vanishingly small values,
attains a maximum at a temperature of approximately 12 K, and then abruptly drops as the
temperature approaches the spin-Peierls transition. The results are interpreted on the basis

of a simple model utilizing the real pattern of magnetic excitations in the spin systen1998
American Institute of Physic§S1063-783@8)02309-(

It has now been reliably established that the low-T ,=14.2 K and that a low-temperature rise of the suscepti-
temperature decay of the magnetic susceptibility of an orthobility is not observed. The latter result attests to the high
rhombic CuGeQ@crystal is attributable, in large part at least, quality of the crystal$.
to the spin-Peierls phase transition of this magnet into a sin-  The magnetostriction was measured by a tensometric
glet dimerized state. This phenomenon essentially entails the@ethod using low-magnetoresistance strain gauges in the
capability of an antiferromagnetic chain of sps 1/2 situ-  temperature range 4.2—25 K. The results are shown in Figs. 1
ated in a three-dimensional lattice to go over to the dimerand 2. Curved are plotted for cooling and subsequent heat-
ized state at temperatures below a certain critical value. Thixg of the sample without any external magnetic field; curves
transition is accompanied by doubling of the lattice period2 are plotted for cooling and heating of the sample in an
along the axis of the chain and, from the magnetic standexternal magnetic fielth =10 T. It follows from the data in
point, is characterized by a singlet ground state. The speghe figures that when a magnetic field is applied, the sample
trum of magnetic singlet-triplet excitations has a characterisincreases in size, corresponding to positive longitudinal mag-
tic energy gap, which governs such salient features of th@etostriction along the andb axes of the crystal.
magnetic properties of a spin-Peierls magnet as low-tem- The magnetostriction-temperature curv@shave been
perature exponential decay of the magnetic susceptibility angbtained by subtracting curve from curve2. It is evident
the intensity of magnetic resonance, as well as the magnetihat the magnetostriction is small at temperatures below 5 K,
zation jumps at a certain critical value of the magnetic field.increases as the temperature is raised, attains a maximum at

These considerations spotlight the importance of invesT=12-13 K, and then drops to vanishingly small values at
tigating spin-phonon interactions in spin-Peierls systéffis. the spin-Peierls transition temperature. We note that a similar
The investigation of the magnetostriction of CuGesingle  behavior of the temperature dependence of the magnetostric-
crystals at various temperatures has shown that its tempergon of CuGeQ has been observed Ammeratlal®
ture dependence is nonmonotonic and that the magnetostric-
tion has a maximum at a temperature of approximately 10 K.

We have proposed a simple model of this behavior of the? PISCUSSION OF THE RESULTS

magnetostriction of a spin-Peierls maghétere we describe We have previousfyproposed a simple model that can

a more detailed measurement of the temperature dependenise used to explain the unusual behavior of the magnetostric-
of the magnetostriction of a CuGg®ingle crystal and sub- tion of a spin-Peierls magnet as a function of the temperature
mit a more correct analysis of the model for explaining thein comparison with conventional magnetic materials. This
results. model is based on a very simple representation of the spin-
Peierls state of a two-level singlet-triplet system. At
T=0K this kind of system is nonmagnetic, and the spin
subsystem of the crystal does not influence the lattice. As the

The CuGeQ single crystals used for the measurementdemperature is raised, the triplet states becomes populated,
were grown by the technology described in Ref. 5. Theand the magnetic subsystem influences the equilibrium lat-
samples were prepared from blue single crystals. Measurdice strains by way of magnetostrictive coupling. It is obvi-
ments of the magnetic susceptibility of the crystals haveous that the temperature dependence of this influence is as-
shown that the spin-Peierls transition temperature isociated with the population variation of the triplet states of

1. EXPERIMENTAL RESULTS

1063-7834/98/40(9)/3/$15.00 1520 © 1998 American Institute of Physics
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FIG. 1. Temperature dependence of the lattice strain of a Cy@GpGtal

along theb axis. 1) Magnetic fieldH =0; 2) magnetic fieldH =10 T applied

along theb axis; 3) magnetostrictior(obtained by subtracting cundefrom FIG. 3. Calculated and experimental graphs of the temperature dependence

curve2). of the longitudinal magnetostriction. The dashed curve represents the calcu-
lated dependence, and the black squares represent the experimental results
with the magnetic field along thle axis. The curves are normalized to the

the system. The application of a magnetic field alters thenaximum values of the magnetostriction.

singlet-triplet energy gap, causing the population of the trip-
let states and, hence, the “magnetic” contribution to the lat-

tice strain to change. At high temperature, where the popuwhereA is the energy gap in the spectrum of singlet-triplet
lations of the triplet and singlet states equalize, the influencexcitations, andw,, is the maximum value of the energy
of a magnetic field on the equilibrium lattice strains throughw(k). The following values of the parameters were deter-
vanishes by virtue of the decrease in the energy gap. mined from the spectrum at low temperatur@s8 K) in
Neutron-diffraction examinationdiave shown that mag- experiments on the inelastic scattering of neutrons by a
netic excitations of the spin-Peierls system form a tripletCuGeQ crystal: A= 23 K; wy,=180.5 K (Ref. 8. Measure-
band with maximum dispersion along theaxis of the crys-  ments in strong magnetic fields have shown that the energy
tal. Consequently, to analyze the spin-Peierls system morgapA and the transition temperatufep of the system to the
correctly, it is necessary to investigate the band of magnetigpin-Peierls state depend on the magnetic fléfirhe gapA
singlet excitations instead of the triplet excited level. Inas-decreases linearly as the magnetic fi¢id increases:A
much as exchange interaction within the chain of spins of the=231—-0.07H] (A in kelvins, andH in teslag. The tem-
Cu** ions of the CuGe@crystal is an order of magnitude peratureT, also decreases as the field increases and is equal
larger than exchange interactions between chains, we cag 12.5 K in a field of 10 T. It is also important to bear in
consider only spin excitations along tieaxis. The disper- mind the strong temperature and pressure dependenae of
sion relation for such excitations can be written in the form (Refs. 8 and 1D
w(k)2=[A2+(wf,|—Az)sinz(k)], (1) We analyze the. temperature dependence of.the magne-
tostriction of the spin-Peierls magnet on the basis of an in-
vestigation of the strain dependence of the internal energy:

20 (72 w(k)d3k
(277)3 f eW(k)/T_ 1’ (2)

1
5L \ U=Ugt Umag=5 Eu?+ .
- whereE is Young’'s modulusy is the strain of the crystal,
andvg=abc. The minimization of the energ{2) with re-
spect to the straim gives its equilibrium value for a fixed
energy gapA. The difference in the equilibrium strains for
different values ofA with and without an external magnetic
1+ field H determines the temperature and magnetic-field depen-
dence of the magnetostriction. Bearing in mind the experi-
3 mentally measured temperature and field dependencas of
. _/\ we have used a numerical method to find the temperature
g T e dependence of the magnetostriction, which is represented by
& 8 12 16 the dashed curve in Fig. 3. Also shown in this figure is the
T K experimentally measured temperature dependence of the
FIG. 2. The same as Fig. 1, but the strain and magnetic field are directef’@gnetostriction when the magnetic field is directed along
along thec axis. the b axis. All the results are given in values normalized to
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the maximum magnetostriction. In the calculations it hasCi?*—0?"—CUW?" exchange. On the other hand, it has been
been assumed that the governing magnetostriction mechghowrt? that marked distortion of the Cy@xygen octahe-
nism is the strain dependence &f The temperature depen- dra under certain conditions can generate an orbital superlat-
dence ofwy, is not taken into account. Satisfactory agree-tice and, in keeping with the Goodenough-Kanamori rules,
ment is observed between the calculations and experimengroduce antiferromagnetic exchange interaction in the chains
Qualitative agreement is preserved for a field directed alongf copper ions. There is a need for more precise calculations
the c axis of the crystal but, at temperatures below the temfrom first principles of exchange interactions to quantita-
perature of the maximum, the experimental temperature deively account for the results of measurements of exchange
pendence of the magnetostriction is sharper. and magnetoelastic interactions in CuGeO

The qualitative agreement of the magnetostriction-
temperature curves calculated on the basis of the proposed This work has received support from the Krasnoyarsk
model and determined experimentally indicates that the proRegional Science Foundati¢@rant No. 6FO00#
posed magnetostriction mechanism based on a strong depen-
dence of the energy gafp on the lattice strain and on the 1k Takehana, M. Oshikiri, G. Kido, M. Hase, and K. Uchinokura, J. Phys.
magnetic field, on the one hand, and based onAtlieepen-  Soc. Jpn65, 2783(1996. ) _
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It is shown that in semimetallic, low-temperature antiferromagnetic materials located in a
quantizing magnetic field, the part of the band magnetizatlonwhich oscillates irH can have

a nonmonotonic temperature dependence. This non-Fermi liquid behavior will show up
experimentally in the form of quantum temperature fluctuations of the magnetization when the
decrease with rising temperature is oscillatory, rather than the usual monotonic decrease.

It is shown that the magnetization from an individual spin electmrhole subband has the form

of weakly damped periodic oscillations as a functioriTéf This result makes it possible to

develop an efficient method for studying the electronic structure of antiferromagnetic semimetals
based on an examination of the quantum temperature fluctuations. Calculations show that
quantum temperature fluctuations can be observed, for example, in the cerium monopnictides CeP
and CeAs, which are strongly correlated, antiferromagnetic, compensated semimetals with

low Neel temperatures. €998 American Institute of Physids$$1063-783%8)02409-5

Studies of the electronic structure of strongly correlatectures (T,~1-10 K). Then the reduction in the spontaneous
systems have stimulated experimental studies of the de Haagragnetization will be fairly strong over a small temperature
van Alphen effect in compounds with mixed valence, heavyinterval and the number of spikes in the quantum tempera-
fermions; ™3 and high-temperature superconductbtsThe  ture fluctuations will be large. In this regard, the cerium
class of strongly correlated systems includes compoundsonopnictides are extremely promising. For th&g=7 K
with a low current-carrier concentration. The cerium monop-and the de Haas-van Alphen effect shows up quite well.
nictides CeX, with X=Sb, Bi, As, and P are striking repre- Since these compounds have an antiferromagnetic order, and
sentatives of this type of compoufi® The presence of a the antiferromagnetic sublattices become tapered in strong
long-range antiferromagnetic order in these compounds hasagnetic fields, there is some interest in analyzing the quan-
led to the creation of the concept of magnetopolaron liquidsum temperature fluctuations in the antiferromagnetic semi-
and crystal$for describing the ground state of the electronic metals taking this tapering into account.
system. This has made it possible to explain the features of In this paper we examine the quantum temperature fluc-
the de Haas-van Alphen effect in CeXs. tuations in the magnetization of antiferromagnetic materials

In addition to the ordinary de Haas-van Alphen effect,theoretically under conditions such that the quantizing mag-
which involves a fluctuating magnetic field dependence ohetic field causes a reordering of the ground state. Taking the
the magnetization of band charge carriers, experimental studtrong tapering of the antiferromagnetic sublattices into ac-
ies have recently been madef a new type of fluctuations count in a spin-wave approximation, we study the low-
in the magnetization. These involve a nonmonotonic variatemperature thermodynamics of a localized subsystem and
tion in the magnetization as the temperature is changedietermine the dependence of the magnetic-order parameters
They have been referred to, therefore, as quantum temperan the magnetic field and temperature. It is shown that, even
ture fluctuations. The degenerate magnetic semiconduct@t the low temperatures where the spin-wave approximation
n-HgCrLX, has been chosen for testing. A theoreticalis justified, a change in the temperature leads to a large num-
analysid? of quantum temperature fluctuations showed thaber of spikes in the fluctuating magnetization of the band
the major factors determining the possibility of observingelectrons. The contributions from individual electron- and
guantum temperature fluctuations are the existence of strorfgple-spin subbands to the quantum temperature fluctuations
single-site correlations, magnetic ordering, ars-d  are analyzed and it is found that these contributions are
coupling between localized and collectivized electrons. Theveakly damped functions periodic #. This makes it pos-
principal sources of the motion of the Landau levels, as th&ible to use Fourier analysis to study quantum temperature
temperature is varied, were ttse-d-exchange interaction, fluctuations and to develop an effective technique for testing
along with a change in the average magnetization. Since thé&e electronic structure of antiferromagnetic semimetals.
Curie temperature is quite higi (=130 K), it was not pos-
sible to observe many spikes in the magnetizatmefore the
fluctuations were damped Qut

Quantum temperature fluctuations are evidently best ob- Before considering quantum temperature fluctuations in
served using materials with low magnetic ordering temperaantiferromagnetic semimetals such as CeP, CeAs, and CeSb,

1. MODEL HAMILTONIAN AND SPECTRUM OF FERMI
QUASIPARTICLES

1063-7834/98/40(9)/7/$15.00 1523 © 1998 American Institute of Physics
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let us recall the general properties of their electronic strucelsewheré? Thus, here we only give the final expression for
ture. The cerium monopnictides have an NaCl cubic structhe lower branches of the spectrum for the electrons (
ture. Low-energy states of the conduction band lie asthe =e) and holes x=h),

points of the Brillouin zone. The top of the valence band lies 3R 12

at thel’ pom_t. A sll.ght overla}p of these bands is responsible EM(K)=gM+t, — ” (,uBH+cos49 A_”

for the semimetallic properties of these compounds. At low 2
temperature$Ty=7 and 10.5 K for CeAs and CeP, respec- J,R|2) 12

tively), a long-range antiferromagnetic order develops in the +sir? 0(—) ] , 2
subsystem of localized electronic states. The antiferromag- 2

netic sublattices undergo tapering in the presence of a magynere

netic fieldH, influencing the energy spectrum of the current

carriers through an interaction between the electrons in lo- N A .

calized and collectivized states. The major features of these ¢ :tk:; tir exp{—ik(R—=R¢ )},

interactions are modelled by the following hamiltonian for
an antiferromagnetic semimetal:

Fﬁ=§ t}y exp{ —ik(R¢—Ry)}.

T= 2, Ath, = 81/ (2ougH+ 1))} it Cortr o The angle# defines the orientatioR of the equilibrium
Mi'o magnetization of the sublattice relative to theaxis along
. which the external magnetic field is directed. FoH=0,
+ > {tgg Oggr(2omgH+ 1)) }Cyg,Crgr o 6=m/2, while at the spin-flip transition poirt=0. We are
rgg' o interested in the fairly high magnetic fields when the tapering
of the antiferromagnetic sublattices is largex(7/4). In this
N (A~ +
+)\ng()' Frg(Crtolrgo drgaCrto) T fzg Kio(StSy) case, the lower energy states have energies given by the sim-
pler expressions
E L (S1Sp) = E | ggrr(SySy) ( JR| 72?2
2 5 ' ES(k)=+ H+cosf — | + ,
99 B 2 2m,
—2 gueHST— 2 gueHS;— 2 I\(Stom) . IR| 2P
f g fx EX(k)=—AF| ugH+cosO — |+ ——, (©))
2 2mh
- 2 W(Sgog)- (1) in which the effective masses are related to the jump param-
9 eters by the following equations
Here the first three terms describe the free-electron-hole sub- hz 2 2,3 5
system in the Wannier representation. To describe effects 2m tfg(Rf Rg)“+ 5 L (Ri—=Rg)%t .
associated with the antiferromagnetic order in the localized @)
subsystem, one performs the conventional separation into
two sublatticesF and G. The Fermi operatoc,;,, annihi-  Here the cubic structure of the lattice is taken into account.

lates an electron fok=e or hole forA=h at site f with In Eq. (3), the choice of reference scale for the energy is such
projectiono (o= +1/2) of the spin angular momentum. The that, in the paramagnetic phase w0, the bottom of the
operatord, 4, corresponds to the same kind of process, buconduction band corresponds to zero energy. Then the de-
for siteg from the sublatticé&s. For electronsu,= « and for ~ gree of overlap of the valence band with the conduction band
holes u,= — u. The next group of operators in E(l) de- is determined by the paramet&r>0. In order to determine
scribes the Heisenberg interaction among the spin anguldhe temperature dependence of this energy spectrum it is nec-
momenta of the localized electronic states, which bringsssary to study the low-temperature thermodynamics of this
about an antiferromagnetic order, as well as an interaction gfystem and to calculate the temperature dependence of
the spin angular momenta with the magnetic field Here ~ Rcos# in a noncolinear geometry.

we have included both the interaction within the sublattices

and the interaction among spin angular momenta fronfthe

andG sublattices. Finally, the last two .terms account for thez_ TEMPERATURE EVOLUTION OF THE SUBLATTICE

s—f exchange coupling among the spin angular momenta ofjscNETIZATION

the localized and collectivized states.

The energy spectrum of the electrons and holes in the The parameters which determine the magnetic structure
tapered antiferromagnetic phase is conveniently found bwf the localized subsystefR and cosd) can be calculated in
first going to local coordinate systems for theand G sub-  our case using an exchange hamiltonian. In local coordinates
lattices. The procedure for transforming to local coordinateghis hamiltonian is obtained by rotation through an angle
and obtaining the electron and hole spectra in the noncofor the F sublattice and by an angle 8 for the G sublattice.
linear geometry of this problem has been described in detailhen (for details, see Ref. 13
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1 1 we use the ideology of the two-time temperature Green
Hinz=—5 Z Le (S5Spr) — > E lggr (S5Syr) functions**° For this purpose, we introduce the following
ff 99 four functions into the discussion:

+fE Krg{cOS 2(S{S:+ SISt ((bg(Dbg (1)),  ((ag(t)[bg (1)),
g
(b y(D)bg (1)), ((@Zq(t)]bg (t'))).

+S{Sy+sin 20(S{Sy— SiSy)}
A closed system of equations for the Fourier transforms of

—gugH cos 0( Z S?JFE Sé) these functions can be written in the form
’ (0= eq){{bg|bg )) =14 re{(aglby Mt &q((aZ by ).,
cquat sind| S -3 ). §) (e {(agbi)u= (0] (D7

+ be b)) =—ve({al by )y — Eql{aqglbg ),
For examining the low-temperature thermodynamics in the(w eq){(bZglbg }) 0=~ vq{(aZqlbq )0 = &al(aglby ))e

localized subsystem we use the Dyson—Maleev representam +&q){(a’ by )) .= = v4((bZ by )) 0= E((Dglbg ) -
tion, a

Sf+=\/2—8(af—af+afaf), S = \/Z_Saf+, From this system we obtain a dlspers_lon. equation for the
energy spectrum of the elementary excitations,

Sf=S—-afa;, S)=12S(by—bybyby),

w—gq —Vq —&q 0
Sy=V2Shy, Sj=S-byb,, ©) PR 0 TR 12
wte v
wherea; (a;) are the annihilatior(creation operators for d a a
excitation at sitef for sublatticeF. For theG sublattice the 0 &q vg  wteg
corresponding operators are denotecbgy(by ). On solving Eq.(12), we find two branches of the energy
Substituting Egs(6) in the Hamiltonian(5), taking the  spectrum,
Fourier transform, and proceeding as usdake obtain the .
Hamiltonian in the second quantization representation. The —@1(Q)=V(gq—vg)“— &G,
uadratic form is given b
q gren sy 02(Q)= \(oq+ vg) P~ £ (13
HQZE {e4(ag aq+ by by + vo(asby+blay) Given Egs.(8) and (9), the expressions for the spectrum in
q d d a d the noncollinear phase, whe#e>0, can be written in the

form

+E&q(agblytb_qag)}, (7)
w1(q) =S{(1o— 14+ Ko—Kg)(Ig— 4+ Ko—Kq cos 1)}

where we have introduced the following notation;
wx()=S{(Ig— 4+ Ko+ Kg)(Ig— 4+ Ko+ K, cos )2,
eq=gugH oS —SKy cos B+ S(Io—1 ), 2AW=S{(lo~1q+ Kot Ko)(lo~ It Kot Kq )}(14)

vq=SK, cog 6, £4=—SK, Siré 6. (8) Itis clear that the lower branch is gapless, consistent with the
. . Goldstone theory. The exchange Hamiltonian is invariant
Here the Fourier transforms of the exchange integrals argith respect to rotation by an arbitrary angle aboutzlais,

given in the form while the ground state of the system in the tapered phase
does not have this invariance. This explains the presence of
Kq:% Kig exp{—ig(Ri— Ry}, the Goldstone boson in the system.

The second branch of the spectrum has an activation
character. The energy gap for this branch is given by

|q=; lts exp{—iq(Ri—Ry)}. A=w,(0)=2SK, cos f=gugH. (15)

. S n In the right-hand neighborhood of the spin-flip transition,
In order to write down the Hamiltonian in the,, 8y , b S\{vhen 0=0 and the subsystem of localized spins undergoes a

+ . . .
and bq. operator representation, we equa}te the terms in fir transformation to the colinear phase, the two branches of the
order in these operators to zero and obtain a condition for the

equilibrium angled, Spectrum obey
wl,Z(q):gMBH+S(|O_Iq)_S(KOqu)- (16)
Solving the system of Eq$11), we find the Green function

cos f=qugH/2SK,. (9

To find the equilibrium magnetization

TS Gk it G

1 1 + 2_ 2 2_ 2 '
R:N§<S§>:S_N%<bqbcﬁ (10) [0~ 01(q) ][0~ w3(q)] an
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which allows us to obtain the desired expression for the equi- a0l
librium magnetization, :
R=S-6S(0)— 6S(T), (19 i
whereS(0) is a term which reduces the magnetization owing "B
to the zero-point quantum fluctuations, with 5 .
1 1 Eq—V eqtv 3
8S(0)=-——— > {—2—d4 a4 19 s
0737 4 [ w01 @ ws(Q) 19 i
The temperature reduction in the magnetization is given by
1

_ 1 €q~ Vq gqt Vg ~0.10 1 ] !
5S(T)_m% [wl(q) Ma™ o (e M) (20 o ! z J #

7, K
where FIG. 1. Quantum temperature fluctuations of an antiferromagnetic semi-
niq={exp[wi(q)/T}— 1}71, i=1,2. metal. One electron and one hole subband are populated.

These equations will be used to study the temperature depen-
dence of the band magnetization in a quantizing magnetic For low current-carrier concentrations and relatively

field. large splitting of the electron- and hole-spin subbands, Fermi
quasiparticles lie within the confines of spin subbands with a
3. QUANTUM TEMPERATURE FLUCTUATIONS single spin polarization. This situation occurs when the fol-
lowing inequalities are satisfied:
Landau quantization takes place in a strong magnetic a2 -
field.X® In order to find the thermodynamic potential of the 4 (MeAe) n<f (MpAn) (24
electrons and holes, whose spectrum is given by(8qit is 3 7S 3 whd

sufficient to transform to the Landau representation and su
over the quantum numbers of this representatiofi.Then
the fluctuating part of the magnetization from the collectiv-
ized electrons is given by

TVhwg(me)¥?

e _ _

e 2 e

Wheren is the concentration of electrotand holes per unit
volume and

2

1
Ae=’,u,BH + - J.R cosé

. (29

1
Ap=|pgH+ > JnR cos 6

(-n° sin{anﬁeU/hwng Deo)
=1 n sin (27 nT/hodl '

(2D From the condition of electrical neutrality in the main ap-
proximation, we obtain

where my,

Me

Me

Ach, ﬁh:— Achs

bop=2maMIMy— /4, Mg+ my Me+my,

my is the free-electron mass, aad=eH/mcc is the cyclo- R cos# . )

tron frequency for the conduction electrons. The importanften=A4+ ——— (|3l +13n)) + gH(sign(Je) + sign(Jp)).
feature of this expression fé1¢ is that, instead of a chemi- (26)
cal potential that depends weakly on the temperature and
magnetic field in the ordinary Fermi-liquid case, HG1)
includes the renormalized chemical potential

The above expressions for the Fermi energies of the
electrons and holes determine their strong temperature and
field dependences. Here the absolute changes in these quan-
Heoe=p+o(2ugH+ IR cos ), (22)  tities depend, in particular, on the ratio of their effective

which, because of the ternxR cos6, can vary rather masses. Thus, for example, in the case of heavy holes, for

strongly as the temperature and magnetic field are changefyiCh Mh=>me, only the electron Fermi energy can change
if the s— f-exchange interaction parameter is sizeable. The&'dnificantly. In this case, the quantum temperature fluctua-

strongT dependence o, , therefore, lies at the basis of tions will be determined only by the conduction-electron

the quantum temperature fluctuation phenomenon in thes%UbSyStem'
d P P For concrete calculations, we shall use E@, (17)—

antiferromagnetic semimetals. Before proceeding to a direc 0), and (23). Figure 1 shows the results of a numerical

analysis of the quantum temperature fluctuations, we notcalculation of the quantum temperature fluctuations for an

that the contribution of the holes to the fluctuating part of the_ . . . . .
T : antiferromagnetic semimetal with equivalent electron and
magnetization is given by an expression analogous to E

. : Yiole bands. Here the following system parameters were used:
frzhlé,nwnh the subscripe for the electrons replaced Hy. J,=J3,=0.2 eV, m,=m,=m,, andTy=10 K. The concen-

' tration of band carriers corresponded to the semimetal case
Uhe=—m+A+0c(2ugH~+ IR cosb). (23 and equalled 0.035 per lattice siMd._(T) was calculated for
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FIG. 3. Quantum temperature fluctuations of a low-temperature antiferro-
temperaturesT=0.5-3.5 K, where, as noted above, the magnetic semimetal as a function 4.
spin-wave approximation is valid. It is quite clear from Fig.
1 that for these system parameters there are a substantial

number of temperature fluctuations. lated to the contribution of the second branch of the spin-
Let us analyze the results on quantum temperature fluGyaye perturbations and to the presence of Brillouin zone

tuations shown in Fig. 1. In the spin-wave approximation théxtfects which were neglected in EQ7).

drop in the magnetization owing to temperature is given by e equation for the phase shift implies that the period

b3 1 1 \2/T\2 of the oscillations with respect 6 is given by
5S(T):(@ (sin 0) 2K e <§) ’ @7 P_(Zsin 0)( m0> 12SK, KOS)2 0
whereb is the magnetic cell parameter in the antiferromag- 9 Men/ | el + | Jnl /| ke
netic phase and the spin-wave rigidity is where kg is the Boltzmann constant. This equation can be
1 used to derive an important relationship among the param-
a=— {E |0fR%+z KOgRS]- (28)  eters of the electronic structure of this antiferromagnetic
67 9 semimetal from experimental data on quantum temperature

fluctuations(after plotting the fluctuating part of the magne-
tization in theM _ , T? plane and measuring the periédof
the oscillations

1 T\? Here we note two other features which are immediately
o3(T)= 3sing/\KyS evident from Eq(30). First, with other conditions the same,
) the period of the oscillations decreaseskgswhen the ex-

These equations show that as the temperature changgg,ange integral decreases. Given that the temperature range

the phase shift in the argument of the sine in E20) is i, \hich the spin-wave approximation is applicable de-
determined by creases linearlyas the Neel temperature, itselis K, be-

In the nearest-neighbor approximation, where: K,b?/8,
we have

STe(T) g\ { Men) ([ 3e] +] 30| 1 T \2 comes smaller, we conclude t_hat the number of ;pikes in th_e
—=—\3/l=— . = quantum temperature fluctuations increases rapidly for anti-
ho 2)/\ mg 4SKy 3sin 8]\ KoS . . .
¢ ferromagnetic semimetals with lower Neel temperatures.
S1un(T) This feature is illustrated in Fig. 3. In calculating the quan-
= Aol (29 tum temperature fluctuation curve shown in this figure, the

¢ Neel temperature was taken to be JiKstead of 10 K, as in

where mg, is the reduced electron-hole mass),, the earlier casg¢swhile all the other characteristic param-
=mem;,/(mg+m,). Equation(29) yields an important result eters were unchanged.

for practical application of quantum temperature fluctuations.  The second feature is related to the dependence of the
If we construct the part of the magnetization that oscillateperiod of the quantum temperature fluctuations on the taper
with changing temperature as a functionTdf then a plot of of the antiferromagnetic sublattices. As the spin-flip-
“damped” but still periodic oscillations is obtained. Figure 2 transition point is approached, the period of the oscillations
shows the results of such a construction using the same vallecreases: sinf. Then, by measuring the perio&s andP,

ues as in Fig. 1. Clearly, in the new coordinatesglecting  of the oscillations for two values of the external magnetic
the drop in amplitude of the oscillationthe curve is indeed field H;<H,<H,, it is possible to obtain the field for the
periodic in T2. Small deviations in this periodicity are re- spin-flip transition from the simple relation
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P1H,)?—(P,H,)? ok
H§=( 1H2)*=(P3Hy) . (31) 0.0_ a
(P1—=P2)(P1+Py) 0
A more complicated situation arises in the case where -0.10%
Fermi quasiparticles occupy subbands with opposite polar- -
izations in the spin angular momentum. For example, let 0'05“ \ /\ NN A A NP

electrons occupy both spin subbands, while holes, as before, " ~0.02| VvV VvV

lie only in the lower spin subband. This occurs when the
following conditions are satisfied:

0.04- ¢
0 Oﬁﬁvﬁvavwv‘%%‘
4 (mglAy)%? 4 (myA,)3? S -0.04F

, &/cm
Ll

3 %S T3 A%l (32 o2
then it is easy to find expressions for the temperature depen- g.7+-
dences of the Fermi energies for the two electron and one d
hole bands by solving the equation for electrical neutrality. g
Calculating the temperature phase shifts in the usual way, we -afb
obtain the three periods ifi for the oscillations: ) ] ] I ! 1 1 ] !
_ e e ) 0 01 0.3 0.5 0.7
PE_(Zsm 0)(m0)( 12SKy(gS +9° +gp) )(K05> 12 K
Tl g Jime)\ 292 (3¢ +g"(| 3¢ +[3nD) /| ks

FIG. 4. Quantum temperature fluctuations of an antiferromagnetic semi-

2 sin m 125 € 1%+ K-S\ 2 metal. Two electron subbands and one hole subband are occipiegl.
= ( 0) (_0) ( = KO(g+h 9 gh) ~o- Contributions of the electron and hole subban(dstotal fluctuating part of
g Mg 2g+|‘]e|_g (|Jh|_|\]e|) kB

the magnetization.
I:)h:(ZSin 6)<m0)< 12SKq(g% +9° +gp) )

9 M/ % ([Jel + 130D +92 (| 3n = [Jeh) oscillating magnetization is made up, in general, of four
KoS| 2 functions that are periodic ifi2. The proposed method for
x(k—> , (33 analyzing the experimental data is effective in this case, as

B well. We do not give concrete expressions for the four peri-
whereg® andg® are the densities of electronic states on theods of the oscillations here in order to save space.
Fermi surface for the two spin subbands afids the density In conclusion, we summarize the main results of this
of hole states on the Fermi surface fb=0. When the dif- study. The main conclusion of this work is a proof of the
ference in effective masses is relatively small, the amplitudepossible existence of a new type of oscillations, quantum
of the oscillations will be of the same order of magnitude fortemperature fluctuations, in antiferromagnetic semimetals.
the electrons and holes. In this case, the resulting magnetFhe conditions for a distinct experimental observation of
zation M _ is obtained by adding three periodic functions quantum temperature fluctuations ai@:relatively low Neel
and, therefore, is generally periodic TR. This is illustrated temperatures T,<1-10 K); (b) the existence of an ex-
in Fig. 4. In these calculations the effective masses of thehange coupling between the spin angular momenta of the
electrons and holes were chosen to be different, with  current carriers and localized electrons; atal,samples of
=my/2 and m,=my. The concentration of electrongnd sufficiently good quality. At present, choosing solid-state
holeg per lattice site was chosen to be 0.06. The remainingompounds which satisfy these requirements presents no dif-
parameters were the same as in the calculation of the quafieulties. As an example, we note the already-mentioned ce-
tum temperature fluctuations shown in Fig. 3. Curaesare  rium monopnictides. These compensated semimetals have
guantum temperature fluctuations that are periodic with reantiferromagnetic order with a Neel temperatuig
spect toT? and originate from the two electron- and one ~5—7 K. The high quality of the single crystals is con-
hole-spin subbands. The total fluctuating part of the magnefirmed, in particular, by the intense signals from the de Haas-
tization is shown in the lowest curve of this figure. It is this van Alphen effedf in CeAs. Given that the order of magni-
form of quantum temperature fluctuations that is observedude of the amplitude of the quantum temperature
experimentally. Thus, the method proposed here for analyZluctuations is the same as that of the de Haas-van Alphen
ing the experimental data and based on the above results, éffect, we may hope for good observations of quantum tem-
of special importance. In fact, plotting thd . curve as a perature fluctuations in these antiferromagnetic materials.
function of T2 and then Fourier analyzing it makes it pos- It should be noted that studies of quantum temperature
sible to isolate the periodic contributions from quasiparticledluctuations are of interest, both from the standpoint of ob-
in the different spin subbands. After determining the periodsserving the effect itself and in order to obtain additional in-
of the oscillations for the different components and comparformation on the electronic structure. The predicted contri-
ing them with the values obtained from E®3), we obtain  butions from the individual spin subbands to the quantum
numerical relations for the electronic structure parameters. temperature fluctuations periodic T provide a large infor-

Analogous results can be obtained easily even when botiation input to studies on quantum temperature fluctuations,
electrons and holes occupy both spin subbands. Then thehich is, to a substantial extent, similar in its possibilities to

Pe
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The magnetic properties of Au/Ni/&00) films with Ni thicknesses of 8—200 A are studiedTat
=77 K using a scanning magnetic microscope with a thin-film high-temperature dc SQUID.

It is found that the Ni films, with an area of 0.6 mm, which are thicker than 26 A have a
single-domain structure with the magnetic moment oriented in the plane of the film and a
saturation magnetization close to 0.17 MA/m. For films less than 26 A thick, the magnetization
of the film is found to drop sharply. €998 American Institute of Physics.
[S1063-783%8)02509-X

Studies of the properties of ultrathin magnetic films arenonmagnetic to the ferromagnetic state has also been pre-
of fundamental, as well as practical, interest. These films cadicted for epitaxiabcc-Ni films subjected to a 1% stretching
be used in magnetic recording devices to enhance thef the lattice caused by the substrite.
memory density. From the standpoint of fundamental re- The magnitude and spatial orientation of the magnetic
search, these films are interesting objects for studying magnoment of Ni films depend on the number of monolayers,
netic ordering in two-dimensional (2 magnets:? the substrate, and the structure of the buffer 14y&r°

The best known devices for measuring the magnetic The dimensions of the magnetic domains formed in Ni
properties of ultrathin films, the surfaces af &nd 4 met-  films range from tens of micrometers to a few micrometers
als, and submicron particles of recording media can be class the thickness of the Ni is changed from 20 to 149 A.
sified into three groups: devices used to measure the inte- Besides the above properties, ultrathin Ni films can also
grated magnetic moment of a sampfé; devices which manifest a spectrum of phenomena associated with the tran-
produce an image of the structure of magnetic objects wittsition from two-dimensional to three-dimensional magnetic
high spatial resolutiofi;® and, instruments using synchro- systems as the number of monolayers is increased. It has
tron or neutron radiatiof? 12 been found, for example, that the value of the critical index

Recently developed scanning SQUID-microscdpes B in the temperature dependence of the magnetization in the
make it possible to measure the absolute magnitude of theeighborhood of the phase transitiod,(T)o(1—T/T.)?,
magnetization of a sample with a high sensitivity that is notchanges quite sharply from 0.125, which is characteristic of
accessible to other devices and to take topograms of thevo-dimensional “Ising” magnets, to 0.43, which is charac-
magnetic field of a test object with a spatial resolution downteristic of three-dimensional “Heisenberg” magnets, as the

to a few micrometer? thickness of Ni films is varied from 5 to 10 monatomic
In this paper we present the results of a study of thdayers’

magnetic properties of ultrathin Au/Ni/@00) films at a The Curie temperaturé; also depends on the Ni film

temperature of 77 K using a SQUID-microscope. thickness and can vary from 50 to 450 K as the thickness of

Ni/Cu(001) films is increased from 1.5 to 8 monolayéPs.
Here the dependence df, on the film thickness can be

extrapolated tol.=0 for a single monolayer of Nt
1. PROPERTIES OF THIN Ni FILMS polated 1ol ¢ single monolayer o

Thin Ni films can have two types of crystal structure
[face centeredficc) and body centeredcc)] with substan-
tially different magnetic properti€’s. According to theory, Figure 1 shows the mutual positions of the
fcc Ni exists only in a ferromagnetic phase, while thec ~ SQUID-probé? of the scanning magnetic microscope, the
modification displays a transition from a ferromagnetic to atest sample of Ni film on a 0.3-mm-thick substrate of
nonmagnetic phadeas the Wigner—Zeitz radius is lowered Si(100), and a thin-film calibration loop deposited on the
to a critical value on the order of 2.6 A. A transition from the same silicon substrate. The film samples were rffaidethe

2. EXPERIMENTAL TECHNIQUE
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FIG. 1. Schematic illustration of the mutual positions of the SQUIR
sample (2), and calibration loop(3) on the substraté4) in a magnetic
SQUID-microscope.

form of a square with 60@xm edges. In order to visualize
the distribution of the magnetic field created by the sample,
the sample was scanned with a sample-probe distance on the
order of 100um.

A magnetizing field parallel to the sample plane was
provided by a long solenoid, and a field perpendicular to th&!C: 2: Magnetic image of a 26-A-thick, 0:€0.6 mm Ni film in an applied

. . magnetic field of 4000 A/m directed parallel to tWeaxis.

sample was created by a quasi-plane 500-turn coil. The scan-
ning SQUID-microscope could normally operate in magnetic

fields of up to 70 A/m for fields directed perpendicular to the L . ,
plane of the SQUID(and the plane of the sampland in yielded a weak magnetic signal corresponding to an orienta-

fields up to 18 A/m oriented parallel to the SQUID. tion of the magnetization vector in the plane of the film.
Information on the crystallographic structure of the YWhen a magnetic field of 4000 A/m was applied parallel to
samples was obtained on thick Ni filng800 A) without a the plane of the film, the signal-to-noise ratio increased to
gold coating on a Rigaku x-ray diffractometer. Only the ©Ver 100 and the magnetic image became distifd. 2).
(111) reflection was observed (2=44.32°); the full width ~Sharp peaks at the maximum and minimum of Byecom-
at half maximum of the peak was 1.028°. The existence of &0nent of the magnetic field lay on opposite edges of the test
single reflection(111) is evidence of a textured structure for 1IM which is indicated by a dotted line in Fig. 2. The sym-
the deposited Ni film and a strongly express&tLl)- metry of the imagdthe positive and negative responses are

orientation. The lattice constant calculated from the positioffdu@! in sizeis a result of orienting the magnetization vector
of the 26 reflection was 3.53 A. The observéi11) film in the plane of the film. The presence of only two peaks in

orientation is natural, since in this case the mismatch bet’® magnetic image of the entire film, whose dimensions

tween the lattice constant in the @00 plane(5.2 A) and grgatly exceed the spgtial resolution of the scanning SQUID-
the Ni atoms in the plane of its fil4.99 A) is minimal. [t ~ Microscope, can be interpreted as evidence of a single-

was not possible to check the thinner films in this mannefomain structure. _

because of the low intensity of the reflected radiation. The change in the componeBY(x,y), relative to the
During the measurements, the probe of the scannin§nonon signaB,(0,0) recorded far from the film, was cal-

SQUID-microscope was mounted in a Dewar flask with lig-culated from the change in the output volta§¥,,, of the

uid nitrogen located inside a double permalloy shield. The>QUID, the anW” feedback coefficietdV /P of the.

residual magnetic field can be measured by tuming the propgQUID electronics(here @, is the quantum of magnetic

around a vertical axis by 360°. Its maximum was close to 2.58/4X); ar12c21 zt,ohe previously measured effective afega of the

uT. An alternating current of about 3Q@A was applied to SQUID o

the calibration coilFig. 1); its magnetic image could be used The dependence of the volume magnetization of the 26

for mounting the sample inside the scanning field of the® Ni film on a parallel applied field is shown in Fig. 3. This
scanning  SQUID-microscope (on  the order of hysteresis curve was obtained by successive measurements

8x 8 mn?). The measured magnetic field over the central®f the peak value oB, as the magnitude of the applied field
was varied fromt+ 4000 to— 4000 A/m and back. These data

portion of the coil makes it possible to determine the dis- g o o
tanceh between the sample and the SQUID, which in ourShow that the saturation magnetization of this film is 0.17

experiments was varied from 100 to 406n and determined MA/m, which is attained at a field strength of about 2500
the spatial resolution of the apparatus. A/m. This value of the saturation magnetization is approxi-

mately a factor of 3 smaller than that of bulk Ni. The hys-
teresis loop(Fig. 3 is evidence of magnetic ordering in the
sample with a phase transition temperature above 77 K. The
The properties of Ni films with thicknesses of 8—200 A overall shape of th&/(H) curve suggests that this ordering

coated with a layer of Au were studied. Images were redis ferromagnetic in character. The coercitive force is close to
corded after the sample had been cooled in the residual mags A/m and the residual magnetic moment is 0.028 MA/m.
netic field from a temperatur€~400 K to the boiling tem- When a perpendicular magnetic field with a maximum
perature of liquid nitrogen. Scanning the 26-A-thick film strength of 70 A/m was applied to the 26-A-thick Ni film, the

3. RESULTS OF THE MEASUREMENTS
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—600 g 500 FIG. 5. Magnetic image of a 30-A-thick Ni film deposited on a Pt buffer
H, A/m layer in a 4000 A/m magnetic field directed parallel to thexis.

FIG. 3. Hysteresis loop of a 26-A-thick Ni film in a parallel applied mag-

netic field. rotated relative to the direction of the field and the peaks
were shifted to the location indicated in Fig. 2a. Similar re-
sults were obtained for 200-A-thick Ni films without a gold

signal was below the noise level of the SQUID and an imag“c‘:oating.

could not be obtained. o In order to determine the way the silicon substrate influ-

Attempts to record images of samples with thicknessegnces the orientation and magnitude of the magnetic moment

of 15 and 8 A inparallel and perpendicular magnetic fields of the film, we have prepared and studied samples of Au/Ni/

with distances of 10Qum between the SQUID and sample pysj100) films with a 100-nm-thick buffer layer of Pt. The

showed that their magnetizations are below the sensitivitytiice parameter of the platinum, 3.9 A, is in between those

threshold of the instrument. Thus, when the thickness of thg¢ sj and Ni, which reduces the stretching of the Ni layers in

Ni films was varied from 26 to 15 A, the magnetization fell the film. An image of the distribution of tHB, component of

by more than two orders of magnitudeig. 4). the magnetic field is shown in Fig. 5.

As opposed to the 26-A-thick films, the images of Ni
films with th|pknessgs of 43 and 84 A recqrded after the.y4' DISCUSSION OF RESULTS
were cooled in zero field, showed distinct pairs of symmetric
positive and negative peaks located on opposite corners of We begin the discussion with the simplest case of rela-
the square film samples. These images correspond to tavely thick Au/Ni/Si(100) films with thicknesses of 43 and
single-domain magnetic structure with an easy axis of mags4 A. As the measurements &t=77 K show, ferromagnetic
netization lying in the plane of the film along a diagonal. ordering is observed in them. Here the saturation magnetiza-
When a parallel magnetizing field on the order of 4000 A/mtion is close to the bulk valugFig. 4), in agreement with
in magnitude was applied, the magnetic moment of the filmtheory!®

The observed orientation of the magnetization in the
plane of the film may be the consequence of a number of
factors. First, with this orientation there is almost no demag-
netization field in the film; second, because of the stretching
of the Ni film by the silicon substrate, the direction of easy
magnetization can lie in the plane of the film; and/or, third,
77 K lies between the magnetic phase transition point and
the reorientation temperatuf for these films**

The domain structure of the thick films turned out to be
B insensitive to the applied magnetic field, regardless of
whether it was directed parallel or perpendicular to the plane
of the film. (In our experiments these fields were up to 4000
and 70 A/m, respectively
5 Films with intermediate thicknesseéabout 25 A also

manifested ferromagnetic ordering, but with a smaller satu-
T | 1 i 1 L ration magnetization. This is most likely because the sample
7 . 60 90 temperaturel =77 K was close to the phase transition tem-
a,4 perature for this film thickness.

FIG. 4. Saturation magnetization as a function of Au/NUISD film An alternative reason may be an islaetuste) structure
thickness. of the film, which becomes more probable as the thickness is

4
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reduced. Ferromagnetic ordering with a magnetization oriponents of the magnetic field of ultrathin films of magnetic

ented in the plane of the film has been observed previouslynaterials and to determine, to a high accuracy not available

with cluster radii below 30 A, for example in rather thin with other devices, their local magnetizations in regions

(about 30 monolayefse films?* Thus, the reduction in the where the acting fields are low.

magnetization of Ni films with thicknesses of 15—-30 A may We thank S. I. Krasnosvobodtsev, L. V. Matveets, A. V.

be a result of cluster formation. Pavolotskij I. G. Prokhorova, S. N. Polyakov, N. N.
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dering was not observed in the Ni films with thicknesses of 8work.

and 15 A at the existing sensitivity of the scanning SQUID-  This work was supported by the Russian Fund for Fun-
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sition point for these films lies below 77 K, although other 18127) and INTAS (Grant No. 93-2777-ext
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The combined effect of the ligand crystal field and the exchange interaction on fhec&tion

in CuGeQ is examined. It is shown that, if the magnitude of the exchange interaction
exceeds the splitting of the energy levels of the_,2 andd,, orbitals, then an alternate filling
of the d orbitals along a chaiiforbital ordering is possible. This effect creates an
antiferromagnetic interaction betweenCpairs in 90° exchange and a doubling of the lattice
period. A Jahn-Teller pseudoeffect causes singletization of the ground state of the
antiferromagnetic chain of Gti spins. © 1998 American Institute of Physics.
[S1063-78348)02609-4

In artificially synthesized single crystals of CuGgén  cation of the ligand crystal field and the exchange interaction
anomalous reduction in the magnetic susceptibility has beewith nearest neighbors in the chain. It is shown that when the
observed and, subsequently, an antiferromagnetic pairing ofexchange interaction energy is sufficiently higérger than
CUW" sping at low temperatures, or the so-called spin-Peierlghe splitting of the energy levels of thg2_ 2 andd,, orbit-
phase transition. The latter was first observed in organials), ordering of the @ electron orbitals of neighboring &l
compound$* and described theoretically as a consequenceations becomes possible and this leads to an antiferromag-
of the interaction of a one-dimensional antiferromagneticnetic interaction in the chain with 90° indirect coupling and
chain of spinsS=1/2 with the three-dimensional system of a doubling of the lattice period. By changing the energy of
lattice phonons.Not all features of the magnetic properties stabilizing the Jahn—Teller pseudoeffect acting on the energy
of CuGeQ can be understood at present. levels of thed,2_,2 andd,, orbitals, the energy of the spin-

The strong tetragonal crystal field of the oxygen octaheorbit interaction may emerge as the reason for the alternating
dra stretched along tHe, axis surrounding the Cii cations magnitude of the exchange interaction along &Cchain
leads to a doubling of the population of tHg orbitals @Zlb,  and singletization of the ground state.
axis) by electrons, suppressing the exchange interaction
along theb, axis of the crystal and imparting a quasi-one- 1. EXCHANGE INTERACTIONS
dimensional exchange interaction along thg axis. The
observel exchange interaction along the, axis is
antiferromagnetic, which contradicts the conventiona T " 4
Goodenough-Kanamori rules for 90° indirect coupling. InErémin;” yields an analytic expression for the Goodenough-
the neighborhood of the transition temperatlitg=14 K, Kanamori rules for the interaction of an arbitrary pair af 3

there is a doubling of the lattice period of CuGe®ong the cations'® In this model the interaction of a pair of cations is
a, andc, axes’ In doped CuGeQSi crystals the coexist- represented by the sum of the interactions of all tkeo8-

ence of a dimerizeésingley phase and an antiferromagnetic pitals of the catiops through tm_aorbitgls .o.f an intermediate
phase has been observed at temperatures bBlevf When ligand. Contr|but|_ons of .practlcal S|gn|f|gange come frqm
a high pressure is applied to crystalline CuGee intrac- only two types of'lnte'ractlons: so—c;alled kinetic and potential
hain exchange constant decreasesile T.p increases? exchange. The kinetic exchange integral
An attempt? to explain the antiferromagnetic interaction 1:-t— — AU+ U )
in CuGeQ uses the concelstof the participation of neigh- . Y
boring nonmagnetic ions in indirect exchange in Cu_o_CudeSCI'ibeS the interaction of Slngly OCCUpiG]ﬂ @bitals of the
dimers. In an examination of just the singly filled orbitils, i-th andj-th neighboring cations, while the potential ex-
it was found that the deviation from quadratic symmetry andchange integral
hybridization of oxygen atoms with neighboring Ge-O j1-02-n_ YAgint @)
groups and with one another yield strong antiferromagnetic !
exchange of greater magnitude than the Cu-O-Cu ferromagiescribes the interaction of an empty doubly occupiep
netic interaction. Here, unfortunately, the large potential conorbital with one that is singly occupied. The signs in E@3.
tribution to the Cu-O-Cu interaction resulting from the inter- and(2) denote antiferromagnetic-) and ferromagneti¢+)
action of filled and half-filled orbitals of neighboring €u interactions.y is the bond covalency parameter, given by the
was neglected. mixing coefficient of the atomic wave function of the ligand
In this paper we examine the combined effect on 'Cu with the wave function of the cation; its magnitude depends

The model of indirect-exchange interactions developed
by Anderson’® and subsequently by ZavadsKi and

1063-7834/98/40(9)/6/$15.00 1534 © 1998 American Institute of Physics
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on the type of couplindgo or ), the coupling geometry, and cw() Cu(2)
the ligand-cation distancél is the energy of excitation of an
electron from a ligand to a cation; its magnitude depends on
the population of the & shell of the cation, the type of

ligand, and the coordinatiod™ is the intraatomic interac-

tion integral; its value depends on the population of tie 3

shell of the cation. T H
We neglect the other contributions to indirect exchange dxﬂ-yz dxy

known from the literature, since they either are components

of the exchange mechanisms discussed here or are associate

with double excitation of the ligands. It is best to introduce > C,

extended couplings, such as Cu-O-Ge-O-Cu or Cu-O-O-Cu,
only if the basic contributions indicated above are absent,
since they correspond to higher orders in the small parameter
for electron transport. The predictive adequacy of the contri-
butions accounted for in Eqél) and(2) has been verified
for different lattices and cations.

Let us consider the exchange interaction in CugeO
The strong tetragonal distortion of the coordination octahe-
dra around the Ci cations along théy, axis makes it so M
that thed,2 orbitals are doubly occupied, so that there is no a
exchange interaction along tlg axis. (The interaction be-
tween doubly occupied and empty orbitals equals zéh&e
have neglected the interaction along tiyeaxis (Cu-O-Ge-
O-Cu). Thus, as a result of the tetragonal distortion, CugeO
becomes quasi-one-dimensional magnetically. The electron
hole in the copper cations is located in g 2 orbitals.
The indirect exchange couplings of two €ucations al-  Fig. 1. A schematic representation of oblique exchange couplinggiof 3
lowed by symmetry and the populations of the individuel 3 orbitals of C&*(1) and C4"(2) cations in a CuGegstructure with 90°

orbitals are shown in Fig. 1. The total indirect exchangeexchange through intermedigi¢ andp, orbitals of the oxygens in the case
integral for such a pair of cations where holes occupy tha,2_ 2 orbitals of both cations. The arrows on ttie

orbitals indicate their electron populations.
J(dy2_y2,dy2_y2) = +4bcJ™ 3

is ferromagnetic and confirms the predictions of thewhen the ion develops an orbital angular momentum owing
Goodenough-Kanamori rules for 90° coupling. Hére v? to mixing of thed,2_,2 andd,, states. Let us assume that

is the ligand-cation electron transport parameter with this splitting is small and that holes on neighboring?Cu
coupling d,2—y2—py Or py) andc is the same parameter cations can be in any of these orbitals. We shall calculate the
with 7 coupling @y, — py Or py). This means that, for suffi- exchange integrals for the possible cases. For the case when
ciently strong tetragonal distortion, they._,2 holes on holes are placed in the,._,» orbitals of neighboring Cur
neighboring Cé'-cations cause the ferromagnetic interac-ions, we have already estimated the exchange intéges

tion along the chain along they-axis. This is correct until
the splitting of thed,>_ 2 andd,, orbitals exceeds the energy

of the exchange interaction. dyz
—d d
— N ez
2. ORDERED POPULATION OF THE d-ORBITALS cu?t \ d,,
OF NEIGHBORING CATIONS —_ il
Let us consider the energy of thel &lectrons when the D‘l]

coordination octahedron of the surrounding ligands is - T\
strongly distorted. Figure 2 shows a qualitative picture of the / dpy
splitting of the energy levels of the Euions in crystal fields 1 / £, —
with various symmetries. The cubic compon@®y’ of the ) —

: ) . 2 22-y2
crystal field for a plane square is considerably smaller than
the splitting in an octahedron, if it means anything at all to J 4 Ne—
speak of this for such a ligand configuration. Ee £ 4

We are interested in the magnitude of the splittiag
FIG. 2. A schematic diagram of the energy levels of thé'Cion in the

between thedxz_yz and.dxy orb|t:_;1Is. Thl,s splitting I,S Sup- ligand fields of different symmetry as the octahedron is stretched tetrago-
pressed by two effects: crystal fields with symmetries IOWeI'naIIy. The ion energy is determined by the Bole. (1) Free ion,(2) octa-

than tetragonal and the spin-orbit interaction which developgedron,(3) plane square(4) rhombic distortion.
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cu (1) Cu(2)
x

dxy FIG. 4. A schematic representation of the distortions in the equatorial plane

d,z,2
x™-y of the oxygen octahedra around un CuGeQ in the sP phase.

> Gp nating (dxz-y2—dy,—dyz_y2—d,y—...) splitting of the
holes and we shall refer to this as the orbital ordering of
neighboring cations. The phenomenon of orbital ordering is
not new and has been examined theoretically béfdoe the
orbitally degenerate, level in perovskites. In the case of
CuGeQ, we expect pseudodegen-
eracy of the energy levels havirgy(d,2_y2) andty4(dy,)
‘ symmetry.
What does this imply? First, as noted above, orbital or-
d:cy dering leads to antiferromagnetic ordering of cation spins,
with 90° oblique coupling, along chains along ttgaxis in
CuGeQ, as has been observed experimentaecond, or-
bital ordering leads to a doubling of the lattice period, which
has been observed experimentalind is evident from the
following reasons. The ordered placement of holes in the
orbitals of neighboring cations corresponds to an alternation
FIG. 3. A schematic representation of oblique exchange couplingsiof 3 along thec, axis of d,2_2 orbitals with different popula-
orbitals of ngighboring copper cations in a CuGeshructure in the_case tions (dlz,yz_dl%,yz_dlz,yz_dl%,yz_---)- Theelectrons
where holes lie in the,2_,> Cu(1) andd,, Cu(2) orbitals(orbital ordering. of a cation in which tha:lxz_yz orbital is singly populated
shield the charge of the surrounding ligands less, so that the
internuclear attractive forces shrink the Cu-O distance in the
equatorial plane of the octahedron of this cation. The lattice
eriod is doubled in the direction of the ordered disposition
f the orbitals.

N

d,z

Eqg. (3)) and it is positive. For the case when one hole is in
thed,2_,2 orbital of Cu1) and the other, in thd,, orbital of

Cu(2), the obligue exchange couplings allowed by symmetryp
and the populations of the orbitals are shown schematicall?
in Fig. 3. In this case, the cation-cation interaction integral is
the sum of antiferromagnetic and ferromagnetic contribu-3- SINGLETIZATION OF THE GROUND STATE

tions, When the splitting 4 is small enough, the energy levels
1 of thed,2_,2 andd,, orbitals can be regarded as pseudode-
J(dy2_y2,dyy) = — 2bC( 2U-3 J'm) : (4)  generate and the Jahn—Teller pseudoeffect must be invoked.

_ _ o _ _ When the stabilization energy of the Jahn—Teller pseudoef-
For the case in which holes lie in titg, orbitals of neigh-  fect exceeds the spin-orbit interaction energy, it is more ad-

boring C¢*, we have vantageous for the system to lower its symmetry to mono-

16 _ clinic. Probably these interactions manifest themselves

J(dyy,dyy) =+ 3 bcJ™, (5)  through the distortion of the bases of the oxygen octahedra
and shifts of the Cii" ions observed by neutron diffractith

i.e., there is a ferromagnetic interaction. and illustrated schematically in Fig. 4. In this case, the geo-

The energyU of ligand-cation electronic excitation can metric conditions for the oblique exchange coupling of a
be 2—6 eV for Cd&".1® The intraatomic exchange integral for central CG" ion to the left and right in a chain are different
Cuw*, JM~1 eV. Thus, the interactiofd) is antiferromag- owing to the differences in the bond lengths and angles
netic and its absolute magnitude exceeds the exchange terrfrs , ¢, andr,,¢,). An alternation in the magnitudes of the
(3) and (5). The system, as it tries to minimize its energy exchange interactions sets in along the chain, leading to sin-
through the exchange interaction, chooses the antiferromagyetization of the ground state, as has been shown
netic ordering determined by the integi@), i.e., in those theoretically'®
cases where the enerd of the exchange interaction of a In a system that has been stabilized by the Jahn-Teller
pair of neighboring cations is larger than the splittiBgof  effect, the dependence of the energy of a pair of'Giations
the dy2_,2 and d,, orbitals in the crystal field, it is to be on the interaction distance in an oblique Cu-O-Cu bond can
expected that holes in neighboring CTuwill occupy differ-  be represented schematically by the curve shown in Fig. 5.
ent 3d orbitals. For a linear Ci chain, one expects alter- For low-temperature lattice vibrations, the system is at a lo-
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FIG. 5. The energy of a pair of ti cations as a function of the interaction J 4 E
e

distance in an oblique Cu-O-Cu bond in the equatorial plane of the octahe-
dron.Ar is the change in the equilibrium distanggwhen the lattice period

is doubled.E;_+ is the stabilization energy for the Jahn-Teller effect. FIG. 6. A schematic diagram of the energy levels of ttfé ¥6n in fields of

various symmetry as the octahedron is stretched tetragonally. The ion en-
ergy is determined by thedelectron.(1) Free ion,(2) octahedron,3)
tetragonal compressio4) rhombic distortion.

cal minimum of the dimerized state. At high temperatures
(kT>E;_1), the amplitude of the vibrations of the coordi-

nation oxygen atoms exceeds, and the base of the octa- |jgand-cation electron-transport parameters determined by
hedron ceases to be distorted, since now the oxygen ions g?e different composition and geometry of the ligands.

which it is composed vibrate near the equilibrium distance  apother example of orbital ordering {&0),P,0,. The

ro. The lattice period is no longer doubled. question of which model, dimerized or staircase chain, is
It is evident from Fig. 5 that at the temperatk@.  petter suited to describing this material has been discussed in

=E,1, the system undergoes a transition from an orderege |iteratureé?22 We shall show that the concept of orbital

dimerized state at low temperatures to a disordered state 6Fdering leads us to the conclusion tH®10),P,0; is best

high temperatures, i.e., the spin-Peierls transition is an ordegescribed by an ensemble of isolated dimers.

disorder phase transition. As the phase transition temperature The vanadium cations itVO),P,0;, lie within coordina-

is reached, the chain becomes uniform and, consequently, th@, gctahedra of surrounding oxygen atoms which are com-

singlet state is destroyed. pressed along tha, axis. Along thea, axis, neighboring
octahedra are bound by a shared oxygen atom, which allows
V1(d,2)-V2(d,2) oblique coupling. Isolated 4 pairs lie
along theb, axis. The octahedra of these neighboringjV
Researchers have encountered difficulties in interpretingpave edges in common in thdéddc,) plane, giving rise to
the exchange interaction of €u cations with 90° oblique 90° exchange coupling along thg axis. Along thec, axis
coupling even in studies of the properties of so-called exthe octahedra of neighboring®V are separated by layers
change clusters, which consist of isolated copper dimers. Inontaining phosphorus. The splitting of the energy levels
Cu(Il) dihydroxo complexes, the oblique 90° exchange take®f a V** ion in the compressed octahedron is illustrated
place through dihydroxo bridgé8.Measurements showed schematically in Fig. 6. The absence of electrons indje
that both the magnitude and sign of the exchange integral foorbitals makes it possible to neglect exchange alongathe
a ground-state copper dimer vary, depending on the type dxis, i.e.,(VO),P,0; should be regarded as an ensemble of
bridge. The exchange integral for the excited state of thésolated VV* dimers. For sufficiently large splitting of the
dimer is ferromagnetic. Special exchange mechanisms havevels of thed,2 2 andd,, orbitals, the electrons on both of
been developed to explain these restfts. the neighboring ¥ will lie in the dyy orbitals. In this case,
Based on the concept of orbital ordering discussedhe 90° oblique interaction in the dimer leads to ferromag-
above, however, it is possible to look at copper dimers frommetic exchangé5) and (VO),P,O; will be an ensemble of
a new standpoint. As long as the energy of the exchangesolated ferromagnetic dimers. If, on the other haig,
interaction is less than the splitting of the levels of thg  >E,, then we should expect orbital ordering in the dimer
andd,2_2 orbitals, orbital ordering does not set in and fer- (d,2_,2—d,,), which leads to an antiferromagnetic interac-
romagnetic exchanged) acts between a pair of copper cat- tion (4), as observed experimentaffy The observed gap in
ions. When the exchange energy is high enough, the dimethe magnetic excitatioR$is natural for isolated dimers, al-
minimizing its energy with respect to exchange, chooses #ough the rhombic distortions which occur during orbital
state of orbital ordering described by the antiferromagnetiordering will also make some contribution to this gap. It is
exchange integral). In this case, the state corresponding toappropriate to interpret the temperature dependence of the
a Cu(dyz-y2)-Cu(dyy) pair should be regarded as the groundmagnetic susceptibility of this material in terms of a model
state, while the state previously regarded as the ground statef isolated antiferromagnetic dimers, although the forms of
Cu(dy2_y2)-Cu(dy2_,2), should be regarded as excited. Thethis dependence are similar for isolated dimers, a chain, and
change in the absolute magnitudes of the exchange integradssingle staircase.
in the hydroxo complex series is caused by a change in the A new material, CaCuGg€j, that has the properties of a

4. EXAMPLES OF ORBITAL ORDERING
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FIG. 7. Local axes of the oxygen octahedra around™dn CaCuGgQO,. by
The 3 orbitals, populated by holes, are shown schematically for the case of }
orbital ordering along a Cii chain (dy,—dy2_,2—dyy—dye_,2—...), lead- i
ing to a model of ferromagnetically coupled antiferromagnetic dimers.

-60 {

in-Peierl t itT..~40 K. h iv b FIG. 8. Dependence of the Cu-Cu-exchange interaction on the cation num-
spin-Feierls system withl sp= » nas recently Deen o iy 5 chain along the, axis(a) and on the number of the chain along the

synthesize&.3 Here the copper cations form zig-zag chainsy, axis (b) when the Si* dopant lies near sites 5 and 6.

along thecgy-axis. The local symmetry around the Luis

shown schematically in Fig. 7. The sizes of the axes of the

octahedra in CaCuG6y are different, withz>y>x. Under  +12, and +15 K, respectively, for the integral&)—(9).

the action of the tetragonal distortions of the octahedra whemrhe total (left+-right along the chainexchange interaction

the exchange interaction is small, the holes in all thé'Cu of a copper cation will be greatest for the hole distribution

cations lie in thed,2_ 2 orbitals(see Fig. 2 In this case, the described by the integral§) and (8) and shown in Fig. 7,

oblique exchange integral of neighboring cations is given by — 60+ 12=72 K, compared to 28 and 30 K for the distri-
Jyo=Jdos= +6bcI™, 6) butions_(6) and(9). Thus, for an exchange interaqtion energy

_ _ _ _ exceeding the splitting of thd,2_,2 and d,, orbitals, the

i.e., it leads to a ferromagnetic chain. Wheg>E,, the  Ci?* chain in CaCuGg; is a chain of antiferromagnetic

exchange interaction will also determine the distribution ofgimers with a ferromagnetic interdimer interaction. Probably
the electrons among thed3orbitals based on the minimum  the intradimer interaction is-5 times larger than the inter-

energy of a cation pair. We have two possible ways of disgimer interaction.

tributing the holes among thed3orbitals of neighboring cat- The oblique coupling model is also useful for analyzing
ions: dyy—dy2_y2 andd,,—d,y. In the first version, exchange interactions in crystals with different substitutions.
5 In doped CuGe@Si crystals, because of differences in the
Jidyy ,Oyzy2) = —2bc(2U— 3 J'“t), (7)  ionic radii of G&* and St*, the initial local symmetry of
neighboring oxygen octahedra may be distorted through dis-
and tortion of the octahedron in the base plane and a reduction in
oGy y2,0yy) = +2¢(2b+c) I ®) the tetragonal stretching or compression of the octahedron.

In the first case, the ordered filling of theorbitals in C@*
i.e., the C@1)-Cu(2) interaction integral is antiferromagnetic, is disrupted and ferromagnetic pairs develop at the end of the
while the Cy2)-Cu(3) integral is ferromagnetic. @orbitals  chains. Since the Si dopant touches four neighboring chains,
of copper, occupied by holes, are shown in Fig. 7 for thissmall degrees of doping produce a substantial number of
version. In the second version, ferromagnetic centers in the crystal, which must cause a rise
8 ’ in the paramagnetic susceptibilitg & K is approached. In
J1dyy,dyy) = Jo3(dyy,dyy) = +20(§ b+c|JM, (9) the second case, there is a possibility of populatingdje
orbitals of the copper cations nearest the impurity with holes,
In order to evaluate the exchange integi@s-(9), we have and this leads to a change in the oblique exchange interac-
to know the ligand-cation electron transport parameters for éions. The perturbation of the pairwise exchange interactions
given crystal. If, on the other hand, we are interested in thewing to the presence of the*Siimpurity is shown in Fig.
relative values of these integrals, rather than their absolut8. The St* dopant is bound to the two nearest’Cisites
values, then we can use standard estimates of these paraatleng thea, axis and to two along thieg axis. In Fig. 8 these
eters for other structures. Taking the values 0.02, c sites are indicated by the numbers 5 and 6. The change in the
=0.01, U(CP)~4 eV, andJ™(CP")~1 eV for the octa- interaction also affects the next neighbors in the lattice. As a
hedral sites of the spinel structufewe obtain+14, —60,  result, we obtain a perturbation of the pairwise interaction
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A differential thermal analysis in vacuum and studies of the coefficients of electrical conductivity
and thermal conductivity, and of the thermal emf are made igT&gn the neighborhood of

the structural phase transition. It is shown that these data can be used to calculate the switching
factorL(T), determine the region in which the phases coexist within the transition, and
calculate the thermodynamic parameters. Prior to and after the main phase transition, additional
displacement transitions are observed. It is found that the phase transition takes place

roughly according to the schenaggs «— g5 «— Bazo k—Baao k- The specific heaC,, changes

in entropyA S and transition enthalppaH, as well as the minimum phase fluctuation

volumeV, and the hea@ of the phase transition are determined. It is shown that excesses of Te
and Ag have almost no effect on the transition temperatliggsbut have a substantial

effect on the thermodynamic parameters. 1898 American Institute of Physics.
[S1063-783%8)02709-9

Studies of processes taking place near and in the neigh- EXPERIMENTAL RESULTS
borhood of phase transitions are one of the developing areas \ye have studied the temperature dependences of the
of solid-state physics. The discontinuous change in the eleGsjectrical conductivityr(T) and thermal eméey(T), as well
trical and thermal properties which occurs during a phasgs the temperature drop along the samplg,, and per-
transition is often utilized to create various kinds of trans-formed differential thermal analysi©TA) AT, on a series
ducers. This requires reliable data on the magnitude andf Ag,Te samples, including with a stoichiometric composi-
characteristics of the change in the effect under consideratiotion, and with excess Téup to 0.75 at. % and Ag (up to
during the phase transition, on the temperature range of tH&25 at. %. DTA was performed in apparatus which allowed
transition, and on the effect of impurities, deviations fromthe experiments to be made in vacu@im.
stoichiometry, and other external influences on them. This ~Figures 1 and 2 show typical plots of the temperature
set of data may point the way to stabilizing and controllingdepemIenCeS 0 (T) and ao(T) for samples having sto-
phenomena during the phase transition. Here information on
the phase transition process itself and on its parameters is 2000
extremely important. Determining the thermodynamic and =~
kinetic parameters of the transition and studying the various

structural characteristics of the interacting modifications dur- "
ing the course of the phase transition aid in clarifying the 1500 é
mechanism for the transition. Data on the intensity of x-ray ]
reflections from each phase in the region of the phase tran- g 5
sition are used to determine the region in which the phases J_ ﬁ
coexist and the switching factdr(T), which characterizes UE) 1000 - :g 4100
the relative fractions of the phases. e lLf
It has been foundthat in Ag,Te of stoichiometric com- *‘ 3 :
position and with excess Te, the main— 3 transition is \*"“'f :
preceded by amr— ' transition, and in samples with an 500 - ! :\\\: 50
excess of silver, a number of other phase transitions also take i "V
place. Thus, it was necessary to make a more detailed inves- ! - ;
tigation of samples from the entire series and to determine aﬁ*_*_:j:?*"
_ . . \ |
the switching function and other thermodynamic parameters 357 700 N 520

for all the observed phases of A, as well as to study the
effect on them of excess tellurium and silver. For this pur-
pose, we propose to use data on the electrical and thermé‘G. 1. Temperature dependence of the electrical conductw(f}) in

properties in the neighborhood of the phase transition. ?g.zTe. (1) Stoichiometric composition(2) with excess Ag(3) with excess

’

1063-7834/98/40(9)/4/$15.00 1540 © 1998 American Institute of Physics
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them regardless of the experimental conditions. Figure 3b
./¢/" shows plots ofAT,(T). Because of the presence of a tem-

p\"/ perature gradient along the sample, thé,(T) curves are
displaced toward lower temperatures, and the weak transi-

N |
:1; 100 __'__.__._.3 P tions do not always show up. It is clear thafl, passes
8

200

1

—-—— through a deep minimum, which means that the coefficient
of thermal conductivity is passing through a sharp maximum.

x
~.
*\\Z
g f i 0 2. DISCUSSION OF RESULTS

350 %00 X %50 T,K

The occurence of additional phase transitions in g
was reported in Ref. 1, where the existence ofednphase
1 with trigonal structure at temperatures of 533-633 K was
\ +-790 indicated on the basis of measurementso¢T). A phase
*/ transition was later observéih the temperature dependence
*/ of the ionic conductivityo at ~306 K and identified as sec-
*\ / ond order. It was then concludkthat two phase transitions
*‘* Jd-200 (at temperatures of 150-250 K and at 30y d¢cur in the
low-temperature phase of Afie, which are similar in nature
FIG. 2. Temperature dependence of the thermal eptfr) in Ag,Te. to first-order phase transitions. It was noted that impurity Te
up to 0.75 at. % smears these phase transitions out strongly.

I . . . The physics of diffuse phase transitions has been exam-
ichiometric compositions and with excess Te and Ag. The 6 . :
~ined elsewheré® The question of the coexistence of each of

a(T) curves for the samples with a stoichiometric composi- ; o .
. . the phases in the transition region is also analyzed there. A
tion and excess Te have a plateau before the main phaEg

transition at temperatures of 400—410 K, drop abruptly a eory of diffuse phase transitions in condensed systems,

ased on introducing the switching functib(T), was used
.410 K, and have ‘?‘”Other platgau at.414—418 K Furthermor%r this purpose. It is assumed that if the thermodynamic
in the sample with a stoichiometric composition, drops

sharply (by 422 K), while in the sample with excess Te it potentials of thex and 3 phases are denoted Hy, and®y,,

passes through a slight maximum. In the sample with exce then the thermodynamic potentii(T) in the region where

Ag, at temperatures of 400—-410 K, there is a sharp rise i?[j]e phases coexist can be written in the form

a(T) instead of a plateau, after which the temperature varia- ®(T)=® ,(T)—AD(T)L(T), (1)

tion of tZe. stoichiometr(ijc cgmposi1t_ion is repeated. This is a”whereAtI)(T) = ® 4(T)— ® ,(T). When the phase transition
repeated in reverse order in thg(T) curves. takes place over a temperature interell=T,—T; (T»

Figure 3 shows DTA plots o T,(T) for a stoichio- 1 ) ‘the switching function must satisfy the conditions
metric compositior(1), and compositions with excess &

and excess Agd3). It can be seen that prior to the main 0, T<T,,

transition and after it, trar_lsitions occur in Wh_ich heat is ab- L(T)=4 0<L<1, T;<T<T,, (2)
sorbed. In the sample with excess Ag, besides these three 1 TST

transitions, a transition is also observed at 364—367 K. Note k 2

that the weak transitions appear in th&@ (T) curves only The theory of diffuse transitions yields the following ex-
under adiabatic conditions, while electronic processes act opression for the switching function,

-
*
a . *
*
4r X %
101 *¢
L 1 0’*
z *
2 : &
g L 1 1 x> i.
< gl A * * *’,‘; ’ *¢ R FIG. 3. Temperature dependences of
3 <[ * xRS the differential thermal analysis
'; sk sk ¢ ¢ ¢5§ *¢ AT,(T) (a) and of AT,(T) (b).
*
‘::""o g% ¢ o
4F L] .oo.. :’....o
e
1%
# -——v—/\J 3 ...’:
L 1 1 g 1 1 1 1 i
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-} o (A) and its derivatived L/dT (B) in Ag,Te (with
22F °° excess Tgfor the phase transitions— «' (b),
a’'—B' (c), andB’— B (d). The dashed curves
(b—d) were calculated including the variation in
the internal energy of the crystal during the
phase transition.
L(T)={1+exp[—a(T—To)]}‘1, 3 linear temperature variation near and within the transition

region. Then, form the beginning of the transition until the

where the constana, which characterizes the degree to end, the intervab T can be broken up into equal steps and
which the phase transition is smeared out, depends on ﬂr}i

I f1h ible ph fluctuati dth e corresponding values of the effects under study can be
voiume ot In€ possible phase TUcluations and In€ energy a signed to the assumed phases; for example,
temperature of the phase transition. Given that the switching

function characterizes the relative fractions of the phases in mg mg
the region where they coexist, it can be written in the simple ATy=Ty,a( 1= TATy, m—) :
form “ “
m(T) m,, -1 Figure 4 shows typical plots of i (y=m,/mg) as a
L(T) Mo (T) = My(T) [l m,) (T)} : (4)  function of T for samples containing excess Ag, where the

corresponding masses, and m; are determined from the
wherem, andmjg are the masses of the and 8 phases. AT (T) data(1). The nominal temperaturek, of the ob-
From the temperature dependence ofrigfm,), we can de-  served phase transitions are determined from the point of
termine the temperaturg, at which the masses of the two intersection of the line with the abscissa. The straight lines in

phases are equal. Comparing E(®.and (4), we obtain this figure correspond tp=exp(—a(T—T,)), where the val-
1 m ues ofa, determined from the slope of the lines, are the
a= In —“) (5) temperature constants of the transition. As can be seen, in
TO_T mB

these coordinates the straight lines encompass almost the en-
If a is a constant, then the factor in{/mg) should be a tire interval of the phase transition, which indicates the cor-
linear function of the temperature differendg—T. The rectness of the method for determining,/mg(T). The a
possibility of determining this function from structural stud- and T, obtained fromAT,(T) ando(T) are in good agree-

ies of phase transitions in solids has been demonstratadent(see Table), but the data fromxy(T) are somewhat
elsewherd:”® There it was assumed that within a narrow shifted toward higher temperatures owing to the presence of
range of coexistence of the phases, the temperature variati@temperature drop along the sample during the measurement
in the intensities of the x-ray reflections is caused by a quanef aqy(T).

titative change in the phases. If we assume that, within this  According to the theory of heterophase fluctuations,
region, the temperature variations in the electrical and thera=VQ(kT,) 2, whereV is the phase fluctuation volume,

mal properties are also caused mainly by the quantitativés the heat of the phase transition per unit volume, &nis
change in the phases, thé{T) can be determined from the phase transition temperature. Thds;an be regarded as
these data, as well. To do this, it is necessary to attain the minimum volume within which a distinct phase transition
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TABLE |. Thermodynamic parameters of Ate in the region of the phase transitions

Too  Toorar &  Q V, AH, AS, S, AC,, C,
Sample Transition K K Kt callg 10F%cm® cal/mol cal/molK cal/molK  cal/molK  cal/molK
Ag,Te a—a’ 407 400 0.31 0.9 2.28 309 0.77 42.65 0.06 47.55
a'—p’ 410 416 0.42 3.8 0.82 1304 3.13 44.21 0.35 163.2
B —pB 419 432 0.30 0.83 2.90 285 0.69 44.55 0.07 45.17
Ag,Te+0.75 at. % Te a—a’ 408 394 0.44 1.2 1.70 412 0.52 41.93 0.12 65.17
a'—p’ 411 416 0.47 3.9 0.89 1340 3.32 44.61 0.40 167.34
B —pB 420 430 0.30 1.0 2.38 343 0.80 45.01 0.09 49.08
Ag,Te+0.25 at. % Ag a—a' 407 393 0.33 1.6 1.30 549 1.40 42.97 0.14 69.37
a'— B’ 412 414 0.42 4.1 0.73 1407 341 44.67 0.37 176.04
B —pB 418 430 0.33 1.1 2.38 378 0.88 45.11 0.10 52.01

takes place, or as the volume of a particle of the new phase For a constanW driving the AT, , the temperature de-
inside the old. The amount of he&ieleased,+Q, or ab- pendenceAT,(T) reflects the reverse variation in the tem-
sorbed,— Q) during the phase transition is determined from perature dependence of the thermal conductixityhich is
the AT, (T) asQ=khbM/vm, whereh andb are the height indicative of a sharp maximum i at the phase transition
and half-width of the maximum or minimunM is the mo-  point.
lecular massy is the rate of heating, anch is the sample It is known that for a first-order phase transition the spe-
mass. The values d@ andV for the corresponding phase cific heat should pass through a sharp peak, breaking at the
transitions are shown in the tabM.is considerably smaller transition point. This has been observed repeatedly in experi-
for the a’— B’ transition than for thex—a’ and 8’'— B ments, including in Agre. Sincex,<C, we can assume
transitions, i.e, the phase transitiari — 3’ takes place in that, in the neighborhood of the phase transition, the tem-
substantially smaller volumes. The switching functiofir) perature variation in¢(T) is mainly caused by>(T). From
for each of the phases is determined from ghand T, data  the set of experimental data and the thermodynamic param-
using Eq.(3). Typical L(T) curves are shown in Figs. 4b— eters derived from ther(see the table we conclude that in
4d. These figures also show the derivatives with respect tAg,Te the phase transition from the monoclimi@ phase to
temperature, the fcc B phase is accompanied by additional transitions
dL a 1 a—a' and B'— B, roughly according to the schemegs
— = , (6)  — 05— Baso— Baao- It has been shown that excesses of Te
dT 2 1+cosha(T—To)] and Ag have no effect on the transition temperatiigsbut
which express the temperature rates of the phase transformiey do have a substantial effect on the thermodynamic pa-
tions of each phase. The switching function can be used teameters. The ratio of the thermodynamic parameters of the
determine the type of behavior and the magnitude of thénain transitiona’— B’ to the parameters of the accompany-
jump in various thermodynamic quantities in the region of aing transitionga— a' andg’— B) is as high as 5. This is in
diffuse phase transition. In particular, the entropy of transi-agreement with the general concept of a structural phase
tion and the specific heat at the nominal poihtcan be transition® according to which, during a transition of a crys-

determined from the equations tal with low symmetry into a crystal of higher symmetry, the
main transition can be accompanied by displacement transi-
S=-— s =S, +ASL, (7)  tions(disordering of the sublattigeHowever, a final conclu-
aT sion regarding the structure of the phases-a’ and
and B’ — B will require more detailed structural studies.
aS JaL
Cp=T ﬁchﬁ AC,L+TAS T 8 1J. Szumi and S. Miyatani, J. Phys. Soc. J§§,.312(1973.

» . 2S. A. Aliev, F. F. Aliev, and G. P. Pashaev, Neorg. Mate8, 1073
whereS,; andC,, are the entropy ad specific heat prior to the (1993.

onset of the phase transition aA@ is the entropy of trans-  °E. S. Krupnikov, F. Yu. Aliev, and A. G. Abdullaev, Fiz. Tverd. Tela

; ; (Leningrad 22, 2468(1980 [Sov. Phys. Solid Stat22, 1438(1980].
formation. H_er%Cp IS, calculated from the data d@, AT, 4E. S. Krupnikov, F. Yu. Aliev, and S. A. Aliev, Fiz. Tverd. Telaenin-
andm (AC,=Q/mAT,). grad 33, 3408(1991) [Sov. Phys. Solid State3, 1922 (1991)].

Note that, for these calculations, a correction must be®B. N. Rolov, in Diffuse Phase Transitionfin Russiad, Riga (1972,

made toAT, associated with its change owing to the releaseeg- ?\lllFle lov, 12v. AN LatvSSR. Ser. Fiz. i Tekhn. nadk 33 (1983
. . : . N. Rolov, Izv. atv .oer. Fiz. 1 Teknn. na .
or absorption of internal energy of the crystal during the " 5"\ 0" " Gadzhiev, and Z. D. Nurieva, DAN SSER, 94

phase transition:AT,=Teng— Tpegtvt. (See the dashed (1974,
curves in Fig. 4. The change in the enthalgyH during the  ®K. P. Mamedov, M. F. Gadzhiev, and Z. D. Nurieva, Fiz. Tverd. Tela
phase transition is equated to the amount of heat per mole,(Leningrad 19, 2196(1977 [Sov. Phys. Solid Stat9, 1285(1977].
: . : .+ IM. J. Berger, Kristal16, 1084 (1972.
calculated on the basis of the differential thermal analysis in
units of cal/mol. The results are shown in the table. Translated by D. H. McNeill
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Anomalous behavior of dielectric permittivity of Li ,Ge,;05 crystals at a phase transition
A. Yu. Kudzin, M. D. Volnyanskii, M. P. Trubitsyn, and I. A. Busoul

Dnepropetrovsk State University, 320625 Dnepropetrovsk, Ukraine
(Submitted March 16, 1998
Fiz. Tverd. Tela(St. Petersbupg40, 1698—1700 September 1998

It is shown that the Curie-Weiss relation describes unsatisfactorily the temperature dependence of
dielectric permittivity at the transition from orthorhombic paraphase to polar phase.
© 1998 American Institute of PhysidS1063-783#8)02809-3

The transition from the orthorhombic paraphase of sym+eproducibility ofe measurements degraded in the immedi-
metry D to theC3, polar phase in LiGe,O,5 (LHG) crys-  ate vicinity of the transition pointT —T™<0.1K, and it
tals occur$ at T,=283.5 K without any change in unit cell was difficult to follow the true course of the dielectric per-
parameters and is accompanied by a weak anomaly in dielegnittivity because of errors in temperature control and of the
tric permittivity’. The physical properties of uniaxial proper singularity in thee(T) dependence. The interval studied was
ferroelectrics in the vicinity of phase transitions can be delimited on the high-temperature side because, abbV&
scribed, as a rule, in terms of the Landau theory with loga-t17 K, the dielectric permittivity tends to saturation and,
rithmic corrections, which appear when fluctuations in thethus, varies very weakly. In this case isolation of the anoma-
order parameter and the effect of long-range dipole-dipoldous part ofe becomes essentially dependent on variation of

interactions are taken into accodnt. the background value af, within a range in excess of ex-
The temperature dependence of dielectric permittivity ofP€rimental error. o _ .
LHG crystals neafl . was studied earliér An analysis of the We performed least-squares fitting of the Curie-Weiss

nature of thes(T) behavior led to a conclusion that the relation including the temperature-induced drift of the back-

Curie-Weiss law holds within a narrow temperature intervaldround dielectric permittivity

of ~3K abov<_aTC and yi_el_ded for the consta@=4.6 _K.Z_ e=(go+pT)+C/(T-T,) (h)
Atthe same time Sme'”'meter spectroscopy data |nd|ca_t?0 experimental data. The parameters thus found are
an anomalously small effective charge of the soft mode in —10632 D=14x105K-! C=3393K and T
LHG.* This was stressed to be a key factor and, because ﬁo 034, P L. ' - P ¢
. . . ) ) =283.951K, with a mean rms errar=9.5x10 “. The
directly entails weakness of dipole interactions, one may ex-

. : ) ._“Curie-Weiss constant of 3.4 K obtained here differs from
pect fluctuations in the order parameter to provide a notice;

able contribution to the anomalies in the physical propertieéhe value of 4.6 K quoted in Ref. 2, which may probably be
of LHG nearT,.°

This work reports measurements of the dielectric permit- e
tivity of LHG crystals within the temperature interval of
273-315 K, which includes the ferroelectric phase-transition
point. The crystals were pulled from the melt by the Czo-
chralski method. Platinum electrodes 3 mm in diameter were B
deposited on sample plates measuring 72 0.5 mm. The
measurements were performed along[0&l] polar axis at a
frequency of 1 kHz. Figure 1 shows graphically the relation
obtained under cooling at a rate ©f0.2 K/min. The dielec-
tric permittivity exhibits a clearly pronounced anomaly and »
reachess "™~ 300 atT™®=283.902K. The values of ™
obtained from different samples scatter within the region
of 250—350. The pattern itself of the experimental relation 700
(Fig. 1) and the value ot™® which exceeds by nearly an
order of magnitude the peak vala&®~ 43 quoted in Ref. 2, 5 ~
attest to a high quality of the crystals used in this work.

Because processes associated with domain-structure re-
arrangement can contribute to the dielectric permittivity be- 7 1 L L
low T., an analysis was carried out of the pattern of the 260 Joo
experimentale(T) relation within the interval where the 7K

paraelectric phase prevails. The experimental data Wergg 1. Temperature dependencesg) of LHG crystals measured along
treated numerically fromlf™®+0.1K to T"®417K. The the polar axig001] in the vicinity of the phase transition.
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FIG. 2. (e—£o) ' vs(T—T,) plot. Filled circles — experiment, solid line FIG. 3. (s— o) ¥ vs(T—T,) plot. Filled circles — experiment, solid line
— a plot of Eq.(2). — a plot of Eq.(2).

assigned to different lengths of the temperature interval§0 within the experimental error of 0.01 with the theoreti-
within which the behavior o&(T) was described in terms of cal value predicted by Ising’s three-dimensional madek-
Landau theory. . . markably, the conclusion of the critical behavior in LHG

The expepmental dependence was f|tt.ed within the sa'”ngrystals being of the Ising type, which was obtained in stud-
temperature interval by a power-law relation ies of macroscopic properties, is supported by EPR measure-

e=(go+pT)+A/(T-T) . (2) ments of local characteristics and agrees with the critical
order-parameter indeg~0.32 quoted in Ref. 8.

The specific features of the critical phenomena in LHG
are obviously due to thaveaknessof the ferroelectric prop-
erties of these crystalswhich makes the characteristics typi-
cal of ordering-type transitions dominant over a broad region
aroundT,.

Using Eq.(2) for the fitting, which includes as an additional
parameter the critical susceptibility indeyx, produced
the following results:eq=10.724, p=1.10x10 K", A
=3.779K", y=1.261, andl,=283.881 K. The relative rms
error waso=1.24x10" 2,

In this way, the use of the power-law relatid®) re-
sulted in a decrease of the value®hby more than a factor
seven compared to approximati¢h). The fits of relations 1s. Haussuhl, F. Wallrafen, K. Recker, and J. Eckstein, Z. Kristaltbgs,
(1) and(2) to the experimentat(T) dependence are shown 329(1980.
graphically in Figs. 2 and 3, respectively. zM- Wada and Y. Ishibashi, J. Phys. Soc. J58, 193 (1983. _

The above results permit a conclusion that the power- B. A. Stquov anq A. P. LevanyulRhysics of Ferroelectric Phenomena in

. . . . . Crystals[in Russian, Nauka, Moscow(1983, 240 pp.
law relation(2) provides a considerably better fit to the di- 4a volkov, G. V. Kozlov, Yu. G. Goncharov, M. Wada, A. Sawada, and
electric permittivity of LHG crystals near the phase transi- Y. Ishibashi, J. Phys. Soc. Job4, 818(1985.
tion than the classical formulél). It should be pointed out Zé f{ T;g?;\}siv, ’:]IETTiPmﬁti‘r‘]ﬁ \‘/‘4|7 (%?De{shev L Latush and Y. |
that t.he dielectric permittivity obeyg relatiq®) over a sub- Yuzyuk, Phase Transit, 143 (1994). ’ S ’ -
stantially broader temperature region20K (Fig. 3), than 7A. E. Stanley Introduction to Phase Transitions and Critical Phenomena
the ~3 K interval within which the classical behavior was [Clarendon Press, Oxford, 1971; Nauka, Moscow, 1973, 41P pp.
assumet! 8M. P. Trubitsyn, Fiz. Tverd. Tel&St. Petersbupgd0, 114 (1998 [Phys.

The susceptibility indexy~1.26 is in agreement with ~ >°d State0, 101(1998)
studies of Raman scattering in LHG crysfadmd coincides Translated by G. Skrebtsov
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LATTICE DYNAMICS. PHASE TRANSITIONS

Ordering of interacting subsystems. Molecular dynamics
A. E. Filippov

Donetsk Physicotechnical Institute, Academy of Sciences of Ukraine, 340114 Donetsk, Ukraine
(Submitted February 2, 1998
Fiz. Tverd. Tela(St. Petersbungd0, 1701-1704September 1998

The molecular dynamics method is used to examine the ordering of interacting subsystems in a
two-component, two-dimensional Coulomb gas, consisting of equal amounts of positively

and negatively charged particles, which simulates the behavior of a system of interacting vortices.
In particular, it is found that when the system temperature is lowered from the
Kosterlitz—Thouless transition point, additional ordering of the vortex chains may take place. It

is noted that this process may stimulate the development of vortex chains observed in real
superfluid, magnetic, and superconducting systems. Possible applications of the molecular
dynamics method to phase separation and the ordering of adiabatically slowly moving
subsystems in the collective field of a fast subsystem are considered99® American Institute

of Physics[S1063-783%8)02909-9

The dynamics of ordering in spatially inhomogeneous  As a rule, models of long-range orientational ordering in
systems and of phase separation recently have received splpole systems are based on a combination of the Lennard—
cial attention. Advances in computing continually are reduc-Jones potential,” wy ;(r)=4¢[(o/r)*—(o/r)®], and the
ing the required degree of approximation in describing thedipole potential,wg;y(r)= =3 (o 1) (-1 + popy I13,
processes numerically, which previously reduced to transwhich bears a certain imprint of the analytic tradition. It
forming from a many-particle dynamics problem to one ormight, however, be expected that as they join to form pairs
another form of continuum description based on collectiveand groups, charged particles would spontaneously form a
fields (densitie$ and permits the direct numerical modelling (multipole) molecular liquid with properties analogous to
of rather complex systems with long-range interactions. Thighose used in Refs. 5-7, while retaining the degrees of free-
makes it possible to verify the results of the continuumdom (rotational, vibrational, the ability to dissociate and re-
theory and to observe structural features of the system whickombine, etg. characteristic of real molecules. This last
are clearly lost in a crude description. point opens up wider possibilities than the traditional ap-

Examples of both approaches can be found in the streafroach. Besides this, numerical solution of equations with
of related publication$:*? Thus, for example, computer the simplest structure for the elementary interactions can be
simulations of phase separation and spinoidal decay iflone much faster for fairly large blocken the order of 19
simple and binary liquids®have been substantially oriented particles, moving in three or two dimensionin this paper,
toward reproducing the results of the analytic thebwhile
the intricate dipole chains obtained numericailyare ex-
tremely hard to find analytically. By varying the dynamic

scenarios, it is possible to predict the structures, themselve: = 0.8

as well as ways to realize them experimentally. Here, quiteA sk -

realistic models are employed in the models, as, for example™™|." [ . T 04
£0

in simulations of the crystallization of molecular liqui8i3. L
These simulations have stimulated searches for analc ™

gous structures by methods based on analytic continuur“_ 20
fields and in experiments. As an example, the observation ¢~ 5, \—'\
orientationally ordered structures of liquids in molecular dy-
namics(systems of dipoles with hard spherical cGfdshas ~ **[ \L
aided studies of long-range ordering in dipole liquids basec

on the density functiondf’ Numerical experiments on qua-
sicrystallization of vortices in two-dimensional turbu- ,
lencé®! have been extended to natural ones, through the 0 % 8 7 16 t
qbservatlon of rel.axat|on of the random motlon qf MAagGNe-—: 1 Time evolution of the parametefs= {3 [ 11 |1+ 3 [ 11y |2
tized electrongwhich reproduce an almost ideab2liquid) —3,[1r;/|] andB =34 [ 1/r | 1. The inset shows the same curves on a
in a vortex crystat? log-log scale.

0.21
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FIG. 2. (&) An intermediate stage of phase
separation in molecular dynamics. The par-
ticles of different types are indicated by
points of different sizes(b) Fourier trans-
forms of the total correlation function
Guo@) = fdrdr” exdir-ql{p(r)p(r+r'))

#0, calculated by summing the discrete
density over both subsystemgs(r)=p,(r)
+po(r)=2,8(r—ry) (thin line), and the
partial function G,(q)=fdrdr’ exdir-q]
X{p(r)p(r+r")), calculated from one of
them individually(thick line).

some results on the modelling of dipole chains are presentedhort-range correctiolU(r;;) to the potential. At finite
along with some illustrations of additional possibilities of- temperaturesg#0), however, because of the kinetic contri-

fered by this approach. bution AU(r;;)c1/rf to the energy, which determines the
average scale lengthyo & for the energy minimum, this ef-
1. DIPOLE CHAINS fect also shows up in the purely Coulomb problem with a

seed potential(r)«—In(r/\). For a given density of par-

In this section some results from a simulation of the_. . 2 . .
q . . . ficles (vorticeg pe1/a“, the relationship betweern, anda
ynamics of a two-dimensional electron gas are presented, I(!‘i]etermines the form of the resulting structure. The model
particular, those applying to a vortex syst&tn*®Under cer- 9 :

fain assumption® the description of superfiuid liquids, St2Ply reproduces the well-known topological transifion®

crystal melting, and the two-dimensionaty-model for a It can be verified that, yvith intense noifee., above a tem-
spin lattice can be reduced to this model. It can be used tBeratu.reTN§:TKT|°Cmm[L¢(r”)+AUI(r”)].)’ the vortices
determine the topological ordering foiD2systems, where move independently and form stable pairs befowt . We )
ordering is impossible in the usual ser%&® by identifying shall dwell only on the new results related to the formation
the phase transiton with the dissociation of vortical of a fine structure and, therefore, absent in the approximate
pairst3-15 H=3;,;U(r;)SS is used as a model hamil- theory. These include the formation of chains of pairs of

tonian, whereS, are the Coulomb charges and the potential isvortices forrg<<a, which can be observed directly during the
given by U(ry)=Jdr'dr"f(r' —r")V(|r'=r"|)f([r"]). ~ Simulation process. _
Here U(r) is an interaction of the form(r)=In(\/¢) for Chain formation can be described by thg paraméter
N1, U(r)<—In(r/) for ¢<r<, and U(r)eer 22 ={Zj[Ury ]+ Zi[ vy [1}/2= X[ 2y |], which charac-
xexp(=r/\) for N<r, and f(|r'—r"|) is the normalized terizes the difference between the average distances within
space-charge density. The dynamic equation is derived frofubsystems of vorticesreR(")) and antivortices I
a description of a superfluid liquid2® and for inertialess € R{™)) and between them;=r;—r)) at small scale lengths
vortices has the form of a Langevin equatiam;/dt=  (Fig. 1). The distanceB="3,[1/r|] between vortices of
—gU(rij)/dr;+&r;,t) with Scorrelated noise such that both signs, where e RMeR), here is attracted to the
(&(r,t))=0 and (&r,t)&r',t))=Ds(r—r")s(t—t’). For- equilibrium value in accordance with the power |38
mally, it can be regarded as the limit of the dynamic equatior— |3o|°‘tz/3 (se}e the inset to Fig.)1For ro=a the system
forms a(quas) crystal, whose periodic structure is reflected
d?ri /dt*= —ydr; /dt=dU(rij)/or; + &(ri 1) @ both in the appearance of maxima in the nonzero wave vec-
for an infinite relaxation constant For dipole molecules the tors g;#0 of the Fourier transform of the correlation func-
repulsive core at small distances must be simulated by @on G(q)=fdrdr’ exdir-q]{p(r)p(r+r’)), calculated by

FIG. 3. A typical quasicrystalline structure obtained
for a ratio of the masses of the different species on
the order of 18. Fragments of the trajectories ()

the heavy particleswithout percolation between lat-
tice siteg and (b) the light particles(with intense
mixing) are shown to illustrate the different mobili-
ties of the subsystems.
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-15 ki | FIG. 5. An intermediate step in the generation of a chain from molecules of
215 ~0.9 -0.3 0.3 0.9 1.5 type AB. The A and B ions are indicated by dark and light circles, respec-

x tively. Here a fragment of the system is shown in which finished fragments
of chains and AB molecules are clearly visible, as well as local groups of
FIG. 4. Typical distribution of the electron cloud in a model BAolecule.  type A—B and AB—A.
The current positions of the ions B and A stabilized by its field are indicated
by the large and small white circles, respectively.

spontaneous magnetic moment, is two-phase ferro-
antiferromagnetic with a probable electronic mechanism for
phase separation. The more favorable ferromagnetic state is
possible here only after a sufficiently high carrier concentra-
tion is reached. If it is not high enough, then all the carriers
X +r'))— 2 ; . -
[(p1AN)p1 AT +1"))~[(p1Ar))|°], calculated from each gather in localized “ferromagnetic droplets.” A mag-

of them separately. '_I'he d|str|but|(_)n of vort|c_es in they) netic field facilitates the transformation of the entire crystal

plane is close to a sixth-order lattice. It consists of rhombo- . .
. i . . into a ferromagnetic state. It has been suggéstiat giant

hedra turned in various ways where axes of sixth, fifth, or . : ; ; .

23 magnetoresistance is related to percolation of regions with
fourth order can be observed locaffy. his tvpe of orderin
In free space the set of particles of one sign is stabilizeé yp 9:

by the combined field of the particles of opposite sign. The

dynamic pattern is similar to an ordered structure formed iy Ap|ABATICALLY FAST MOTION OF ONE OF THE

the positive column of a glow discharge in Rfewhere a  sygsysTEMS

Coulomb quasicrystal was formed by charged spherical glass

particles under conditions close to those in the numerical ~The idea of this method consists of directly exploiting
simulations discussed here. the balance between the noife and relaxationy in the

framework of Eq.(1), which, essentially also reduces to a
spontaneous search for energy minima by the syssam, in
general, saddle kinetic trajectorfs in fact, “from first

A similar ordering of subsystems in their mutual self- principles.” This approach to some well-known problems
consistent fields with formation of a crystal lattice takesappears to be more convenient than numerical calculations
place during phase separation. Figure 2a shows the intermasing equations derived in the analytic tradition. These, evi-
diate stage of a separation proce$%r details of the prob- dently, include the adiabatic approximation. It is natural to
lem statement, see Refs. 1}-Already formed lattice frag- expect that, during an interaction of subsystems with sub-
ments can be seen. Figure 2b shows the Fourier transfornssantially different particle masses, their mutual ordering is
of the complete correlation function, calculated over all thealternated with ordering of only one of them in the average
particles, Gi(q)=Sdrdr’ exdir-ql{p(r)p(r+r’)), and field of the other, while the motion of the fast subsystem can
the partial correlation function of one of the subsystemsbe characterized only by a time averaged density consistent
G1(q) (the thin and thick lines, respectivelyBesides the with the structure of the slow subsystem. This effect makes it
peaks for smalfj=qo;# 0 common to both functions, which possible to demonstrate directly the orderifeg ions and
correspond to large-scale domains in real space, iksttig) electron$ in a crystal(Fig. 3) or covalent bonding in mol-
curve one can also see some additional peaks at lgrge ecules(Fig. 4). Here the applicability of the method is not
=(y;#0, corresponding to a fine structure which developsessentially related to the adiabatic approximation and it is
inside the domains. One application of the direct simulatiorstill valid in the more complicated case of different masses of
of phase separation may be the much discussed giant magemparable magnitude, as occurs, for example, in the case of
netoresistance in magnetic conductors. A series of?tidta a “hydrogen bond” in molecular chains, the formation of
indicate that the state of these materials, with an unsaturateshich is illustrated in Fig. 5.

summing the discrete density over both subsystem(s)
=p1(r)+pa(r)=38(r—r,), wherer,eRWaR(), and
in the partial form factorsS; (q)=/drdr’ exgdir-q]

2. PHASE SEPARATION
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The paper reports measurements of the strains and electrical resistance of a TiNi shape-memory
alloy under irradiation in the low-temperature helium circuit of a nuclear reactor. Irradiation

of the alloy in martensitic state at 170 K revealed that the transition temperatures from cubic to
rhombohedral and from rhombohedral to monoclinic phase decrease exponentially with
increasing dose. No change in the shape-memory effects and transformation plasticity was
observed up to a dose of &A0°2n/n?. Keeping the sample at 340 K without irradiation restores
(increaseppartially the transition temperatures. The relations observed can be assigned to a
change in the degree of long-range order in the lattice caused by neutron irradiatidt®980
American Institute of Physic§S1063-783@8)03009-3

The temperatures of martensitic transitions in metals anélectron microscope stutfydemonstrated a high structural
alloys are very sensitive to various physical factors, whichstability of the TiNi alloy against irradiation by neutrons
either directly shift the temperature of thermodynamic phasevith an average energy of 1 MeV up to fluences of 6
equilibrium (hydrostatic pressure, mechanical stresses, magx 10°4n/m? (E>0). The changes in the structure observed
netic field or exert indirect influence through a change ofin these conditions reduce to the appearance of a few dislo-
crystal structurgthermal and mechanical treatmentsleu-  cation loops® A high phase stability of the TiNi alloys un-
tron irradiation is an extremely powerful tool capable of pro-der irradiation was demonstrated in a sttfdwhich estab-
ducing structural changes. It was established that a flux dished an insignificant change in mechanical properties, as
energetic particles affects both the kinetics of martensitiovell as a retained ability of recovering from large inelastic
transformations with temperature and the associated defostrains after irradiation in a nuclear reactor to fluences of
mation phenomenéshape memory, reversible change of the2.2x 1073n/n?.
shape etg.}~® Investigation of the effect of irradiation ap- On the whole, available data indicate the existence of
pears particularly important in view of the possible use of theéboth very strong and insignificant changes in the temperature
ability of alloys with martensitic transformations to recover Kinetics of martensitic transformations and mechanical be-
from large inelastic strains due to the shape-memory effectiavior of materials at different irradiation levels. The results
There is an obvious potential of applying such alloys to self-obtained by different authors are contradictory. It appears
contained operation of actuating mechanisms in highthat this may stem from a lack of intrareactor measurements.
radiation areas, in emergency protection systems of nucledhe available experimental data were obtained on preirradi-
power plants, in coolant flow-rate controllers, and so on. ated materials, which can reveal only the consequences of an

One of the most interesting objects among the large vaHradiation.
riety of materials exhibiting martensitic transformations are ~ This work was aimed at studying the effect of neutron
TiNi-based alloys, because they allow sequential initiation ofrradiation on the temperatures of martensitic transforma-
various structural transformations and also display mostions and the transformation-plasticity and shape-memory ef-
clearly pronounced strain effects accompanying a phase trafiects in a TiNi alloy by performing measurements in the
sition. No martensitic transformation was reported tocourse of irradiation in the reactor low-temperature helium
occur in TiNi and its alloys under cooling down to 170 K circuit.
following irradiation by fast neutrons at fluences above 5
X 1073 .n/mz.G'7 This is attributed to a decrease in the trans-; oo e TECHNIQUES
formation temperatures induced by irradiation. This decrease
is believed to be due to disordering and amorphization of the ~ We used for the study a wire of a TiNi-based alloy con-
crystal lattice, which is suggested by diffraction studies oftaining 0.3% Cr, 0.1% Fe, 0.1% Co, and 0.02% Cu. The wire
materials’® Damage of the lattice by a corpuscular flux was prepared by drawing the rod through a die with a 15—
should reduce the ability of an alloy to restore its shape, 0% reduction per pass. Each pass was followed by an an-
phenomenon revealed in Refs. 3 and 6. At the same time ameal at 1100 K. The final diameter of the wire was 0.5 mm.

1063-7834/98/40(9)/5/$15.00 1550 © 1998 American Institute of Physics
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of the electrical resistance and displacement on temperature
was studied by warming the sample periodically through the
interval of martensitic transformatiorigp to 350 K), with its
subsequent cooling back to the irradiation temperature. The
sample temperature was varied in the experiments at a rate of
2-5 K/min by varying properly the helium flow rate.

The position of the slider at 170 K before irradiation was
taken for reference zer(rig. 1). When heated through the
phase transition, the sample elongated and loaded simulta-
neously the counteracting spriiithe shape-memory effect
whereas when cooled, the sample was shortened in the tran-
sition by the loading sprin@ (the transformation plasticity
effec). The parameters of the loading spring were chosen
such that its load remained practically constant during the
slider motion.
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FIG. 1. Schematic of the intrachannel loading and measuring device. 2. RESULTS OF EXPERIMENT

The alloy chosen for the study undergoes two consecu-

The wire was wound in a coil spring by the following pro- tive martensitic transformations. The high-temperature modi-
cedure: winding on a mandrel at room temperature, fixindication has a CsCl-type ordered culB2 lattice. When
the coil on the mandrel with cramps, and maintaining it atcooled, the lattice transforms at the temperafigeo rhom-
800 K for 15 min. After cooling to room temperature, the bohedralR phase. The rhombohedral structure transforms at
sample had the shape of a ten-turn spring with an outer dia still lower temperature to orthorhomb&19" with mono-
ameter of 6 mm and length of 10 mm. Next the sample waglinic distortions. TheR—B19' transition begins at the tem-
annealed at 770 K for one hour in an argon ambient. TqeratureM and ends aM; .
prevent thermal cycling from affecting the properties of the  Figure 2a presents the temperature dependence of the
material, the sample was subjected to a stabilizing treatmermectrical resistanc® and of the displacememtL obtained
consisting of ten thermal cycles within the 470-77 K tem-before the irradiation. The arrows at the curves specify the
perature region. direction of temperature variation. In accordance with the

A special device permitting one to load the sample andvell-known data, under cooling one observes an anomalous
measure the displacement of its free end was developed iocrease of the resistance Bt, while atMg, its decrease.
study the deformation processes. This device is shown sch&he characteristic points in the resistance curve correlate
matically in Fig. 1. Sampld was loaded in series with an well with the bends in the displacement curve. The heating-
elastic spring elemeri. The inner ends of sampleand of induced transformation occurs in one stage, and starts and
the loading sprin@ rested against slide3 made of a mag- ends at thé\g andA; temperatures, respectively. An analysis
netically soft material. The outer ends of the two springsof the curves suggests that the martensitic reaction proceeds
rested against the walls of cylindérso that the assembly as with increasing temperature in the ord&19—B2+R
a whole was initially compressed. The displacement of the— B2, with the reverse transitions from tB49" structure to
slider was measured with an induction-bridge circuit consistB2 andR becoming superposed on one another because of
ing of a modulating(5) and two measuring6) coils. The the large difference in the width of the temperature hysteresis
displacement was measured to withinuBr. The electric  of the transformations.
resistance furnac€’) served to heat the sample. The tem- The shape of theR(T) and AL(T) curves changed
perature was measured with a copper-constantan thermgradually with irradiation. The character of these changes
couple. The displacement was measured simultaneously wittan be seen from Fig. 2b presenting data obtained at a flu-
the electrical resistance of the sample. The resistance wasice of 4.6% 10°2n/m?. A comparison of Fig. 2a and 2b
determined by the four-probe method at a current of 1 mAshows that as the dose increases, the temperature region of
All analog signals were fed into a PC through an amplifierexistence of theR phase broadens considerakifffom 30
and a CAMAC interface. to 85 K), all characteristic temperatures become lower, and

This device was placed in the low-temperature heliumthe temperature hysteredi§ = A;— Mg increases from 45 to
circuit located in one of the vertical channels available in the85 K. All these changes already start in the initial stage of
WWR-M research reactor at PNPI RAR® Cryogenic irradiation and progress gradually with increasing dose.
equipment provided helium circulation through a closed-loop At the same time the experiments revealed that the mag-
circuit in the channel. The helium flow passing through thenitude of the strain remains constant under thermal cycling
loading and measuring device removed the heat liberatedp to the maximum dose of 6<710°2n/m?. Thus the TiNi
in the course of irradiation. The neutron flux density in alloy retains under irradiation its ability to deform inelasti-
the channel was X10'n/(m?.s) for thermal, and 1 cally and restore the strain in the martensitic transformation.
X 10 n/(m?-s) for fast €>1 MeV) particles. The irradia- The study envisaged a temporal shutdown of the
tion temperature was maintained at 170 K. The dependenaeactor. Before the shutdown, the neutron dose was 3
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FIG. 2. Temperature dependence of electrical resistance and strain for G- 3. Temperature dependence of electrical resistance and strain for a
TiNi-alloy sample (@) before and(b) after irradiation to a dose of 4.65 TiNi-alloy sample obtaineda) immediately before reactor shutdown at a
< 1022 /. dose of 3x10??n/n? and (b) after resumption of irradiation to a dose of

3.1x 10?2 n/n?.

2 . .
X107 n/mz._ After the shutdown, the sample was maintained elations forATg, AM, AM;, andAA, are displayed in
for approximately two days at a constant temperature o ig. 4 by dashed fitting lines. Note an unusual observation
325 K with no neutrons present, after which irradiation was g y 9 ' i

Following an isothermal delay of the material at a constant

resumed. During the break in the irradiation the transforma; ’
temperature, the transformation temperatures decrease rap-

tion temperatures were observed to partially recover the'lrdly during the subsequent irradiation. Already after receiv-

pre-irradiation levels. In the course of the recovery, thein small radiation doses, all indications of the high-

. . . . ’ g fit again in a short time to the exponential relation dis-
3 displays experimental curves measured immediately beforglayed by the dashed line
the termination of irradiatior{Fig. 38 and after it was re- '
sumed(Fig. 30). 3. DISCUSSION OF RESULTS

A similar phenomenon was observed when the experi-
ment was completed after accumulation of the maximum As already mentioned, the TiNi alloy has an ordered
dose of 6. X 10°?n/n?, and the sample was maintained for crystal structure. The degree of long-range order in an an-
two days atT=325K in the absence of radiation. Figure 4 nealed alloy is as high as 0.72While the order persists
gives an idea of the variation of the characteristic temperaunder martensitic transformations which do not involve dif-
tures during the whole test period. Excluding from consider{fusion, it can be destroyed by a neutron flux. It is the
ation the points corresponding to the intermediate and finafradiation-induced disorder that obviously accounts for the
hold-ups atT=325K, the experimental data for all critical experimentally observed decrease of the martensitic-
temperatures can be fitted satisfactorily by the relation transition temperatures. Experiments on isochronous anneal-

ing of samples subjected to a fast-neutron fluence of 8

ATpn=dlexp( = ®/Po) 1], @ X10Bn/n? revealed a correlation between the degree of
whereAT,, is the increment of the temperature corresponddong-range ordefS and the phase-transition temperatures in
ing to a change in structural stat®, is the neutron fluence, TiNi.’” Note that all phase-transition temperatures depend in a
and d and ®, are constants. The corresponding empiricalsimilar way on the annealing temperature and, hence, on pa-
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L By analogy with Ref. 7, introduce a reduced temperature
0 0o T5=To(P)/Tos, WhereTyg is the thermodynamic equilib-
[ rium temperature for an annealed unirradiated alloy. Ap-
< i "& + proximating now the experimental data obtained in Ref. 7
- S with a linear relation
s‘b _40 -
S ! T =A+BS (A=-3.6; B=6.9 3
: and taking into account that, from our data,
-60t To=C+D exp —P/Py)
1 ] | A
ole (C=0.8; D=0.2; ®,=2.2x10?n/n?), (4
‘¢ we come readily to an empirical expression relating the de-
-201 & o gree of long-range order to neutron dose
< - +
ST S=S8.+(So—S.)exp(— P/ Do), G
E. -60}+ where S, =0.69 is the asymptotic value of the exponential
s for ®—o, and®,=2.2x 10°?n/n?.
- It should be borne in mind that the above expression
e N describes the radiation-induced disorder in TiNi irradiated in

the low-temperature martensitic state within a limited fluence
g range(up to 7X 10?2n/m?). For higher doses and high irra-

o diation temperatures, the martensite transformation tempera-
+ tures and the degree of long-range order may depend differ-
A ently on the irradiation dose, because they will be

determined not only by the processes occurring in the

atomic-collision cascades but by other mechanisms as well,

connected, for instance, with amorphizafiam formation of

pores and point-defect clusters in the crystal.

With the above reservations in mind, one can present the

1 rate of variation of long-range order in the form of an ex-
0 “5 pression in which the first term takes into account the
2 radiation-induced disorder, and the second, the recovery of
S the order parameter in the course of high-temperature delay
'& without irradiation:

dSdt=a(T)(S.—S)l +b(Sy—S)exp —U/KT),  (6)

-0

4A ;K

-20-.

-.30 -

)

AT, 4K

'_’_9
S o
/

constants, antll is the order-recovery activation energy.
That the irradiation-induced disordering is a dominant
-40Uu. s 1 1 1 L 1 1 process in the evolution of the martensitic-transformation
0 422 8 temperatures is supported by the broadening of the transfor-
Dose, x70 neu:br‘/mz mation hysteresis observed to occur with increasing dose.
The inverse proportionality between the degree of long-range
FIG. 4 Incr.ement of the characteristic martensitic-_tfansformation temperagrger and the hysteresis width was experimentally
tures in a TiNi alloyvs fast-neutron dose. _The transition temperatures Weredemonstratéd for the FaPt alloy. This alloy showed also its
determined from the temperature behavior of electrical resistériades - - ! .
and displacemer(crosses ability to recover completely with varyin§the build-up and
restoration of strain in the martensitic rearrangement of the
structure. Our experiments produced a similar result for
. TiNi. In connection with this, description of the mechanical
rameterS.” By contrast, the present study shows that theyehayior of the alloy within the structural-analytic theory of
temperatureds, M¢, As, andTg vary differently with in-  gyrength developed by Likhachev—Maliffrdoes not require
creasing doséFig. 4), and one can therefore assume thaty,, aqditional assumptions concerning the deformation
they depend differently on the degree of order. Let us asSUmgechanisms in irradiated material. The change in the kinetics
that the relationT ;= f (S) established in Ref. 7 holds for the ¢ the transformations with temperature under neutron irra-
t_hermodynam|c phase-equilibrium temperature which we degiation can be taken into account in the theory by the way
fine as this was done, for example, in Ref. 16. It only should be
pointed out that because of the lack of pertinent experimental
To=1AM+M;+A+A) . (2 data at the time of the study the authors of Ref. 16 assumed

} wheret is the time,l is the neutron-flux densityg andb are
o
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The extraction of holes by photons in an infinitely deep semiconductor quantum well is studied.
Both interzone and intersubzone optical transitions, which make separate contributions to

this effect, are examined. In calculating the extraction current, it is assumed that the optical
transition probability depends on the photon momentum only as a result of its appearance

in the energy and momentum conservation laws. 1898 American Institute of Physics.
[S1063-783%8)03109-9

The photon extraction effect in semiconductors is caused ﬁzkf #2202
by a transfer of momentum from a photon to current carriers ~ Ejnx, = me + SL%m
and the resulting photocurrent is described by the phenom- m !
enological relatiofi® m, (my,) is the volume effective mass of the ligtheavy
o holes (expressions fom,,, and my,, are given elsewhefg

Ja™ Xapyu®pCy¥u @ k; ={ky.ky} is the two-dimensional wave vectdiy, is the
wheree is the polarization vectory is the wave vector, is  equilibrium distribution function of holes in statmk ),V
the intensity of the lightj is the current density of the photon
extraction current, and is the photon extraction tensor
(a,B,7,n=X.Y,2).

Here we consider the photon extraction effect in an in-,
finitely deep quantum well positioned along thké [001]
axis in the region {L/2,L/2), whereL is the width of the
well. Then we can write the density of the photon extraction
current in the hole representation in the relaxation time ap-
proximation can be written

[=1;I=h, (4)

aBrr Mm’k’,mk:% Fr-l:’k’ eV+ ' gJ(;ch) (5)
is the composite matrix elemerﬁmk are the eigenfunctions
of the hamiltonianl'g,® Aqe is the vector potential of the
electromagnetic wave is the volumeg factor of the holes,
v is the velocity operator, andl, is the angular momentum
matrix in the Luttinger basi&.
We write the matrix element of the optical transition
between the valence band and the conduction band in the
=€ 2 { m Ki Tk, Whk, in" k, - dipole approximation including the wave vector of the pho-

I .
'k ton in the form
hk,
—— . W nrk. |- 2 Eik—Eck—x
ml(n ) TkL hnk, +xIn kl} ( ) Mc,k—x;lk Ik— Ec,k— AoeDck k- (6)
|m2ﬁc
Here The matrix element of the dipole moment has been calcu-
2 ) lated neglecting the photon wave vector in Ref. 7.
Whnk, in7 k- 2= 7 |Mhnk;ln’,kl—%| Frnk, (1—exp First let us consider dipole interband optical transitions
with light incident obliquely to the well wall Xy) with a
X(=B'hw))8(Enpk, —Einr k —»—h o), polarization vector along the axis (s polarization. Then
5 optical transitions between states with the same Farie
w ’ 7
Whink, +xin' k, = 7~ IMhnk, +winrk, [*finre, (€279 =1) allowed:

The absorption coefficient fa-polarized linearly polar-
3) ized light, corresponding to optical transitions between sym-
metric states of the conduction and valence bands, is given
are the optical transition probabilitiégiven for intersubband by
transitions; the probabilities of optical transitions within a

X 8(Ehnk, +»~ Eink, ~fiw)

2
single band are easily obtained using E8)), e is the el- K@:&Mz Ky [NJ2(1—e A7) |Q, |2 1+ —|,
ementary charges’=1kgT, Ejn is the energy spectrum 2myen,fi v 3
of the holes in branch, n is the number of the size quanti- @)
zation levels, and for transitions between antisymmetric states, by
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1556 Phys. Solid State 40 (9), September 1998 Rasulov et al.
KP=KMQ,—Q_,a,—a.) 8 h2m? m | ]
- ’ ' K=p_t?lho—s—|n'?——n?|| , (13)
where 2mL Mh
=2t g - T [ o) Me o =i, 14
1577 [ho—Eg— n n
M_lz m|_1+ m|(n|_1), dlIn TI(EIn/kE) e dlIn Eln/kf
Q|nr:2+ 1+ | E ﬁw 0
E, is the band gapm, (m;) is the effective mass of the 9 In Einri@ My Ik}
electrons(holes in branch), n. andn, are the size quanti- (19

zation quantum numbers in the conduction band and valencgy, expression foi " is obtained from Eq(11) by replacing

band of branch. Expressions fon, Q.., anda. are given

in Ref. 7.

In” by hn.
The extraction photocurrent owing to optical transitions

In the case we are considering, the extraction current cajithin a single band can be determined from Egf), by

be written in the form

ehx |
1= 3me g Tk (KTF L +KFL), 9
where
a+\[1 oN 1 9|Qs«| 2W. W,
Fo=||1+—]|= — >
5/[N ok |Qi] ok  1+W: ok
N dIn 7, £ dInE, N 1 da+
dInE, PEx ok 15(3+a.) dk k_k'
™M
En=E(k, =ky), (10)

taking |=h and summing over the subbands of the valence
band, but then it is necessary to keep only the second term in
Eq. (15), multiplying it by (14 (A/B))? for light holes and

by (1— (A/B))? for heavy holes.

In conclusion, we note that, in calculating the photon
extraction current, we have assumed that the optical transi-
tion probabilities depend on the photon momentum only be-
cause it is included in the energy and momentum conserva-
tion laws. Here we have neglected the dependence of the
square of the optical transition matrix element ®a and
have not included the contribution to the composite matrix
element from the interaction of the magnetic field of the light
wave with the angular momentum. These questions must be

7.=7c(k, =k;) is the volume relaxation time for the elec- examined separately.
tron momenta in the conduction band. Here and in the fol-
|0wing we neg|ect the contributions of induced optica| tran-"For simplicity, we neglect resonance saturation of single photon optical

transitions>

sitions from the conduction band into the valence band.
The extraction current directed along tlxeaxis and
caused by optical transitions between subbands of light and

2|f the vectore is directed along the quantization axis, then in this case
optical transitions between states with different parity will be allowed.

heavy holes in the valence band of the semiconductor can bee | vchenko and G. E. Pikus, iRroblems of Modern Physidin Rus-

written in the form ,

3

h _
e 1y

|
V= er(Epnro)KY —_— ',
X rLEn’ 7-I( In kL) n’n ml(n )mfjn) hw an
5

where 6

7

3a ,
K;')n:n— K fino(1—e #),  a=e?/ch (12)

is the characteristic optical absorption coefficient,
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It is shown that layered metal dichalcogenides are quasi-one-dimensional molecular crystals and
form a new class of crystal structures — molecular close packed. Since the minimum

structural unit in these crystals is a monomolecular layer, using the symbols employed in atomic
close packing to describe them gives a mistaken representation of their structure and

symmetry. A new system of notation is proposed which provides complete and exact information
about the ordering of the atomic layers in different polytype modifications and about their
symmetries. It is found that in molecular close packing and, especially, in tin disulfide, there is
not one(as in atomic close packimgbut two, simplest structures,Tland 1H, containing

one molecule each in a unit cell and, therefore, two series of superlattices constructed on their
basis. An energy model is constructed for the natural superlattice in tin disulfide crystals

and the electronic spectra of th&l2 4H, and R polytype modifications are calculated in the
Kronig—Penney approximation with rectangular potential barriers as superstructure
perturbations of the simplest structures. These results make it possible to explain the observed
complicated dependence of the band gaps of these crystals on polytype structur@98©

American Institute of Physic§S1063-783@8)03209-7

Tin disulfide belongs to an extended family of layeredcations of silicon carbide are natural superlattices based on
metal dichalcogenides MX(M is a metal, X, a chalcogen the simplest &-SiC structure and all the observed features
whose crystals consist of plane triple laygsandwiches  of their electronic spectra, including the dependence of the
X—M=X with strong ion-covalent bonding, weakly coupled band gap on the polytype structure, are the result of a super-
to one another by van-der-Waals forces. These sandwichégriodic perturbation of the electronic spectrum of this sim-
consist of two layers of the chalcogenide with a two- plest structure.
dimensional hexagonal coordination of the atoms in each one ~ The polytype structures formed in Spéhd SiC are very
and the voids between them are occupied by metal atom§imilar, which suggests that the mechanisms for formation of
which also form plane hexagonal grids. There are two type&® electronic spectra of the long-period polytype modifica-
of coordination of the metal atoms in a sandwich: trigonaltions of these compounds must also be similar. The purposes
prismatic, if the chalcogenide layers occupy equivalent posi©f this paper are to analyze the crystal structure of 5t

tions, and octahedral, if the chalcogenide layers are cIosEOInStru;t a moldell for tlhe natural superlatftlcr:e in these cr;I/s-
packed. Tin disulfide belongs to the latter type. tals, and to calculate electronic spectra of the various poly-

The representatives of this family vary greatly in theirtype modifications on the basis of the concept that they are

properties; they include insulators, semiconductors, and me{prmed by a superstructure mechanism.
als. But they are all united by some general properties asso-
ciated with their layered structure, first of all, a strong an-1. CRYSTAL STRUCTURE OF SnS,

@so_tr_o py of these p_roperties _and polytypism owing to the A fragment of a three-layer S—Sn—S sandwich structure
infinite set of possible ordering sequences for the Iayerqs illustrated schematically in Fig. 1. The unit cell of this

which are distinguished by the position of the atoms Ofgy\cyyre is a hexagonal prism with an Sn atom at its center.
which they are formed. . . Each sulfur atom belongs simultaneously to three unit cells.
Tin disulfide is a semiconducting compound and its elec-|| the atoms of the structure lie on the three-fold axes of
tronic properties depend extremely strongly on the polytypesymmetry, perpendicular to the plane of the layer and pass-
structure of the crystal. Electrical measurements Shiwat ing through the lateral edges and center of the hexagonal
the band gaps of the twelve established polytype modificaprism and customarily denotel, B, andC. (For the metal
tions of Sng vary from 0.81 eV for a 58 structure to 3.38  atoms, these axes are denotedB, and y.) The ordering
eV for an 1& structure, which is much wider than the range sequence along the axis of the atomic layers in this struc-
of variation in Eg4 for the classical polytype material SiC, ture has the formAyB). This kind of sandwich is nothing
which is only about 0.9 eV. The nature of this strong depenother than the plane monomolecular layer with saturated va-
dence of the electronic properties on the polytype structure ifence bonds that is the minimum structural unit of the SnS
SnS crystals remains unknown. crystal in a direction perpendicular to the layers. Crystals
We have shown previously” that the polytype modifi- formed as a result of sequential placement of these monomo-
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note the boundaries of the monomolecular layers. The sym-
metric unit cell of this lattice contains one molecule and is
constructed on trigonal basis vectors, as@SiC, but, since

the distance between nearest molecules of the neighboring
layers is much longer than within each layer, it is strongly
stretched along the axis and, therefore, has a lower sym-
metry, Dayq. The molecular Ramsdell symbol for this struc-
ture is 1IT.

Because of the molecular structure and the fact that, as
noted above, the identical position of the centers of the mol-
ecules in the successive layers does not violate the principle
of atomic close packing, yet another simplest structure is
possible in Sngwith a (AyB)(AyB) ordering sequence of
the layers. This structure is characterized by a simple hex-
agonal lattice, whose symmetric unit cell is constructed on
lecular layers along the axis without the involvement of two basis vectors of equal length lying in the plane of the
valence bonds are molecular in one dimension, specificallyayer at 120° to one another and a single vector parallel to
in the direction which defines the polytypism. This is thethe ¢ axis, also contains one molecule, and has a complete
fundamental difference between the Sr#id SiC lattices. Dy, hexagonal symmetry. The molecular symbol for this
SIC crystals consist of binary atomic close packings, madetructure is H. Thus, in Sn$there should be two indepen-
up of two volume close packings of Si and C atoms imbeddent series of polytypes, which are superstructural perturba-
ded in one another with a strong ion-covalent bonding betions of two different simplest structures, as opposed to the
tween them. Crystals such as $nBowever, can be referred single series in SiC.
to as molecular close packings, since they consist of mono-  The main structure defects causing a superstructural per-
molecular layers bound by van-der-Waals forces whosgrpation of the simplest structures in Sn@s in SiC, are
packing density is determined by the boundary layers of sulregyar rotations about vertical axes which do not lead to
fur. ] destruction of the close packing. Thus, a 60° rotation around

The polytype form of crystals such as $nS usually  gne of the three-fold axe@\, B, or C) leads to formation of
described using a system of notation for atomic close; mirror phase. Then theA(B)(CBA)(BaC) sequence of
pack?ngs5, since, formally, they are actually volume cI_ose. ordering of the layers is replaced by the rever@wB)
packings of S atoms, but every other layer of vacancies in (s gc)(ByA). If the intervals between the planes of rota-
them is occupied by Sn atoms. A description in terms of thgjqp, g the same, then a hexagonal structure with a height of
S atoms alone does not take the molecular nature of thesg,, intervals is formed. Thus, rotations after each layer in a
crysta_ls into account and, therefore, gives an _erro_neous_ld lattice yield a H(AyB)(ABC) structure, while rotations
of their structure. Thus, a new system of notation is requireQo every other layer yield a H(AyB)(CBA)(CaB)

Iﬁr EOlecglaﬂ closs ||oack|ngt]s. flln E[)z:rr]tlcular,bthe ?umtl)erslmx(A,BC) structure. If, however, two different intervals fol-
€ ramscell Symbols must reflect the number of moleculan,,, ,,q another, then a rhombohedral structure is formed

rather than e}tomm, Iayers.p.er unit ceII.Iength of the CryStaIWhose unit cell height will be three times the sum of these
In the following, for describing the various SnStructures tWo intervals
we shall use just this sort of “molecular” Ramsdell symbols. . ’ .
. . . It is useful to note that theAyB) molecule is also con-
In order to describe superstructural perturbations, i.e., tc\)/erted into a mirror ByA) molecule under such a rotation
construct a model of the natural superlattice in Sorgstals, Y

it is necessary to determine the simplest structures containinabOUt a vertical axis passing through its cerifég. 1). This

only one molecule per unit cell and to find the form of the r%akes it possible to shorten the notation for the ordering

structure defects leading to the formation of Iong-periodsequence of the layers in the structure considerably. If, for
modifications based on them example, we take the sequené@C as the forward and

It is known that in SIC there is only one simplest struc- CBA as the reverse and denote a molecule with a reverse

ture containing one atom each of Si and C in a unit cell; thisordering sequence along the axis of the sulfur atoms by an

is the 3C structure with an ordering sequena®CABCof additignal sign, a bar over _the symbol Qenoting the position
the layers and a face-centered cubic lattice. The basis vectoPd their center, then to obtain complete information about the
of this lattice are three vectors of the same length, symmetriétrucwre it is sufficient to |nd|cat_e the sequence in which the
with respect to the axis and forming different angles with Centers of the molecules are laid out. For example, tHe 2
one another, i.e, it is a special case of a trigonal lattice. Itructure will be denoted simply byg and the 4 structure,
owes its highTy symmetry to the particular value of the by yBaB.Y
angles between the basis vectors, which determines an ideal As for other closely packed structures, a very graphic
tetrahedral coordination for the nearest Si and C atoms.  picture of the structure of SpSrystals is provided by their
An analogous structure with a trigonal lattice also exists(110 cross-section planes. Figure 2 shows such cross sec-
in SnS crystals and is characterized by an ordering sequenctons for the forward and mirror phases of @ lattice, as
(AyB)(CBA)(BaC) of the layers. Here the parentheses de-well as for several superlattices based on it. The dark circles

FIG. 1. Locations of atoms in a monomolecular layer of Sri§eft) Unit
cell, (Right) Top view.
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(101) _ (102) ) G 9R kind of rotation, the next layer of theH. lattice occupies a
| m 1T (mirror) 2H — L trigonal position relative to the previous one.
T ! Because of the molecular structure of the Sofystals,
3 ~ ) the planes of all the rotations which create stacking faults in
] 1 the 1T and 1H lattices always lie between neighboring mo-
lecular layers, i.e., pass through van-der-Waals gaps.

refreyefrefre Frre<h In order to unify the system of notation for superlattices

FIG. 2. Cross sections of thd10) planes of a T-Sns lattice and three ~ 02S€d on T and 1H, we denote the H lattice by the sym-

superperiodic structures based on it. bol “0,” by analogy with the Zhdanov symbdke) for the
trigonal 1T lattice, and the distances between neighboring
stacking faults in this lattice by numbers with a subscript 0
(e.g., 3, 3p) corresponding to the number of the molecular

indicate the position of the centers of the $n®lecules and layers. Then the analogs of the Zhdanov symbols for the

their orientation(a line above a circle represents the reversesiryctures shown in Fig. 3 will have the following form:

ordering sequence of the sulfur layer§he inclined lines 1H—(0), 6R—(25)3, 9R.—(30)s, and Ry—(21)s.

indicate the traces of the principal Bragg pIanes.. In hexago- The existence of two simplest structures and at least two
nal axes these planes are denoted 4} and{102, i.e., the forms of structure defects associated with different rotations

sam: asin tt)he fcc Iaflttlce Ig'f Sg:' h deri £ the f dof the lattice makes polytypism in Sp$rystals a consider-
d S can ehseen r??ﬁ Ilgatt ’ tle (zjr f’mt}? of the Torwar ably more complicated and diverse phenomenon than in SiC.
and reverse phases o ce leads 10 € appearance, 1y ;s o example, the modification with a Ramsdell symbol

on_th_e mtersectmgl_lO} planes_, of exaf:tly the same_charac- 18R for the sulfur layers can be represented by a whole set of
teristic Ramsdell zigzags as in atomic close packings. The —

only difference between them is that in molecular says- structures. One structure with symbdR=(21); [in terms

tals the distances between neighboring planes of the rotatiorfé the _sulfur I_ayers, this structurg has the _Zhdanov symbol
vanish, not in the atomic, but in the molecular layers. In this 1)s] is possible based on the tngonaTlamce. Howeyer,
regard, Zhdanov symbols, as the briefest yet completgecause of th? presence of .a second simplest lattidk, 1
method of describing the structure, retain their significanc€©Me NeW variants show upR3=(3o)5 constructed only

in molecular crystals, but they must be supplemented by infrom the 1H lattice and R,=(2o1)3, in which there are
formation on the orientation of the molecules in the layers€léments of both lattices. Note that the Ramsdell and
This is easily done by placing a bar on tégs in the nota- _Zhdanov symbols, which reflect the stacking order of pack-
tions aBy) of the numbers in the Zhdanov symbols corre-N9 of the sulfur layers, are the same f_or the last two struc-
sponding to the number of the molecular layers with reverséures and are Band (1113}, which indicates that they are

ordering sequence of the sulfur layers. The Zhdanov symbdlot @dequate for describing the molecular crystals. The ad-
Gtrmine i 1 vy for hrz Suscur b (1 BSEE 1 e st progose e, s
that for 4H, (22), and that for Ry, (21)s. P ySias, y

) . from a comparison with the atomic descriptions shown in
Figure 3 shows cross sections of tfll0 planes of a T P P

1H crystal and three simplest superperiodic structures basedable .

on it. Here the situation is radically different fronT1 The

symmetric unit cell of a H lattice is a regular hexagon,

whose facets determine the principal Bragg plafE3d, 2. SUPERLATTICE AND ELECTRON ENERGY SPECTRUM
parts of which are isolated as thick lines in the figure. TheOF SnS;

structure defect in this lattice leading to formation of super-
lattices is a rotation by 120° about a vertical axis passinq:au
through the center of the triangkeBy. As a result of this

Layer ¥

1

The stacking faults described in the previous section
se a shift in the phase of the electron wave function in the
lattice of the basis simplest structure, which leads to forma-
tion of additional potential barriers for the electrons. The
periodic arrangement of these barriers creates a superlattice,
9R, IR, _ which causes splitting of the quasicontinuum electron spec-
9r N N trum of the original crystal within the first Brillouin zone
into minibands.
T 6R N N Ny The periodic field created by these additional potential
1H \ barriers is particularly one dimensional and is directed along
the ¢ axis of the crystalthe z direction. Thus, when a su-
. J perlattice is present, the electrons of the original simpldst 1
JT N N A or 1H crystal will experience a perturbation described by the
one-dimensional Schdinger equation

“wpreproepreprapy
h? 9*Ww

FIG. 3. quss sections of thd 10 p!anes of a H-Sn$S lattice and three -+ U(Z)\If= Ez‘l’- (1)
superperiodic structures based on it. 2m, 9z
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TABLE |. Comparison of the new molecular symbols and notation with those for atomic systems for ten polytype modifications of tin disulfide

Sublattice series Ramsdell symbol New symbol Zhdanov symbol New symbol ABC notation Newagy notation  Eg4, eV
1T 6R 1T o © (AyB)(CBA)(BaC) YBa 0.8
4H 2H (22 (11 (AyB)(ABC) vB 1.89
6H, 3T (33 (21 (AyB)(CBA)(CaB) yBa 1.59
8H, 4H, (49 (22 (ABC)(ByA)(CBA) ByBa 1.20
_ (BaC) _
18R 9R; (51)3 (22, (BaC)(AyB)(CaB) ayaBaByBy
(CBA)(BaC)(ABC)
(AyB)(CBA)(BYA)
1H 2H 1H (11 0) (AyB) v 2.18
6H, 3H, (2211 (20)  (AYB)(CaB)(AyB) yay -
8H, 4H, (211211 (2020) (AyB)(AyB)(ABC) yyBB
(ABC)
1R 6R (31)s (20)3 (AyB)(AyB)(CBA) YYBBaa
(CBA)(BaC)(BaC)
18R 9R, (1113) (30)3 (AyB)(AyB)(AYB) YYyBBPaaa
(CBAY(CBA)(CBA)
o (BaC)(BaC)(BaC) -
9R, (1113) (2,5 (AYB)(AYB)(ABC) yyBaayBfa 3.38
(BaC)(BaC)(ByA)
(CBA)(CBA)(CaB)

Herem, is the effective electron mass in the initial crystal for in Ref. 1, 5H. Thus, we takeE, for the 1T structure to be
the z direction,U(z) is the superlattice potential, which is a 0.8 eV. This estimate is, certainly, very crude, since the or-
periodic function of the coordinate, artg, is the electron dering sequence of the layers intb@rystals is unknown,
energy. while the location of the energy levels in a superlattice is
The top of the valence band of Sh&ystals lies at the determined, not simply by its period, but also by the sizes of
center of the Brillouin zone and, because of the sphericathe potential wells and barriers of which it consists.
symmetry of the wave functions at the poihit essentially Of all the structures constructed on the basis of the 1
experiences no perturbation by the superstructure potentidattice, the ordering sequence of the layers in the unit cell is
On the other hand, the minimum of the conduction band lieknown only for crystals with BI, 4H, and 3T structures.
at the boundary region of the Brillouin zone and is veryThe last modification has the symboH6in terms of the

strongly affected by the superlattice. Thus, as a first approxisulfur layers, but is actually a trigonal structure withya
mation, we can assume that the change in the band gap asalering sequence of the molecular layers. Thus, there are
function of the polytype structure is determined exclusivelyonly two modifications left with the same symmetry and the
by the change in the energy of the electrons at the bottom afame structure defect determining the superlattice potential,
the conduction band, which obeys E@). This energy in-  2H and 4H. The band gaps of these modifications are 1.89
creases under the influence of the superlattice, i.e., the barghd 1.20 eV, respectively.

gap increases. If the band gaps of the initial simplest crystal  For approximate calculations we use the Kronig—Penney
and several superstructural modificatiopelytypes based model, which we have used successfully before to calculate
on it are known, then it is possible to determine the unknowrthe electronic spectra of SiC crystals. A plot of the potential
parameters of Eq(1), m; andU(z), by jointly solving Egs.  energy in a superlattice with rectangular potential barriers is
(1) for E,(0), theenergy at the bottom of the conduction shown in Fig. 4 for the hexagonal case, when the distance
band of these polytypésThen, however, it is important that petween the barriers is the same throughout the entire struc-
these polytypes have the same symmetry and that their sgure. Here the zero energy corresponds to the energy of the
perlattices should be formed by the same structure defectectrons at the bottom of the conduction band of the unper-
and differ only in their periods. Of all the polytype modifi-
cations of Sngstudied in Ref. 1, only one,® (18R in terms

of the sulfur layers has a band gap larger than iRl Li.e., is

a superlattice based on it. All the others are constructed on
the basis of the trigonalTLlattice. Thus, we shall begin our
analysis precisely with these superlattices.

The band gap of the simplest SnSructure, T, is un-
known, since crystals with this structure have not yet been
obtained. However, sincEy decreases in hexagonal struc- =
tures as the period increases, approaching its value in the —— z

original unperturbed crystal, We may assume that it Wi!l berig. 4. A plot of the superlattice potential energy in the Kronig—Penney
close toE, for the longest period crystal of those describedmodel.

<
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FIG. 6. Electron dispersion curves in redudespace for M- and 4H-SnS
FIG. 5. The solutions of Eq2) for 2H-(1) and 4H-SnS (2) crystals. constructed from the data of Fig. 5.

bottom of the conduction band of thdkrystal can be ob-

turbed IT crystal and all the individual barriers are charac-t5ined by solving Eq(2) with the following parameters:
terized by widthb and heightV, while the potential wells \,— 3 75 eV,b=c=9 A, andm=0.1m,. A plot of this so-

between them have width. The superlattice period=b lution is shown in Fig. 7 and can only correspond toR,9

+c is equal to half the length of a unit cell and is known girycyre. As can be seen from Fig. 3, in the,Sstructure
from crystallography. The electron energy spectrum in a Sughe parrier widthb must be about 3 A, as in theT1series.

perlattice with this sort of potential energy profile is given yowever, with this low value for this parameter, the magni-

by? tude of V required to obtain a minimum energy of 1.2 eV
2_q2 _ turns out to be unrealistically high.
coska=coshgb cosac+ 2ap sinh gb sin ac. The electronic spectra of the polytype modifications of

) SnS obtained here are typical for superlattices and have a

distinct miniband structure. The widths of the first minibands

are larger than in SiC for the same period. Thus, in the 2
o?=2mE/HK?, p*=2m(V-E)/#?, ©) 4H, and R, structures, the superlattice periods are 5.9,
11.8, and 17.7 A, while the first minibands have widths of
2.1, 0.35, and 0.5 eV, respectively. For comparison, i+ 4
and 8H-SiC crystals the superlattice periods are 5 and 10 A,
while the widths of the first minibands are 0.6 and 0.16%V.
This is related to the circumstance that the solutions of Eq.
(2) which satisfy the experimental data &gy in SnS crys-

Here

E is the electron energy, amd is the initial effective mass of
an electron in the potential well. The problem involves
choosing values of the paramet&fsb, andm for which the
minimum electron energies obtained from ). for the 2H
and 4 structures will equal 1.09 and 0.4 eV, respectively.
Calculations showed that this condition is satisfied by
V=2.3eV,b=3A, andm=0.4m,. Figure 5 shows plots of
the solutions of Eq.(2) with these parameters forH2 zr_
(dashed cunjeand 4H-crystals(smooth curvgof SnS. The
horizontal dotted linegcoska=1, bound the region of real
values of the energy, corresponding to allowed minibands.
Figure 6 shows the dispersion curves of the electrons in these oo
crystals, calculated from the data of Fig. 5.

The potential energy profile inH rhombohedral struc-
tures differs from that which we have in th&l Iseries. As
can be seen from Fig. 3, the superlattice period in these
structures is also 1/3 of the unit cell length, but over the
length of this period there is only one potential well, i.e., the
potential energy profile has a form similar to that shown in
Fig. 4 for 1T hexagonal structures. Thus, we can use(EQ. -1
for calculating the electron spectrum of the only rhombohe-
dral structure of the W series that is currently known,
9R-SnS. The band width of crystals with this structure is
3.38 eV! and exceed&y of the 1H basis structure by 1.2
eV. Calculations show that this value for the energy at theriG. 7. The solution of Eq(2) for a 9R,-SnS crystal.

-2
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tals require large values bfand rather low values ah. The  the band gap and the ordering sequence of the layers in the
first obviously reflects the fact that the barrier in $88per-  unit cell are known. Kronig—Penney model calculations were
lattices passes along a van-der-Waals gap between the mdene with rectangular potential barriers. The results are
lecular layers and its width cannot be less than this gapsomewhat unexpected, first of all, in terms of the values of
which is 2.95 A. As for the parameten in this problem, the model parameters which yield agreement between the
matching it to the actual value of the effective electron masgalculations and the experimental data over the band gap
in the original crystal requires further study. width. Getting this agreement required very high and wide
The curves of Figs. 5 and 7 can be used to estimate thpotential barriergfor similar values ol/, these barriers have
longitudinal effective masses of the electrons in the .SnSa width 3 times greater than in SiC in thd keries and 10
crystals studied here. When the tangent to thekessf(E) times greater for the H series and rather low effective
curve at the point corresponding to the minimum of the conimasses. The former is explained by the fact that the barriers
duction band (coka=1) is extended to its intersection with in SnS pass along van-der-Waals gaps and their width can-
the line coska=—1, the difference in the energies at thesenot be less than the width of this gap. In addition, imbedding
points will give the nominal width of the first miniband$2, a molecular layer with trigonal surroundings in & Jstruc-
in the approximation of a dispersion with the simple form ture, as in a &, crystal, increases the barrier width further.
E—_ 5 coska 4) The discrepar_lcy between the model val_ue_srmfand the _
measuredm* in 1H crystals appears to indicate that this
In this case, the effective electron mass at the minimum poinparameter is not an exact reflection of the effective mass in

is given by the original crystal and changes under the influence of the
572 572 boundary conditions in the potential well.
m* (5) It has been found that the electronic spectra of the,SnS

T PEIKE T Al - e

crystals studied here have the miniband structure character-
The effective masses calculated using this formula aréstic of superlattices. The first minibands, however, are rela-
m*(2H)=1.8m,, m*(4H)=2, 3m,, and m*(9R,) tively wide, while the energy gaps between the first and sec-

=0.6mj. ond minibands ak=0 exceed the band gap. This means that
The analysis done in this paper yields the following con-the inter-miniband optical transitions typical of SiC crystals
clusions: cannot be observed in these crystals, since their energies lie

The layered metal dichalcogenides form a new class ofn the fundamental absorption region.
crystal structures, molecular close packings. The generally
accepted method of describing these molecular crystals usin
the symbols employed for atomic close packings is not up t
the task and gives erroneous ideas about their structure. Heteor crystals with a prismatic coordination of the atoms in a molecular
a new symbolism has been proposed for describing thesesandwich, where the layers of sulfur occupy an identical position, as in
crystals which takes into account their molecular structure T@%: we can introduce a symbol to indicate this position, suckvg®r
and vyields the briefest, yet exhaustive information on the “c-
ordering sequence of the layers in a unit cell. Polytypism in——— ' N
molecular close packings is a more diverse phenomenon thag>: A;hgra’sr :\;‘Sdki‘i)'ir’:‘sﬁggﬁsgﬁ;igg{zgt:;‘fe dscz)';&?f?g (l\lﬂifia“
ir) atomic close packings _becguse of the egistence_of aSecong . Faust, and C. E. Ryan, South Carolina, p. 207. '
simplest structure B which is forbidden in atomic close 3G. B. Dubrovski and A. A. Lepneva, Fiz. Tverd. Teld.eningrad 19,
packings. Thus, in the metal dichalcogenides two, rather thar)1252(1977 [Sov. Phys. Solid Statg9, 729(1977].
one, series of polytype structures, based on the lattices of the?l'ggg ?gg\rlo‘f}flsa”goﬁa gt'ag‘i“ibfﬁg;erd' Telaeningrad 31, 19
two simplest structures,TLand 1H, should be observed. SA. R. Verma and P. Krishn&olymorphism and Polytypism in Crystals

There are, unfortunately, very few experimental data on Wiley, N.Y. (1966, 284 pp.
be calculated only for two polytypes from thf+2H and ~ -ondon(1961. 473 pp.

4H series and one from theHl—- 9R,, series, for which both  Translated by D. H. McNeill

The author thanks the Russian Fund for Fundamental
esearch for support of this wofksrant No. 97-02-18300
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The energy spectrum and quantum states of electrons in a system of quantum wells in a strong
magnetic field parallel to the heterogeneous boundaries are studied. The combined effect

of the quantizing magnetic field and the potential of the system of quantum wells leads to a radical
change in the electron dispersion relation owing to the appearance of one-dimensional

Landau bands. The neighborhoods of the anticrossing points of the different bands correspond to
an effective redistribution of the electron envelope functions, which becomes stronger as

the magnetic field is raised. The character of the electron-state density in the size-quantization
subbands is examined qualitatively in connection with the change in the system of

isoenergy contours when a magnetic field is applied. 1998 American Institute of Physics.
[S1063-783%8)03309-1

1. Single-electron states in systems of quantum wells irsystem of quantum wells, each of which is modelled as a
a magnetic field perpendicular to the heterogeneous intepotential well of finite width and depth. This is the type of
faces can be classified easily, since the magnetic field and theodeP that is usually employed to study the electronic states
quantizing potential of the quantum well act independentlyin structures with quantum wells.
of one another. In this case, a system of discrete Landau 2. Let us consider a quantum-well system with heteroge-
levels arising from the states of the given subband is associreous interfaces perpendicular to thexis. Let a uniform
ated with each two-dimensional D3 subband. On the other magnetic field be applied parallel to the interfaces. We
hand, when the magnetic field is parallel to the interfacesghoose thex axis to be in the direction of the magnetic field
size quantization and quantization in the magnetic field canH. As the choice of vector potentish we use a Landau
not be treated independently, so that hybrid electronic stategauge in order to retain the form of the solutions for
appear which are much more difficult to classifA quan-  quantum-well systems without a magnetic field as far as
tizing magnetic field parallel to the heterogeneous interfacepossible®
causes a change in the nature of the dispersion curves for the
2D subbands. Thus, in first-order perturbation theory the lo- Ax=A=0, Ay=—Hz @
cation of the quasi-wave vector corresponding to the mini-
mum energy of a subband is shifted in proportion to the field
while the energy undergoes a diamagnetic shift that is qu
dratic in the field® The magnitude of the shift increases with
the quantum number of the subband because of the larg
spatial extent of the wave functions of the higher subbands, _ ;
so that the distances between the edges of neighboring sub- Yxy.2)=x(@)expli (et kyy)), @
bands increase when a parallel magnetic field is appliedwherek, andk, are quantum numbers from a complete set

The electron denSity diStribUtiOﬁ.e., that of the electronic Characterizing the electron state. For the functi((a) we
envelope functionsin the quantum well system ends up de- have the equation

pending on the magnitude of the applied magnetic field. In

particular, by changing the magnetic field it is possible to A2 d? mwﬁ 5
make the maximum of the electron envelope shift from one { “omaz TtV @+ —— (z-2) ]X(Z)
guantum well into another. This sort of redistribution of the

electron wave functions in a magnetic field has been exam- hzkf(
ined previousl in terms of the simplest model of an asym- =1E- 2m
metric system of two quantum wells described®function

potential wells of different strengths. Each such potentiain which E is the electron energynm is the effective mass,
well leads to the appearance of just one local level, so it isr= *£1/2 is the projection of the spin along theaxis, wy
appropriate to study the effect of a magnetic field on the=eH/mc is the cyclotron frequencyug=¢€fi/2mc is the
energy spectrum and quantum states of the electrons in Bohr magnetong* is the effective Landéactor, and

We denote the size-quantization potential for the elec-
trons in the quantum-well system ty(z). Since the elec-
atron hamiltonian is independent of the variabkeandy, the
glnvelope function can be written in the fdtm

_g*ﬂBHU]X(Z)v (€©)

1063-7834/98/40(9)/5/$15.00 1563 © 1998 American Institute of Physics
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ke as a function ofz,. Without discussing further the trivial
Zp=— eH ky 4 splitting of the subbands owing to the electron spin, we limit
ourselves initially to considering the simplest case of a quan-

has the significance of the classical radius of the electrotum well of depthU, and widthw. We choose the origin of
orbit in the plane perpendicular to the magnetic field. Equathe z axis as the center of the quantum well. kg0 (and
tion (4) implies thatz, can be used as one of the quantumzy=0) the effective potential energy is symmetric with re-
numbers in place ok, . spect to the transformation— —z. A magnetic field leads to

As can be seen from E@), the energyE and the one- an increase in the energy of thé2evels (a diamagnetic
dimensional (D) envelope functiony(z) depend orgg as a  shift). Some of them will be pushed out into the continuum.
parameter. Without a size-quantization potential, the energffor k,#0 the effective potential loses its symmetry with
of the electron in a magnetic field is independentzgf respect to the transformation— —z and, with increasing
while x(z) depends only on the difference—z,.° Size ky, the power of the potential well leading to th&®Jdocal-
guantization removes a degeneracyzgand for a given ized states decreases. The system of discrete energy levels
value of z;, the energy, as well as the form of the present in a quantum well witB<<O gradually becomes a
1D-envelope function, are obviously not indifferent to the system of Landau levelg,=% wy(n+1/2) ask, increases.
choice of origin on the axis. It can be shown that there is Thus, levels with energies below zero, which split off from
always a possibility of choosing the origin so as to fall the system of Landau levels owing to the presence of a po-
within a region where the dependence of the energi,dior  tential well, do not exist(as in the absence of a magnetic
Zp) is of interest. field) for arbitrary ky. Thus, the lowest of the localized

In fact, when making a gauge transformation, besideguantum-well levels can only appear for
replacing the vector potential, in E¢B) it is necessary to

change the phase of the wave function at the same %ime. ﬁ 251)<ky<ﬁ zEﬁ). (10)
Thus, hc fic
e The location of the pointg{;’ (in the case of a single
A—A+VE, y—dexp T, () symmetric quantum well or a symmetric system of quantum

wells, obviously,z{;)=—z{}? if the z origin is chosen to be
wheref is a, thus-far, arbitrary function of the coordinates. the center of symmetry of the quantum well systemd the
In order not to change the form of Eq3) for the nature of the spectrum near these points can be investigated
1D-envelope function, it is necessary to retain the Landawjualitatively by perturbation theory methods, treatli@z)
gauge, as well, sb must depend only og. Then, we have as a perturbation. Let us assume for simplicity that a
1D-potential wellU(z) in the absence of a magnetic field
Ay=A,=0, Aj=-Hz+ _d;(y) ) (6) leads to the appearaznce og only a sin_gle _discrete level. In this
y case we can sdllgw“~27%“/m. Considering the case of a
sufficiently strong magnetic field and using the linear oscil-
lator wave functions as unperturbed st&tesfirst-order per-
turbation theory the ground-state energy is given by

My | V2
fi

In order to ensure that the conditid®h A=0 is satisfied
and retain a solution in the forif2), it is necessary thédt be
a linear function ofy, i.e. f=+yy, wherey is an arbitrary
constant(The constant term ifi can be droppedlThus, the 1
only nonzero component of the vector potential can be writ-  &1(ky)= > hoy— > Uo[ CI)(
ten in the form

_ w Moy | Y2 w
o el g o

whe_rezlz y/chjust cc_)rreTer)on(:]s to afstr;]ift in thefcoo:_dinqte where sgrX) is the sign function ané (x) is the probability
origin aiong thez axis. The phase ot the wave UNCUON N 30441 Settings; =0 in Eq. (11), we can findz{; . Thus,

Eq. (5) then change_s by an_a_moue'g/y/ﬁc, which corre- for Uy~100 meV,w~5x10 ' cm (one level in the quan-
sponds to a change in the origin for the quantum nurkber tum well for H=0) and H~10" Oe (corresponding to

eH fhiwy/2~0.1 meV for the characteristic effective electron
(8) massm~0.007, of GaAs, wherem, is the free electron
mas$, we obtain z{l’~7x10"7 cm. The corresponding

Therefore, without any sort of restriction, we can choose thgjuantum numberk, is k{"'~10° cm . k{") depends
origin for z so thatk,=0 would correspond, for example, to weakly (logarithmically on the magnetic field strength, de-
an extremum in the functiok=E(k,). creasing with risindd. Note that the difference;)—z{, is

3. For a qualitative investigation of the dependence ofof the same order of magnitude as the quantum well width
the electron energy spectrum on the quantum nurkpeit — w.
is convenient to examine theDleffective potential We now examine the somewhat more complicated situ-
ation of a quantum-well system in a parallel magnetic field.
Let there be a system of two quantum wellsdths w; and
w,) separated by a tunnel-transparent barrier of width

"
ZO+E

ky—> ky+ % Z.

mw?
U*(2)=U(@2)+ —— (z-20)? ©)
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Size quantization causes formation of a system bBf ub-
bands of the electron energy spectrum. As in the case of at
isolated quantum well, the presence of a parallel magnetic
field leads to an effective potentidll* (z) which depends on

the quantum numbek, through the parameter;. Now a
minimum of the potentiall* (z) asz, varies is obviously =
attained at two pointsz® and z(?, corresponding to the
centers of the two quantum wells. If, for examphe,
<w;,, then the power of the effective potential with a mini-
mum in the second quantum well is less than that with a 1
minimum in the first quantum well. Therefore, each of the i
discrete levels forzy,=z?) ends up being higher than the [

i =21 i
correspondlng level fOlZo 2, while the dependence of FIG. 1. The dependence of several of the lowest electron-energy levels on

the energy of an EIe(ftron in the given subbandkenis, i the parameter, in a 15-17-8 structure for a magnetic induction of 10 T
general, nonmonotonic. (schematic illustration; the scale in the neighborhoods of the anticrossing

4. Quantitative results for specific quantum-well systemsPOi”tS has been enlarged somev)rha_lso shown is the potential energy of
can be obtained by solving EG) numerically. In the case N duantum-well system as a functionzf
of a quantum-well system, in each region whdugz)
= const, the general solution of E@) can be represented by
a linear combination of two linearly independent Hermitic electron dispersion curve for the direction alokg, while
functions. At points wheré&J(z) is discontinuous, i.e., at the the customary parabolic variation is retained alégg
heterogeneous interfaces, the solutions are matched with the The anticrossing regions are also regions with sharp
aid of the boundary conditiohsnvolving the continuity of changes in the character of the envelope functions, where
the 1D-envelope functions and of the probability densities(for states withE<0Q) they are effectively redistributed in
calculated for these functions. These conditions are supplehe quantum-well system. Thus, the envelope function of the
mented by the condition that theDtenvelope functions be lowest 2D subband for the 15-17-8 structure in a 10 T mag-
finite for z— * . The system of boundary conditions, there- netic field for zy<37a is localized mainly within the con-
fore, leads to a system of linear homogeneous equations fgihes of the wider potential well. Redistribution of the enve-
the coefficients in the Hermitic functions and the conditionjope function takes place within a rather narrow range of
that this system be solvable determines the energy spectrufariation z, (Az,~2a, which corresponds taAk,~1.7
It should be noted that there are valueskpf in the neigh-  » 165 cm* for 10 T). In weaker fieldgbelow 10 T, redis-
borhood of which the energies of some pairs of subbands afgipution of the envelopes of the lowesb2subbands in this
extremely close to one another. Thus, the accuracy of theirycture is essentially not observed. In structures with a nar-
computational procedure should be chosen such that it igower barrier(e.g., 10-7-8 the effective redistribution al-
possible to compare uniquely the calculated energy levels qeady takes place a fields in exce$ssol and occurs more
certain D subbands of the electron spectrum at each comsmoothly, i.e., over a wider interval af.
putational step. 5. Several comments must be made concerning the den-
As an example, let us consider a system of two quanturgity of states in the R subbands. The electron-energy spec-
wells (width w; = 15a andw,=8a) separated by a barrier of trum can be written in the form

w

2
NCN

/

width b=17a, wherea=5.655< 10”8 cm (a 15-17-8 struc- 22
ture). The depth of the quantum well i$,=150 meV. Fig- En(Ky,Ky) = E(0 4 > T en(ky), (12)
ure 1 shows several of the lowest energy levels as functions 2m

of the quantum numbez,. The numbers of the levels are where Eﬁo) is the location of the absolute minimum of the

indicated on the corresponding curves. The range of variahth subbandm is the effective mass of a conduction elec-
tion of z; is limited to the immediate neighborhood of the tron, ande(k,) are some functions df,, of which some
’ n y y1

guantur:p—\{vgll TySteLn' V\r']h'Ch 1S S.ISO shown in tZe f'%ure'idea can be gained from Fig. 1. This figure shows that the
rom this itis clear that the more distamtcorrespond to the  , per of the Landau level, which is uniquely determined

system of Landa_u Igvels_which _develops from the continuur_qor largez,, is a good quantum number which can be used to
when a magnetic field is applied. The energy spectrum I%Iassify the electronic states, which are spatially limigkxt

shown as a function af, for a magnetic induction of 10 T, E<0) along thez axis by the quantum-well system. The
as well as the evolution of the energy levels of the State%lensity of states in thath subband

localized within the confines of the quantum-well system as

Z, changes. We note the natural anticrossing of levels in the

neighborhoods of certain values nf. (The report of cross- gn(E):kzk S(E—En(ke.ky)) (13
ing in Ref. 3 is the result of inadequate accuracy in the cal- Y

culations forzy near the anticrossing points and, therefore, offor E<O0, i.e., for states corresponding to the discre&ta-

a failure to number the levels correcilfrigure 1 shows that tive to motion along the axis) spectrum, can be reduced in
a strong magnetic field causes a substantial change in tretandard fashion to the integral
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s dk,
0(E)= G52 2 J ERCU (149

whereS is the area of the structure in tixg plane and the
pointsk{ are determined from the equation

v

21,2

_ 12k
en(k))=E—EQ - ——

o - (15

Let us consider the density of states in the lowest (

Belyavskil et al.

N 1) _SIZ€ q_uantlzanon Su_bband' Near its absqlute mInImLmlj'—'lG. 2. The possible structure of the dispersion relation of the first subband
the dispersion as a function &f, can be approximated by @ ang the behavior of the density of stateight) in the neighborhood of a

parabolazsn(ky)~h2k§/2m’, wherem’ is a parameter with

crossing point.

the dimensions of mass, which determines the curvature of

en(Ky) near the minimum(Calculations show that it differs

little from the effective masm in fields below 10 7). In this
case,

k== \[(2m'I1#?)(E— EQ - #i%k%/2m), (16)

which automatically determines the limits of integration with
respect tok, in Eq. (14). An elementary integration yields
the step-function dependence of the density of states near the

minimum of the D subband that is customary foD2sys-
tems,

. S(mml)l/Z
- 27h

Here 9(E) is the Heaviside step function. For lare|, the
electron energy approaches the enefgy,/2 of the first

g(E) I(E-EY). (17)

Landau level from belowFig. 1). The behavior of the den-
sity of states near the Landau level can easily be studie

using Eq.(11), by considering large~ /a) values ofk, in

this expression and using the well-known asymptotic repre- (4

sentation for the probability integral. We have
ﬁwH UO 1

2 2\/; aHky

whereaﬁ=ﬁc/e H. Neglecting the dependence &pin the

preexponential factofreplacingk, by its limit ~x/a), we
find

K= \/m
y —aa

e1(ky)~ exp(—ajky), (18)

—1
: (19

U, a | 2m

2732 a, (ﬁzkﬁ

wheree is the energy reckoned downward from the Landa
level. The solutiong19) exist if the argument of the loga-
rithm exceeds unity, which determines the limits of integra-

tion in Eqg. (14). As a result of integrating as—0 (E
—hwy/2—0), we obtain

Sa m%21

91(8)“mTE, (20

in Fig. 2. Near the anticrossing points the character of the
dispersion relation in the first and second subbands can es-
tablished using perturbation theory for two close levels. The
magnitude of the perturbation is determined by the tunnel
transparency of the barrier. The dispersion relation in the
lower subband is one of the branches of a nonanalytic func-
tion and, depending on the structure of the quantum well
system and the magnitude of the magnetic field, it can result
in the three characteristic types of dependencépshown

in Fig. 2. In the neighborhood of the anticrossing point these
dependences can be represented in the form of a simple ana-
Iytic function

1 3
g1(ky)=ak,+ 3 bkS,

H/herea andb are constants, and the energy &)dn Fig. 2

are taken relative to the point O.

For a<O there are two values of the energy™ and
ey, of which the first corresponds to the local minimum of
the dispersion curve and the second, to the saddle point.
Thus, at the points(lm), where additional solutions of Eg.
(15) appear, the density of states has a singularity in the form
of a discontinuity of the first kind that is characteristic & 2
systems. In the neighborhood of the saddle point, the density
of states of © systems has, as we know, a logarithmic
singularity®

Fora>0 the density of states in the neighborhood of the
anticrossing point has no singularities and its behavior can be
understood directly from Eq14). As it passes through this

upoint, the denominator under the integral sign passes through

a minimum, so the density of states has a maximum in the

neighborhood of the anticrossing.

The casea= 0, where the dispersion curve as a function
of ky has an inflection point, is special. The character of the
resulting singularity in the density of states can be studied
using an approximation of the dispersion relation of the form
(21). We denote the deviation in the energy from its value at
the singular point by. The singular parbg(e) of the den-

(21)

i.e., the density of states near the Landau level has the formsity of states to the right and left of the singular paint 0

characteristic of D systems(For E>#% wy/2 the density of
states evidently has the same root singularity.

can be reduced to elliptic integrals; in the immediate neigh-
borhood of the singular poinidg(e)=|e| V6. The power-

6. Between the absolute minimum of the first subbandiaw dependence of the singularity in the density of states,
and the first Landau level, in some structures the density obg(s)«=|e|* is not related to the approximati¢@1); in any
states in a magnetic field can have the special behavior in thease, it can be stated that the exponent is bounded by the
neighborhood of the level anticrossings shown schematicalljnequality 0<\<1/2. The behavior of the singularities in
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A study has been made of low-temperature absorption and luminescence spectra of bismuth
iodate microcrystals in various hogtayered cadmium iodate, microporous glasses and polymers
as well as of the spectra of mesoscopic domains formed in bulk bismuth iodate by mechanical
strains. The structure of the spectra and the quantum shifts of the exciton levels yielded
information on the dimensions and size dispersion of the microcrystals and domains, as well as
on the effect of microcrystal size on the Stokes losses. The quantum exciton-line shifts in
microcrystalline lead-iodate films grown in pores of the glass host have been used to calculate the
film thicknesses. A photoinduced change in the mechanism of radiative recombination was
observed in PBI microcrystals. The spectrum of resonant Raman scattering in lead iodate
microcrystals consists of broad bands corresponding to the branches of optical phonons
undergoing strong angular dispersion. 1®98 American Institute of Physics.
[S1063-783%08)03409-1

Investigation of quantum-confinement effects associatefirst excited states; indeed, the energy separations between
with excitons in microstructures is a major area of interest irthe direct exciton of a bulk crystal and the first excited state
the optics of semiconductors. The actual approach used iof the molecule are 0.6 and 3.5 eV for Bind Pbj,
studies of microcrystals in hosts is determined not only byrespectivelf. Besides being of intrinsic interest, the knowl-
the average dimensions of the microcrystals and their sizeédge of spectra of bismuth- and lead-iodate-based microcrys-
distribution, but also by their geometric shape, which affectdals may prove to be useful in studies of complex systems
considerably the properties of the system and theoretical davith perovskite symmetry, such as (GKH3)3Bislo,
scription of the wave functions and electronic-level energies{CnHan+ 1NHz)Pbly and other§ ™ as well as of the proper-

If the host is a glass or a high-symmetry crystal, and thdies of PB* and Bf* ions in solutions and crystafs
microcrystals form from substances with zero or small an-

isotropy, the potential acting on the electronic states is ast. giISMUTH IODATE

sumed to be spherical or cubic. In layered structures the . ] ] ) )
quantum-confinement effects should be strongly anisotropic ~ BiSmuth iodate is a model crystal for studying excitons
because of the different nature of the bonds acting in thé)farelatlvely small rgdms in _Iayered semlc_onductors, and_lts
plane of an elementary layered stack and between sucppectra are_known In con5|derab_le detail. _The _abso_rptlon
stacks. It is to be expected that microcrystals of layere pecira of single mo_lecgles and dimers ofsaarg_gwen n
semiconductors embedded in hosts can be described as di%cef' 6. We are considering below spectra ofsBicrocrys-

whose thickness is determined by a few elementary Iayeredaﬂ%S in hosts of Cdl layered crystals, porous glasses, and

: . . olymers, as well as those of mesoscopic domains in bulk
stacks. The weakness of interlayer coupling results in breal%iI crystals
in stacking order. These defects can initiate the formation of > '

mesoscopic domains with lattice symmetry different fromA. Growth of Bil 3 microcrystals

that of the host crystal. Of most interest are domains of small g,k crystals were prepared by sublimation in vacuum at
size (quantum discs where the confined motion of the ex- 400_420 °C. Bij microcrystals form in the host of the wide-
citon center of mass gives rise to quantum-confinement efyan crystal Cdl in the course of annealing of mixed
fects in optical spectra. _ _ ~ Cdl,-Bil; crystals grown by the Bridgman-Stockbarger
Consider first the optical properties of B&nd Pb} mi-  method. Similar to the case of Group I-VII and 1I-VI semi-
crocrystals. Because of the large carrier effective massegonductors in glass hosts®the average size of the micro-
excitons in bismuth iodate have a comparatively small radiugrystals and their size distribution depend on the time and
re~0.6 nm;~® whereas for the lead iodate estimdtegive  temperature of the anneal.
re=2.0nm. Since the thickneds of the layered stacks in The pore size distribution in alkali borosilicate glasses is
Bil; and Pbj is practically the same, about 0.7 nm, confine-narrow; indeed, electron and atomic-force microscope mea-
ment in thin lead-iodate microcrystals should manifest itselfsurements yield for the average pore radius 6—7 nm. While
considerably stronger. The markedly different ratios ofo  the atomic-force microscope is not capable of measuring di-
the lattice constantor to the molecule dimensionsor Pbl, rectly the pore depth, scanning of cleaved surfaces showed
and Bil; are seen in the largest possible quantum shifts of théhe pores to be distributed uniformly in depth at least within

1063-7834/98/40(9)/6/$15.00 1568 © 1998 American Institute of Physics
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0.5 cm from the surface. The total volume of the pores can
be as high as 30% of that of the host. Hosts of other porous;
glasses with larger pore radiirom 10 to 25 nm were also
used. The evacuated ampoules containing porous glasses at
single crystals of B were heated to 500-530 °C and cooled
subsequently at various rates. Microcrystals of;Bdrmed
in glass pores by thermal sublimation of this compound.
Bil 3 microcrystals in the polymer host were prepared by
drying in air the host soaked preliminarily in an iodate solu-
tion in hydrochloric acid. Because of the low solubility of
Bil; in the acid, the filling of the polymer host pores by
microcrystals is low, but it can be increased by repeating the
process.

ity,

ission intens
arb.units

m

W

B. Optical spectra of bulk Bil 3 crystals

Bismuth iodate is an indirect-gap semiconductor, whose
absorption edge begins with phonon steps of the indirect
exciton? The indirect and direct exciton energies are, respec-
tively, 2.008 and 2.072 eV. The calculated total effective
mass of the direct exciton in Bilis 1.4m,,** but in order to
reconcile it with experiment one has to accept a few times
larger value for the direction normal to the layer plane. In
single-crystal Bi} films one observes excited exciton states
yielding for the binding energy and ground-state radius 160
meV and 0.6 nm, respectively, which is in accord with
magneto-optic measuremethtsClose to the absorption edge
one sees also narrow lines of tfieS, andR excitons local-
ized at stacking faults in Bjl layers (Fig. 1), which are
present in the luminescence spectrum as well. Lying lower in f
energy is a variable system of lines to be considered below. .

Absarption , arb. units

1
2.0 2.5 3.0
Photon energy, eV

C. Absorption and luminescence spectra of mesoscopic
Bil; domains FIG. 1. Absorption spectra of Bilobtained aff =4 K; (a) microcrystals in

In bulk Bil5 crystals one observes a variable spectrum ofinannealed Cdlhost (Bil; concentration 0.05 mol.% (b) same sample
fter annealing(c) microcrystals in Cdl host with average Bilthickness in

Wi. bands which can be enhanc_ed by straining the CrySt"’&e sample of 0.5 monolay€id) a thin bulk single crystale, f) microcrys-
(Fig. 2. These bands should be interpreted as the spectrugdis in glass hosts with large and small pores, respectily— direct-
of excitons imprisoned in mesoscopic domaifit’ The ex-  exciton peakT, S, andR are the lines of stacking-fault-bound excitons, the
istence of domains in strained Bitrystals was established arows identify indirect-exciton steps. Dashed line - monondj (and
by x-ray diffraction. These domains are initiated by stacking?™er (©) spectrum of B in LTA zeolite (Ref. §. Shown on top is a
. spectrum of sample.

faults and haveD ;4 symmetry different from the symmetry
of the bulk-crystalC3 . Calculations show that the funda-
mental absorption edge and the exciton levels of bulk Bil
crystals with symmetr 54 lie considerably lower in energy contribute to the spectrum too. The energies of\fydbands
than those of the conventional Bitrystal with symmetry measured in three differently strained Bisamples agree
C%i . The spectrum of mesoscopic domains is redshifted wittwith the spectra calculated under the following starting as-
respect to that of the bulk crystal having the symmetry of thesumptions:
domains because of quantum confinement. This spectrum 1) The model of the mesoscopic domain is a quantum
lies, however, below the exciton lines of the bulk Bikystal ~ disc with thicknessL and radiusR;. The exciton energies
with symmetryC%i , which is the host for the domains. are given by the expression

Figure 2 presents an exciton spectrum of mesoscopic
domains. Thew; band seriesi=1,2,3) converges toward Erikmv= Eg—En—h2w2k2/(2MZi2Lz)
longer wavelengths to the bulk-exciton energy of the;Bil
crystal of symmetryDz4. The position of thew, bands is +h?a%) m, [(2MRy) .
determined primarily by the thicknesk of the correspond-
ing quantum discsi(is the number of layer stacks in a disc Here i is the number of layer stacks is the quantum-
The structure at the short-wavelength wing of iNebands  confinement quantum numbey,,, is the vth solution of
is due to the quantum discs of the same thicknkeskaving equationJ(x)=0, whereJ,(x) is the Bessel function of
a set of radiiR,. Domains with noninteger values béhould  orderm, M, andM,, are the effective-mass parameteg,
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FIG. 2. (a) Absorption andb) luminescence spectra of excitons in mesos-
copic domains of a strained Bisample.T=4 K.

Absorption , arb.units
V)
=
- % F

1 1
1.93 1.94
: . ) . Photon energy, eV
is the gap width of the Bjl crystal with symmetryD 34, and
E, is the binding energy of the exciton with quantum numberFIG. 3. Structure of the absorption bakd, of one-layer mesoscopic do-
nin a bulk crystal. mains in Bik (domain crystal symmetrp;4). 1-3 — experimental spectra

2) The main contribution to the optical spectrum comes°f samples with progressively increasing bending stresses takien 4tK,
1'-3 — calculated spectra of one-layer domains with parameters specified

from 1s eXC.itonS- in text. The spectra are normalized.
3) Possible values d®, depend on the parameters of the

in-plane honeycomb structure of the Bitrystal and obey

Gaussian distribution cord with experimental spectra. The valuefobbtained for
— 1o the three samples in Fig. 3 are, respectively (27 37 (2),
g(Ry)=exd —(Ry—R)“/D“])/(7D)"*, and 43(3) nm.

The position of the strong long-wavelength peak in the
W, structure corresponds to excitons in quantum discs rang-
ing in radius from 6 to 20 nm. A study of the structure of the
W, bands suggests that the mesoscopic domains forming at
larger strains are predominantly of larger size. The lumines-
cence spectra exhibit resonan} bands and theiw; satel-
lites corresponding to excitons trapped at defects in domains
or at their edgesFig. 2).

where R is the average radius, arid is the width of the
distribution.

4) The absorption line of the quantum disc is a Lorent-
zian with a dampind".

5) The contribution of a single disc to the spectrum is
determined by its dimensions.

The fitting parameters for simulating the structure of the
W; band (one-layer domainareI', R, M,,, andM,. In
these conditions, the absorption intensity at\Weband as a
function of phonon frequency) can be presented by the
expression A study of the spectra of Bjlin the Na-LTA(1) zeolite

_ 2 . host interpreted them as due to transitions to excited states of
A) =[4h15(0)[*Z, ZR(Ry [fmy) 2(T ) Bil; mono- and dimer§.1t is of interest to compare them

D. Absorption spectra of Bil 3 microcrystals in porous hosts

{2[AQ —E150,(R)I+TZ9(Ry) , with the spectra of the microcrystals grown by (8g. 1.
) ) . The absorption spectrum of mixed BiCdl, crystals ob-
where i,5(0) is the Is exciton wave function. tained both before and after annealing, as well as of

The structure of th&V, band and the quantum shifts of yjayer Bil,-Cdl, systems with an average Bitontent
theW; bands calculated with =0.3 eV,R=0.7 nm(i.e., for  not less than one layer stack, contains a strong band near 2.5
R equal to the radius of the ring formed by six Bi atoms ineV, which is close in energy to the first excited states of the
the layer plang M,,=11.5my, andM,=1.4m, are in ac- dimers (Fig. 1). Annealing mixed crystals gives rise to a
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bulk Bil;. Indeed, the maximum of thé/; band in a bulk
crystal corresponds to quantum discs with rdlji=6—20

nm, which are larger than the host pores. This constraint
accounts for the short-wavelength shift of g structure in

Bil ; microcrystals, and the predominance of one-layer stacks
enhances thé=1 band. Quantum confinement in the Bil
microcrystals which host domains also provide a contribu-
tion to theW; shift. As seen from Fig. 4, as the Bitoncen-
tration in the host pores decreases, Xheband shifts toward
shorter wavelengths because the microcrystals in unsaturated
samples are smaller. Radiation of unsaturated samples exhib-
its a broadX; band(which apparently is an analog of baBd
observed in the spectrum of annealed;Bddl, crystals.
Thus the spectra of Bjlin porous glass hosts are due to large
microcrystals and their mesoscopic domains, as well as to
small microcrystalgclusters.

Luminescence intensity, arb. units

F. Luminescence of Bil 3 microcrystals and clusters

1.2 1.6 2.0 2.2 in the Cdl , host
Photon energy,eV

In contrast to the comparatively small shift of the ab-
FIG. 4. Luminescence of Bjlmicrocrystals embedded in glass-host pores, sorption edge observed in going from the bulksBitystal to

T=4 K. BandsX; and X, — emission of excitons localized at stacking the monomer, the shift of the luminescence spectrum is con-
faults and in mesoscopic domains of comparatively large microcrystals, id biv | ’ iz f 20 eV in the bulk | 10
bandX; — exciton emission from small Bjlmicrocrystals(a) unsaturated Siderably larger, viz. from 2.0 eV in the bulk crystal to 1.

strained sample(b) strongly strained saturated samplle), weakly strained €V in @ small Bik cluster embedded in the Gdhost(Fig. 1).
saturated sample. The assignment of the broad band peaking at 1.0 eV to

small clusters is supported by the observation that, while this
. . band is not excited near the edge in an annealed mixed
long-wavelength tail extending over nearly the wholegij,.cdl, crystal, its excitation spectrum lies considerably
guantum-confinement region in Bjlfrom the bulk crystal to higher in energy, at about 2.52 eV, which gives 1.5 eV for
the monomer. This implies the formation and growth of;Bil the Stokes shift(see absorption spectra in Fig). IThe
microcrystals during the anneal. The absorption spectrum qhorter_wavebngtﬁg band near 1.7 eV is excited by photons
Bil 3 microcrystals in hosts with a large pore radius is close tgyf 2 2 eV or higher energy. It was established that increasing
that of a bulk crystal. The exciton line in the spectra of hostshe excitation energy within the 2.2—2.4-eV interval shifts
with smaller pores is redshifted by 20-50 meWig. 1).  the B band maximum in the opposite direction, to lower en-
Assuming the shift to be determined primarily by the film grgies. These properties of the excitation spectrum, together
thickness, we obtain for it seven to two layer stacks, respeGgith the large Stokes shift, indicate that the vibronic cou-
tively. The absorption spectrum of porous samples with &jing in Bil, microcrystals is strong and grows as they de-
low Bil; density contains also bands characteristic of smalirease in size. The luminescence decay time constaot
clusters. The spectra of polymer hosts with low and high Bil the B pand varies over the band profile from 10 ms for 1.6
densities are similar to those of unannealed and annealgd; 1o 20 ms for 1.8 eV. The unusual decreasergfwith

mixed Bil3-Cdl, crystals, respectively. decreasing energy implies an increasing lifetime of excited
states with increasing microcrystal size. This can be attrib-
E. Luminescence of Bil 5 in glass-host pores uted to the larger role played by surface states in smaller

. . microcrystals. The large values ef suggest that the lowest

Compare the luminescence spectra of largg Bilcroc- oy cited ‘state in B microcrystals is a dipole-forbidden trip-

rystals, which exhibit a quantum-confined exciton-line shift|o; The luminescence bardwith a small Stokes shift is due
of about 10 meV, with those of bulk crystals, mesoscopiGy, |arge Bil, microcrystals, which are responsible for the

domains, and small microcrystal§igs. 1 and 2 The X, |ong wavelength absorption tail in the spectrum in Fig. 1b.
band in Fig. 4 peaking at 1.91-1.93 eV corresponds in en-

ergy to the structure ofV; excitons imprisoned in mesos-

copic domains. The maximum of the strohg band lies 5 | EAD ODATE

from 1.97 to 2.02 eV in various samples, which covers the

region of the narrowl, S, andR excitons bound to stacking The simplest lead-iodate polytypeH2 has a Cdi-type
faults in a bulk crystalFig. 1). The complexX; band in-  structure with ng symmetry; its optical properties have
cludes apparently contributions of states of W type, been studied in considerable detail, but interpretation of the
whereasXs, is related td, andW,. The microcrystals must nontrivial exciton spectrum meets with difficulties. We next
be dominated by one-layer thick domains with a strongempresent the results of our investigation of Phiicrocrystals
in-plane confinement in radiuk; compared to domains in grown in a porous host.
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A. Preparation of lead-iodate microcrystals shift varies from 30 to 70 meV, with the larger shift observed

for solution-produced samples cooled at a faster rate. The

Lead iodate was grown in the porous alkali-borosilicate ton-band halfwidth ically d t ch h
glass host by sublimation under conditions similar to those xclton-band haftwi practically do€s not change when a

used to grow Bi but at a lower temperature. To prepare sample. is cooled frqm 7710 4 K which ‘”?p”e.s that it is
Pbl, microcrystals in a glass host by deposition from Solu_determlned by the microcrystal size distribution in the pores.

tion, the glass was immersed in a hot aqueous solution (ff\s-prepared samples exhibit free-exciton luminescence at 77

Pbl,, removed from it, and dehydrated by various tech—K’ bu? it degrades_ ra_lpidly, particularly under strong optical
niques. The optical density of samples at the fundament umping. The radiation of a saturated sample with relaxed

absorption edge of Pplwas controlled by properly varying umblnedscendce ]E:obn3|sés :t: ?BK ogzzzcolinparatl\éely dnirr.ow
the solution temperature and concentration, as well as b<2tr and and of broad bands an (Fig. 9. Ban IS

repeating the above procedure. The Piblubility in water oggl)? asimrggtnc,\??d |tsdrnIaX|mum IS .Sh'ft;d rela|t<|v§|to
and its temperature dependence are such that one cycle 15 lIN€ Dy 50 meVytoward lower energies. kemarkably,

deposition of microcrystals from a saturated solution pro-t N short-wavelength luminescence tali meaSL_Jred on a satu-
duces samples with a pore filling of about 0 rated sample begins 20 meV above the exciton-absorption

maximum. In an unsaturated sample, badgnd B are
_ weak, and the short-wavelength tail starts at Ehg-line
B. Spectra of bulk lead-iodate crystals maximum. The long-wavelength banBsindC are tempera-

The lattice constants of theH2Pbl, crystal are 0.70 nm ture stable and grow in intensity by an order of magnitude
normal to the layergthe layer stack thicknesand 0.46 nm  relative to bandA in going from 4 to 77 K.
in the layer plane. This crystal is a direct-gap semiconductor.
Then=1 .EXCIt0n+peak7|I.eS at 2.497 eV_§t=4 K'and is D. Discussion of absorption and luminescence spectra
produced in theA; —A, interband transition® The n>1 ot pyi, microcrystals
exciton lines have a complex structure, which complicates . _
determination of the binding ener@y, as well as the effec- Absorption spectra of small lead-iodate clusters embed-

tive masses and their anisotropy. Magneto-optic measurél€d in FAU and LTA zeolites were studied in Refs. 6,19.
ments yield R,=63meV and the exciton radius, The maximum number of molecules in a cluster is five, and

=1.9nm* The luminescence spectrum of bulkH2Pbl, the absorption edge starts at about 3.0 eV. The absorption

single crystals grown from the same aqueous solution as thHPectra of Phl microcrystals in colloid® are similar to

microcrystals exhibits two exciton-polariton branches andhose measured on a zeolite-host sample. The absorption
bound excitons. edge of lead iodate loaded in the E-MAA copolymer Rbst

lies lower in energy, and it exhibits numerous peaks
believed* to correspond to thin Ppfilms of different thick-
ness. Measurements of the diamagnetic shifts of these peaks
performed in magnetic fields of up to 150 T showed the
We did not succeed in observing an exciton spectrum irelectronic wave functions in microcrystals to be strongly
samples produced by sublimation because of strains and lacalized?? The first data on the optical properties of pbl
large size dispersion among the microcrystals. An excitormicrocrystals in porous glass hosts are presented in Ref. 23.
peak was revealed in the absorption spectrum of microcrysNanocrystals of lead iodate in Sjd@ilms have been recently
tals grown from an aqueous solution, and g maximum  studied by optical and EPR methois.
is shifted by the quantum-confinement effect with respect to  There are two thresholdabout 3.18 and 3.68 e\in the
the n=1 exciton line of the bulk B Pbl, crystal (Fig. 5.  absorption spectra of microcrystals above the first interband
Depending on the actual growth regime chosen, this quanturmansition A; —A; , which coincide with the absorption

C. Absorption and luminescence spectra of Pbl  »
microcrystals in a glass host
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line. A comparison with phonon dispersion brancfi€éig. 6)

ARG A shows this interval to include the total energy interval of the
TO-LO phononé’ allowed by the selection rules in resonant
Raman scattering. The vibration propagating along an arbi-
trary direction in an anisotropic crystal is mixed and contains
a longitudinal and a transverse component. The angular
7 optical-branch dispersion and the random orientation of mi-
b crocrystals give rise to broad bands in the Raman scattering
spectrum. The weaker structure extending 32 meV below the
pump line is due to two-phonon processes.

Thus investigation of the optical properties of 8dnd
7 Pbl, microcrystals of different size permits one to follow the
L L transformation of the spectra of these iodates in going from a

0 0 20 Jo !
Energy ;meV bulk crystal to a small cluster and a single molecule.

Wave number, Zr/L
S
D
T

S
Yy

Intensity, arb.units

FIG. 6. Raman scattering spectra of Phla) scattering by a bulk crystal

under nonresonant excitatiofly) scattering by a system of microcrystals

embedded in a glass host under excitation at the exciton absorptionlpeak:

and 2 — regions of one- and two-phonon scattering in spectiumr
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The features of high-frequency currents in superlattices lacking a center of symmetry are
established theoretically. It is assumed that the asymmetry shows up in intraband electron-
scattering processes. Self-induced transparency is found to be possible. In a high-
frequency field the current has a dc component with a nonmonotonic dependence on the field
amplitude. © 1998 American Institute of Physids$$1063-783@8)03509-4

In this paper we present the results of a calculation of thégnatov and Romanot: We note also the paper of Grahn
current in a one-dimensional asymmetric superlattice locatedt al,'? in which it was found experimentally that in a sym-
in a monochromatic high-frequency field parallel to the axismetric GaAs/AlAs superlattice at temperatures above 40 K,
of the superlattice. Examples of crystals having asymmetrie= ro=const. In the case of an asymmetric superlattice, we
superlattices include artificially grown heterostructures, assume that~(p) depends weakly on the electron velocity
ferroelectric materials with incommensurate phases, and(p). Then, on expanding™ (V) in a power series iv and
polytypes of SiC. In a papémon plasmons in superlattices limit ourselves to the linear approximation, we have
with periodic defects, a review has been given of a number

of studies of superlattices lacking inversion centers. In an- L = i+ & v(p). 3
other paper, the photogalvanic curreht arising during op- (p) 7 N

tical transitions between minibands was calculated for thgygre e,=+1, e is the unit vector of the polar axis
first time for superlattices lacking an inversion center. =const has the dimensions of length, and- ds(p)/dp, is

.Here we use a simple,.but exactly soluble m_odel t0 eSihe electron velocity along th axis.
tabhgh the featu_res of the h|gh—frequency current inan asym- A possible microscopic interpretation of the proposed
metric superlattice, assuming that the superlattice has a pol@kygel (3) follows. The first term in Eq(3) corresponds to
axis directed along itsX) axis and that an asymmetry Shows gcattering of electrons by neutral impurities and the second,

up in intraband electron-scattering processes. to scattering by acoustic phonofie materials with a center
~ In the single-miniband approximation the electron- o jnyersion, the frequency of collisions with acoustic
dispersion relation has the fofm phonons isx|v|). Here it must be assumed that there are no
p? p,d charged impurities, i.e., these impurities are not ionized be-
e(p)= ﬁ‘FA( 1—(;05%), ) cause of the low temperature or because they are mutually
compensated.

where 2\ is the with of the minibandn is the effective mass Given Eq.(1), we rewrite Eq.(3) in the form

in the plane of the superlattice layetsjs the period of the 1 1 pd VoTo

superlattice, ang, and p, are the components of the qua- EERE (1+b sin T) b=—— (4)

simomentum parallel and perpendicular to the axis of the
superlattice, with— 7A/d<p,<=#A/d and Ospfsoo. Here vy=Ad/% is the maximum electron velocity in the
We shall calculate the current densityj(t] band, while\ has the significance of a characteristic mean-
={j(1),0,0) in the fieldE(t)={E cos«t,0,0} in the quasi- free path with respect to asymmetric scatterers. In this case,
classical limit(2A>#/7,, eEd and 7y is the characteristic b serves as an asymmetry paraméter certainty, we wrote
relaxation time and use the Boltzmann kinetic equation with a “ +" sign in Eq. (4)). We assume in the following that the

a collision integral in ther approximation, asymmetry is small, i.eh<<1.
The solution of Eq.2) (with the initial conditionf(p,
of(p,t) Jf(p,t) _ fo(P)—f(p,1) —o)=fo(p)) for t>r, in a linear approximation i has
+eE(t) , (2
ot ap (p) the form
wheref, andf are the equilibrium and nonequilibrium dis- f(p,t)=FO(p,t) +bfV(p,t). (5)

tribution functions, whiler(p) is the relaxation time, which

depends on the direction of the electron momentum.
Beginning with Esaki and Tsumost of the many stud- t t,—t dt

ies of the electrical properties of superlattices have been f(o)(P,t)=f exp(T—)fo(p(t,tl)) - (6)

done in the approximation(p) = const?° Convincing argu- - 0 0

ments in favor of this approximation have been given bywhere

Here the function
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t
|0(t,t1)=p—eft E(tp)dty, (7
1
is a solution of the equation
gt (p,t) gt O(p,t)  fo(p)—FV(p,1)
T+eE(t) p = 7 , (8
while the function
t t—t t,ty)d
f<1>(p,t)=J exp( ! )sin(pX( 2 ){fo(p(t,tl))
— o To h
ftlf tt dt3 dtl 9
= | folp(tita) | == ©
satisfies the equation
afM(p,1) ot P(p,t)
3t +eE(t) —p?p
fo(p)—fO(p,t d f@(p,t
_fo(p) (D o Pd_ T (D 10
To f To

For w o> 1 this distribution function satisfies the condi-

tion
=
wrg) |

Here n=3,fo(p) == ,f(p,t) is the carrier concentration
in the band.
The current density is found by substituting E@S, (6),

11

> f(p,t)=n( 1+bO
p

and(9) in the definition
i0=2 vi(pIf(p). (12
As a result, foro>1, we have
j(t)=joJo(a)| Cy sin(asinwt)
bC, :
5 (1-Jo(2a))cogasinwt) |, (13

wherejg=evyn, a=eEd%w, andJy(a) is the Bessel func-
tion, while

kpd
Ck=<cos Ps >

A 14

Here the angle brackets denote averaging over the equilib-

rium charge-carrier distribution.
For b=0, Eg. (13 yields the result of Ignatov and

Romanov® for a high-frequency current in a symmetric su-

perlattice. Note that, in this approximatiop(t) does not
contain the dissipative component proportional to ebs
Here the odd harmonics aresin(X—1)wt, while the even
harmonics arexcos Xwt, wherek=1,2,3,... . It also fol-
lows from Eq.(193) that, if the parametea coincides with the

roots of the zeroth-order Bessel function, then the conduction

current equals zero to withina(ry) "2, i.e., an asymmetric
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FIG. 1. F as a function of the parametar

tions) behaves as a linear dielectric. Thus, in this case, self-
induced transparency occurs. The physical reason for this has
been discussed in detail elsewh&te.

The significant feature of the currej(t) is that it has a
dc component

1
jc(a)=_§ bjoCoF(a), (15
where
F(a)=J3(a)(1—Jy(2a)). (16)

Figure 1 shows a plot of the functida(a). Note that,
for a<1, jo~—joC,a%/2.

We emphasize thgt,(a) is a nonmonotonic function of
the parametern and thatj.(a) goes to zero at the points
where self induced transparency occurs.

The appearance of a dc componeni (t) appears to be
related to the absence of a center of symmetry in the super-
lattice. This effect [.(a)#0) must be attributed to the so-
called dc-effecioptical rectification.’

For the optimum valuea=1, we have E~6
X 10° Viem (for d=10"% cm andw=10s%), which in-
dicates that the conclusions drawn here are realistic and that
they can be used in electronic devices.

We thank E M. Epshtén for useful discussions.
This work was supported by the Russian Fund for Fun-
damental ReseardProject No. 97-02-16331
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A study is reported of steady- and nonsteady-state photoluminescence of intentionally undoped
and uniformly silicon-doped type-(GaA9,(AlAs), superlattices grown by MBE

simultaneously ori311)A- and (100-oriented GaAs substrates. It has been established that at
elevated temperatures (160 >30K) the superlattice spectra are dominated by the line

due to the donor-acceptor recombination between donors in the AlAs layers and acceptors located
in the GaAs layers. The total carrier binding energy to the donor and acceptor in a pair has

been determined. €998 American Institute of Physids$$1063-783@8)03609-(

Considerable attention is focused presently on low-488 nm. The maximum pump-power density was
dimensional structures, which are promising for developmen820 W/cn?. The nonsteady-state PL was excited by a pulsed
of devices having novel electronic propertled GaAs/AlAs  Nd-YAG laser at a wavelength of 532 nm, the pulse duration
superlattices are among the most actively studied lowwas 0.15us, and the peak power density, 300 kWfcrithe
dimensional objects, and the interest in them is due to th®L spectra were measured using a SDL-1 double-grating
possibility of changing their optical and transport propertiesmonochromator(focal length 600 mm, spectral resolution
by varying properly the layer thicknesse4.The changes in not worse than 0.2 meV Photoluminescence was detected
the properties of GaAs/AlAs superlattices are the largest foby a PM tube with an S-1 photocathode, which operated in
GaAs layer thicknesses below 35 A, i.e. at the transitiorthe photon counting mode. The sample was maintained at the
from a type-I to type-Il superlattick® In type-Il superlat- desired temperature by means of an UTREX-R cryostat sys-
tices, the carriers are localized in different layéise holes, tem. The temperature in the cryostat's chamber was set to
in GaAs, and the electrons, in AlAsand nonequilibrium  within 0.3 K and maintained within 0.1 K.
carriers recombine in optical transitions which are indirect in
real space. Most of the emphasis in the investigation of
type-1l GaAs/AlAs superlattices was placed on the intrinsic2- RESULTS OF THE EXPERIMENT

luminescenc&;® while recombination through impurity and Figure 1 presents steady-state PL spectra of an intention-

defect_levels was given only scant attention. ally undoped (GaAs-(AlAs), superlattice grown on a
~ This work studies steady- and nonsteady-state photolyz311)a_griented substrate, which were measured at different

minescencePL) of type-1l GaAs/AlAs superlattices at vari- temperatures. The PL spectrum obtained a6 K is seen to
ous temperatures and excitation intensities. It is shown thals qominated by th& line due to the recombination of ex-
at elevated temperature¥ X 30 K) the superlattice photolu-  ¢itons whose electron is at thepoint in the AlAs conduc-
minescence spectra are dominated by the line produced ¥y, pand and the hole, at thE maximum of the GaAs
donor-acceptor pair recombination of the donors located iR 5jence band, with its two replica¥1andY2, also present.
AlAs layers with the acceptors in the GaAs layers. The Y1line is separated from th¥ line by 27 meV, which
corresponds to th& A phonon energy in GaAs and AlAs,
and lineY2is at a distance of 49 meV from th€line, which
is theLO phonon energy in AIAS.While the PL spectra of

We studied the PL of intentionally undoped and uni- (GaAs),(AlAs), superlattices grown or100GaAs sub-
formly silicon-doped type-1l GaAs/AlAs superlattices grown strates do not differ from those grown on GaDA, they are
by MBE simultaneously o311DA- and(100-oriented GaAs shifted as a whole toward higher energies because of the
substrates at 600 °C, with a Qun-thick GaAs buffer layer. larger effective thickness of the layers in the superlattices
The superlattices consisted of 100 alternating GaAs andbtained or(311)A-oriented substrates. As the temperature is
AlAs layers of seven and nine ML thickness, respectively.increased, the intensity of th¢ line and of its phonon rep-
The silicon concentration in the doped superlattices wasicas decreases, until the latter become replacef~aB0 K
3x10%cm 3. by line D, which is dominant in the PL spectra within the

Steady-state PL was excited by an‘Aaser operating at  30<T<160K interval. A similar PL line in GaAs/AlAs

1. SAMPLES AND EXPERIMENTAL TECHNIQUE

1063-7834/98/40(9)/5/$15.00 1577 © 1998 American Institute of Physics
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FIG. 1. PL spectra of an undoped type-ll (Gaf®)IAs), superlattice B b
grown on GaAg&11)A substrate, which were measured at various tempera- 1.80

tures.

superlattices was observed earfigkt higher temperatures, a
high-energy ®-hh line originating from recombination be- =
tween quantum-confined levels in GaAs layers appears in the;, 1.75
spectra and subsequently becomes dominant. The temper: >
ture at which this line appears depends on the gap betwee@l
the electron levels in AlAs and GaAs, which, in its turn, is - A
determined by the superlattice layer thickness@se PL B A
spectra of undoped superlattices grown @®0-oriented 170 a a
substrates vary with temperature in a similar way. Uniform -
doping of superlattices with silicon does not affect the PL r o
spectrum pattern. B
Figure 2a displays characteristic temperature depen- I Y T N T T Y O T T B B Y B |
dences of the integrated PL intensity of intentionally un- 0 ;?’i( 200
doped (GaAs)(AlAs)q superlattices grown 016100 sub- !
strates. One readily sees that the PL intensity falls offriG. 2. (@) Integrated PL intensity of two intentionally undoped type-II
exponentially with the temperature increasing frdm 6 to  (GaAs)(AlAs)g superlattices grown of100-oriented substrates vs tem-
30 K, which is caused by delocalization of excitons bound tooerature.(b) Energy position of lineD in _the PL spectra of intentionally
heterointerface roughness, and by their migration to nonradEndOp-eOI type-ll (GaASIAIAS), superlattices vs temperature. The squares
nd triangles relate to the superlattices growr{100)- and(311)A-oriented
ative recombination centetS. The exciton localization substrates, respectively. The solid line illustrates the temperature depen-
energy found by fitting the relationl=1,/[1+Aexp  dence of the bulk GaAs gap width.
X(—E,/kT)] (Ref. 10 to the experimental plot varies from
one sample to another within the 1.7—4.2-meV interval,
which appears not to be affected by the substrate orientatiowidth (Ref. 10. As seen from the figure, lin@ shifts toward
or doping. Increasing the measurement temperature frodower energies in the spectrum with increasing temperature,
T=30 to 60 K does not change the PL intensity for mostand the shift occurs faster than the decrease with temperature
samples, and even increases it somewhat in some of therof the GaAs gap width.
The latter is probably related to the specific nature of carrier  Presented in Fig. 3 are dependences ofDhiine posi-
trapping by nonradiative recombination centrsFor  tion for intentionally undoped and doped (GaA@IAs),
T>60K, the PL intensity again begins to decay exponensuperlattices grown oi311)A and (100 substrates on the
tially. pump light intensity, which were measuredTat 77 K. As
Figure 2b displays the energy position of libefor in-  seen from the figure, linB shifts toward lower energies with
tentionally undoped superlattices grown @1 1A and(100) decreasing excitation intensity. Note that the line width in-
substrates as a function of temperature. Also shown for concreases in the process.
parison is the temperature dependence of the GaAs gap Figure 4a shows nonsteady-state PL spectra of the un-
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FIG. 3. Energy position of lind in the 77-K PL spectra of intentionally Wavelength , nm
undoped and doped type-{GaAs,(AlAs), superlattices vs pump power.
The squares relate to the undoped superlattice grown @@ substrate,
and the circles, to the doped superlattice grown ¢B81d)A substrate. The b
solid lines show the fits. _2
10
3
doped superlattice grown on(811A substrate, which were § -3
taken at 45 K. It is seen that linB shifts toward lower S 0
energies and broadens with increasing delay after the excita- §
tion pulse. As evident from Fig. 4b, following the pulsed
excitation the integrated intensity of lin@ decays rapidly ‘5 RS
during a few tens of ns. After this, the PL intensity decay rate £ e ™,
slows down to obey th& = (1/4)” relation. As the tempera- g 70
ture increases, the PL intensity decay rate increases too, anta

the value ofy changes from 1.17 fof =45K to 1.61 for

T=60K. The fast PL decay is probably caused by nonradi-

ative recombination of the nonequilibrium carriers localized

at quantum-confined superlattice levels, and the slow decay, 47

to the recombination of carriers bound to the centers respon- ——— ol
sible for theD line. 10 7.
Time, ps
3. DISCUSSION OF RESULTS FIG. 4. (a) Nonsteady-state 45-K PL spectra of a type-Il intentionally un-

doped(GaAs-,(AlAs)q superlattice grown on &11)A-oriented GaAs sub-
The above results can be interpreted by assuming thatrate.(b) Line D decay in a type-Il intentionally undopg@aAs-(AlAs),
line D in PL spectra of type-1l GaAs/AlAs superlattices is superlattice grown on &11)A-oriented GaAs substrate. The curves were
due to donor-acceptor recombination involving donors in tr.@neasured aff=45 and 60 K. The thick solid line shows the fit for the
. . experimental decay curve measuredlat45 K. The thin solid line shows
AlAs layers and acceptors localized in the GaAs layers. 0 jaser pump pulse.
Donor-acceptor recombination was studied in consider-

able detail in bulk semiconductors, and it has been estab-

. Lo ) . vendence of the emitted photon enefgy (Refs. 11 and 18
lished that recombination in spaced donor-acceptor pairs prd{:md of the recombination probability of impurity-bound car-

duces a PL'Ime whose p_osmon gnq shape depend on thr'leersW(Refs. 12,15 0n the donor-acceptor separation in the
actual experimental conditions. This line shifts toward lower .~ "

energies with increasing temperature, decreasing pump-ligilljtalr r

intenslilty,mand increasing delay time following the excitation ho(r)=E;—E4q—E,+ e?l(er), (1)
pulse:*~*" The line shift depends on the carrier binding en-

ergy to impurities and grows with binding enertfy*® Be- WI(r)=Woexp(—2r/Rg) . )
sides, it was established that donor—acceptor recombinatiddereEg is the gap widthEy andE, are the binding energies
follows the kinetics described by tHe- 1/t law and becom- of the donor- and acceptor-bound carriers, respectively,
ing faster with increasing temperatureThis behavior of the  the electronic charge; is the dielectric permittivity of the
donor-acceptor recombination line is explained by the demedium,Rg is the Bohr radius of the carrier at the impurity
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TABLE I. Total binding energies of carriers bound to paired impurities, carrier Bohr radii for the impurity with
a lower binding energy, and coefficients of proportionality for intentionally undoped and uniformly silicon-
doped (GaAs)(AlAs) 4 superlattices grown ofiL00)- and (311)A-oriented GaAs substrates.

GaAs substrate

Sample orientation Ey4+E,, meV Rg, A K

Undoped (100 198+10 5.2+0.3 (2.8£0.4)x 10*
Undoped (31DA 196+10 4.9-0.3 (2.6-0.3)x10*
Doped (31DA 174+10 4.6:05 (4.8£2.0)x 10°

with a lower binding energyV, is a constant related to the eter, because this concept can be applied to impurity-bound
probability of recombination for —0 and characteristic of carriers in superlattices only with certain reservations.
donors and acceptors of a particular type in a given semicon- The data given in Table | can be used to derive the
ductor. energy position of the donor levels in AlAs layers grown on
The D line observed in spectra of type-Il GaAs/AlAs (100GaAs substrates. The binding energies of holes bound
superlattices exhibits all the features specific for donorto shallow acceptors in single GaAs/AlAs quantum wells of
acceptor recombination; apart from this, we do not believavarious thicknesses which were grown (k00GaAs sub-
that other modelgimpurity-band or intracenter recombina- strates were determined experimentally and theoretiCatly
tion) can account for the totality of the available experimen-be 57 and 42 meV in a=21-A thick quantum well for
tal data. acceptors located at the well center and close to the heter-
The fairly large shift of the line induced by a change in oboundaries, respectively. Reducing the barrier thickness be-
experimental conditions compared to that of the line protween quantum wells te=30 A (in the superlattices studied
duced by donor-acceptor recombination in GaAs layess  here the barrier thickness was set to 27 A by the growth
apparently due to the higher binding energy of the carriergonditions affects only weakly the hole-to-acceptor binding
localized at impurities in the superlattice layers, primarily atenergy2_0 It should be pointed out that for a quantum well
donors in the AlAs layers. Besides, in superlattices the line<20 A thick, the binding energy of holes localized at accep-
shift increases compared to the bulk material because thers depends strongly on its thickness; indeed, a change of
impurities making up the closest pairs in superlattices aréhe quantum-well thickness by one monolayer 3 A)
located near heteroboundaries and have a lower binding eghanges the binding energy by7 meV® Assuming the
ergy than the more distant impurities residing in central remain contribution to the donor—acceptor recombination
gions of the layers. spectrum of superlattices to be due to transitions involving
To determine the binding energies of the carriers at thexcceptors in the central region of a quantum well, the binding
impurities making up donor-acceptor pairs, the experimentagénergy of donor-bound electrons in intentionally undoped
dependence of the position of lieat 77 K on pump inten-  superlattices will be 14810meV, and that for silicon-

sity was fitted by a theoretical relatith doped ones, 11510 meV.
I=K{[fiwm—Eq+ (Eg+ E.) Y In th_e A_IAs layers of silicon-doped superlattices, silicon
at arsenic sites acts as a donor, and, hence, the value we have
[2(Eg—(Eq+ E.)—fiwn) +e*(eRg)]} obtained corresponds to the binding energy of electrons to
x expl — 262/ (Rg) [ ooy — Ey+ (Eq+E)l} 3 silicon in the AlAs layer. In intentionally undoped superlat-

tices, the donors in AlAs layers can be atoms of sulfur, se-
where w,, is the position of the maximum of the donor- lenium, tellurium, and silico? obviously enough, the above
acceptor recombination line, is the dielectric permittivity electron—donor binding energies relate to a Group VI ele-
of the medium accepted equal to 11.3, dtds the coeffi- ment in the Periodic Table. The available information on the
cient of proportionality. For the gap widtg,; was taken the electron-donor binding energies in AlAs layers is scarce. Itis
distance between the first quantum-confined electronic leveknown to be more than twice that calculated in the effective-
in the AlAs layer and the first heavy-hole level in the GaAsmass approximation, and for silicof 4(Si)=83 meV?
level, which is the sum of the energy of the photon emitted init is also known that the binding energies of electrons to
the exciton annihilation af =6 K and of the exciton binding the S, Se, and Te donors in AGa As solid-solution
energy, which was assumédo be 13 meV; one took also layers exceed by about 20 meV that of electrons to silicon,
into account the decrease of the GaAs and AlAs gap widthand are E4(S)=94meV, E4(Se=95meV, and E4(Te)
with temperature, which is approximately the same, 9 meV=91.5 meV(Ref. 2J); the electron-sulfur binding energy in
at T=77K (Ref. 18. Aly 7:Gay »As layers was found to b&y(S)=95+9 meV
The total carrier binding energy at the pair-component(Ref. 21). The binding energies of electrons to donors in
impurities are listed in Table | for intentionally undoped and AlAs layers measured by us are seen to be in excess of the
uniformly  silicon-doped (GaAs)AlAs), superlattices available literature data, which is possibly due to the donor-
grown on (100- and (311)A-oriented GaAs substrates. It bound carrier energy being influenced by the superlattice
should be pointed out that the values of the Bohr radiusonfining potential.
presented in Table | are nothing more than a fitting param-  To conclude, we have studied PL of MBE-grown type-I|



Phys. Solid State 40 (9), September 1998 Zhuravlev et al. 1581

(GaAs),(AlAs), superlattices. It has been established that at’R. Cingolani, M. Holtz, R. Muralidharan, K. Ploog, K. Reimann, and
elevated temperatures (160 >30K) the superlattice spec- K- Syassen, Surf. Sc228 217(1990.

tra are dominated by the line due to the transitions between (El'g'ggkma”' M. D. Sturge, and M. C. Tamargo, Appl. Phys. 14311299
donors located in the AlAs |§1er5 and acceptors _residing iI]OA. Chilari, M. Colocci, F. Fermi, Y. Li, R. Querzoli, A. Vinattieri, and
the GaAs layers. The total binding energy of carriers bound \y_zhyang, Phys. Status Solidi B47, 421 (1988.

to donors and acceptors in a pair has been determined. N&G. p. peka, V. F. Kovalenko, and V. N. Kutsenkayminescent Tech-
effect of substrate orientation on the binding energy of niques for Monitoring the Parameters of Semiconducting Materials and
donor- and acceptor-bound carriers in a pair has been foundPevices[in Russiaf}, Tekhnika, Kiev, 1986.

within experimental accuracy. 12A. A. Bergh and P. J. Dear,ightemitting Diodeq Oxford, 1979; Mir,

: : Moscow, 1979, 690 pj.
The authors express their gratitude to D. A. Petrakov for,
P 9 33,1, PankoveQptical Processes in Semiconductéiir, Moscow, 1973,

assistance in data treatment. 458 pp
Support of the Russmn Fund for Fundamental I:{ese"’“‘(:hp. J. Dean, in Progress in Solid-State Chemistry, VdP&gamon Press,
(Grant 95-02-04755is gratefully acknowledged. New York, 1973.
15D, G. Thomas, J. J. Hopfield, and W. M. Augustyniak, Phys. Re\)
IM. A. Herman, Semiconductor Superlatticéékademie-Verlag, Berlin, A202 (1966.
1986; Mir, Moscow, 1989, 240 pp. 16E. Zacks and A. Halperin, Phys. Rev.@3072(1972.
2K. Ploog and G. H. Dohler, Adv. Phy82, 285 (1983. 7K. J. Moore, G. Duggan, P. Dawson, and C. T. Foxon, Superlattices
3A. P. Silin, Usp. Fiz. Nauki47, 485 (1985 [sic]. Microstruct.5, 481 (1989.

“B. A. Joyce, J. N. Neave, J. Zhang, D. D. Vvedensky, S. Clarke, K. J.18\) Nakayama, I. Tanaka, I. Kimura, and H. Nishimura, Jpn. J. Appl. Phys.
Hugill, T. 3hitara, and A. K. Myers-Beaghton, Semicond. Sci. Teclol. 29, 41 (1990.

1147(1990. 19 . .

5D. Scalbert, J. Cernogora, C. Benoitia Guillaume, M. Maaref, F. F. \:(Vl;l' g/la.s.sehr:llg,g.vs. $hagg’|.2'sl\t/|(;rk%?' ?r ggeyznooskzi’ggé\/v. Litton,
Charfi, and R. Planel, Solid State Comm@®, 945 (1989. s coud, and F. Wi YU, SOlC-Stale Eectioss, '

5I. L. Spain, M. S. Skolnick, G. W. Smith, M. K. Saker, and C. R, ,, G T- Einevolland .-C. Chang, Phys. Rev.48, 1447(1990.
Whitehouse, Phys. Rev. B3, 14091(1991). L. Pavesi and M. Guzzi, J. Appl. Phy85, 4779(1994.

’R. Cingolani, L. Baldassarre, M. Ferrara, M. Lugaaad K. Ploog, Phys.
Rev. B40, 6101(1989. Translated by G. Skrebtsov



PHYSICS OF THE SOLID STATE VOLUME 40, NUMBER 9 SEPTEMBER 1998

Linear coefficients of photoelasticity in multilayer quantum well structures having a
sloping bottom in exciton resonance regions

R. A. Ayukhanov and G. N. Shkerdin

Institute of Radio Technology and Electronics, Russian Academy of Sciences, 141120 Fryazino,
Moscow Region, Moscow
(Submitted March 24, 1998

Fiz. Tverd. Tela(St. Petersbung40, 1740—1744September 1998

An analytic expression is obtained for the linear coefficients of photoelasticity in multilayer
quantum-well structures having a sloping bottom in the region of the fundamental exciton
resonance. The coefficients of photoelasticity are calculated for a GaAgE&h 7 AS

superlattice at the long-wavelength edge of the exciton ground-state resonance. It is shown that
these coefficients for multilayer quantum-well structures with the sloping bottom which

arises in a varizone quantum-well, are larger, and for those with a bottom slope determined by a
constant electric field applied to the multilayer quantum-well structure, are lower than the

same quantities for a superlattice with a rectangular quantum-well. The magnitude of the linear
contribution of the piezoelectric field stimulated by the slope of the bottom of the quantum-

well to the photoelasticity coefficient is calculated for piezoelectric superlattices and this is
compared with the contribution introduced by the straining potential. 1998 American

Institute of Physicg.S1063-783#8)03709-3

The photoelastic properties of multilayer quantum-welleral, to different(including sign$ slopes. In the particular
structuressMQWS) in the region of the exciton resonances case of a GaAs/AlGaAs syste(this type of MQWS will be
have been studied and it has been shown that localization efiscussed beloyy when Ga atoms are replaced by Al atoms
electrons and holes in a quantum wellW) leads to a sub- in the GaAs layer during epitaxy, the signs of the slopes will
stantial increase in the linear coefficients of photoelasticity irbe opposite and qualitatively related to one another as fol-
these structures compared to the bulk caSeeating a slope |ows: A.=—A;-0.85/0.15, wherd\, is the slope of the bot-
in the bottom of a QW by one means or another can lead tgom of an electron QW and\,, is the slope of a hole QW.
an additional change in the extent of this localization owing\e shall refer to this case as a slope generated in a varizone
to a displacement of the interacting electrons and holes ovefyy.
the width of the well because of the bott'om slopg. Evidently, equal slopesA,=A;) occur in the rather

On the other hand, the possible existence in a QW ofye|| studied case of a QW located in a constant electric
excitons in a bound state for electric fields upt60F, (Fo  field 267j.e., in the case of a slope at the bottom of the QW

is the electric field strength required to ionize a bulk yetermined by the electric field. We shall analyze these two
exciton“ suggests that a slope in the bottom of a QW CaNugses below

change the way the exciton energy levels are shifted in elec- We shall consider a linear inclination over the width of

tric fleld_s, and, in the case of piezoelectric MQWS, the Waya QW (i.e., along the coordinate perpendicular to the
the exciton levels are modulated by sound waves.

Here we investigate the elastooptical properties of piezol—ayers of the MQWS The energy at the bottom of a QW of

electric and nonpiezoelectric MQWS with a sloping bottomWldth L.Z bpunded by infinite barriers at=—L/2 and z

. . =L,/2 is given byE=A, (z+L,/2) for electron and hole
in the quantum wells near the exciton ground state reso- . : N :
nance wells, respectively. In the case of the incline in a varizone

It is known that, in order to calculate the coefficients of QW, Aen=€Fep, wheree is the electronic charge arfe,,

photoelasticity, one must know the wave functions and en@'® the imbedded electric fieldsyhich are generally differ-

ergy levels of the excitons in the quantum well, i.e., the slopét for electron and hole quantum wells. In the case of an
of the bottom of the QW must be taken into account. Uporincline determined by an electric fieléh.=F,=F are the
solving this problem in the approximation of an infinitely strengths of the actual electric fields which are applied
deep well? we can see two cases where the coefficient ofdqually to electron and hole quantum wells, and the problem
photoelasticity behaves differently: when the slopes of thdn this case reduces to determining the exciton wave func-
bottoms of quantum wells for electrons and holes are of options and energy levels when an electric fi€lds applied to
posite sign and when they have the same $kjg. 1). the MQWS?287 A generalization of the method to the case

Quantum wells for electrons and holes with differentof an arbitrary slope at the bottom of the QW, independently
bottom slopes can be creafdsy varying the composition of of the magnitude of and reason for the slope, makes it pos-
the layer forming the quantum wells in a MQWS. This leadssible to write the hamiltonian for an exciton in a quantum
to a spatial dependence of the band gap width and, in gemwell with an inclined bottom in the following form:

1063-7834/98/40(9)/5/$15.00 1582 © 1998 American Institute of Physics
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X COS—— CO0S exp ——
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E = elze 1 z, 1
Y xex;:(—% = E)ex;{—%[¢;“+§), )

a
\I____ where the upper sign in the second exponential corresponds

to the slope in a varizone QW and the lower, to the slope
b created by an electric field, ané, and B;, are variational
parameters determined by solving the Sdimger equation
/ for a free electron and a free hole in the corresponding QW
with an inclined bottom by a variational method analogous to
that developed in Ref. 6, where the effect of an electric field
F on a free particle in a QW was examined in detail. The
J average values of the ground-state energy for free electrons
by 2 and holes were also determined numerically by substituting

/‘/ Be and By, in the corresponding expressions for the energies
E,. and Ey,, obtained by solving the Schdinger equation
/ including the first two and the third-fourth terms of H4),
respectively.\ is a variational parameter which is deter-
mined by solving a Schobnger equation in which the hamil-
) i tonian is the fifth and sixth terms of E¢l). The expression
L2 0 L)2 z obtained for the average energy of the exciton ground state
FIG. 1. The form of quantum wells with an inclined energy bottom in the relative to the bottom of the conduction band when the slope

case of the inclines in a varizone quantum wajland created by a constant _Of the bottom of the QW is taken into account can be written
electric field(b). in the form

Be(B5+4T?)
2L (1—e Pe)

W€ BeetAm?) Br(Bp+an?) 1

, EeXZZMH)\Z_ 80)\2 7T2(1_e713e) Wz(l—eiﬁh) 772
L
H=— V2 Azt = w2 (w2 (o
2mg e R\ 2 X J J dpdzdz,
ﬁz L 2 —mwl2) —wl2J0
- V2 —Al zp+ = | — =— (V24 V?) 2
2m¥, 2) 2p Y p exr{ - Tp) cog z, cog z,
2 X
S — € =Ty ) Vp?+ (L3I 7%) (26— 20)?
goVp t+(Zet2zp) 2 1 2 1
e
Here the first and second terms describe the one-dimensional Xex;{ =B - + > ex;{ = Bn i; + > (3

state of an electron with coordinag in a QW with an
energy slopé\, at the bottom, the third and fourth terms, the and is determined numericallyThe upper sign in the expo-
same state for a hole with coordinatg and bottom slope nent in the integral is for the slope in a varizone QW and the
A, the fifth, the kinetic energy of a noninteracting electronlower, for the slope in an electric fie)d.
and hole in theXY plane, and the sixth, the potential energy =~ The calculatedE,, and A are plotted in Fig. 2 as func-
of an interacting electron at (0A43) and hole at X,v,z,), tions of the quantum-well width for an incline in a varizone
my, andmy, are the effective electron and hole masses in QW (Eg,.,\,) and for an incline determined by an electric
direction perpendicular to the layers of the MQWS,is the  field (EE,,\¢). Also shown here are more accurate data for
reduced mass in a direction parallel to the layetsjs the  these quantities in the case of a simgtectangular well
stationary dielectric permittivity of the layer forming the QW (ng,)\p). For a given width of the quantum well, the rela-
(it is assumed that in the barrier layers the stationary dielectionships between these quantities &g>ES>ES, and
tric permittivity also equals;,), and# is Planck’s constant. N\, <\ ,<\.. Eg, is slightly greater than the energy of an
For the case in which the binding energy of an excitonexciton in a simple well, because of a shift of the peaks of
under size-quantization conditions in a QW exceeds th¢he electron and hole wave functions toward one of the
same quantity in the bulk cryst@ivhich, as the calculation boundaries of the QWtowardz=L,/2) and, ultimately, by
shows, occurs in a GaAs/AlGaAs system fgr<200 A), a  their further localization. The smaller value of the exciton
solution to the Schidinger equation with the hamiltonidt) energy(Eg, relative to the energy in a simple well reflects the
is chosen in the form of the following trial function: opposite situation: the electric field shifts the peaks of the



1584 Phys. Solid State 40 (9), September 1998 R. A. Ayukhanov and G. N. Shkerdin

A, 0% ev/em
/ 0 ) 10 75
/' ~8.0 T T T

150} / 2.5 /

%0 20 2 /
o=, Q:b E« /
- - 8 ¢
[}
< o W® /
-g.0l- /
#%of 1.5 /
i J
—— — —— — \\ -
1
-9.5+
120}t 470
L A1 FIG. 3. The exciton ground-state energy as a function of the slope of the
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FIG. 2. The dependence af(the family of curvesl) andE,, (curves2) on ) )
the quantum-well widthL,. The dashed curves are for the incline in a have an effect on the magnitude of the resonant portion of

varizone QW (A;=10" eV/cm, Ay=—1.77.10" eV/cm), the dot-dashed the dielectric permittivity in the presence of sound, which
curves are for an incline created by an electric field.€A, can be obtained, by analogy with Ref. 1, in a quasistatic,

=10° eV/cm), and the smooth curves, for a simple Q£ A,— =0). Ry . di . | imation th fi
is the energy of the ground state of the bulk exciton. quasi-one dimensional approximation the acoustc waves,

_ 4metly 2 1
Eik™ mngL T\ hw—E +is’

electron and hole wave functions toward different boundaries
(the electron toward= —L,/2 and the hole toward=L,/2), L,
thereby weakening the effect of localizing the electron and E'= E\év+ Eexs E\év= EgtE1e—Eint (Ac—An) >
hole in a simple QW.

This sort of inter_pretation is also confirmed by the de- Lix=(c,k|e” py| v,k — 2)(v,k—»|e " *1"pj| c,k),
pendence of the exciton ground state energy on the extent of
the bottom incline of the QWFig. 3.2 An increase in the 1 "
slope, which enhances the degree of localization of an elec- civ.k)= Q, Ucp k(r)e™, 4
tron and hole along the boundary —L,/2 for a varizone
QW, raises the exciton energln this case the degree of L=L,+Lg is the superlattice period,g is the width of the
localization and, accordingly, the form of the curves By, ~ QW layer forming the energy barriex) and x are the fre-
in Fig. 3 and forEY, and\, in Fig. 2 depend on the relation- quency and wave vector of the electromagnetic wave which
ship betweerA\, andA,,, which is connected to the physical €xcites the excitonx; is the wave vector of the current
and chemical properties of the varizone layéncreasing the induced by the electromagnetic wag)’ is the energy gap
incline in an electric field, on the other hand, displaces thdetween the ground states of the electroBg,[ and holes
electron and hole to opposite boundaries of the QW and(E1n) in their own quantum wells with inclined bottoms ne-
thereby, lowers it. glecting their interaction with one anotheg, is the band

These major differences for the slope in a varizone Qwgdap in the three dimensional case in the layer forming the
and that determined by an electric field, which control theQW, f) is the momentum operatom, is the electron mass,
magnitude and behavior of the variational paramgterthe Qg is the volume of a unit cell of the three dimensional
expressions for the wave functions and exciton energies, alsgystal, u.., \(r) are the amplitudes of the Bloch functions
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for the conduction band and valence band with wave vector

k, ands is the width of the ground exciton levél. 50
Thus, it is evident that the photoelasticity coefficients
calculated including the exciton effect also depend on the -0.1F

parametern. Expanding the resonant part of the dielectric
permittivity (4) in a Fourier series, neglecting the nonlinear
part of the modulation in the leveE", in the form g,

=3 .ee" n=0,+1,+2,..., makes it possible to obtain,
for the general case of a piezoelectric MQWS, an expression
for the expansion coefficients which are proportional to the

photoelastic coefficients of different orders of the deforma- -0.2+
tion tensoru;, ,
o Amely 2 1 (= e "da
FRT T 202w w ), al— (Ej+ ENyup+is’ T
l‘

d_ W0
a'=—Eg +ho—Eg,

dE., 4 -0.3
_9Eedmh a=qr—Qt, (5)

m
e dFg &g’
is the size of the energy gdﬁ\é" unperturbed by the
sound,E; is the deformation potentiaky, is the shift pa-
rameter of the leveE,,, Emud, denotes the shift in the ex-
citon level when a sound wave with a deformation tensor of
amplitude u}, excites an electric field of strengt 4 -o.4k
= 477,8ui0k/80 in a piezoelectric crystdlB is the piezoelectric
mOdums' quX/d_Fﬁ .'S the de“Vat"_’e of the exciton energy FIG. 4. The resonant part of the photoelastic coefficRent; as a function
in a QW with an inclined bottom with respect to the strengthot the Qw widthL,. (1) An incline in an MQWS with a varizone QW
of this piezoelectric fieldin the case of a slope determined (A.=10° evicm, A,=—1.77x10* eVicm), (2) an incline created by an
by an electric field,dEg)jd FﬁzedEg)jdAe:edng/dAh electric field @.=A,=10° eV/icm), and (3) a simple QW Qf.=A,—
while in a varizone QW, whereA.#A,, dEg/dFg,
#edBEJdA.#edE /dA,), and() andq are the frequency
and wave vector of the acoustic wave.

Estimates show that for an MQWS with an inclined bot- the photoelastic coefficient for a simple weé?, ;. An elec-
tom, as in the case of an MQWS with a simple bottom, attric field, which raises the variational paramektein Eq. (2),
room temperatures the nonlinear terms in E5).are negli- reduces the exciton wave function in the QW to a wave
gible for realistically attainable sound intensities. Since ondunction which quantitatively describes the bulk crystal.
of the specific features of the QW is the possibility of usingSince the photoelastic coefficients for an incline determined
exciton effects at room temperature, in the following weby an electric fieldPE,;;, are related to the bulk photoelastic
shall study only the linear terms} of the Fourier expan- coefficientsP3ry; by P,/ P3ry~2a,s°P/(Ls?PA%) (where
sion. Restricting ourselves in the integral fdf to the linear ~ ag is the Bohr radius of an atomic exciton astP ands?®
term with respect ta;, and using a formula for the resonant are the energy spreads for the three-dimensional and quasi-
photoelastic coefficient of the for?D, =1/ (ude2), we  two-dimensional casgswe thus have, with.=2ag and
find an expression for the linear term of the photoelastics?®=s°C for the electric fields at which\g~ag, Pi;
coefficient when the MQWS is based on a cubic crystal with~ P37,

EWO

piezoelectric properties, In the case of an incline in an MQWS with a varizone
4wl 2 (E+ET QW, when), <\ and the shift parametdg), >0, the ad-
Pii=— 772 . ik , 3 : e><2_ (6) ditional Iocahza_\tlon of the electrons and holes effectlvely_
mow-L 7\ (a°+is) reduces the thickness of the QW, so that the photoelastic
coefficient (PY,,,) is enhanced. This is shown in Fig. 4,

Since for equal values c& and s the linear photoz\a/lgsﬂc where Eq.(6) has been used to construct the curves for the

coefficients for an MQWS with an inclined bottorR,;7;, i h lasti fficients for th icul
and for a simple QWPZ,, are related by inear resonance photoelastic coe |c_|en s for the Bar icular
superlattice GaAs/AhLGa 7As (Lg=207 A, L;=1.2
Py A2 (E;+EDV® x10 %8 g.erg® s’ =4meV) at a frequency shifted by
PP "\2. T E, 8 meV toward long wavelengths from the absorption peak of
1 Tee ! the exciton ground state in an MQWS with a varizone QW
while for an incline determined by an electric fiek,>\,  and for an incline imposed by an electric field applied to the
and the level shift paramet&ne<0, P, in both piezo- MQWS, together with refined data for a simple well, as func-
electric and nonpiezoelectric MQWS is always smaller thartions of the well width.
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If the crystal upon which the MQWS is based has piezo-ground state energy and, accordingly, the linear term of the
electric properties, then the magnitude and character of theesonance photoelastic coefficient. The situation is the oppo-
modulation in the exciton ground state by the piezoelectricsite for MQWS in a constant electric field, where the slopes
field (i.e., the contribution of the piezoelectric field to the of the incline of the quantum wells are the same. A shift of
photoelastic coefficientsn MQWS of this type with an in- the electron and hole to different boundaries of the quantum
clined bottom will be different from the case of a piezoelec-wells leads to a reduction in both the exciton energy and the
tric MQWS with a simple QW. Since the ground state of anylinear resonance photoelastic coefficient. In piezoelectric
three-dimensional hydrogen-like system will depend quaMQWS the slope of the QW bottom stimulates a quasilinear
dratically on the applied electric field for electric fields much modulation of the exciton energy by the piezoelectric field
lower than the level required to ionize the systéand this and a linear(in the piezoelectric field contribution to the
dependence is the same for the case of an exciton in a simpf#otoelastic coefficient, which is the distinctive feature of
QW, the modulation of the exciton level by the piezoelectricthis case from that of a simple well or the bulk crystal. The
field is also close to quadratic, is extremely small, and doesnagnitude of this contributioitand the modulation how-
not contribute to the linear photoelastic coefficients. ever, is considerably smaller than the same quantities stimu-

This situation is qualitatively different in the case of a lated by the deformation potential.

QW with an inclined bottom. For piezoelectric fields much

weaker than the applied electric field which determines the W thank Yu. V. Gulyaev for valuable comments and E.
slope of the bottom of the QW or than the imbedded electrid\- Alekseev for great help in carrying out the numerical
fields in the case of a varizone Q\even for good piezo- calculations.

electrics, the field is less than 3®/cm at medium sound

intensities, the dependence of the exciton energy on the pi¥’an analysié has shown that this approximation may be justified, in par-
ezoelectric field is quasilinear, i.e., the creation of a slope in ticular, for a QW based on GaAs when the width of the QW is close to the
the bottom of the QW leads to a quasilinear modulation ofz)ch’hr radius of the bulk exciton. .

. . . L . n order not to limit the generality of the analysis, here the zero energy, as
the exciton ground state by the piezoelectric field and intro- to; 5 varizone QW, is taken at= —L /2. When determining the exciton
duces a linear contribution to the photoelastic coefficients, energy, this does not influence the result, since for a QW in an electric field
which does not exist in the case of a simple well. The mag- Ae=Ax.
nitude of this modulatior(i.e., Eg:(e), which depends on the 3)SinceAe;tAh for the incline in a varizone QW, the incline is charactgrized
derivativedEZ)jd FB' for an incline imposed by an electric by the slope of the bottom of_ an electron wel\j. The corresppndmg
. . . . slopes for a hole well are uniquely related AQ and are determined as
field in the GaAs/A) ,dGa, 72As system is maximal for elec- noted above.
tric fields of ~5x 10*—10° V/cm, when the exciton energy

as a function of the electric field created by the incline ac——— — o
quires a quasilinear character. R. A. Ayukhanov and G. N. Shkerdin, Fiz. Tverd. TéBt. Petersbung

. . . . 35, 1916(1993 [Phys. Solid Stat@5, 957 (1993].
Estimates show that the magnitude of the linear contri-2p o g Miller, D. S. Chemla, T. C. Damen, A. C. Gossard, W. Wieg-
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ity (as well as the magnitude of the modulation in the energy3h- Dk- L?Andau a;lgGE- 7“8-2 LifshitzQuantum Mechanicgin Russia,
of the exciton levelis small and that the contribution of the , Géllg.aléekg,siﬁml(:. ” 3/'alenk'g’pén d A, N. Smolyiarizone Semiconduc-
deformation potential predominates. Thus, for the o(in Russiad, Vyshcha shk., Kiew1989, 250 pp.
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Spin splitting of optically active and inactive excitons in nanosirddP/InGaP islands has been
revealed. Optically inactive states become manifest in polarized-luminescence spectra as a
result of excitons being bound to neutral don@ws of the formation of the trion, a negatively
charged excitonin InP islands. The exchange-splitting energies of the optically active

and inactive states have been determined. 1998 American Institute of Physics.
[S1063-783%8)03809-X

The fine structure of radiative exciton levels in low- |attice-matched I§<Ga, P buffer film, a layer of nanoscale
dimensional systems becomes clearly apparent in the depemp islands with nominal thickness of three and five mono-
dence of optical orientation and alignment of excitons onlayers, and of a 50-nm thick §rGa, sP cap layer. To pro-
magnetic field in Faraday geometry. The fine structure hagluce an array of nanosized InP islands, the structure was
by now been detected for excitons localized in type-1 GaAskexposed to phosphine flow immediately after the InP layer
AlGaAs (Refs. 1 and pand CdTe/CdMgTeéRef. 3 quan-  had been grown. The growth rate of thg 6a, & films was
tum wells, on one of the interfaces in type-Il GaAs/AlAs four and two Als, respectively. The impurity content in the
superlattice$;® and in InAlAs/AIGaAs quantum dotsUn-  |ayers was about £8cm 3. Figure 1 presents a TEM image
der these conditions, polarization spectroscopy of excitons iaf a part of the structure containing nominally three InP
a magnetic field permits one to measure small anisotropicmonolayers, which was obtained at an accelerating voltage
exchange splittings of levels of optically active states with-of 120 kV. The photograph shows clearly bulk islands of
out their spectral resolution. Determination of the spin split-about 700 A in size, which are fairly uniform in dimensions
ting of optically inactive exciton states, which do not directly and are distributed with a density 6f3x 10° cm™2.
contribute to polarized luminescence, is a more complex The samples to be studied were placed at the center of a
problem. A magnetic resonance study of this splitting insuperconducting coilfor measurements in strong fields
type-1l GaAs/AlAs superlattices has recently been repdtted.<5 T), or of an electromagnetfor weak-field measure-

The present work is based on the idea that the fine struaments, <2 kG), in a liquid-helium cryostat. A He—Ne laser
ture of optically inactive states should become directly manibeam fv=1.96 eV) directed along the growth axis of the
fest in polarized-luminescence spectra of quantum-welktructure,z||[001], produced photoexcitation. The light was
structures doped by shallow impuritié®r instance, by do-  focused onto the sample surface to a sp6t5 mm in diam-
nors. In this case an optically inactive exciton bound to aeter. A condenser collected the recombination radiation into
neutral donor forms a complex of three particleso elec-  a parallel beam which, after passing through a polarization
trons combined into a singlet and a holA similar situation  analyzer, was focused onto a double-grating spectrometer slit
can occur when an electron attaches to an exciton to produegnd detected with a PM tube at the spectrometer exit slit. The
a trion in modulation-doped quantum-well structures. Repump photon energhv was less than the InGaP barrier-
combination of such complexes gives rise to radiationmaterial gap Ey~2.0eV). Athv=1.96eV, the carriers are
whose polarization carries information on the spin splittingexcited both in the quantum welthe wetting layer and in
of optically inactive states. This work reports detection of athe nanoislands, so that one produces here primarily nonreso-
fine structure of excitonéboth optically active and inactiVe  nant excitation of excitons in InP islands. The polarization
localized in a self-organized InP-island system in strainedvas measured in the regime where the sign of the pump-light
n-InP/InGaP nanostructures. circular polarization was alternated at the mechanical-
resonance frequend®6.61 kH2 of a quartz modulator, and
the luminescence polarization was analyzed with a quarter-
wave phase plate and a linear polarizer. Experiments per-

The structures to be studied were prepared by lowformed in this geometry are free of the effects associated
pressurg100 mbay MOCVD epitaxy at a growth tempera- with dynamic polarization of the semiconductor nuél&ile
ture of 700 °C® The starting reagents were gallium and in- measured the effective degree of circular polarization at dif-
dium trimethyls, arsine, and phosphine. The carrier gas waferent points within the recombination-emission band of the
hydrogen purified by diffusion through palladium filters.  nanoislands,p.=(171—12)/(17X+1%). Here 1] and

The structures were grown @00)GaAs substrates ori- 17 are thes™ luminescence intensities undef” and o~
ented to within =30 and consisted of a 500-nm thick, pumping, respectively. In this cage may be considered as

1. SAMPLE PREPARATION AND EXPERIMENTAL RESULTS

1063-7834/98/40(9)/7/$15.00 1587 © 1998 American Institute of Physics
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FIG. 1. TEM image of a part of a structure containing nominally three InP :
monolayers, obtained at an accelerating voltage of 120 kV. R
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the conventional Stokes parameter, which characterizes the
circular polarization of luminescence due to that of the pump
Iight. FIG. 3. Radi.ati(_)n dep(ilari_zation ir_] a transverse magnetic flxkiq Hanl_e
Figure 2 shows an exciton luminescence spectrum frorﬁﬁecﬁ' Exclation: 7 ight with hv=196ev at an intensity
. : : . - I'=2.5 Wicn?. Solid line: a Lorentzian with a halfwidth of 100 G.
InP islands illuminated byc™ light with photon energy
hy=1.96 eV and intensity=2.5 W/cnt. The degree of cir-
cular polarizatiorp. was measured at the line maximum. In This can hardly account, however, for the polarization sign
the absence of magnetic field,<0. This means that the reversal in the Hanle effect, as well as for the magnetic-field
laser light reflected from the sample and the luminescencdependence g, in the Faraday geometry. We are going to
analyzed in reflection geometry have opposite signs of circushow that the negative sign of the luminescence polarization
lar polarization® Magnetic field applied perpendicular to the observed in zero field, the sign reversal of polarization in the
pump beam causes depolarization of the radiatibe Hanle  Hanle effect, and thp.(B) dependence in Faraday geometry
effect, depicted in Fig. 3 As seen from the figureg, van-  can be explained through participation of an “exciton on a
ishes in fieldsH, ~100 G, reverses sign from negative to neutral donor” (or of trions, i.e., negatively charged exci-
positive, and saturates at a leygl +0.6%. Figures 4 and tong in radiative recombination.
5 display the results obtained on the optical orientation of
excitons in a longitudinal magnetic fielfaraday geometjy 2. pISCUSSION OF RESULTS
We readily see that the degree of circular polarizagipfirst
slightly decreases from-0.6 to —2.1% (in fields of 0—1.3

kG), to subsequently increase from2.1 to —0.1% (in the oo : = N ) )
contribution of optically inactive excitons to the lumines-

1.3-50-kG range Within the experimental accuracy, the o o . .
p.(B) dependence is symmetrical with respect to sign rever¢eNce polarization, which is made possible by the formation

sal of the fieldB. In principle, p, may become negative of a bound complex of two electrons and a hole. Because the
. , Pe

under resonant excitation of light-holee41lh excitons be-
cause of the change of selection rules for light absorption.

Transverse magnetic field ,G

We attribute both the sign reversal of the luminescence
polarization and the magnetic-field dependencepofto a

0 -
6 —
= -0.51 =
w Lk L
?é n n
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>0 151
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.8 - =
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B 2.5 [ 1 1 1 1 1 1 1 1 1 )
oF 0 10000 Joooo 50000
] ] 1 1 1 1 ) L L Longitudinal magnetic field, G
7000 7100 7200 7300 7440
Wapelength, A FIG. 4. Degree of circular polarization of luminescence in longitudinal mag-

netic field (Faraday geometjyunderc™ excitation. Solid line is a plot of
FIG. 2. Exciton luminescence spectrum from InP islands obtained undeEq. (4) with the fitting parametersa=—0.69%, b=2.14%, and
illumination with hv=1.96-eV photons at an intensity= 2.5 W/cnf. c=1.43%.
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under illumination withe™ light the photoelectron spin is
directed predominantly antiparallel to th@xis, whereas the
holes are primarily oriented along the latter. To simplify our
¥ reasoning, we assume the spins of all photoelectrons to be
- antiparallel to thez axis, and the holes to be unpolarized. As
2 a result, half of the excitons will have a momentum projec-
& tion M= +1 (optically active excitons while for the other
half M= —2 (optically inactive excitons TheM=+1 ex-
- > ¥ citon recombines by emitting@™ photon, which means that
the sign of circular polarization of the radiation coincides
25 \ , , . . . . . | with that of the pump light. Optically inactive excitons do
0 400 800 not contribute to the radiation. The situation changes essen-
Longitudinal magnetic field, G tially if neutral donors D° centers are present in the quan-
FIG. 5. Decrease 0. in a longitudinal magnetic field caused by a contri- tum well. I_n this C_ase there is a pOSSIb!lIty for opt|ca_lly In-
bution of optically inactive excitons to the polarization of the radiation. The &Ctive: excitons withM=—2 to recombine. Indeed, if an
solid curve was calculated using the parameters of Fig. 4. M = —2 exciton is bound in the exciton—neutral-donor com-
plex (D°X), the projection of the total momentum of the
complex is determined by that of the hole momentum and is
samples under study contain donors not only in the InP nano- 3/2 (with two electrons forming a singletRecombination
sized islands but in the InGaP barrier material as well, twoof a hole with an electrofiwith spin projection ¢ 1/2)] is
possibilities can be conceived in this connection. First, ifaccompanied by emission of @ photon, thus producing
there are neutral donors in the InP islands, photoexcited exzegative circular polarization of the luminescence. On the
citons can be trapped by them to form an exciton—neutralether hand, binding of optically active excitons with
donor complex DP°X). Second, electrons can transfer from M= +1 in theD°X complex(with total-momentum projec-
donors in the barrier material to the InP islands. This maytion of +3/2) producesr* -polarized luminescence, as in the
result in the formation of the trion, a negatively chargedcase of free-exciton recombination. We have been consider-
complex of two electrons and a hole. For definiteness, we arig a limiting case of the spins of all photoelectrons being
going to consider subsequently optical orientationDdX antiparallel to thez axis, and of unpolarized holes, which
complexes and bear in mind that most of the results obtainerksults in formation of excitons with the momentum projec-
is directly applicable to the optical orientation of trions astionsM=+1 andM=—2. In a general case there are also
well. We shall turn back to this point at the end of this excitons withM=—1 andM = + 2 (because of carrier-spin
Section. relaxation, so that the polarization of active and inactive
One of the most remarkable results is the unusuaéxcitons is less than 100%. Under these conditions, however,
magnetic-field dependence pf in the Faraday geometry one can also maintain that the contribution of optically inac-
(Figs. 4 and & We may recall thap, grows monotonically, tive excitons to the resultant circular polarization of X
as a rule, with magnetic field, which is assigned either tocomplex is negative if the degree of their orientatiBp
suppression of carrier spin relaxatiar to the Zeeman split- = (N,—N_,)/(N,+N_,)<0 (hereN, is the number of op-
ting becoming larger than the exciton-level exchangetically inactive excitons with the momentum projectidm
splitting"*2 In our experiments, however, one observes a=+2, andN_,, that with M= —2). At the same time the
nonmonotonic behavior of the degree of polarization,contribution of optically active excitons is positive and is
namely, it first falls off slightly with increasing field, to determined by the degree of orientatio®®;=(N;

1

-0.5

eventually grow in fairly strong fieldsB>1 kG). Moreover, —N_;)/(N;+N_;)>0 (N; and N_; are the numbers
as seen from Figs. 4 and p,<0, i.e., the luminescence and of excitons with the momentum projectiond=+1 and
pump-light polarizations have opposite signs. M= —1, respectively If for some reason optically active

We shall first show how the luminescence polarizationand optically inactive excitons provide different contribu-
can reverse its sign in the course of exciton recombination itions to the recombination radiation, the resultant degree of
the D°X complex, and then turn to a qualitative descriptioncircular polarization of the luminescengg can be either
of the p.(B) relation. We assume the ground state of thepositive or negative, depending on which of the contributions
complex to be the state where the electron spins are antipais dominant. This difference in the contributions may result,
allel to form a singlet. We shall neglect for some time thefor instance, from the fine structure of exciton levels in low-
exchange coupling between the electron and the hole in théimensional systems. It is due to the electron—hole exchange
exciton. In this case, the exciton ground state in quantumeoupling in the exciton, which has until now been neglected
well structures is fourfold degenerate, and the projection ohere. We are going to show next that the exchange splitting
the total momentum on the|[001] direction isM=s+] of the spin levels of optically active and inactive excitons
==1,*2 (heres= = 1/2 is the electron-spin projection, and can qualitatively account for the magnetic-field dependence
j = *3/2 is the hole momentum projectipiNonresonant ex- of p. (see Figs. 4 and)5
citation by circularly polarized light produces optical orien- Figure 6 shows the structure of the exciton spin
tation of excitons as a result of the spin-polarized electrorsublevelst? The &, levels of M = +1 excitons split already
and hole becoming bound to form an exciton. For instancein zero magnetic field into a pair of optically active states,
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/—F— magnetic field, a situation observed experimentally. The
characteristic fieldB; in which p. decreases is~80G.
Fnmy pa—— 8, Thence one can estimate the splittiig using the relation
! \ 81=pplof+ gﬁ‘|81~2.1,uev, which is substantially less
/ \ than the exchange splitting of optically active states. This
M=1x1 I/ s value of the energy splitting, imposes a serious constraint
\‘ 0 on the lifetimer, of optically inactive excitons against their
\ binding in theD®X complex. In order for the splitting of
\\ inactive states to become experimentally observable, the
\ y {—»——-—“—- condition r,>%/6;~0.25 ns should be satisfied. Such long
M=x2 re—— trapping times(of the order of the radiative-recombination
8, time 7=0.5ns in the structures under study, Ref) &, in
principle, conceivable, if the dimensiahof the islands lo-
FIG. 6. Fine structure of the spin levels of te& -hhl exciton in zero calizing the excitons significantly exceeds the Bohr radius of
magnetic field. the excitona, and that of the donor-bound electrag. In
this case an exciton will need a certain time to encounter a
DY center. Besides, at low temperatures the exciton can lo-
which are linearly polarized in two orthogonal directions. AS cajize at thickness fluctuations of the nanoislands, with its
a result of this splitting, excitation with circularly polarized subsequent tunneling to a neutral donor, which likewise
light does not orient the optically active excitons, i.e., their,, J 4 require an additional time. It should be stressed that
degree of orientatio®; = 0. In a longitudinal magnetic field, s model itself is valid only ifd>a, , a4, i.e., when the
the linearly polarized states become circularly polarized, thu%xciton and electron at a donor may be considered as inde-
increasir)g the dggree of orienFation of pptically active ex‘.:i'pendent quasi-particles. In the samples under stddy
tons. This _W|Il'br|ng about an increase in the degree of Cir_700 A, anda,,a;~100A, so that this conditions is up-
cular polarization of the luminescence, because the Comr'blﬁeld(otherwise one should consider from the very beginning
tion of optically active excitons to the radiation polarization spin interactions of three particles on an equal footing, with-
is positive. As seen from Fig. 4, in fiel&>1 kG the degree out separating them into an exciton and% cente). '

of circular polarization grows with increasing contribution of X : o
. . ; ! - Thus excitons appearing under nonresonant excitation
optically active excitons to the luminescence polarization. L . . .
form through binding of optically oriented electrons with

The characteristic field in whicp, begins to grow is~15 ) . ) . .
istic field in which, begi grow holes. After a timer,=0.25ns, optically inactive excitons

kG. The characteristic magnetic fieR}, required to restore
the optical orientation of excitons can be evaluated by equai.@re trapped by neutral donors to fofX complexes. Re-

ing the exchange splitting, to the Zeeman splitting of op- cpn;btl)natrl]on of_aq exmftor;] bound |r-1;1 ﬁomp!ex ;S acclompa-
tically active statesuglgﬁ—gﬁ‘le (heregf and g‘lr are the Nied by the emission of photons, with their circular polariza-

longitudinalg factors of the electron and the hpl@he val- 1N being opposite in sign to the pump-light polarization. As
ues of &, for excitons localized in type-I low-dimensional for the optically active excitons, th_e time of their trapping by
systems are typically 10-1Q@&V2'2  Assuming a neytral dqnor,rl, should not differ much from that of
5,=100ueV, gf= 1.6 andgﬁ‘=2.9,l3 we come to an esti- [nactive excitons, 75, and therefore one can set~ 7, .
mateB,=13kG, which is in agreement with experiment. _>0.25 ns. Note thf':lt op'_ucglly active gxcﬂ_ons_caq recombine
Let us turn now to the weak magnetic-field domain, " two ways. If their radiative-recombination timeis much
B<1 kG (Figs. 4 and & Herep, decreases with increasing shqrter thal_’n the trapping time by a donq, optically .active
magnetic field. We attribute this to an increasing contributioneXcitons will recombine before becoming bound "Dg?(
of optically inactive excitons to luminescence polarization.coOmplex. In the other limiting caser$7,) they recombine
Indeed, as follows from the foregoing consideration, po|ar.thr0ugh theD®X complex. The radiative-recombination time
ized optically inactive excitons can recombine only whenof active excitons in such structures=0.5 ns* Therefore,
bound in aD®X complex, with the circular polarization hav- both possibilities are realizable in principle. This will not
ing negative sign. It appears natural to explain the behavioghange in any way a qualitative description of the behavior
of p. in weak magnetic fields as due to a fine structure of thef pc with magnetic field. Indeed, after the formation of a
optically inactive state¢see Fig. 6, similarly to the case of complex a hole will recombine only with itown" electron,
optically active excitons. A pair of optically inactive states because its spin is parallel to that of the donor-bound elec-
represents actually a superposition of tM=+2 and tron. Therefore the degree of circular polarization of the lu-
M = — 2 states taken with equal weights but different phasesminescence of a complex formed by trapping optically active
If the time required for a donor to capture an inactive exci-excitons will be determined by the degree of their spin po-
ton, 7,, is long enough £,>%/4;), then they will not be larization, similar to the case of free-exciton recombination.
optically oriented in zero magnetic fiel@,=0. Application A quantitative consideration of the problem will, however,
of a magnetic field transforms optically inactive states intoreveal a difference. We believe that optically active excitons
two pure states wittM=+2 and M=—2, which makes in the samples under study likewise recombine through the
possible their orientation. Because their contribution to theD®X complex, i.e., thatr> 7, (the lifetime of excitons is
polarization is negativep. should decrease with increasing dominated by their trapping time by a donofs a matter of
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fact, optical polarization of excitons in undoped quantumtrons. We are going to show subsequently that the polariza-
dots is accompanied by optical alignment and/or conversiotion of the radiation emitted by th®°X complex should
from optical orientation to optical alignmehfThis is due to  contain a contribution due to the polarization of the donor-
the electron and hole spins in the exciton being correlatechound electronsP,, even if the excitons bound in a com-
There is no such correlation, however, in h&X complex, plex are unpolarized. Two questions may arise in this con-
and therefore there should be no linear polarization of therection, however. First, if in zero field the excitons are
radiation associated with the exciton alignment. Opticalunpolarized, what process will produce spin polarization of
alignment of excitons was observed in the samples undezquilibrium electrons at donors? And second, whyin a
study neither under nonresonant excitatidiv€£1.96eV) transverse field does not vanighe excitons are unpolarized
nor under quasi-resonant excitationi(=1.83 eV) of exci- because of the electron—hole exchange interaction, and the
tons. This implies that the main recombination channel forelectrons at donors are depolarized because of the Hanle ef-
both optically active and inactive excitons involves h&X  fect in a transverse magnetic figlut reaches instead a level
complex. of +0.6% (Fig. 3? Similarly, as the light intensity is re-
The model we have considered provides a qualitativeluced,p. in zero magnetic field, rather than vanishiig the
explanation both for the sign reversal of the luminescenceveak-pumping limit the donor-bound electrons are also
polarization and for the dependencepefon magnetic field. depolarized), attains the same level of 0.6% as in the
In zero magnetic field, excitons are not oriented because giresence of a transverse magnetic field. The answer to these
the exchange splitting of both active and inactive statesquestions lies in the existence, besides the above, of other
Therefore the recombination radiation does not contain a cirmechanisms oD°X formation as well, which produce po-
cularly polarized componer{provided the electrons at the larization of electrons at the donors and account for the pres-
donors are not polarizédin the magnetic field of Faraday ence of the “residual” positive polarizatiop.= +0.6%.
geometry, first the splitting of optically inactive states disap-For instance, first a photoelectron is trapped by a neutral
pears, which restores the optical orientation of these statedonor to form aD~ center, after which it is joined by a
and reduces the degree of circular polarization of the radiaphotoexcited hole to produce tiX complex:
tion [with p. decreasing fromp. (B=0)~ —0.6% top. (B
=500 G)~ —2.1%, see Figs. 4 and].5In strong magnetic
fields, Zeeman splitting becomes larger than the splitting oBecause the hole is polarized alazj§001], after its capture
optically active states in zero field, thus giving rise to orien-py the D~ center the degree of circular polarization of the
tation of active excitons. This accounts for the increasg.0f complex radiation will be determined only by the hole spin
in strong magnetic fields frorp. (B=500 G)~—2.1% to  polarization, so thap.>0. The contribution of this process
pc(B=5 T)~—-0.1% (Fig. 4. This process can be pre- to total luminescence provides an explanation for the re-

o photon—D°@e®h—D~ ®h—D%X— o *photon..

sented schematically as follows: sidual positive polarization and for its insensitivity to trans-
verse magnetic fiel@he transversg f r of holes is cl
o photon—e®h—M=1—-D°X— ¢ " photon, t:zseerc) agnetic fielthe transversg factor of holes s close
o photon— e h— M =2—DX— ¢~photon . As for the optical pumping of donor-bound electrons, it

will occur, for example, as a result of equilibrium electrons
Absorption of o™ light creates electrons and holes, which being replaced by optically oriented photoelectrons; indeed,
subsequently combine to form excitons. After this, excitonsequilibrium electrons recombine to be replaced by spin-
are trapped by a neutral donor. Recombination of the compolarized photoelectrons. If the spin relaxation of electrons at
plex produced by trapping of optically active excitons is ac-donors is not a very fast process, their polarization will per-
companied by emission of a photon of the same polarizatiosist until the creation of the next electron—hole pair, and in
(o*), whereas binding of inactive excitons gives rise tosteady-state conditions the donor-bound electrons will be po-
emission of an oppositely polarized{) photon. larized, with the sign of their polarizatioR, being deter-

Note that, in this model, the luminescence must be unmined by the polarization of the photoelectrons.

polarized in zero magnetic fieldf the electrons at donors are In principle, all the above processes may contribute to
not polarized. As evident from Figs. 3-5, howeves(0) some extent to the magnetic-field dependence of the lumi-
~—0.6%. Besidesp.(0) depends on the pump light inten- nescence polarization. At present, however, we are not able
sity, namely, under weak pumping.(0)= +0.6%, then it to isolate each of them experimentally. Therefore, in the nu-
decreases with increasing intensity, and saturates at a level oferical calculations, we are going to restrict ourselves to the
—2%. This implies that the donor-bound electrons are optifirst of the above-mentioned processes, i.e., to the formation
cally oriented. Optical orientation of electrons bound to do-of an exciton with its subsequent trapping by a donor and its
nors inn-type bulk materials was studied in detiilt was  recombination. As for the spin polarizatiéh, of the donor-
established that the spin polarization of donor electrons inbound electrons, we shall consider it as a phenomenological
creases with the intensity of circularly polarized light, andparameter which does not depend on magnetic field.
that at high intensities the halfwidth of the luminescence  We calculate first the degree of circular polarizatjgn
magnetic-depolarization curve increases too. The same sitef the luminescence as a function of polarization of optically
ation is observed in our case. It appears therefore reasonaldetive, P,, and optically inactiveP,, excitons and of the
to attribute the behavior gf.(0) as a function of pump-light polarization of donor-bound electrof;. Two cases can be
intensity to polarization of donor-bound equilibrium elec- conceived for optically active excitons) Exciton with the
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momentum projectiotM =+1 (s=—1/2,j=+3/2) is cap- corresponds to that of optically active excitons, and the third
tured by a neutral donor whose electron spin is aligned witherm relates to the spin orientation of optically inactive exci-
the z axis (s;= +1/2). Recombination of such a complex is tons bound in thé°X complex.
accompanied by emission ofa” photon, with the intensity The solid lines in Figs. 4 and 5 are plots of Ed)
being proportional both to the number bf=+1 excitons calculated with the fitting parameteas=(—0.69+ 0.06)%,
and to the number of electroméy; , i.e.,1,+*N_{Ng;; 2) b=(2.14+0.08)%, c=(1.43+0.06)%, B,;=(82*+7)G,
Exciton with the momentum projectionrM=-1 (s andB,=(18%=1) G. Theory is observed to agree with the
=+1/2,j=—3/2) is captured by a donor whose electronexperiment. Let us discuss the results obtained. Consider first
spin is antiparallel to the axis (s4=—1/2). This produces parametersa, b, andc, which determine the.(B) depen-
o~ luminescence witH ,-«N_;Ng, . For the contribution dence in Figs. 4 and 5. The fact that parameters>0 is in
of these processes to the luminescence polarization orgccord with the above statement tiat>0,P.<0 underc™
readily obtainsp,.=P,+Py (here P4=(Ng;—Ng;)/(Ng;  excitation. Further, because<0, two possibilities are con-
+Ng,), and it is assumed th&;P4<1). A similar analysis ceivable: eitherW>1/2 (i.e., optically active excitons are
performed for the optically inactive excitons yields for their dominant in recombinationand P4<0 (the donor-bound
contribution to the radiation polarizatiop,;=P,—Py. If  electrons are polarized by photoelectrpnsr W<1/2 and
the numbers of optically active and inactive excitons are inP,>0 (the polarizations of the donor-bound electrons and of
the ratiow/(1—W), whereWe[0,1] presents the contribu- the holes are of the same sjgiwe shall not analyze these
tion of M=1 excitons to the total intensity, the resultant cases in great detail because the model used in data treatment
degree of circular polarization of the luminescence will takejs too simple. A more rigorous consideration should include
on the form all the above mechanisms &f°X complex formation. Be-
sides, the degree of polarization of the donor-bound electrons
pe=W(P1+Pg)+(1=W)(P2=Pg) . @ P4 may itself depend on magnetic field, because the optical
Neglecting the spin relaxation, the degree of orientafign ~ Orientation of excitons is restored by magnetic field and they
of optically active excitons in a longitudinal magnetic field is Will affect, in their turn, the polarizatioR . Let us turn now

given by the expressidh to parameter8, andB, determining the behavior gf;(B)
in Figs. 4 and 5. If the electron and haédactors are known,
0 1+(Q7)2 one can find parametess and §, characterizing the exciton
1= ) fine structure. Using for thg factors the valuegﬁz 1.6 and

9 .
1+(Qq7y) %+ 2
(1) (07 g]=2.9*we come tos;~2.1ueV andd,~130ueV. Note

Herethz,uB|g|T—gﬁ‘|B is the Zeeman splitting of optically that the simplified model used in describing our experiment
active excitonstw,= 8, is the splitting of radiative states in does not take into account the spin relaxation of carriers in
zero magnetic fieldr, is the lifetime of optically active ex- the exciton. A theory of optical orientation of excitons in the
citons, andP? is the degree of orientation at the instant of presence of spin relaxation was develofidt.was shown

exciton creation. When independent electrons and holes préhat inclusion of spin relaxation makes the characteristic
duce an excitonP,=P;,— P, [the degree of orientation of magnetic field restoring the optical orientation of excitons
photoelectron$,=(N;—N,)/(N;+N,), and that of photo- dependent not only o, but on the ratio of the exciton

excited holesP;,=(N,3,—N_3z2)/(N,3,+N_z2)]. Note optical-orientation and optical-alignment relaxation times as
that unders™ excitationP,,>0,P.<0, andPg>O. The de- well. Therefore the true value of, may turn out to be

gree of orientation of optically inactive excitonB,, is de- smaller. Taking into account the spin relaxation can also

termined by a similar expression change somewhat the value &f obtained within the simple
model (see Appendix A in Ref. ¥
0 1+(Q,75)2 We have been considering the optical orientation of the
P2= 21+(9272)2+(w172)2' 3 exciton—neutral-donor complexes in nanosized islands,

whose transverse dimension exceeds by far both the Bohr
wherefiQ,= ug|gf+ gﬁ‘|B, hwy=68;, PS=P,+P,, andr,  exciton radius and the radius of the donor-bound electron.
is the lifetime of optically inactive excitons. If the exciton The samples we studied contain donors, however, not only in
lifetime is long enough, i.e., ib,71, w175>1, Egs.(2) and  the InP islands but in the InGaP barriers as well. Therefore
(3) can be simplified. Substituting under these conditi®)s part of the electrons from the barriers can become localized
and(3) into Eqg. (1) yields the final equation, which we shall in InP layers. In such cases it would be more appropriate to

use in discussing the experimental data speak about the optical orientation of trions, i.e., quasi-
particles consisting of two electrons and a hole. The above
B2 B2 model is applicable also to the optical orientation of trions in
pc:a+b52+ B2 _C32+ B2 “) nanosized islands. It can be employed also in the case of
2 ! optical orientation of trions in quantum wells with two-
with the parametersa=(2W—-1)Py, b=W(P,—Py), dimensional electron gas, where the mean separations among

c=—(1-W)(P,+Py), BZ=52/(,LLB|g“|*— gﬁ‘|), and B; electrons exceed by far the exciton Bohr radingag<1,
=61/ (uglgf+ gm). The first term in Eq(4) describes the wheren, is the surface density of the electron gasinally,
contribution of the spin relaxation of equilibrium electrons to this model can be readily generalized to the case of excitons
the polarized luminescence of tB¥X complex, the second bound to neutral acceptors in low-dimensional systems.
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Quantum crystallization of electrons in a quantum @@D) subjected to an external magnetic

field is considered. Two-electron QDs with two-dimensiof2i)) parabolic confining

potential in an external transverse magnetic field are calculated. The Hamiltonian is numerically
diagonalized in the basis of one-particle functions to find the energy spectra and wave
functions for the relative motion of electrons with inclusion of electron—electron interaction for a
broad range of the confining-potential steepnegsdnd external magnetic field8). The

region of the external parameters,(B) within which a gradual transition to quantum crystalline
order occurs is numerically determined. In contrast tdauPbounded system, a magnetic

field acts nonmonotonically on “crystallization” in a quantum dot with several electrons because
of a competition between two effects taking place with increaiingamely, decreasing

spread of the electron wave functions and increasing effective steepness of the confining potential,
which reduces the average separation between electrond998 American Institute of
Physics[S1063-7838)03909-4

Quantum dotdQD) as quasi-zero-dimensional systemsences therein It appears of interest to consider also the ef-
are extremely interesting low-dimensional systems. They aréect of magnetic field on the onset of “crystalline” order in
of importance not only as a possible component base foa quantum dot. As will be shown below, its influence on the
nanoelectronics, but also as model objects for basic researchppearance of crystalline order within a certain region of the
namely, as giant artificial atoms with controllable param-control parametergmagnetic field and the steepness of the
eters, such as the type and steepness of the confining potegRnfining potentialis nonmonotonic because of the compe-
tial, the number of particles, and characteristic size of thdition between two mechanisms, the localizing action of the
confinement region. The type of the confining potential ismagnetic .field(reduced spread of the wave functjoand
determined by the actual method used to prepare the QIOMPpression of the system as a whole because of the grow-
Among the most commonly used are the “rigid wall” and N9 gffectlvesteepness of the confining potential an.d the as-
the parabolic confining-potential modéd. The model of somatgd decrease pf the average electron separ.atlon._
the parabolic lateral confining potential was confirmed by _ 1NiS work considers the problem of a two-dimensional
self-consistent calculatiofsand is applicable to not very QD W'th tVYO electrons within a br_oad range of_transv_er_se
large QDs. The excitation spectra of many-electron QDs Cal[11'1agnet|c fields. The model used is the parabolic confining

- : L potential U(r) = ar?, although the results obtained can be
be calculated within various approximations. It was proven . . .
readily generalized to other types of the potential as well. To

. . g . _ . _
in particular; that the generalized Hartree—Fock approxima cover a large range of magnetic fieBsind of the steepness

tion is adequate to many-electron QDs in strong magnetic - . . .
) " . . o . arameters of the confining-potentia] we used in lookin
fields within a certain region of the confining-potential steep P gp ta) 9

ness “for the energy spectrum and wave functions numerical di-

. . . . gonalization of the Hamiltonian in the basis of one-particle
One of the most interesting problems in the physics Oeigenfunctions
two-dimensional electron systems is the crystallization of ™\ 50 going to consider in this work quantum crystal-

elgctronos predicted .for three-dlmgnsuzrzgl systems b3I'ization in a two-electron, two-dimensional QD in a trans-
Wigner'® and considered theoretically'® for two- | grce magnetic field.

dimensional systemsgsee also reviews Refs. 16 and)17
Calculation of the two-dimensional electron-gas
crystallization®*® yields results which agree well with
numericat®?° and physica* experiments. The crystalliza-
tion of electrons in quantum dots was considéfddr the
classical case by molecular-dynamics simulatisee also
Ref. 23 and references thergiand for a quantum-confined Consider two electrons in an external potential well of
region, by the quantum Monte-Carlo metRddAs predicted  the formU = ar? (parabolic lateral potentipin a transverse
in Ref. 13, a strong magnetic field expands the region of thenagnetic fieldB.

crystal existencdsee also Refs. 14, 15, and 17 and refer- Because of the problem being axially symmetric, we

1. ENERGY SPECTRUM AND WAVE FUNCTIONS OF THE
RELATIVE MOTION OF ELECTRONS WITH INCLUSION
OF ELECTRON-ELECTRON INTERACTION

1063-7834/98/40(9)/6/$15.00 1594 © 1998 American Institute of Physics
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may conveniently use symmetric gauge of the vector potenander permutation af; andr,, spinS=0 should correspond

l . . .
tial A: A==[BXr]. to even wave functions of the electron relative motign
andS=1, to odd ones.
The Hamiltonian of the system can be written Equation(4) allows an analytical solution; one can thus
; 2 . 2 determine the center-of-mass enerdigs(the Darwin—Fock
—iV;—eA —iV,—eA . : .
_ _— energiey and the eigenfunctiongr:
N c c
H= + m|+1 w
2m* 2m* Ean=23’2,3 n+| |2 )Jrfcm, @
+ e’ +a(r?+r?) ) [m[+1)\ 1/2
——ta(rit+rs),
(g]ri—ra)) te Yom(R) = —n! ﬁ RIml
. . . . . nm m(|m[+n)! 2
wherem* is the effective electron mass,is the dielectric

permittivity, and« is the steepness parameter of the confin- BR?

ing potential. xexq—ﬁRZ/zﬁ)LLm(—) expimé), (8
We next make the quantities involved dimensionless by V2

introducing the following units of distance, energy,

. . e WhereL‘nm‘ is the associated Laguerre polynomial.
confining-potential steepness, and magnetic field:

The equation for relative motiofbd) differs from that for
726 om* et the center of mass only in including the electron—electron
=—, Eo=—F—, interaction. In accordance with the symmetry of the problem,
2m*e he the wave function of relative motion can be written as

Eq (2m*)2e3¢ Y (r)="~1,(r) exp §mé), wherem=0,£1, . .., and theadial

“ozga 0= PENIE (2)  functionf(r) satisfies the equation
&
° _ o 2 1ef [ g, 1
wherea, and E, are the radius and binding energy of the —t FE Erm— 7r - m— Y f=0, 9
two-dimensional exciton. or r
After this, the Schrdinger equation takes on the form  whereE;,,,=E, — mw/4.
ol o P .2 Equation(9) contains the only control parameter of the
A, +A ,t TC —+—|+E- TC) ) problem, namely, the effective potential steepn@ssvhich
961 962 determines the wave-function structure and the eigenvalues
Elm-
X(ri+r3)— Toeral =0, (©)) Expandf ,,(r) in the basis of eigenfunctions of the prob-

lem without the Coulombic interaction among the electrons
wherew, is the cyclotron frequency.

> e ) ) | Im|+1y 1/2
The distinctive feature of an external parabolic potential _ n: B I
is the possibility of separating the center-of-mass- from rela- "M\ a(ml+n)! J2

tive motion of particles. After replacing the coordinates

R=r,+r, andr=r,—r,, we obtain coupled equations char- 5 Im| B,
acterizing the center-of-mass motion and relative motion: X exp(— Br /2\/§)Ln Er ' (10
Py 1 dpr 1 PyYr  wc IYR
07R2 R IR R T2 R2 092 —HZ(Q_QR fm:; Cnmfnm- (11)
B2 ) The solution to Eq(9) will be found by numerical di-
+| Br 7R ¥r=0, (4) agonalization of the Hamiltonian in the basis of these func-
tions. The eigenfunctions of energy are determined from the
Y, N 10y, 1 0%y, @0 I, equation
2 ' r 2 ap2
T R det{ V"' ™+ 5, 1 (Enm—En} =0, (12)
2 1
NI )«m , (5 Wwhere
2 |r| Ll 112
y'm_ nin’! B
E=Egr+E,. ®) " (n+mDH(n’ +[m)t V2

Here B=[(w./4)*+ a]*? is a parameter characterizing the o
effectivesteepness of the confining potential in a magnetic 2 E 1),+J( |m|)
field, which grows with the field. = <=
The total wave function should be antisymmetric with
respect to electron permutation. Because the wave function ><(”""|m|)
n!

- . . . . 1
characterizing the center-of-mass motigr, is symmetric -] (13

o 1
r |+J+|m|+§ ,
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E, m=3
£, a
80 =2 rL
m=0
- ; 60k
m=
801 m=1 |
3 m=0
m=2
40 -
m=1
B m==1
a0 m=0
. L 1 —1 1 - L 1 1 1 L
0 2 6 10 4 0 40 &0 120 @
FIG. 1. Energies of the lower level€ vs parametery=g/w,. Er'
B=[(w/4)*+ a]*? is the effective steepness of the quantum-dot confining b
potential in a magnetic fieldy is the confining-potential steepness param-
eter. 20+
andI" is Euler's gamma function. 51
The energy and length can be conveniently normalized
as
10
E
E’:—, r/:r\wc_ (14) /
We
Now the eigenenergies and the eigenfunctions character- ] ;____///
izing the basis functiongin which diagonalization is done
depend on the dimensionless parameter=pg/w, | | . N , L
=yal wc2+ 1/16. The center-of-mass energy can be written g 2 6 10 8
Im+1) m FIG. 2. Energies of the lower levels vs. (a) confining- potential steepness
. .2, .
Ean_ 2\/57 n+ + 4 (15 parameter in magnetic field=10[in units ofBy= (2m*)2e3c/#%:?] and

(b) magnetic fieldB for the confining-potential parametear=3 [in units of
Figure 1 presents the dependences of the lower-level erx=(2m*)3e®/4°%4].

ergiesE; on parametery derived from the solution of Eq.
(12). The positions of the energy levels increase monotoni-
cally with v (for a fixed w.). States with the same quantum
numberm exhibit quasi-crossing of energy levels. For statesgies on magnetic field. The energies of the levels grow
with different symmetry, i.e., with different quantum num- with B. Quasi-crossing of levels with the same symmetry is
bers m, one observes level crossing. These crossings angccompanied by the appearance of energy gaps. The varia-
guasi-crossings are more clearly pronounced ferl, tion of the plots in curvature reflects combined action of all
where all factors(confining potential, magnetic field, Cou- factors, namely, the magnetic fieR| confining potentiaky,
lomb interaction produce comparable effects. and the Coulombic electron interaction. This is most pro-
If parametery is large enougtithe case of strong mag- nounced for not too large andB, i.e., in the region where
netic fieldg, the electron—electron interaction is small com-all factors produce comparable effects.
pared to the other parameters, and therefore the relative- It appears of interest to compare the enerdigsob-
motion energie&, approach asymptoticallgy (7), i.e., they tained by numerical diagonalization of the Hamiltonian with
are linear iny. This is seen clearly from Fig. 1. the results following from the perturbative theory in
We considered also the dependence of the energy levelectron—electron interaction. It was found that perturbation
positions E, separately on the steepness of the confiningheory yields fairly good results fop=1 (the relative error
potential « and on magnetic field. The dependences decreases with increasing. This is similar to application of
of the lower energy levels on the steepnesare presented perturbation theory (Z expansioh to atoms with a small
in Fig. 2a. The energies outside the level quasi-crossing reaumber of electrons, despite the absence of an explicit small
gion increase monotonically with. dimensionless parameter of the problem.
The level quasi-crossings are more clearly pronounced The applicability of perturbation theory to this case is
in Fig. 2b showing the dependence of the lower level enerdemonstrated by Fig. 3 comparing the calculated position of



Phys. Solid State 40 (9), September 1998 N. E. Kaputkina and Yu. E. Lozovik 1597
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FIG. 3. Comparison of calculated dependences of the lower-level energies
E, on parametely obtained by(1) diagonalization of Hamiltonian an@) a 401 b
perturbative approach. Cun& corresponds to the case where electron—
electron interaction is neglected. B

- J0F
f L
the lower energy levelE, with quantum numbem=0 with "
the results obtained by perturbation theory. 20}
To obtain the wave functions of corresponding electron |
motion, we find coefficientE€,,,, from the equation
10+
; Com(&nm—E;+VIM=0. (16)
g 1 1 i

In this way one determines the wave functions of corre-
sponding motionf,,(r). The squares of the wave functions B
fm(r) are plotted in Fig. 4 for some values of the confining-
potential parametesr and magnetic field. 10 ¢

The energy spectrum of QDs can be studied experimen-
tally by spectroscopic methods. In the case of a parabolic
confining potential, however, IR spectroscopy permits obser-
vation only of the excitations associated with center-of-mass =
motion. Nevertheless, excitations related to corresponding v 6k
motion of electrons can be observed, for instance, in elec-
tronic transitions from the valence to conduction band.

2. EXPANSION IN THE BASIS OF HARMONIC-OSCILLATOR 2+
FUNCTIONS

In the region of the values ot and B where the elec- 1 i L
trons are strongly correlated their wave functions should be a 5 0 5 ar
close not to the one-particle wave functiofi®), as in the FiG. 4. Squared wave functiof(r) for m=0. Confining potential steep-
opposite case of weak correlation, but rather to the harmonigiessa=0.01, magnetic fiel®=0.1.m: (@) 0, (b) 1, and(c) 2.
oscillator functions localized at centers of classical electron
crystallization(see Ref. 22 It appears therefore reasonable
to solve Eq.(9) by expanding the solutions on the basis of
harmonic-oscillator functions as well fr,n:; Comf !0 (18)

f! ()= (a2 (2"n! )2
The results obtained by diagonalization on the basis of
_y2./ 1/
X exp(—x*Van/2/2)Hn((an2) "), 17 harmonic-oscillator functions differ in the region of interme-

where x=r—rg, rq is the average distance between elec-diate values ofx andB only by a few fractions of one per-
trons,a,= B2+ 2/r 3+ 6m?/r§, cent from those obtained by numerical diagonalization of the
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Hamiltonian on the basis of one-particle functions, which
evidences a high accuracy of the calculations.

3. EFFECT OF MAGNETIC FIELD AND THE STEEPNESS
PARAMETER OF THE CONFINING POTENTIAL ON
QUANTUM CRYSTALLIZATION OF AN ELECTRONIC
CLUSTER

The electron localization induced by Coulomb repulsion
will be estimated from the halfwidth of the peak of the
square of the wave function calculated by(tie probability
regarding. This will permit a conclusion regarding the re-
gion of the external parametefsonfining-potential steep-
nessa and magnetic field) within which quantum “crys-

tallization” of electrons takes place. Thus we shall obtain apanyeen electrons should be 1/2, so that=1/4 (which
kind of phase diagram of electron states in the B) plane. agrees fairly well with the above value of,).

In the case of a two-electron QD we can deal naturally — The parameter determining quantum crystallization of
only with formation of a two-electron cluster involving the electrons(i.e. the control parameter of the probleis 3,
onset of short-range order. The appearance of short-ranggnich characterizes the effective steepness of the confining
order in an extended system can be judged from the presengdiential in a magnetic field. Fop=1/4 calculations yield
of a maximum in the structure form factd(k)."* An  for the critical value of this parameter, at which crystalliza-
extended electron system can be characterized by a dimegg, takes place in a two-electron quantum dég,= 0.005.
sionless parametdt corresponding to the ratio of character- figyre 5 shows a conventional boundary of the electron
istic potential to kinetic energies. In _the classical guantum-crystallization region for the ground state=(0)
case, ' =e?/(akgT), a=(mn) "% wheren is the wo- i, the plane of the control parameters, B) determined in
dimensional density, arkh is the Boltzmann constant. Melt- a¢ccordance with the above criterion. An increase of either the
ing of two-dimensional crystals in a classical system waseepness of the confining potential or of the magnetic field
studied by molecular dynamics simulatihFor a Coulom- gives rise to an increase of the effective steepness of the

bic system one obtained the critical value of param&r  potential in a magnetic field and, accordingly, to a decrease
~ 140 at which long-range order sets in in the system. At the

same time the calculatioffsshowed that clearly pronounced
clusters, i.e. regions with short-range order, exist within a -
fairly broad interval ofl’, even after the melting. The peak in - a
S(k) associated with short-range order persists ud'ig
~10 [in this region, the dielectric functioa(k)<0]. The
characteristic value df for a quantum system is

I'=[e%/(er)][A%/(m*r?)] t=rlag=rq

[where ag=12s/(m*e?) is the effective Bohr radiusag
=2a,), r=(mn) 2 is the average radius of the circle oc-
cupied by one electrdn

The value of parametdr? at which quantum crystalli-
zation of extended systems occurs is smaller than the classi-
cal value ofT" (the critical valued"J derived from theoreti-
cal calculation® and simulatio?® range from 16 to 30). For
the purpose of estimation one can accept that the region of
the values ofl"?, at which a region with short-range order
appears in a quantum system by crossover is Ese- 10,
which corresponds to} ~10. ForT=0, the Lindemann pa-
rametery=\(r?)/r~r_ %4 where(r?) is the rms deviation
of the electron from the center of the wave-function localiza-
tion (compare with Ref. 16 In the region where short-range
order sets inJ,~10) we havey,,~10 **~0.2[in place
of the critical valuey.~0.1 for the onset of long-range order
in an e).(tended systefof., e.g., Refs. 15 and 2D Therefore FIG. 6. Halfwidth of the peak of the squared radial wave functn
as a crlter_lon for the Onset[ of Short'rang? order one can USthd average distance between electropsvs magnetic fieldB plotted
the following rule: the ratio of the halfwidth of the wave tor a constant confining-potential steepness parametet0-5. m=0 (a),
function of electron relative motion to the average distancen=1 (b).

FIG. 5. Conventional boundary of the electron quantum-crystallization
region.
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a Thus a magnetic field can act nonmonotonically on quantum
crystallization because of the competition between two ef-
fects with increasing magnetic field, namely, the decrease

NE not only of the wave-function spread but of the electron—

iy electron separation as well.
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It is shown that the external-electric-field dependence of the magnitude of the magnetic spin
effect in the photoproduction of charge carriers in polydiacetylene films external-electric-field is
attributable to a distribution of weakly bound electron-hole pairs with respect to the initial

pair separations, within which the pair lifetimes compete with the characteristic times of evolution
and relaxation of the spins of the paired partners. 1898 American Institute of Physics.
[S1063-783%8)04009-X

Magnetic spin effects in the photoproduction of nonequi-at a potential up to 80—100 V. The films were illuminated by
librium charge carries are caused by the dependence of tre DKsSH-500 xenon lamp using light filters.
recombination efficiency of light-induced, weakly bound The optical absorption spectra and quantum efficiency of
electron-hole pairs on the spin state of these ﬁﬁ@n the  photoproductiony in a PDPDA film reveal coincidence of
other hand, the photoproduction of carriers in moleculaithe absorption and production thresholds around 650 nm.
crystals and polymers containing conjugate multiple bonds ighe electric field dependence of; in the interval
described by the Onsager mechanism of dissociation of 240'—10" V/m conforms to the Onsager pair recombination
bound paif This process establishes favorable conditiongechanism and is described by the equétion
for extracting additional information about the photoconduc-

. ; . - : e’E

tion mechanism of such metals by investigating the influence 5= 5| 1+ —————|exp(—r./ro), @
of the electric field, temperature, and energy of the stimulat- 8meeok™T

ing light on the magnitude of the magnetic effect. where 7, is the initial quantum efficiency, r.

As a rule, the photocurrent has served as the measure_dez/4m£OkT is the Coulomb radius, which has a value
quantity in previous studies of magnetic spin effects in the~00 A for PDPDA, and , is the radius of initial separation
photoconduction of several polyméfe Photocurrent mea- i, the pairs.
surements may be warranted under certain conditions, but The initial spin state of the light-induced bound ion pair
this practice can often give rise to an erroneous interpretatiory a singlet state, and its subsequent separation or reverse
of experimental data bearing on the carrier productionrecombination will no longer depend only on the temperature
mechanism. The problem is, as shown in Ref. 7, that theind the electric field, but also on the external magnetic field,
carrier mobility is also governed by spin-dependent transwhich produces mixing of singl€6) and triplet(T) states of
port, which can be controlled by an external magnetic fieldthe pairs:

In this light we have investigated the influence of an
external magnetic field on the quantum efficiency of carrier Y laees
photoproduction in polydiacetylene-polydiphenyldiacetylene [M]—'[MTe ="M " .. e7].

(PDPDA films as determined by an electrophotographic  The gependence of the relative variation of the quantum
method. This method permits the quantum efficiency of Carefficiency of photoproduction, defined a$=[ 7(H)

rier production to be determined directly from the decay ki-_ ,,(0)]/4,(0), on themagnetic field at various stimulating
netics of the potential of an illuminated ionic contact formed|ight wavelengths, is characteristic of a mixing mechanism
on the surface of the polymer. based on hyperfine interactfo(Fig. 1).

We have investigated samples of PDPDA prepared by  The positive sign of the magnetic spin effect indicates
the thermal polymerization of diphenyldiacetylene at a tem+that the main contribution to carrier photoproduction is from
perature of 400 K in a vacuum of 16 Pa with subsequent the dissociation of pairs existing in the singlet state. Figure 2
solution in benzene and precipitation in methanol. PDPDAshows the dependence &bn the electric field applied to the
films of thickness 3—4m were obtained by precipitating the sample at various light wavelengths. Clearly \at 600 nm
polymer from solution in CGlonto a copper substrate with the magnitude of the effect increases monotonically as the
subsequent evacuation and 4-h drying at a pressure of 0.1 Raectric field is increased, whereasat 390 nm thed(E)

The ion contact was formed by means of a corona dischargeurve has a maximum at>810° V/m.

1063-7834/98/40(9)/2/$15.00 1600 © 1998 American Institute of Physics
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31)1
(ro>=§7rc- (2

Inasmuch a®; depends on the electron dritt;= uE,
and the electron velocity between collisionsuis=(r )/,
Eqg. (2) can be rewritten in the form

3 1/2
e e

Making use of the fact that for PDPDA with the electric
fields used in our work, 0-10 V/Im, u=3
X 10~ m?V s, we find that carrier photoproduction will be
| | magnetically sensitive for pairs having an initial separation
0.5 1.0 1.5 in the interval 9.5-300 A. This means that for valyeg)
H, kOe <9.5 A, owing to the high probability of reverse recombi-
_ o . nation, an ion pair has a low probability & T evolution,
FIG. 1. Dependence of relative variation in the quantum efficiency of pho- S . . .
toproduction in PDPDA on the external magnetic field at different light whereas f0r<r0>_300 A the. pair d|§SOCIateS mto states W!th
wavelengths1) A =600 nm;2) A =390 nm. uncorrelated spins. In reality, the interval of initial separation
of radii is much narrower, because extreme values afd 7
have been chosen for the estimation(of). The values of
This nature of the electric field dependence of the mag{(r,) calculated from Eq(1) lie in the interval 15-120 A,
netic effect can be explained by competition of the lifetimedepending on the wavelength, the temperature, and the elec-
of an ion pair with the characteristic spin evolution time tric field.
=filgBa (ais the hyperfine interaction constant, gBé the Based on these considerations, the plots of the electric
Bohr magnetropand the spin-relaxation time of particles in field as a function of the magnetic effect of photoproduction
the pair®® The problem is that a necessary condition forat various stimulation wavelengths can be substantiated by
carrier photoproduction to be magnetically sensitive is thehe fact that the probability of avoiding reverse recombina-
requirement that the pair lifetimebe long enough to allow tion in pairs having a small separatign,) (A =600 nm)
for the S-T evolution of spins in the magnetic field; on the recombination increases as the electric field is increased, but
other hands must be shorter than the spin-lattice relaxationthe condition for complete dissociation is never attained in
time, so that the spin states of the partners will not have timeéhe indicated interval of electric fields. However, when
to relax. For the investigated polymers these two conditiongtimulation takes place in the short-wavelength range, so that
correspond to the interval 16<7<107°s, pairs having a large separation are formed, the probability of
Obviously, the stated condition actually reduces to theavoiding recombination increases Bss increased, but the
interval of values of the initial separation in the pa{rs)  probability of pair dissociation into a state with uncorrelated
such as to ensure the given range of pair lifetimes. The disspins increases at the same time, imparting the observed ex-
tance(ro,) can be estimated from the following consider- tremal behavior to the electric field dependence of the mag-
ations. netic spin effect in the carrier photoproduction in PDPDA.
The initial pair separatiofr ) is determined by the re-
lation between the average rate of separatipiof the pairs
at the distancér,) and the electron velocity between elas-
tic collisions’:
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